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Preface

This handbook is the result of discussions which began in late 2018 among many
of the handbook authors, who felt that a wide-coverage handbook of LFG would
be very useful for practitioners of LFG as well as for people wanting to learn
more about various aspects of the theory. We originally planned to finish the
handbook by mid-2021, but, as with many things, the COVID-19 pandemic got in
the way, and the number of originally planned chapters had to be reduced. We
are nevertheless delighted with the results, and we anticipate that the handbook
will be an essential resource for work in LFG for many years to come.

This handbook has been a community effort in the best sense, with involve-
ment and input from handbook contributors at every stage of the process. I have
been extremely grateful to all of the contributors for their flexibility, good hu-
mor, perseverance, and very hard work. At an early stage, Annie Zaenen and
Nigel Vincent provided very helpful suggestions for the overall organization of
the handbook. As always, Tracy Holloway King provided sage advice, and help
with Latex conversion at crucial moments. Bozhil Hristov went far beyond the
call of duty in proofreading many of the handbook chapters. We have also bene-
fited greatly from the helpful advice and expert technical assistance of the edito-
rial team, Sebastian Nordhoff and Felix Kopecky, and the vision of Stefan Müller
and his team in establishing Language Science Press as an essential resource for
linguistics.

Reviewers’ suggestions and advice were crucial in improving the content and
presentation of the chapters. All of the handbook authors also acted as review-
ers for other handbook chapters, and we are grateful to them for taking on this
work. Most authors reviewed two other handbook chapters, but the following au-
thors took on reviewing responsibility for more than two chapters, and we are
grateful to them for this extra effort: Ash Asudeh, Avery Andrews, Dag Haug,
John Lowe, Peter Sells, and Tracy Holloway King. We also relied on a large team
of external reviewers who provided very useful comments and feedback. Most
external reviewers reviewed only one chapter, but we extend special thanks to
those who reviewed more than one chapter: Amanda Thomas, Doug Arnold, and
especially Joey Lovestrand, who contributed three reviews. We are particularly
grateful to a team of Oxford graduate students who provided very detailed and
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helpful comments on the introductory chapters: Shuting Chen,Wilson Lui, Yiwei
Si, Eden Watkins, and Xiulin Yang. For very helpful comments on the glossary,
we are grateful to Ron Kaplan, Elaine Ui Dhonnchadha, Bozhil Hristov, Rachel
Nordlinger, Hannah Booth, Nigel Vincent, György Rákosi, Alex Alsina, and Ti-
bor Laczkó. We are also grateful to the Press’s very competent and helpful team
of proofreaders for their careful work on all of the chapters.

As always, I am grateful to Ken Kahn for all kinds of support as this handbook
came together.

Oxford, October 2023 Mary Dalrymple
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Overview and introduction





Chapter 1

Introduction to LFG
Oleg Belyaev
Lomonosov Moscow State University, Institute of Linguistics of the Russian
Academy of Sciences, and Pushkin State Russian Language Institute

This chapter provides a general summary of the architecture of LFG. It is mainly
focused on describing the two main syntactic levels, c- and f-structure, and the
projection architecture used in LFG in general. It also describes the notation for
defining the range of possible c-structures and their corresponding f-structures.
Core syntactic mechanisms such as structure sharing and X-bar theory are also
briefly covered.

1 Introduction

In this chapter, I aim to summarize the main syntactic levels of LFG, constituent
structure (c-structure) and functional structure (f-structure), while providing a
general overview of the foundational features of this framework. In Section 2,
I briefly describe the basic architecture of LFG and the overall role played by
each of the syntactic levels. In Section 3, I describe the c-structure model used
in standard LFG, its understanding of constituency, and the role of X′ theory.
In Section 4, the notion of f-structure is introduced, together with notational
conventions and a system of mapping c-structure to f-structure. In Section 5, I
show how the basic system of c- and f-structure can be extended to include other
levels of projection that comprise the architecture of LFG.

2 The basic architecture of LFG

At the core of LFG architecture as it was originally proposed in Kaplan & Bresnan
(1982) is the split of syntax into two levels: constituent structure, or c-structure,

Oleg Belyaev. 2023. Introduction to LFG. in Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 3–22. Berlin: Language Science Press. DOI:
10.5281/zenodo.10185934

https://doi.org/10.5281/zenodo.10185934


Oleg Belyaev

and functional structure, or f-structure. The correspondence function 𝜙(𝑥)maps
every c-structure node to an f-structure. As an example, consider the LFG anal-
ysis of the sentence John has seen David in (1), where the mapping function is
represented by the arrows.

(1) IP

NP

N

John

I′
I

has

VP

V

seen

NP

N

David

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘see〈(𝑓 subj)(𝑓 obj)〉’
tense prs
aspect perf

subj [pred ‘John’
pers 3
num sg

]𝑔
obj [pred ‘David’

pers 3
num sg

]ℎ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦𝑓

As seen in (1), the two parallel structures are substantially different: c-structure
is a phrase structure tree that represents word order and hierarchical embedding,
while f-structure is a feature-value structure that represents predicate-argument
relations and the grammatical features of all the major parts of the sentence. Fea-
tures appear as atomic values of f-structure attributes, while arguments and ad-
juncts appear as f-structures embedded as values of attributes such as subj and
obj in (1); which arguments can and, indeed, have to appear in the f-structure
is specified in the value of the pred attribute. While the mapping between the
two structures follows certain constraints imposed both by the formal metalan-
guage and theoretical considerations (on which see Belyaev 2023a [this volume]
and Andrews 2023 [this volume], it is, in principle, language-specific: an LFG
grammar consists of a set of rules and lexical entries that define the possible
c-structures and their corresponding f-structures for a particular language.

This flexibility in the c- to f-structure correspondence ensures that each corre-
sponds to a particular set of grammatical generalizations. Overall, f-structure is

4



1 Introduction to LFG

the main syntactic level that represents the predicates, their valencies and gram-
matical relations, as well as grammatical features such as number, case, aspect
and gender. The majority of syntactic phenomena that have to do with feature as-
signment and feature checking are described using f-structure constraints; these
include:

• feature government (case assignment, mood, constraints on the use of non-
finite forms, etc.);

• agreement;

• anaphoric constraints;

• wh-movement, topicalization and other long-distance dependencies.

All generalizations that have to do with argument relations and grammatical fea-
tures have to be stated in terms of f-structure. For instance, a constraint that
requires the verb to agree with Spec,IP or to assign accusative case to Comp,VP
would be complex and somewhat unnatural to formulate (although not impossi-
ble). It is much more simple and natural in LFG for such rules to refer to gram-
matical functions such as subj and obj instead. This implies that the role of con-
stituent structure is more restricted than in other frameworks; for the most part,
c-structure constraints only capture generalizations related to word order and
various embedding possibilities.

The correspondence architecture is not limited to syntax. Other projections
that map c-structure nodes or f-structures to other structures (such as informa-
tion structure, semantic structure, or prosody) have been proposed in the litera-
ture: see Section 5 for details.

3 C-structure

3.1 The notion of c-structure

C-structure (constituent structure) in LFG is a phrase structure tree. Possible
trees are defined by a set of context-free statements (“phrase structure rules”)
of the type𝐴 → 𝛼 , where𝐴 is a nonterminal symbol (representing some syntac-
tic category), while 𝛼 is a string of nonterminals or a single terminal. A simple
set of rules that licenses the English sentence in (1) is given in (2).

(2) a. IP → NP I′ b. I′ → I VP c. VP → V NP d. NP → N

5



Oleg Belyaev

Such rules are well-established in modern linguistics since at least Chomsky
(1957) and so hardly require further discussion. It should however be observed
that, in LFG, these should not be understood as “rules” in the direct (procedural)
sense, but rather a set of phrase structure principles that constrain hierarchical
relations between mothers and daughters – crucially, not between levels further
apart, such as granddaughters etc. Phrase structure grammars are one way of de-
scribing such principles that has proved most popular among LFG practitioners,
but not the only way – possible alternatives are ID/LP rules (Falk 1983) and the
specification language described in Potts (2002), which builds on the specifica-
tion language in Blackburn & Gardent (1995).

The structures that are constrained in this way are not just strings,1 but con-
stituent structure trees whose nodes are individually mapped to f-structures, as
shown in (1).

The syntax of phrase structure rules in LFG is somewhat more extensive than
in many other frameworks, because the right-hand side 𝛼 is allowed to be a reg-
ular expression and include such features as optionality (represented by paren-
theses around the symbol), disjunction (with the disjuncts in curly brackets, sep-
arated by either a vertical line ( | ) or a logical disjunction sign (∨): e.g. { NP | DP }),
Kleene star (zero or more instances, NP*), Kleene plus (one or more instances,
NP+), and some other less frequently used expressions. Grammars where the
right-hand side can include regular expressions are called extended context-free
grammars or regular right part grammars and it is known (Woods 1970) that the
set of languages they describe is the same as that of standard context-free gram-
mar.

3.2 Main properties of c-structure

LFG is unique among all frameworks in the simplicity of its constituent structure
representations. This is a deliberate design decision which is possible due to the
parallel architecture approach of LFG. It has been widely accepted since Chom-
sky (1957) that context-free grammar is not by itself an adequate formalism for
describing natural language; even if the majority of syntactic constructions can

1In fact, in the original version of LFG architecture introduced in Kaplan (1989), c-structure is
itself a projection from the string. In recent LFG work, this idea has been developed in more
detail by distinguishing between the s-string (the string of syntactic units) and the p-string (the
string of phonological units), see Dalrymple &Mycock (2011) and Bögel 2023 [this volume] for
more information.

6



1 Introduction to LFG

indeed be described by context-free grammar (Pullum & Gazdar 1982), the de-
scriptions required would be cumbersome, artificial and theoretically unenlight-
ening as a model of human linguistic competence. Therefore, most grammars
which use constituent structure as the main level of syntactic representation
introduce additional mechanisms such as transformations in order to increase
their expressive power. But such additions are not required in LFG because all
phenomena that require more powerful mechanisms are dealt with at f-structure
and other levels. C-structure remains limited to modeling basic word order facts,
hierarchical embedding, and recursion, the phenomena for which phrase struc-
ture always was and remains the most adequate formal representation.

The advantage of this simplicity is that constituent structure in LFG has a
clear empirical basis and can be determined for individual languages based on
classic tests not obscured by additional considerations. For example, since there
is no syntactic displacement, constituents in LFG are continuous by definition –
apparently “discontinuous” material may eventually converge in one f-structure,
but will still be split into separate constituents at c-structure.

By contrast, some constituency diagnostics which are valid in other frame-
works are not valid in LFG. For example, since c-command is a phrase structure-
based relation in mainstream transformational grammar, the existence of bind-
ing asymmetries between subjects and objects implies a configurational structure
where the subject c-commands the object or vice versa. Thus Speas (1990: 137) ar-
gues that, within standard GB assumptions, flat structure predicts the existence
of subject reflexives bound by their objects; since few such languages, if any,
are actually found, existence of a hierarchical structure with a VP and a subject
c-commanding the direct object is part of Universal Grammar.

In LFG, such a conclusion is a non sequitur because constraints on anaphoric
relations, and other related phenomena, are formulated chiefly in terms of f-
structure; sometimes in terms of information structure, semantics, or even linear
precedence; but almost never in terms of c-structure configuration. Reference to
c-command is possible in principle,2 but it is largely useless as a source of valid
generalizations due to the core assumptions of LFG: the cross-linguistic variabil-
ity of c-structure, the universality3 of grammatical functions at f-structure, and
variation in the syntax-semantics interface.

2As, for example, in the definition of extended heads in Bresnan et al. (2016: 136). Note that
this is a concept that is used to describe regularities in the c- to f-structure mapping, not a
constraint on f-structure relations themselves.

3“Universality” here refers to universal availability, as in a grammatical toolbox (cf. Jackendoff
2002), not in the sense of mapping the same semantic roles to the same grammatical functions
in all languages, or even in a single language. See Belyaev 2023b [this volume] for more detail.

7



Oleg Belyaev

Constituent structure representations in LFG are therefore rather “shallow” in
that their makeup is determined by a limited set of empirical diagnostics mostly
based on word order possibilities. These facts vary widely across languages, and
so do c-structure rules and the resulting structures. While f-structures have a
degree of universality (in the sense of sharing a single inventory of grammat-
ical functions and broad similarity in the way analogous phenomena such as
anaphora, coordination, agreement etc. are represented), c-structures are lan-
guage-specific.

Still, even in c-structure there are certain basic theoretical constraints which
are deemed to hold universally across languages. In mainstream LFG, these are
endocentricity and lexical integrity. The former is usually captured by a
version of X-Bar Theory, which is generally the same as in GB (see Chomsky
1970, Jackendoff 1977) but less restrictive: no universal clause or NP structure, no
universal mapping from X′-theoretic positions (specifier, complement) to gram-
matical functions are assumed; non-binary branching is allowed; various excep-
tions from endocentricity, most prominently the exocentric S node used in non-
configurational languages are permitted. For more information on the version of
X-Bar Theory used in LFG, see Belyaev 2023a [this volume] and Andrews 2023
[this volume].

Lexical integrity is another principle that has been assumed in LFG since its
inception. At its core, this principle states that words are constructed from dif-
ferent elements and according to different rules than syntactic phrases, and that
the internal structure of words is invisible to rules of syntax (Bresnan & Mcho-
mbo 1995: 181). In formal terms, this is usually interpreted such that the leaves of
c-structure trees must be morphologically complete words (Bresnan et al. 2016:
92). For more detail on lexical integrity as it is used in LFG, the challenges it faces
and proposed modifications, see Belyaev 2023a [this volume].

4 F-structure

4.1 Defining equations

As mentioned above, at the most basic level f-structures in LFG are a type of
attribute-value structure.4 However, unlike most other frameworks which deal

4Carpenter (1992) is the standard reference on themathematical properties of such feature struc-
tures. However, the structures described by Carpenter are typed, which is a crucial difference
from LFG f-structures, which are untyped and defined using a functional notation.

8



1 Introduction to LFG

with this data type, the LFG formalism does not refer to f-structures as objects
that can be manipulated and to which various operations can be applied. In con-
trast, an f-structure is thought of as a function that maps attributes (attribute
names) to their values.5

From this perspective, describing an f-structure consists in defining the value𝑦 for each argument 𝑥 in the function’s domain (i.e. the set of attribute names).
In LFG, attribute-value pairs are usually described using the notation of function
application probably inspired by the Lisp programming language, i.e. the more
conventional 𝑓 (𝑥) = 𝑦 is expressed as (𝑓 𝑥) = 𝑦 . Thus, for the f-structure 𝑓 in (1),
the value of the attribute tense is defined by the equation (𝑓 tense) = prs. By
way of example, the full (minimal) set of equations that describes the f-structure
of (1) is provided in (3).

(3) (𝑓 pred) = ‘see〈(𝑓 subj) (𝑓 obj)〉’(𝑓 tense) = prs(𝑓 aspect) = perf(𝑓 subj) = 𝑔(𝑓 obj) = ℎ(𝑔 pred) = ‘John’(𝑔 pers) = 3(𝑔 num) = sg(𝑔 pred) = ‘David’(𝑔 pers) = 3(𝑔 num) = sg

Sets of equations as in (3) are called f-descriptions. A valid f-structure of a
sentence is an f-structure that minimally satisfies this sentence’s f-description.
Thus, the f-structure displayed in (1) is the minimal f-structure that satisfies (3);
were one to add the attribute-value pair [mood indicative], (3) would still be
satisfied, but the structure would no longer be minimal.

Since an f-structure function application produces attribute values, and, as
seen in (1) and (3), these values can also be f-structures, it is possible to use
nested function applications. Thus, since (𝑓 subj) = 𝑔, ((𝑓 subj) pers) is equiv-
alent to (𝑔 pers) and has the value 3. By convention, function application is

5The term f(unctional)-structure can thus be understood in twoways: as a structure representing
the “function” of words and phrases (as opposed to c-structure which represents “form”) and,
more formally, as a function proper. This set-theoretic understanding of f-structures is standard
in the LFG literature, but f-structures can alternatively be modeled in terms of graph theory;
an example of this approach is found in Kuhn (2003).

9
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left associative, thus the parentheses can be omitted and the equation written
as (𝑓 subj pers) = 3. Early on, LFG has also adopted an extension of function
application called functional uncertainty (Kaplan & Zaenen 1989b), which allows
replacing the right-hand side of the function application (the “path” of attribute
names) by a regular expression; thus, (𝑓 comp* subj) denotes the value of the
attribute subj of 𝑓 or an f-structure embedded in any number of comp attributes
within 𝑓 . For a formal definition of functional uncertainty and a more detailed
discussion, see Belyaev 2023a [this volume].

While it is possible to describe individual f-structures using sets of equations
as in (3), it is obvious that such a system cannot serve as a basis for any regular
description of grammar, as it lacks a way of specifying the mapping from words
or phrases to the f-structures that represent them. In LFG, this task is mediated
through c-structure; f-descriptions for individual sentences are constructed on
the basis of annotated c-structure rules, which are described in the next
section.

4.2 Annotated c-structure rules

The formal metalanguage introduced in Section 4.1 provides a way to describe
abstract syntactic representations, but, used by itself, it does not allow describing
actual grammars and making generalizations about linguistic notions. This is
because f-structures should also be mapped to the building blocks of sentence
structure – words and c-structure nodes – in a regular way. In other words, the
correspondence function 𝜙, introduced in Section 2, has to be defined. In LFG,
this is done using annotated phrase structure rules. These rules contain
additional statements, formulated in the functional description metalanguage,
that specify the mapping from each node to the f-structure. In order to refer to
the f-structure projections, the equations use the following additional notations:

(4) the current c-structure node: ∗
the immediately dominating c-structure node: ∗̂

Using this notation, we can formulate phrase structure rules like the following:

(5) VP ⟶ V𝜙 (∗̂) = 𝜙(∗) NP(𝜙(∗̂)obj) = 𝜙(∗)
In (5), the annotation for V stands for “this node (V) maps to the same f-structure
as the dominating node (VP)”, while the annotation for NP stands for “this node
(NP) maps to the obj attribute of the f-structure of the dominating node (VP)”.

10



1 Introduction to LFG

The mapping that this rule defines is illustrated in (6). The nodes VP and V map
to the same f-structure, labeled as 𝑓 , while NP maps to the f-structure labeled as𝑔 – the direct object of the clause.

(6)
VP

V NP

[obj [ ]𝑔 ]𝑓
For convenience, 𝜙(∗) and 𝜙(∗̂) are usually replaced by the abbreviations ↓ (pro-
nounced “down”) and ↑ (pronounced “up”), respectively. These metavariables are
assumed to be the only way to refer to material up or down the tree in phrase
structure rules; direct reference to “low-level” variables such as ∗ is generally not
used in LFG analyses. The conventional representation of the rule in (5) is given
in (7).

(7) VP ⟶ V↑=↓ NP
(↑ obj)=↓

In the standard model of c-structure, lexical entries are nothing more than
rules defining a preterminal node dominating a terminal node. However, they
use a slightly different notation, where the word form is followed by its category
and annotation, illustrated in (8).

(8) John N (↑ pred)=‘John’
(↑ pers)=3
(↑ num)=sg

Since there is no further material down the tree, lexical entries typically only use
the metavariable ↑ to provide information associated with the preterminal node.
In some cases, ↓ is also used to draw subtle distinctions between information con-
tributed by the word itself and the information contributed by the preterminal.
For example, Zaenen & Kaplan (1995: 230) ingeniously map the verbal form to
the pred value, while other grammatical features are assumed to be contributed
by the V node. In practice, this possibility is seldom used.

The projection function 𝜙 maps c-structure nodes to f-structures, but one may
also define an inverse correspondence 𝜙−1 to proceed in the opposite direction.
This function provides the set of c-structure nodes that map to the f-structure
given as its argument. Note that the inverse projection is not a function, as

11
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the f- to c-structure relation is one-to-many. Inverse projections are used in f-
descriptions in order to use c-structure features in f-structure constraints. For
example, to check that the subject’s f-structure maps to an NP, one may use the
equation NP∈CAT((↑subj)). This is seldom needed, because, by design, most
constraints on f-structure attributes can be described solely in terms of f-structure.
However, sometimes the inverse projection is indispensable, e.g. when formu-
lating the notion of f-precedence (see Kaplan & Zaenen 1989a; also see Belyaev
2023a [this volume]) describing linear order conditions on anaphora (Rákosi 2023
[this volume]).

4.3 Well-formedness conditions

There are three conditions that any f-structure must satisfy in order to be treated
as valid: Uniqueness (also known as Consistency), Completeness, and Coherence.
Any f-structure that violates these conditions cannot be part of a valid analysis
of any sentence. Uniqueness requires that each attribute have exactly one value –
this actually follows from the notion of f-structure as a function, since a function,
by definition, is a many-to-one or one-to-one mapping. Completeness requires
that each argument listed in the pred value of an f-structure (which is the locus of
valency information) is present in the f-structure; Coherence, complementarily,
requires that no extra arguments not listed in the pred value are introduced. For
more detail on how these conditions actually operate, see Belyaev 2023a [this
volume].

4.4 Structure sharing and “movement”

Unlike transformation-based grammatical approaches, LFG has no special for-
mal mechanism such as movement or Internal Merge to handle dependencies
between different structural positions. The closest equivalent to such a mecha-
nism is structure sharing, which consists in one f-structure being the value of
two or more distinct attributes. The possibility of structure sharing follows from
the general makeup of the formalism: If f-structures are functions and features
are their arguments, it is expected that these structures are reentrant: a function
can return the same value for different arguments. Since reentrancy is obviously
required for the simplest cases such as reentrant atomic values, structure sharing
is only a natural consequence of this property.

A classic example of the use of structure sharing to describe a movement-like
process is the LFG analysis of raising. Raising verbs such as English seem are
analyzed as having a non-thematic subject that is shared with the subject of the
complement clause:

12
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(9)
IP

NP
(↑ subj)=↓

John

I′↑=↓
VP↑=↓
V′↑=↓

V↑=↓
seemed

(↑ pred)=‘seem〈xcomp〉subj’
(↑ subj)=(↑ xcomp subj)

VP
(↑ xcomp)=↓
to agree

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘seem〈xcomp〉subj’

subj [pred ‘John’
pers 3
num sg

]
xcomp [pred ‘agree〈subj〉’

subj ]
⎤⎥⎥⎥⎥⎥⎥⎦

This correctly predicts that the raised subject appears as the argument of the
matrix clause while being subcategorized for and assigned a semantic role in the
complement clause. For more detail on control and raising, see Vincent 2023 [this
volume].

It is important to note that while structure sharing is, in formal terms, the clos-
est counterpart to movement in LFG, this does not mean that all phenomena that
are treated via movement in transformational frameworks should involve struc-
ture sharing in LFG. This is because movement is normally the only mechanism
for “non-canonical” or “displaced” positioning of material in transformational
frameworks, while LFG draws a crucial distinction between c- and f-structure.
Two sentences may differ in the c-structure while having the same f-structure
– this is called scrambling and this is the most widespread mechanism of syn-
tactic “displacement” in non-configurational languages or languages that allow
mapping to the same grammatical function in different positions. For example,
Arka (2003) proposes the following rule for S in Balinese:

(10) S ⟶ { VP↑=↓ NP
(↑ gf)=↓ }*
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This allows any number of NPs to alternate with any number of VPs in any
order; each NP may be freely assigned to any grammatical function. Therefore,
sentences with the same predicate and the same set of NP arguments will have
identical f-structures, with the only difference being found at c-structure. But no
c-structure configuration will be considered as “basic” in any formal sense of the
term.6

5 Additional levels of projection

C-structure and f-structure were originally thought of as the only levels of gram-
mar in LFG: c-structure as a kind of “form” representation, and f-structure as a
“functional” representation, in some sense reflecting semantics and having a de-
gree of universality compared to c-structure. It quickly became clear, however,
that these two levels are not enough to represent the full complexity of grammat-
ical phenomena. First, semantics should be separate from f-structure to handle
phenomena that are not represented in syntax, such as quantifier scope. Second,
f-structure in its standard form is a collection of information of different types:
purely morphological and morphosyntactic atomic features; grammatical func-
tions; valency information (pred features); and semantic information (if features
such as anim are used to describe effects of animacy on grammatical marking).
Third, f-structure simply cannot handle some phenomena, like prosody, which
require a different kind of structure whose constituents are not equivalent to
either c-structure constituents or f-structures.

A possible way to overcome these difficulties would be to extend the role of the
existing c- and f-structure, which would mirror similar developments in transfor-
mational grammar, with its central role of constituent structure and the prolifer-
ation of functional projections (see Sells 2023 [this volume]). However, the archi-
tecture of LFG permits a more elegant solution. While the original system does
only consist of c- and f-structure, there is nothing intrinsic about this binarity: the
two are connected by a projection function 𝜙 that maps nodes to f-structure. It is
possible to define other functions that would connect c- or f-structures to various
other structures; thus, where 𝜙(∗) (abbreviated ↓) stands for the f-structure of the
annotated node, 𝜇(∗) would be the morphosyntactic structure (m-structure) of

6Of course, even in non-configurational languages, certain word orders are often viewed as
less marked compared to others. This is probably due to differences in information structure,
which in modern LFG literature is usually treated as a separate level that may interact with
other levels such as c-structure, f-structure, and prosody (Zaenen 2023 [this volume]; see also
Dalrymple &Nikolaeva 2011). Crucially, an information structure difference between sentences
does not automatically entail any difference at either c- or f-structure.
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this c-structure node, and 𝜎(𝜙(∗)) (abbreviated ↑𝜎 ) would be the semantic struc-
ture (s-structure) that the f-structure that corresponds to this node maps to (if
s-structure is viewed as projected from f-structure). The simultaneous descrip-
tion of two or more grammatical structures by the same rule or lexical entry is
called codescription, which is the main principle governing the interaction of
levels in LFG.

This modularity has been successfully used to model a number of grammatical
levels, such that LFG, as it is currently practiced, is no longer centered around
the interaction between c- and f-structure, although these still play a major role
as the main syntactic representations. It is also crucial that LFG, by design, still
retains a degree of “syntactocentricity” in that all additional projections are de-
fined with reference to c-structure nodes. This is different from the notion of a
truly parallel architecture advocated e.g. in Culicover & Jackendoff (2005), where
each level of representation (specifically, in their model, syntax and semantics) is
conceived of as a separate “combinatorially autonomous” system that is linked to
other levels via a system of correspondence constraints. In LFG, only c-structure
is combinatorial in this sense,7 with possible trees defined directly through phrase
structure rules; the content of other projections is not autonomously generated,
but defined through phrase structure annotations that connect the elements of
these projections to c-structure nodes. Thus, while c-structure is not as central
as constituent structure in other frameworks, it acts as a “hub” that connects all
the different levels of sentence structure together.8

There is currently no agreed-upon set of representational levels. Some, like s-
structure or prosodic structure, are almost universally adopted and consistently
interpreted in terms of projection. Others, like information structure (i-structure),
are assumed by most authors, but specific interpretations vary: for example, i-
structure is projected from c-structure in King (1997), Butt & King (1997), but

7C-structure rules are somewhat less central in approaches like Halvorsen (1983) and Andrews
(2008), which use description by analysis, rather than the standard codescription approach,
to describe the syntax-semantics interface: In these approaches, meaning is constructed on
the basis of f-structure, without direct reference to c-structure. Even here, however, semantics
is not a separate combinatorial system but is constructed on the basis of another structure
which, in turn, is projected from c-structure; this still seems rather different from Culicover
and Jackendoff’s vision of parallel architecture.

8This flavour of syntactocentricity is far less radical than in mainstream generative grammar
and may in fact be unavoidable in a (broadly) lexicalist framework, inasmuch as words are
viewed as the “building blocks” of sentences. In fact, I am not aware of a fully developed and
formalized implementation of any truly parallel architecture. There is no way around the fact
that phonetic form is the only part of language that is directly available for perception; thus
the part of grammar that is tasked with combining such “surface” elements into complete
utterances – i.e. syntax in the narrow sense – will always have a special role.
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from s-structure in the more recent proposal of Dalrymple & Nikolaeva (2011).
Finally, some levels are specific to particular approaches and are not universally
adopted, e.g. morphosyntactic structure (m-structure), viewed as projected from
c-structure (Butt et al. 2004, Butt, Fortmann, et al. 1996) or f-structure (Sadler
& Nordlinger 2004); or argument structure (a-structure), which is used in some
approaches to argument mapping (Butt et al. 1997) but is viewed as redundant
in some more recent proposals such as (Asudeh & Giorgolo 2012, Asudeh et al.
2014, Findlay 2016). One version of how the correspondence architecture might
look is provided in (11).9

(11)

Form c-structure
𝜋p-structure𝛽

f-structure
𝜙l-structure𝜆

a-structure𝛼 𝜆′ s-structure
𝜎m-structure𝜇

Model
𝜓i-structure𝜄

To date, additional levels and projections that have been discussed and de-
scribed in the LFG literature include the following (references to some of the
proposals are given in parentheses; most have separate chapters in the handbook,
which describe proposed representations in detail):

• argument structure (a-structure) (Butt et al. 1997), see Findlay et al. 2023
[this volume];

• semantic structure (s-structure) (Dalrymple 1999), see Asudeh 2023 [this
volume];

• information structure (i-structure) (King 1997, Butt &King 1997, Dalrymple
& Nikolaeva 2011), see Zaenen 2023 [this volume];

• prosodic structure (p-structure) (Dalrymple & Mycock 2011, Bögel 2012),
see Bögel 2023 [this volume];

• morphological / morphosyntactic structure (m-structure), see (Butt et al.
2004, Sadler & Nordlinger 2004), Asudeh & Siddiqi 2023 [this volume];

• grammatical marking structure (g-structure) (Falk 2006);

9The argument structure projection functions 𝛼 and 𝜆′ are from the proposal in Butt et al. (1997).
In this approach, which is not universally accepted in the literature, the projection function 𝜙
is the composition 𝛼 ∘ 𝜆′. I use the label 𝜆′ to distinguish this from the projection function 𝜆
that maps c-structure to l-structure, specifying category labels (Lowe & Lovestrand 2020).

16



1 Introduction to LFG

• l-structure, a level that represents complex categories of c-structure nodes
in the approach of Lowe & Lovestrand (2020): see Belyaev 2023a [this vol-
ume].

6 Conclusion

In this chapter, I have described the main architectural notions of LFG – the
c- and f-structures. LFG can be viewed as incorporating the best features of
constituent-structure-based (at c-structure) and dependency-based (at f-struc-
ture) frameworks, while avoiding their main drawbacks. Frameworks that use
phrase structure as the only syntactic representation require additional mech-
anisms such as transformations, multiple dominance or separate linearization
to properly capture word order variation and feature constraints; LFG manages
to keep c-structure relatively simple due to the fact that all feature interactions
are captured at f-structure, without referring to constituent structure positions.
At the same time, the fact that f-structure does not directly refer to individual
words or phrase structure nodes allows adequately capturing word order vari-
ation while keeping predicate-argument representations fairly uniform across
languages. I have also described how the core architecture may be extended to
other projections beyond f-structure. Each of these modules captures a separate
part of grammar (prosody, semantic structure, information structure, etc.) and
has its own internal makeup. The modules are linked together using annotations
of c-structure rules in the same way as f-structure is projected from c-structure.
Hence, grammars in LFG are factorized into several distinct components, each
of which is responsible for its own range of phenomena and largely operates
according to its own principles, with c-structure serving as a “hub” tying all the
components together.
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Chapter 2

Core concepts of LFG
Oleg Belyaev
Lomonosov Moscow State University, Institute of Linguistics of the Russian
Academy of Sciences, and Pushkin State Russian Language Institute

This chapter provides an in-depth coverage of the main features of the LFG frame-
work, focusing mainly on its syntactic representations: c- and f-structure. The
makeup of each level is discussed in detail. For c-structure, I describe the version
of X′ theory used in LFG and the status of lexical integrity as a core principle
of the framework. I discuss the notion of f-structure as a function/set of feature-
value pairs that is used in the majority of LFG work; attribute value types and
well-formedness conditions on f-structure (Uniqueness, Completeness and Coher-
ence) are covered as well. I also describe the metalanguage for defining f-structures
and the mapping from c- to f-structures, and note some linguistically relevant
consequences of how this mapping is organized. Three proposed extensions of
the standard architecture are also discussed: templates (constructions), minimal
c-structure, and lexical sharing.

1 Introduction

This chapter provides a detailed survey of the main syntactic levels of LFG, con-
stituent structure (c-structure) and functional structure (f-structure). It comple-
ments themore general introduction in Belyaev 2023b [this volume]. In Section 2,
I describe the c-structure model used in standard LFG, its understanding of con-
stituency, and the role of X′ theory. In Section 3, the notion of f-structure is
discussed, including the metalanguage used for describing f-structures and con-
straints on possible f-structure. In Section 4, I discuss the mapping from c- to
f-structure. Finally, in Section 5 I describe recently proposed modifications to
the basic architecture of LFG that have not yet been universally accepted, but
which may shape the development of this framework in the future.

Oleg Belyaev. 2023. Core concepts of LFG. in Mary Dalrymple (ed.), Hand-
book of Lexical Functional Grammar, 23–96. Berlin: Language Science Press.
DOI: 10.5281/zenodo.10185936
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2 C-structure

The nature of constituent structure (c-structure) in LFG and its main properties
are summarized in Belyaev 2023b [this volume]. Briefly, c-structure is a phrase
structure tree; constraints on possible trees are usually described via context-free
rules as in (1). Other metalanguages are sometimes used as well.

(1) S ⟶ NP VP

An important feature of c-structure in LFG is that empty nodes are not usually
employed. This is not a limitation imposed by the framework itself, but a the-
oretical decision. It is formally possible to define grammars with null terminal
nodes in LFG: this is implemented in XLE (Crouch et al. 2011) and was used to
capture long-distance dependencies in early versions of LFG (Kaplan & Bresnan
1982). However, since Kaplan & Zaenen (1989b) it has become a universal prac-
tice to capture long-distance dependencies through functional uncertainty at f-
structure, and the use of empty categories at c-structure has become unnecessary
(see Kaplan 2023 [this volume]). For more information on the formal features of
c-structure in LFG, see Andrews 2023 [this volume].

Without additional theoretical restrictions, context-free grammars allow far
more possible phrase structure trees than actually attested in natural languages.
In this section, I will focus on two main constraints on c-structure in LFG: X-Bar
Theory and lexical integrity.

2.1 X′ Theory
Every theory of constituency based on phrase structure grammar faces what Ev-
erett (2015), in his review of Adger (2013), called “Lyons’ Problem”. Lyons (1968)
famously asked what guarantees that NPs are headed by Ns, VPs are headed by
Vs, etc., such that rules like VP → … V … or NP → … N … are allowed, but rules
like NP → … V … are not.

Indeed, from the point of view of context-free rules, VP and V are atomic sym-
bols that are not related to each other; labeling one of the daughters of NP as
N is merely a convention, and nothing in the formalism excludes a hypothetical
language with constituent structures like in (2) – “monsters” in Bresnan et al.’s
(2016) terms.
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(2) S

NP

N

John

I

had

V

seen

VP

Det

a

AdvP

N

mouse

Intuitively, there are many things that are wrong with this structure: an I head
cannot be the daughter of NP; the VP cannot be headed by, or even immediately
dominate, a Det; an AdvP cannot be headed by a noun.1 The principle that pro-
hibits this is called endocentricity; roughly stated, it means that the external
distribution of a phrase (e.g. NP) is determined by the category of one and only
one of its daughters, the head. Disallowing non-endocentric structures requires
a theory of constituent structure labels that limits the range of available con-
figurations. To this end, X-bar (X′) theory has been proposed in mainstream
generative grammar (Chomsky 1970, Jackendoff 1977).

X′ theory enforces endocentricity by introducing the notion of projection and
“bar level” and requiring that each non-maximal projection (X0 and X′; X″, or
XP, is usually assumed to be the maximum level of projection) be dominated by
a node belonging to the same category, with the bar level either incremented by
one or unchanged. The sisters of c-structure heads (complements, specifiers and
adjuncts) have to be maximal projections or non-projecting words (on which see
below).

One variant of X′ theory has been adopted in LFG from the very early days and
continues to be used in most LFG work. An in-depth exposition of X′ theory as
it is used in LFG, with certain additional theoretical innovations, can be found in
Bresnan et al. (2016). Themost important features of X′ theory as it is practiced in
LFG are as follows. First, as in the original formulation, X′ theoretical constraints
are viewed as constraints on phrase structure rules; the later GB view of a kind
of universal “X′ schema” has not gained acceptance in LFG, primarily because

1Curiously, each of the features of this illustration ad absurdum has a counterpart in real lan-
guages: noun phrases do sometimes mark the tense of their clauses, verbs do mark the defi-
niteness of their arguments, and bare nouns (although probably not nouns like ‘mouse’) are
used adverbially. But there is broad consensus in theoretical lingustics that such phenomena
are more exceptions than rules and should not be modeled by allowing the theory of phrase
structure to license such configurations.
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the architecture of the framework is fundamentally based on language-specific
rules and does not allow such schemas.

Second, X′ theory in LFG allows for the following positions: complement (3a),
specifier (3b), X′ adjunct (3c) and XP adjunct (3d).2

(3) a. X′
X0 YP

b. XP

YP X′
c. X′

YP X′
d. XP

YP XP

As in all versions of X′ theory, only maximal projections may appear in these
positions.

There is some disagreement concerning the possibility of X′ adjunction:While
most authors accept both kinds of adjunction, Toivonen (2003) only allows XP-
adjunction (and head adjunction, see below) because in her theory only con-
stituents of the same bar level may be adjoined.

The LFG literature also generally allows for multiple complements and spec-
ifiers dominated by the same mother node; thus, a sequence of several phrases
instead of YP is possible in (3a–c); multiple adjuncts in one position are also
usually allowed, even though this creates redundancy since this structure could
always be replaced by multiple binary adjunction.

Third, LFG uses the following functional projections: DP for NPs, IP and CP
for VPs. Some work also uses additional phrases, such as KP/CaseP for clitic case
markers (Broadwell 2008). The number of functional positions is limited com-
pared to mainstream theories, and this is not merely a stipulation: LFG requires
all constituency in a given language to be empirically motivated in a way that
is more narrow than in frameworks that represent the bulk of syntactic infor-
mation in phrase structure (such as transformational frameworks). Specifically,
heads may only be stipulated if there is actual lexical material that can occupy
them; therefore, even the existence of projections such as CP or IP cannot be au-
tomatically assumed for all languages. More abstract projections such as TopicP
or ForceP are not usually introduced because there are few suitable candidates
for the status of heads of these phrases, and little distributional evidence to argue
that their specifiers are distinct structural positions.

It turns out, in fact, that the set of functional projections listed above is fully ad-
equate for the overwhelming majority of languages. Moreover, some categories,
like DP, are not viewed as universal; authors, such as Sells (1994) for Japanese and

2The order of constituents is only an illustration; X′ theory itself does not impose any specific
order.
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Korean, even limit the number of projections to one (X′) instead of the standard
two.

Fourth, LFG admits non-projecting words, i.e. lexical items that do not project
X′ and XP levels and hence cannot have complements or specifiers; their max-
imum projection level is 0. The category of non-projecting words is marked as
X0. Toivonen (2003) develops a detailed theory of non-projecting words. Being
maximal projections, they can appear at any non-head X′ theoretic positions (i.e.
specifier, complement, or adjunct), but the only dependents that they may have
are X0 adjuncts, which must themselves be non-projecting. Thus, an additional
type of adjunction – head adjunction – is introduced into X′ theory, illustrated in
(4), where X0 can also be X̂, but, crucially, Ŷ cannot be Y0, as that would violate
the principle that only maximal projections can appear in non-head positions.

(4) X0
Ŷ X0

The theory of non-projecting words presented in Toivonen (2003) further re-
quires that only same-level projections are adjoined; this effectively prohibits
adjoining non-projecting words at X′ or XP level, as well as any adjunction at X′
level in languages where XP is the maximal projection (because only maximal
projections can be adjuncts, as stated above). However, these more restrictive
principles are not accepted by all authors who use non-projecting words in their
analyses: for example, Spencer (2005) analyzes case markers in Hindi as P̂ nodes
adjoined to NP. X′ adjunction also remains quite common in LFG analyses.

Sadler & Arnold (1994) use non-projecting words to account for the behaviour
of English prenominal adjectives, which cannot have phrasal complements if
they are prenominal; consider the contrast between (5a) and (5b), while (5c) is
ungrammatical.

(5) a. a proud man
b. a man [proud of himself]
c. * a [proud of himself] man

Sadler andArnold argue that this contrast is due to the fact that prenominal adjec-
tives in English are non-projecting words with the category Â that are adjoined
to N0, while postnominal adjectives form AP and can therefore have comple-
ments. Thus the structure of (5a) is (6a), while the structure of (5b) is (6b).
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(6) a. NP

Det

a

N′
N0

Â

proud

N0
man

b. NP

Det

a

N′
N′
N0
man

AP

A

proud

PP

of himself

Finally, X′ theoretic principles are not viewed as fully universal in LFG. The
most prominent exception is the exocentric category S.3 This category does not
have a “head” in the normal sense: it can be “headed” by a verb, but also by an
adjective or another nonverbal predicate; this is why the term S is used instead
of, for example, VP. The category S is most extensively used in nonconfigura-
tional languages (see Andrews 2023 [this volume]), but this is not its exclusive
role. Many languages have a fairly configurational structure overall but allow
predicates of various categories to be embedded under a general “predicative
marker”, which sits in the I or C node. For example, Kroeger (1993: 119) proposes
the phrase structure in (7) for Tagalog. The spec position can be optionally oc-
cupied by fronted constituents of several types (such as topics); the I node is
occupied by an auxiliary or the finite verb; the predicate XP can be a VP in ver-
bal sentences, but can also be AP or NP if the predicate is nonverbal. Hence, the
structure is indeed non-endocentric, and the use of the label S is justified.

3Bresnan et al. (2016: 112ff.) present the category S and non-projecting words as effectively the
only exceptions from standard principles of X′ theory. This, however, is a theoretical idealiza-
tion insofar as it applies to actual LFG analyses, which routinely make us of ad hoc categories
such as CL, CCL (for “clitic”, “clitic cluster”) in Bögel et al. (2010) and Lowe (2011). Such minor
innovations do not seem to influence the overall theory in any meaningful way, since they
deal with exceptional cases such as second-position clitics or language-specific, idiosyncratic
linear order distributions. It is also conceivable that many of them could be converted to anal-
yses that conform to X′ theoretic principles; for example, CCL could be treated as a phrase
consisting of multiple D̂ head adjunction (if the clitics are pronominal).
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(7) IP

SPEC I′
I S

XP
(PRED)

NP
(SUBJ)

Since c-structure is not the only level of representation in LFG and models
only a subset of syntactic phenomena (word order, embedding), X′ theory does
not domuch by itself to limit the range of possible languages. Unlike frameworks
such as GB, for which the theory was originally devised, X′ positions are not
inherently or uniquely associated with specific syntactic or semantic functions
– as a result, X′ theory, understood purely in terms of c-structure, is little else
than a system of labeling nodes which allows us to generalize endocentricity at
constituent structure level. In order to make it more meaningful, it should be
augmented by a set of principles that determine the mapping of X′ positions to
f-structure – such a system has been developed in LFG, and will be described in
Section 4.3.

2.2 Lexical Integrity

As its name implies, Lexical Functional Grammar was originally conceived as a
lexicalist framework, a term that has several meanings. In the most general sense,
lexicalism implies that the features of individual syntactic elements (morphemes
and wordforms) as well as their subcategorization frames are determined in the
lexicon, and cannot be modified in the syntax (such as by promoting the direct
object in a passive construction). Lexicalism in this sense requires no additional
stipulation and is enforced by the LFG architecture itself: there are no transfor-
mations or other means to change the c-structure or f-structure features; syntax
can only mutiply define lexical features, but cannot override them.4

4Kaplan & Wedekind (1993) introduced the restriction operator: 𝑓 \A denotes the f-structure 𝑓
with the attribute a and its value removed. As suggested by an anonymous reviewer, this
violates lexical integrity in the weak sense, because here the syntax effectively accesses an
f-structure constructed otherwise (possibly by means of morphology) to retrieve some of its
information. This operator is not widely employed but was used in several LFG analyses, no-
tably in Asudeh (2012) and Falk (2010).
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LFG is also lexicalist in another sense: it subscribes to the idea that the build-
ing blocks of syntax are not roots or affixes, but individual words that are con-
structed from different blocks and according to different rules than syntactic
constituents.5 Thus, the distinction between morphology and syntax in LFG is
viewed as fundamental, which is against the views of many recent approaches,
both formal (Bruening 2018) and typological (Haspelmath 2011).

This understanding of lexicalism is more formally termed lexical integrity
and has been given two formulations in LFG (8)–(9).

(8) Words are built out of different structural elements and by different
principles of composition than syntactic phrases. (Bresnan & Mchombo
1995: 181)

(9) Morphologically complete words are leaves of the c[onstituent]-structure
tree and each leaf corresponds to one and only one
c[onstituent]-structure node. (Bresnan et al. 2016: 92)

The definition in (8) is rather broad and can be compatible with several differ-
ent understandings of the morphology–syntax interface, as long as the border
between the two levels in maintained in some way. The second definition (9) is
more specific and is only compatible with one view of the interaction between
morphology and syntax. For example, lexical sharing, which allows one word to
correspond to two X0 nodes (discussed in Section 5.2.2), is compatible with (8)
but not with (9).

Interestingly, despite the rather strict definition in (9), much work in LFG uses
the concept of “sublexical nodes”, like in the rule for Greenlandic nouns in (10),
from Bresnan et al. (2016: 368). This is formally incompatible with (9) because
the preterminal nodes correspond to morphemes, not morphologically complete
nodes.

(10) N → Nstem Naff

In practice, such analyses are rather harmless because in their predictions they
are equivalent to analyses that strictly adhere to (9): since all morphology is sub-
lexical, the position of individual affixes cannot have any syntactic relevance,
as opposed to approaches like Distributed Morphology (Halle & Marantz 1993),
where morphological features often occupy higher-level functional projections

5These two understandings of lexicalism are sometimes conflated, but they are actually indepen-
dent: A framework may be lexicalist in the former sense, but consider the distinction between
words and syntactic phrases to be ephemeral.
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that can scope over syntactic phrases. However, the use of sublexical represen-
tations does raise the issue of how the individual contribution of morphemes to
f-structure should be represented – standard LFG does not provide such a way,
because words are viewed as complete, unsegmented bundles of morphosyntac-
tic information. These issues are discussed in detail in Asudeh & Siddiqi 2023
[this volume].

3 F-structure

3.1 The notion of f-structure

As described in Belyaev 2023b [this volume], c-structure in LFG is complemented
by an additional level of representation called f-structure. F-structure is an
attribute-value structure that includes information on valency, grammatical func-
tions, and the features of clauses and their syntactic arguments. An f-structure
for the English sentence John has seen David is given in (11).

(11) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘see〈(𝑓 subj)(𝑓 obj)〉’
tense prs
aspect perf

subj [pred ‘John’
pers 3
num sg

]𝑔
obj [pred ‘David’

pers 3
num sg

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦𝑓
F-structure is usually thought of as a set of attribute-value pairs, or a function

that maps attribute names to their values. This understanding of f-structure has
important implications for the architecture of LFG. Specifically, it implies that
f-structures are solely and uniquely defined by their set of attribute-value pairs;
there is no type system as in Carpenter (1992) or HPSG (Pollard & Sag 1994).
Therefore, there is no such thing as two different f-structures having the same
set of attributes and values; the notion of an empty f-structure is also problem-
atic, because all empty structures are equivalent to each other.6 This notion of

6Observe that the standard LFG notation does not even have away to specify empty f-structures,
on the tacit assumption that every non-vacuous f-structure would have at least one feature.
However, the notion could be useful e.g. for expletive arguments that are not specified for any
morphosyntactic features such as pers or case but simply appear to satisfy Completeness.
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identity is somewhat mitigated by the uniqueness of pred values (Section 3.3.4),
which ensures that any two independently introduced, semantically interpreted
f-structures are formally distinct, even if they have the same lexical predicate
and the same set of morphosyntactic features. However, not all f-structures have
pred values; thus, for instance, all expletive subjects of the same form are de-
scribed by the same f-structure, regardless of the clauses in which they occur.
For example, all bundles of agreement features (agr) with the same set of values
are identical to each other. One agr bundle may be required to be identical to
another via agreement sharing (Haug & Nikitina 2015) in the f-description (us-
ing an equation such as (↑ agr)=(↑ subj agr)), but it will also be identical to all
other such bundles elsewhere in the same sentence, if they occur. Counterintu-
itive though such results may seem, it is not clear whether they can lead to any
undesirable effects in practice. The notion of identity of f-structures is important
for understanding the concept of structure sharing (Section 3.3.3).

3.2 The metalanguage

3.2.1 Defining equations

The standard notation for describing f-structures are defining equations.These
utilize the idea that f-structures are functions. For example, the value of the at-
tribute tense of f-structure 𝑓 in (11) can be defined by the equation (𝑓 tense)=prs.
It is possible to use nested function applications; thus, since (𝑓 subj)=𝑔, ((𝑓 subj)
pers) is equivalent to (𝑔 pers) and has the value 3. By convention, function appli-
cation is left associative, thus the parentheses can be omitted and the equation
written as (𝑓 subj pers)=3.
Defining equations are grouped into f-descriptions. An f-description describes

theminimal f-structure that satisfies all the equations included in the description.
The default relation between equations forming an f-description is conjunction,
but disjunction is also possible; for example, { (↑ subj pers)=1 | (↑ subj pers)=2 }
means that the subject is defined as being either 1st or 2nd person.7 For more
examples and discussion of defining equations, see Belyaev 2023b [this volume].

3.2.2 Constraining equations

The f-structure equations described above are all evaluated to construct the min-
imal complete and coherent f-structure that satisfies all of them together (if such

7Disjunction can be represented by either a vertical line ( | ) or a logical disjunction sign (∨);
both notations are found in the literature.
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an f-structure exists). In this sense, they are “constructive”, or defining: infor-
mally, a defining equation introduces a feature value, regardless of whether it is
the only such equation or the same value is defined elsewhere.

But sometimes it is necessary to check the value of a feature without actually
assigning it. For example, a matrix verb might require its complement to have
a specific mood value, such as subjunctive. A defining equation like (↑ comp
mood)=sbjv also licenses a complement that is not marked for mood, i.e. does
not have a lexically defined mood feature (e.g., it is non-finite), which probably
leads to an incorrect prediction (unless additional constraints block the use of
such forms in this context).

Defining equations also provide no way to capture purely negative require-
ments, i.e. to ensure that a feature does not have a specific value. Clearly, this is
not equivalent to the disjunction of other possible values of the feature, since,
first, absence of the feature also satisfies the negative condition; second, the dis-
junction would freely assign any feature value except for the disallowed one,
which is definitely not what a negative constraint should do.

The need for such constraints is accounted for in LFG by allowing a special
class of equations, constraining equations. These equations are special in that
they do not participate in constructing the f-structure of the sentence. In contrast,
they are only evaluated once the minimal f-structure satisfying all defining equa-
tions has been constructed. Then, violation of a constraining equation leads to
ungrammaticality.

The simplest type of constraining equations involve equality relations; these
are annotated in the same way as defining equations, but with a subscript c, e.g.:(𝑓 𝑎) =𝑐 x. To illustrate how constraining equations work, consider the following
f-descriptions and their corresponding f-structures:

(12) a. (𝑓 a) = x(𝑓 b) = y →(𝑓 a) =𝑐 x
[a x
b y]𝑓 (constraining equation satisfied)

b. (𝑓 b) = y ↛(𝑓 a) =𝑐 x
[b y]𝑓 (constraining equation not satisfied)

In (12a), the constraining equation is satisfied because the feature value is defined
elsewhere. By contrast, in (12b) the constraining equation is not satisfied because
a has no value, and a value cannot be assigned by a constraining equation.

Note that constraining equations serve as a good illustration of the LFG prin-
ciple of separation between description and the object being described. Just as
multiple feature definitions are not represented in the f-structure, there is also no
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trace of constraining equations having been “checked” in (12a). The only thing
a constraining equation does is to put constraints on permissible structures; it
does not contribute to the structures themselves.

The other two types of constraining equations are existential and negative
constraints. Existential equations check that a feature has any value rather than
testing for a specific value. They are written as simple function applications: (𝑓 𝑎)
means that the f-structure 𝑓 must have the feature 𝑎 with any value; the absence
of an equality statement indicates that we are dealing with an existential con-
straint. Negative constraints check that a feature does not have a given value
((𝑓 𝑎) ≠ 𝑥 ; this is compatible with the feature having no value) or has no value
(¬(𝑓 𝑎); this is called a negative existential constraint).

Constraining equations are also implicitly introduced by conditional state-
ments of the form 𝑋 ⇒ 𝑌 . These are, by definition (Bresnan et al. 2016: 61, Dal-
rymple et al. 2019: 168), equivalent to a disjunction: ¬𝐴 ∨ (𝐴𝑐 ∧ 𝐵).

Off-path constraints are conceptually similar to conditional statements in
that they are used to restrict function application to apply only to f-structures
satisfying additional conditions on their features. For example,

(𝑓 a
(→b) =𝑐 𝑦 c) = 𝑥

means that the value 𝑥 is only assigned to the feature c of the f-structure (𝑓 a) if(𝑓 a) has an attribute b with the value 𝑦 . If only constraining equations are used
in such statements (as assumed in some of the literature), they could all in prin-
ciple be rewritten as conditional statements (provided that local names are used:
see Section 3.2.5), but the notation is more cumbersome. This is indeed assumed
in some LFG literature, and perhaps most prominently in the XLE implementa-
tion (Crouch et al. 2011), where defining equations cannot be used in off-path
constraints (see Patejuk & Przepiórkowski 2014: 7 for a discussion). However, in
spite of their name, the theoretical literature (Bresnan et al. 2016: 65, fn. 26, Dal-
rymple et al. 2019: 230) unanimously suggests that off-path constraints can be
constructive, and this feature is used in some LFG analyses.8 Off-path constraints
are especially important for Functional Uncertainty expressions (Section 3.2.3),
where a path may be a regular expression with many elements and the direct use
of conditional statements is impractical.

It is clear from the discussion above that while the concept of constraining
equations appears rather simple, it actually introduces some additional complex-
ity into the system. Instead of just evaluating an f-description that consists of a

8I am thankful to an anonymous reviewer for drawing my attention to this fact.
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set of defining equations, the resolution of a valid f-structure for a sentence must
proceed through two steps: (a) evaluation of defining equations; (b) evaluation of
constraining equations. The notion of constraining equations has also raised con-
cerns about the metatheoretical status of LFG grammars; in particular, Pullum
(2013) and Blackburn & Gardent (1995) have argued that constraining equations
introduce a degree of procedurality into the framework, which is incompatible
with the notion of model-theoretic syntax. However, the specific implications of
this procedurality have never been systematically studied. It is clear that many,
perhapsmost, grammars that use constraining equations could be rewrittenwith-
out them, but with more notational complexity: for example, by requiring every
f-structure to have certain attributes, introducing “empty” attribute values (i.e.
treating “no value” as one of the values for atomic features), and so on. Thus the
issue might, in the end, be more of notation rather than substance, as suggested,
in fact, in the conclusion to Blackburn & Gardent (1995).

3.2.3 Functional uncertainty

The basic LFG architecture outlined in the preceding sections is adequate to han-
dle most phenomena that are relevant to the local structure of clauses and noun
phrases, such as argument selection and realization, modification, and word or-
der. However, it is missing a component that could handle unbounded dependen-
cies of any kind, i.e. those dependencies between elements of a sentence that are
not tied to any specific structural position. For example, consider the behaviour
of “cyclic” extraction from complement clauses. This process is in principle un-
bounded: an interrogative might be extracted from the matrix clause (13a), from
the complement clause (13b), from the complement of the complement (13c), etc.

(13) a. Who does John like _?
b. Who does John think Mary likes _?
c. Who does John believe David thinks Mary likes _?

For (13a), one might write an f-structure equation annotating the extracted NP
node such as (↑ obj)=↓, and augment it with a disjunction for each other avail-
able grammatical function – which, by itself, is not very elegant, but seems to ad-
equately account for the facts. To capture (13b), another set of equations must be
added to the disjunction, this timewith comp before obj: (↑ comp obj)=↓, etc. This
already seems like a rather artificial solution, but when (13c) is considered, yet
another disjunction is required: (↑ comp comp obj)=↓, etc. Clearly, the sequence
of comp’s can be arbitrarily large (if memory constraints and other extralinguis-
tic considerations are not taken into account), and any grammatical framework
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must account for such boundless iteration. LFG, in its basic form described above,
clearly cannot do so.

Intuitively, what is required is to allow generalizing over sets of functional
equations, specifically, introducing disjunction to allow selecting different GFs,
and arbitrary iteration of comp. This is achieved by the notion of functional
uncertainty, introduced to LFG in Kaplan & Zaenen (1989b). In a nutshell, func-
tional uncertainty extends the LFG notion of function application by allowing
function names – 𝑥 in a statement like (𝑓 𝑥) – to be regular expressions. Thus,
a single f-structure equation may correspond to a (possibly infinite) set of state-
ments. More formally, functional uncertainty defines function application as in
(14).

(14) (𝑓 𝛼) = 𝑣 holds if and only if 𝑓 is an f-structure, 𝛼 is a set of strings, and
for some 𝑠 in the set of strings 𝛼 , (𝑓 𝑠) = 𝑣 .

Thus, the distribution in (13) can be captured by a single equation, such as in the
following rule for extracted interrogatives:

(15) CP ⟶ NP
(↑ dis) = ↓

(↑ comp* {obj | obj𝜃 | obl𝜃 }) = ↓ C′↑=↓
The disjunction in the NP annotation is typically abbreviated as gf, which stands
for “any grammatical function” – but which GFs exactly can appear in a given po-
sition is construction-specific; for example, adjuncts may or may not be included
in the list of gfs. In general, so-called “island constraints” are typically captured
in LFG as constraints on paths in functional uncertainty equations (Kaplan&Zae-
nen 1989b). This correctly predicts that what counts as an “island” varies across
languages and across different constructions within the same language.

3.2.4 Inside-out function application and functional uncertainty

Standard function application in LFG is “outside-in”: an expression (𝑓 𝑎) refers
to a feature that belongs to the f-structure 𝑓 or at any deeper level of embedding.
This presupposes a “top-down” style of describing and constraining f-structures.
However, it may sometimes be useful to describe constraints on the external
distribution of an f-structure: for instance, limit the range of attributes it may
occupy, or define some features of “sister” f-structures, i.e. f-structures that oc-
cupy different attributes in the containing f-structure (e.g., subj constraining at-
tributes of obj). For this, LFG uses an additional mechanism called inside-out
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expressions. Inside-out expressions use the same parenthetical notation as ordi-
nary LFG notation, but the f-structure now acts as an argument rather than as a
function. Formally, inside-out expressions are defined as follows:

(16) (𝑎 𝑓 ) = 𝑔 holds if and only if 𝑔 is an f-structure, 𝑎 is a symbol, and the
pair ⟨𝑎, 𝑓 ⟩ ∈ 𝑔.

Informally, this definition means that (𝑎 𝑓 ) refers to an f-structure 𝑔 (or set of
f-structures) whose attribute 𝑎 has 𝑓 as its value. For example, in (17), (a 𝑔) = 𝑓
holds because (𝑓 a) = 𝑔 is satisfied.

(17) [a [b x]𝑔 ]𝑓
Functional uncertainty can also be extended to cover inside-out expressions

by replacing 𝑎 in the definition above by a regular expression 𝛼 . The formal def-
inition is as follows:

(18) (𝛼 𝑓 ) ≡ 𝑔 if and only if 𝑔 is an f-structure, 𝛼 is a set of strings, and for
some 𝑠 in the set of strings 𝛼 , (𝑠 𝑓 ) = 𝑔.

Inside-out function application is by its nature a rather limited formal device
compared to “outside-in” function application. It is mainly used either to con-
strain the grammatical functions that an f-structure may occupy, or to constrain
the features of a higher-level f-structure. Importantly, it cannot actually be used
as the main mechanism of constructing f-structures. For example, one may for-
mulate a defining equation such as ((a 𝑓 ) a) = 𝑓 to force 𝑓 to appear in gram-
matical function a. But this definition will produce an “orphaned” f-structure
which can only be integrated with other f-structures by additional “outside-in”
statements, which, in turn, make such an inside-out statement redundant.

Which grammatical phenomena is inside-out functional uncertainty used to
model? Perhaps the simplest is the restriction of certain grammatical forms to
certain syntactic positions. For example, if nominative marking in a given lan-
guage is always associated with the grammatical function subj, one may avoid
referring to a feature case, instead adding (subj ↑) to the lexical entries of all
nominative nouns. This correctly ensures that nominative nouns are only used
in those positions which the grammar defines as being associated with subjects.

Another phenomenon where inside-out function application plays a role is
agreement on modifiers. For example, Russian adjectives agree in gender and
number with their heads. In standard LFG terms, this means that they are lexi-
cally annotated to co-define (together with the head noun) the features case and
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num of the f-structures whose adjunct position they occupy. An adjective like
krasnaja ‘red’ (fem. sg.) might have the following lexical entry:9

(19) krasnaja Adj (↑ pred) = ‘red’
((adj ∈ ↑) num) = sg
((adj ∈ ↑) gend) = fem

A somewhat more exotic phenomenon that inside-out functional uncertainty
succeeds at capturing is “case stacking” in Australian languages, where NP-inter-
nal dependents are marked not only with the case that indicates their position
within this NP, but also for the case that indicates the position of this NP at a
higher level. Nordlinger (1998) develops a theory called Constructive Case10 to
account for this behaviour; “stacked” cases are treated as denoting the case values
of the f-structures that contain the noun as their complement, via the mechanism
of inside-out functional uncertainty.

3.2.5 Local names

F-structures in annotated rules are typically referred to relative to the nodes in
the phrase structure rule, i.e. using paths that begin in the metavariables ↑ or↓. This is sufficient if these paths are uniquely and unambiguously resolved; the
relevant reference may just be repeated in all equations that use it. But in some
cases functional annotations do not uniquely identify f-structures that should be
referred to. This most frequently occurs when functional uncertainty is involved
(described in Section 3.2.3), i.e. when paths are regular expressions that can re-
solve to different f-structures. Another example is when the same set of rules can
apply to different f-structures, either in free variation or subject to additional con-
ditions. Consider a hypothetical language where verbal agreement morphology
can alternatively define the person and number features of the subject or direct
object.11 In this case, it is of course possible to introduce disjunction of two sets
of equations, as in (20), but this clearly misses the crucial generalization that the
same features are defined in both disjuncts.

9The set membership symbol ∈ may be used in inside-out statements just as well as it can be
used in outside-in statements. (a ∈ 𝑓 ) = 𝑔 entails that (𝑔 a ∈) = 𝑓 , which is notationally
equivalent to 𝑓 ∈ (𝑔 a). See Section 3.3.3.

10“Constructive” is, in fact, somewhat of a misnomer: as shown above, inside-out statements
cannot actually “construct” anything, but can only test for feature values of f-structures that
have already been constructed.

11This example is actually not so hypothetical: such an analysis of Dargwa is proposed in Belyaev
(2013), where person-number agreement can be associated with either subject or object, and
the choice is then “filtered” using a set of OT constraints.
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(20) { (↑ subj pers) = 1
(↑ subj num) = sg
| (↑ obj pers) = 1
(↑ obj num) = sg }

A more economical way to formulate this constraint is to introduce a temporary
label for the f-structure involved – a local name – and then refer to this name in
the two equations assigning person and number features. Normal names in LFG,
by convention, are written with an initial % and assigned using the standard
equation operators, as in (21):

(21) { %agr = (↑ subj) | %agr = (↑ obj) }
(%agr pers) = 1
(%agr num) = sg

While local names are not very frequent in LFG analyses, their use is essential
for some phenomena where there is a need to consistently refer to an f-structure
whose identity is not uniquely deducible from its path (set members, functional
uncertainty, etc.).

3.2.6 F-precedence

The basic architecture of LFG is devised to be modular, such that different linguis-
tic phenomena are accounted for at separate levels. In the interaction between c-
and f-structure, c-structure is exclusively concerned with linear order and hier-
archical embedding, while f-structures do not reflect linear order or constituent
structure in any way. Therefore, linear order is relevant for most morphosyntac-
tic constraints only in a limited way, insofar as it distinguishes between differ-
ent c- to f-structure mappings (such as, for example, in English, where Spec,IP
is mapped to subject and precedes the verb and Comp,VP). Without extensions
to the standard LFG notation, there is no way to state a constraint like “the verb
agrees in person and number with whatever NP stands to its left”, because agree-
ment features are the domain of f-structure, and functional equations can only
refer to f-structure functions, not linear or constituent-based positions.

However, in certain cases linear order does seem to play a role in determin-
ing constraints on syntactic relations. A well-known example is the availabil-
ity of discourse anaphora between adverbial clauses and main clauses: If the
antecedent precedes the pronoun, coreference is possible regardless of which
clauses the two are located in (22), while cataphora (backwards anaphora) is only
possible if the cataphor stands in the subordinate clause (23).
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(22) a. [ When Johni came ], I saw himi.
b. I saw Johni [ when hei came ].

(23) a. [ When hei came ], I saw Johni.
b. * I saw himi [ when Johni came ].

Such behaviour has been generalized since Langacker (1969) as “precede-and-
command”.12 Coindexation is possible if at least one of the following is true: the
antecedent c-commands13 the pronoun; the antecedent precedes the pronoun.

Similar constraints operate in other languages. For example, Mohanan (1982)
argues that in Malayalam, pronouns must follow their antecedents. In LFG, such
constraints can be captured using the relation of f-precedence (Kaplan & Zae-
nen 1989a), which is a way of introducing linear order constraints in f-structure
using the inverse projection 𝜙−1, which maps f-structures to the corresponding
c-structure nodes.

(24) 𝑓 f-precedes 𝑔 (𝑓 <𝑓 𝑔) if and only if for all 𝑛1 ∈ 𝜙−1(𝑓 ) and for all𝑛2 ∈ 𝜑−1(𝑔), 𝑛1 c-precedes 𝑛2.
The formal definition in (24)14 essentially means that an f-structure 𝑓1 f-precedes𝑓2 iff all c-structure constituents that map to 𝑓1 linearly precede the constituents
that map to 𝑓2. Given this definition, anaphoric constraints such as precede-and-
command may be formulated as the requirement that the pronoun’s antecedent
f-precede the pronun.

Note that f-precedence is a rather straightforward relation if an f-structure
corresponds to a single constituent. In more complex situations, such as when
discontinuous constituents are involved, or one of the elements does not have a
c-structure exponent, its application is not so intuitive. In particular, in the lat-
ter case, null elements f-precede and are f-preceded by all other elements in the
sentence, because one of the sets 𝑛1, 𝑛2 is empty. This property of f-precedence
is used to analyze the behaviour of null anaphora in languages like Malayalam
(Mohanan 1982) or Japanese (Kameyama 1985), where null pronouns behave dif-
ferently from full pronouns. For such languages, the definition in (24), combined

12The relevance of linear order has been hotly contested in the literature on anaphora, especially
in mainstream transformational grammar; for a recent take on precede-and-command, see
Bruening (2014). This is not relevant for our discussion, though, as within LFG no one ever
argued against linear-order constraints on anaphora.

13In LFG, c-command is replaced by outranking on the grammatical function hierarchy: see
Rákosi 2023 [this volume].

14C-precedence requires that all daughter nodes of a node precede all daughter nodes of another
node – essentially a linear precedence relation for c-structure constituents.
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with the generalization in the preceding paragraph, correctly predicts that linear
order does not influence the anaphoric requirements of null pronouns (Dalrym-
ple et al. 2019: 257).

An alternative definition of f-precedence, that leads to a different treatment of
null pronouns, is proposed in Bresnan et al. (2016: 213):

(25) 𝑓 f-precedes 𝑔 if and only if the rightmost node in 𝜙−1(𝑓 ) precedes the
rightmost node in 𝜙−1(𝑔).

Under this definition, null pronouns in fact do not f-precede and are not f-prece-
ded by any constituent, because their inverse projections lack a rightmost node.
To capture the data of Japanese or Malayalam using this definition, a different,
negative formulation of the precedence binding constraint should be used: “The
domain of a binder excludes any pronominal that f-precedes it” (Bresnan et al.
2016: 213, emphasis mine), i.e. the pronoun must not f-precede its antecedent.
For more information on f-precedence and linear order constraints on anaphora
in general, see Rákosi 2023 [this volume].

Thus, the use of inverse projection does allow a degree of influence of linear
order on syntactic constraints, in a limited way (as intended): linear order may
serve as an additional constraint on relations formulated in f-structure terms, but
does not serve as the only or as the main factor determining these relations.

3.3 Attribute value types

3.3.1 General remarks

The system of attribute values in the core LFG architecture is very straightfor-
ward. There are only three types of values: atomic values, semantic forms and
other f-structures (of which sets are a special instance).

The simplicity of this system follows from the fact that, as mentioned above,
LFG has no type system for f-structures. This means that the list of potential at-
tributes and their values for any given f-structure is defined only by annotated
phrase structure rules and lexical entries. Thus, there is nothing in the formal
architecture or in any part of an LFG grammar that would prohibit a “clausal”
f-structure to have the feature case or a “nominal” f-structure to have the fea-
ture tense; such constraints are only implicit in the way these f-structures are
constructed and mapped from c-structure nodes.

Similarly, the attributes themselves are not by default associated with any spe-
cific value type: LFG grammars by themselves contain no stipulation of possible
attributes and the values they may take. Only grammatical function values are
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required to be f-structures, and pred values to be semantic forms due to Com-
pleteness and Coherence (see Section 3.4). Nothing prevents the value for case
or pers to be an f-structure rather than an atomic value; in fact, the former option
has been used in analyses such as Dalrymple & Kaplan (2000).

This simplicity of the type system may be viewed as an advantage, as it sim-
plifies the LFG metalanguage without introducing unnecessary redundancy (see
Asudeh & Toivonen 2006: 412ff. for a criticism of the Minimalist feature system).
There are few problems that a more complex type system would solve, as the
architecture of a well-defined grammar typically prevents f-structures from be-
ing assigned incorrect attribute values. Still, sometimes it is necessary to check
that an f-structure belongs to a given type – for example, whether it is nom-
inal or clausal. LFG provides several ways to do so: one might directly check
the category of the corresponding c-structure node using an inverse projection
(Section 4.1), or check for certain characteristic attributes (such as case for nomi-
nals or tense for finite clauses) using constraining equations. The latter method,
however, is error-prone, as the grammar writer has to ensure that all relevant
f-structures have these attributes. This issue can be partly remedied using tem-
plates (Asudeh et al. 2013), but templates are an optional, purely notational de-
vice; care must be taken that templates are used consistently.

Another solution has been implemented in XLE, which allows the grammar
writer to optionally use feature declarations to describe the restrictions on
feature values (Crouch & King 2008). This is a robust system which, if employed
properly, can provide grammars with a higher degree of generalization while
also decreasing the number of accidental errors in feature descriptions. Unfortu-
nately, it is virtually unknown in the LFG theoretical literature, being meant as
an engineering solution rather than a theoretical proposal and limited to com-
putational work that uses XLE (see Forst & King 2023 [this volume] for more
detail).

3.3.2 Atomic values

The simplest type of attribute value is an atomic value: essentially a token that
represents a given value of a grammatical feature (e.g. acc for the feature case,
present for the feature tense, etc.). There is no single agreed-upon set of “stan-
dard” features and the valid values they might take: in principle, it is the task
of the grammar writer or analyst to determine the set of features required to
describe a particular language.

In current LFG practice, there is, however, a set of informal conventions on
the general inventory of atomic features. These fall into two types. The first type
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are morphosyntactic features of the same kind as those standardly used in typol-
ogy and descriptive grammars: features such as case, tense, asp, pers, etc. An
overview of the use of features in syntactic and morphological description can
be found in Corbett (2012).

The second type are more technical features that are specific to the LFG under-
standing of specific syntactic phenomena. For example, Dalrymple (2001: 396ff.)
uses the feature ldd (for long-distance dependency) to mark whether an f-struc-
ture is available for extraction. If (𝑓 ldd) = −, the f-structure 𝑓 cannot be in the
path that specifies a long-distance dependency. This feature is checked by an off-
path constraint (see Section 3.2.2). These and similar constraints are discussed in
more detail in Kaplan 2023 [this volume].

Similarly, features such as prontype or nuclear are used in Dalrymple (1993),
Bresnan et al. (2016) to distinguish between different kinds of pronouns to ac-
count for the differences in binding constraints. See Rákosi 2023 [this volume]
for more detail.

In spite of the theoretical significance and cross-linguistic ubiquity of such fea-
tures as ldd and prontype, it is generally assumed that they are also not univer-
sal and not part of an innate grammatical blueprint (although, to my knowledge,
this question has never been explicitly discussed in the literature). Thus, while
Bresnan et al.’s (2016) approach to anaphora relies on grammar-wide constraints
and distinguishes pronouns via their features, Dalrymple (1993) rather assumes
that all binding constraints are lexically specified by the pronouns themselves.
The latter point of view is supported by the cross-linguistic diversity of binding
domains. It might be that both approaches are valid, but the efficiency of each
depends on the language in question. Hence, like in many other domains, LFG as
a framework is agnostic as to whether cross-linguistic similarities are due to in-
nate, universal constraints or are a result of independent, functionally motivated
convergence of grammars in the course of their evolution. Particular analyses
can strike a balance between these two factors that explain cross-linguistic sim-
ilarities.

3.3.3 F-structure

As seen in (11), f-structures can themselves serve as attribute values. F-structures
are predominantly values of grammatical functions such as subj, obj, etc., and
discourse functions such as dis (or topic and focus in earlier approaches; see
Belyaev 2023a [this volume]). F-structures are sometimes also used to represent
“compound” attribute values; for example, agreement features are sometimes rep-
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resented as the “bundle” agr in (26), and pred values can be viewed as composite
(Section 3.3.4).

(26) [pred ‘house’

agr [pers 3
num sg]]

Just as different atomic-valued attributes can have identical values, one f-struc-
ture can also serve as a value for several attributes. This phenomenon is called
structure sharing and is the closest LFG counterpart to the notion of “move-
ment” in transformational frameworks; it is discussed in more detail in Belyaev
2023b [this volume]. This configuration can be visually represented in two ways:
either the f-structure is fully spelt out in every occurence (27a), or only once –
then the other occurences are connected by lines (27b) or coindexed (27c).

(27) a.
⎡⎢⎢⎢⎣
attr1 [a1 v1

a2 v2]
attr2 [a1 v1

a2 v2]
⎤⎥⎥⎥⎦

b. [attr1 [a1 v1
a2 v2]

attr2
]

c. [attr1 [a1 v1
a2 v2]𝑓

attr2 𝑓 ]
Some grammatical phenomena, in particular coordination, adjunction and fea-

ture indeterminacy, are represented in LFG via set-valued attributes, as in (28).

(28) 𝑓 :⎡⎢⎢⎢⎣a
⎧⎪⎨⎪⎩
[distr1 l
distr2 m][distr1 l
distr2 n]

⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎦

At first sight, this may appear to violate the notion of f-structure as a function,
and the consequent Uniqueness constraint (Section 3.4.1). However, sets in LFG
are not multiple values of a single attribute; they are rather viewed as a special
kind of f-structure – a hybrid object that has both attributes that pertain to it
as a whole and attributes whose value is determined based on the values of the
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set members. This is based on the distinction between distributive and non-
distributive features.15 The value of a distributive feature for a set is determined
as follows:

(29) If 𝑎 is a distributive feature and 𝑠 is a set of f-structures, then (𝑠 𝑎) = 𝑣
holds if and only if (𝑓 𝑎) = 𝑣 for all f-structures 𝑓 that are members of the
set 𝑠. (Bresnan et al. 1985, Dalrymple & Kaplan 2000)

A distributive feature for a set is only defined as having a value if it has this value
in all f-structures in the set. Thus, for (28), the equation (𝑓 a distr1) = l is true;
conversely, no equation invoking the feature distr2 (such as (𝑓 a distr2) = m
or (𝑓 a distr2) = n) can be satisfied, since the set elements differ in the value of
this feature. Crucially, there is no requirement that distributive features be the
same for all elements of a set unless they have been invoked; the structure in (28)
is valid as long as the grammar does not assign any value to (𝑓 a distr2).

While distributive features are resolved on the basis of their values for indi-
vidual members of a set, non-distributive features apply to sets as a whole:

(30) If 𝑎 is a non-distributive feature, then (𝑓 𝑎) = 𝑣 holds if and only if the pair⟨𝑎, 𝑣⟩ ∈ 𝑓 . (Bresnan et al. 1985, Dalrymple & Kaplan 2000)

In (3.3.3), the value of the attribute a illustrates a set with a non-distributive
feature.

(31) 𝑓 :[a [ndistr n{[ndistr l][ndistr m]}]]
This notation, standard in LFGwork, is meant to represent that, while the feature
ndistr has the values l and m for the individual set members, it has the value n
for the whole set. The equation (𝑓 a ndistr) = n is therefore satisfied regardless
of the set members’ values of ndistr.

Distributive and non-distributive features in LFG are used to model different
ways in which feature values are resolved and checked in coordination and sim-
ilar structures. For example, number is typically viewed as non-distributive, be-
cause a coordinate NP triggers plural agreement regardless of the number fea-
tures of its conjuncts. In contrast, case is usually distributive: when a case value
is assigned to a coordinate phrase, it must be borne by all its conjuncts. The is-
sue of sets and distributivity with respect to coordination is dealt with in Patejuk
2023 [this volume].

15This distinction is normally understood as being grammar-wide, or even universal; some au-
thors have recently proposed treating distributivity as a property of feature application, not
features as such; the most recent such account seems to be Przepiórkowski & Patejuk (2012),
and similar ideas are explored in Belyaev et al. (2015) and Andrews (2018).
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3.3.4 Semantic forms

A semantic form is a special type of attribute value that is exclusively assigned
to the attribute pred. Semantic forms consist of the predicate name followed by
the list of its syntactic arguments; arguments that are assigned thematic roles
are written in angled brackets, while arguments that are not thematic (such as
expletive subjects or “raised” subjects and objects) are written outside angled
brackets. For example, the pred value for a transitive verb like ‘see’ will be ‘see
〈subj obj〉’. A verb like ‘rain’, which has no thematic arguments but an expletive
subject, will have the pred value ‘rain〈〉subj’. Finally, an “object raising” verb
like ‘believe’ will have the pred value ‘believe〈subj〉obj’: its subject is assigned
a semantic role, while its object is not.

In the preceding paragraph, arguments were represented as mere lists of gram-
matical function names. This convention, which is followed in much LFG work
(see e.g. Dalrymple 2001, Dalrymple et al. 2019), is but a simplification: argu-
ments inside pred values are usually understood as direct references to the cor-
responding attribute values. Thus, in the left-hand side of (32), the pred value
is represented as ‘see〈(𝑓 subj) (𝑓 obj)〉’. As observed in Kuhn (2003: 63), pred
values as used in typical LFG representations can be viewed as shorthands for
complex structures such as in the right-hand side of (32);16 fn is an abbrevia-
tion for functor; sfid stands for “semantic form identifier”, on which see be-
low. Similar structures are used in implemented parsers like the Xerox Grammar
Writer’s Workbench (Kaplan & Maxwell 1996) and the Xerox Linguistic Environ-
ment (XLE, Crouch et al. 2011; see Forst & King 2023 [this volume]).

(32)

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘see〈(𝑓 subj)(𝑓 obj)〉
subj [pred ‘John’

num sg
pers 3

]
obj [pred ‘David’

num sg
pers 3

]
⎤⎥⎥⎥⎥⎥⎥⎥⎦𝑓
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred
⎡⎢⎢⎢⎣
fn see
argument1
argument2
sfid 𝑖

⎤⎥⎥⎥⎦
subj

⎡⎢⎢⎢⎣
pred [fn John

sfid 𝑗 ]
num sg
pers 3

⎤⎥⎥⎥⎦
obj

⎡⎢⎢⎢⎣
pred [fn David

sfid 𝑘 ]
num sg
pers 3

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
16I follow the representation used by Kuhn (2003), which does not distinguish between thematic
and non-thematic arguments. In XLE, this is implemented by distinguishing between the at-
tributes arg1, arg2, … for thematic arguments and notarg1, notarg2, …. for non-thematic
arguments.

46



2 Core concepts of LFG

If semantic forms were just a bundle of a functor and one or more argument
slots, there would be no need to treat them as a special argument value type.
What distinguishes them from any other value is their uniqueness: each introduc-
tion of a pred value is treated as unique. That is, whenever an expression like
(𝑓 pred)=‘fn’ introduces a new semantic form, it is assigned a unique identifier,
even if it is lexically identical to another predicate. Thus the equivalence in (33):
each pred assignment is viewed as also introducing an invisible “index” to distin-
guish between individual pred values. Thus, if atomic values can be introduced
multiple times, pred values cannot; different grammatical or discourse functions
can have the same pred value only through structure sharing,17 when the whole
f-structure is constrained to be identical. In XLE and other implemented versions
of LFG, this uniqueness effect is achieved by including a special feature sfid in
the pred, that is assigned a unique value each time a pred is introduced in the
f-description.18

The uniqueness of pred values is needed to prevent multiple introduction of
arguments and will be discussed in Section 3.4.1.

(33) { (𝑓 pred) = ‘apple’
(𝑓 pred) = ‘apple’

} ≡ { (𝑓 pred) = ‘apple1’
(𝑓 pred) = ‘apple2’

}
In current LFG research, pred values mainly serve only to specify argument

lists to satisfy Completeness and Coherence, and to provide unique “labels” for
f-structures that have preds. Even this limited functionality is contested in the
literature, with some authors proposing to abandon f-structures in favour of a
purely semantic approach, see Section 3.4.4. Originally, however, preds were
thought to have a more central role, providing a kind of link from syntax to se-
mantics (Kaplan & Bresnan 1982). It is important to observe that preds are no

17Or, as an anonymous reviewer observes, through sharing of the PRED value itself, as e.g. in
the analysis of adjective coordination in Belyaev et al. (2015).

18XLE extends standard LFG by allowing any atomic value to be unique – an instantiated symbol
notated via a subscript following its name: val_. Thus in XLE, semantic forms do not seem
to require any special machinery as such. However, an anonymous reviewer observes that if
the left-hand side of (32) is indeed the abbreviation of its right-hand side, it should be possible
to manipulate argument structure in the syntax via equations such as (↑ pred argument3)=↓.
XLE seems to circumvent this by tacitly introducing a negative existential constraint that pre-
vents any additional attributes from appearing in pred except the ones included at its intro-
duction. This includes both argument features and any other feature names: both the XLE
version of the above statement and (↑ pred foo)=bar lead to an existential constraint viola-
tion. It is also impossible to “construct” a semantic form using a set of separate statements for
the individual features; thus even XLE does technically treat semantic forms as a special value
type.
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longer viewed in these terms in the LFG literature; the functor names are only
arbitrary labels, and all semantic derivation is separate from syntax, being done
through Glue Semantics, described in Asudeh 2023 [this volume].19

3.4 Well-formedness conditions

There are three conditions that any f-structure must satisfy in order to be treated
as valid: Uniqueness (also known as Consistency), Completeness, and Coherence.
Any f-structure that violates these conditions cannot be part of a valid analysis
of any sentence, regardless of the rules of a particular grammar.

3.4.1 Uniqueness

3.4.1.1 Definition

Uniqueness (Consistency) is the requirement that every attribute in an f-struc-
ture must have a single value. Thus, the two equations in (34) do not describe
any valid f-structure.

(34) Ill-formed f-structure:(𝑓 a) = l(𝑓 a) = m [a l
m

]𝑓
It should be noted that Uniqueness is not, in fact, a constraint that needs to be
stipulated separately: it follows from the notion of f-structure as a function, since
a function maps arguments to single values (thus defining a one-to-one or many-
to-one, but not a one-to-many or many-to-many correspondence).

3.4.1.2 Multiple specification of a value

Uniqueness does not in any way imply that multiple specification of an attribute
value is ruled out. When the same value is assigned to an attribute two or more
times, the resulting f-structure is valid, as seen in (35).

(35) (𝑓 a1 a2) = l(𝑓 a1 a2) = l(𝑔 a2) = l(𝑔 a3) = m(𝑓 a1) = 𝑔 [a1 [a2 l
a3 m]𝑔 ]𝑓

19A kind of hybrid approach is proposed in Andrews (2008), which introduces a variant of Glue
Semantics where meaning is at least in part derived from f-structure feature values; in this
approach, pred features do play a prominent role in semantic composition.
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In (35), the attribute (𝑔 a2) is assigned its value three times and referred to in two
different ways, but this “history” of its origin is not displayed in the resulting f-
structure and is not recoverable from it in any way. This is an illustration of the
LFG distinction between a description and the object that it describes, a crucial
feature of LFG that separates it from most other frameworks, where syntactic
constraints are usually encoded in the structure itself in one way or another.

Turning to a linguistically meaningful example, this distinction between de-
scription and object is manifest in the standard LFG approach to agreement (see
Haug 2023 [this volume] for more detail). Agreement targets do not normally
have a “copy” of their controller’s features; they only lexically specify the same
features that are separately specified by the controller. If there is a conflict, the
resulting f-structure is invalid. If there is no conflict, the agreement features are
displayed in the f-structure once and there is nothing in the f-structure indicating
that agreement feature checking has taken place. Compare the Italian examples
(49) and (50) below, which map to the same f-structure even though the person-
number features are described in two positions in (49) but defined once in (50).

3.4.1.3 Uniqueness and pred values

One place where multiple specification is virtually prohibited is pred features,
whose values are special objects called semantic forms. As described above in
Section 3.3.4, each assignment of a pred value is treated as a unique object; it is
thus impossible to assign a pred value more than once, even if the value to be
assigned has the same functor name.

The reason why pred values are treated in this way is to ensure that each
argument position, and each predicative element in general, is instantiated by
exactly one lexical head. Since there is no one-to-one correspondence between c-
structure positions and f-structure functions, this cannot, in the general case, be
ensured by phrase structure rules alone. Even in a configurational language like
English, a displaced constitutent is not directly linked to its “original” (normal,
unmarked) position at c-structure; consequently, the c- to f-structure correspon-
dence allows introducing it twice, as in (36).20

20For the sake of exposition, I assume that the topicalized direct object appears as an IP adjunct
– this carries no theoretical significance.
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(36) Ill-formed f-structure for *John, Mary saw John:

IP

NP
(↑ topic) = ↓
(↑ obj) = ↓

N↑=↓
John

(↑ pred) = ‘John’
(↑ num) = sg
(↑ pers) = 3

IP↑=↓
NP

(↑ subj) = ↓
N↑=↓

Mary
(↑ pred) = ‘Mary’

(↑ num) = sg
(↑ pers) = 3

I′↑=↓
VP↑=↓

V↑=↓
saw

(↑ pred) = ‘see〈(↑ subj)(↑ obj)〉’
(↑ tense) = pst

NP
(↑ obj) = ↓

N↑=↓
John

(↑ pred) = ‘John’
(↑ num) = sg
(↑ pers) = 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

topic
pred ‘see〈subj obj〉’
tense pst

subj [pred ‘Mary’
num sg
pers 3

]
obj

⎡⎢⎢⎢⎣
pred

‘John1’
‘John2’

num sg
pers 3

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

What ensures the ungrammaticality of (36) is precisely the uniqueness of pred
values. This effect is even more pronounced in non-configurational languages,
where no c-structure position is tied to any grammatical function, and any num-
ber of NPsmay be freely mapped to any grammatical function; see Andrews 2023
[this volume] for detail.

3.4.2 Completeness

The Completeness condition requires every grammatical function governed by
the pred value of a given f-structure to exist in this f-structure. In other words, all
arguments of a predicate must be “filled” by f-structures. This disallows examples
such as (37).
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(37) Ill-formed f-structure for *Mary saw:

IP↑=↓
NP

(↑ subj) = ↓
N↑=↓

Mary
(↑ pred) = ‘Mary’

(↑ num) = sg
(↑ pers) = 3

I′↑=↓
VP↑=↓
V↑=↓

saw
(↑ pred) = ‘see〈(↑ subj)(↑ obj)〉’

(↑ tense) = pst

⎡⎢⎢⎢⎢⎣
pred ‘see〈subj obj〉’
tense pst

subj [pred ‘Mary’
num sg
pers 3

]
⎤⎥⎥⎥⎥⎦

C-structure rules cannot be conditioned by argument structure; hence, Com-
pleteness violation is the only reason why this sentence is ungrammatical. The
c- to f-structure correspondence is otherwise entirely valid.

It is important to understand that completeness only refers to f-structure and
has nothing to do with whether arguments are expressed overtly or covertly.
Since LFG avoids empty nodes, covert subjects in pro-drop languages do not
correspond to any c-structure NP or DP, but Completeness still has to be satisfied
at f-structure. This is normally done via equations introducing the pronominal
pred of the subject in the verb’s lexical entry: see (48) below.

An additional Completeness constraint has to do with the parameter of seman-
tic argumenthood. It states that semantic arguments (i.e. those whose names
stand within angled brackets in the pred) have to themselves contain a pred.
Conversely, non-arguments (those whose names stand outside angled brackets)
are required not to contain a pred, unless these f-structures are arguments or ad-
juncts elsewhere (such as, for example, in raising constructions). This is meant
to exclude, respectively, expletive arguments in positions where semantic roles
are assigned (38), and meaningful NPs in expletive positions (39).
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(38) *I saw there.

(39) *The sky rained.

3.4.3 Coherence

The Coherence condition is the converse of Completeness: no governable func-
tions (i.e. f-structure functions representing grammatical functions such as subj,
obj, etc., see Belyaev 2023a [this volume]) may appear in an f-structure without
being listed in a pred value. This ensures that no “orphaned” arguments appear
in an f-structure, disallowing examples such as (40).

(40) Ill-formed f-structure for *Mary came John:

IP↑=↓
NP

(↑ subj) = ↓
N↑=↓

Mary
(↑ pred) = ‘Mary’

(↑ num) = sg
(↑ pers) = 3

I′↑=↓
VP↑=↓

V↑=↓
came

(↑ pred) = ‘come〈(↑ subj)〉’
(↑ tense) = pst

NP
(↑ obj) = ↓

N↑=↓
John

(↑ pred) = ‘John’
(↑ num) = sg
(↑ pers) = 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘come〈subj〉’
tense pst

subj [pred ‘Mary’
num sg
pers 3

]
obj [pred ‘John’

num sg
pers 3

]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

Here, again, the c- to f-structure correspondence itself is valid, but the resulting
f-structure is incoherent.
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The coherence condition only applies to argumental grammatical functions
and does not say anything about adjuncts or discourse functions. Where these
elements may appear is constrained by a separate condition called Extended
Coherence (Bresnan et al. 2016: 63). Extended Coherence requires that the f-
structure where adjuncts appear have a pred value. This ensures that no adjuncts
appear in pred-less f-structures. Discourse / overlay functions (dis in more re-
cent approaches, topic and focus in earlier work) are required to be linked to a
grammatical function in some way: either functionally (via structure sharing) or
anaphorically. For more information on the differences between various types
of grammatical functions, see Belyaev 2023a [this volume].

3.4.4 Redundancy of PRED?

The description of Completeness and Coherence in this chapter follows the tradi-
tional LFG model, which had little to say about semantics; therefore, all valency
restrictions had to be modeled at f-structure. Since at least the papers in Dal-
rymple et al. (1993), Glue Semantics (see Asudeh 2023 [this volume]) has been
gaining acceptance in LFG as the model of the syntax-semantics interface. Glue
Semantics is resource-sensitive, which automatically ensures both Completeness
and Coherence: Completeness, because all premises of the meaning constructor
introducing the main predicate have to be saturated; Coherence, because no un-
used resources have to be left. The role of uniqueness of pred for ensuring lack
of multiple argument introduction / duplicate heads (Section 3.4.1) also follows
fromGlue semantics due to the fact that any resource can only be consumed once.
Therefore, many authors, among others Kuhn (2001), Asudeh & Giorgolo (2012),
Asudeh et al. (2014), have argued that pred features in their original form are no
longer necessary in LFG. At least argument lists can, for the most part, be safely
dispensed with.21 Many authors, therefore, continue to use pred values but only
include the name of the functor, not arguments in angled brackets; the remaining
role of pred values is only to provide an index for the f-structure, guaranteeing
its uniqueness (that may be relevant for purely syntactic purposes that are not
handled in semantics), and to provide information on the lexical content of its
head.

21Non-thematic arguments like it in it rained might still be relevant insofar as they are not
selected by any semantic predicate. However, these arguments may be forced to appear using
existential constraining statements.
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4 The c- to f-structure mapping

4.1 Annotated c-structure rules

The metalanguage discussed in the preceding section can describe individual f-
structures, but cannot, by itself, generate or evaluate natural language expres-
sions. F-descriptions must come from somewhere. The only generative compo-
nent in LFG is c-structure; therefore, phrase structure rules must be coupled with
some mechanism that specifies how the nodes in the c-structure tree are mapped
to f-structures – the projection function 𝜙. In LFG, this is normally done using
annotated phrase structure rules where nodes at the right-hand side are
supplemented by f-descriptions that reference the c- to f-structure mapping. This
referencing is done by introducing two additional notational symbols:

(41) the current c-structure node: ∗
the immediately dominating c-structure node: ∗̂

These are normally not used directly in LFG grammars; instead, two metavari-
ables ↓ and ↑ are used, which signify the following:

(42) ↓ = 𝜙(∗) (the f-structure corresponding to the current
c-structure node)

↑ = 𝜙(∗̂) (the f-structure corresponding to the immediately
dominating c-structure node)

This notation allows formulating rules of the type:

(43) VP ⟶ V↑=↓ NP
(↑ obj)=↓

In (43), the annotation for V stands for “this node (V)maps to the same f-structure
as the dominating node (VP)”, while the annotation for NP stands for “this node
(NP) maps to the obj attribute of the f-structure of the dominating node (VP)”.
The mapping that this rule defines is illustrated in (44). The nodes VP and V map
to the same f-structure labeled as 𝑓 , while NP maps to the f-structure labeled as𝑔 – the direct object of the clause.

(44)
VP

V NP

[obj [ ]𝑔 ]𝑓
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The LFG metalanguage also allows for a notation for the inverse projection𝜙−1, that maps f-structures to the c-structure node(s) that map to them. This
mapping is one-to-many and thus, unlike the direct projection, not a function.
For example, in (44), 𝜙−1(𝑓 ) refers to two nodes: VP and V. The inverse projection
is, by design, seldom used and, in fact, rarely required; but it is indispensable for
certain construction which place selective requirements on the categorial status
of their elements, such as the verb wax in examples like wax poetical, which is
only compatible with an AP complement (the construction is discussed in Pollard
& Sag 1994; for an LFG implementation, see Dalrymple et al. 2019: 6.10.3).

4.2 Some consequences of the mapping

4.2.1 Locality

The annotated rule format described in the preceding section is not merely a
question of notation; it defines a rather rigid constraint on the way c-structure
nodes can be mapped to f-structure. Namely, the mapping is strictly local: it can
refer only to the nodes that are involved in a given phrase structure rule. It is
not possible to freely traverse the tree and refer to, say, the node dominating
the mother node, the child node of the current node, or the root node. LFG as-
sumes that no linguistically meaningful generalizations can be captured using
such “long-distance” references. For the majority of cases, this is clearly true,
and consequently, there have been no serious attempts to extend the LFG meta-
language in this direction.22

However, the strict locality of c-structure to f-structure mapping does create
problems for the analysis of certain idiomatic combinations – multi-word ex-
pressions (MWEs), as they are called in the literature. Such MWEs often span
whole syntactic phrases, and the lexical constraints involved cannot be captured
locally. One solution that has been proposed in LFG is to replaced the context-
free c-structure by a variant of Tree-AdjoiningGrammar (TAG), see Findlay (2017,
2019); this proposal is described in some detail in Findlay 2023 [this volume].

Within the local domain of c-structure rules, the mapping to f-structure is fur-
ther constrained in that it is only possible to refer to the immediately dominating
and current nodes, but not to any of the sister nodes. Unlike the locality con-
straint, this has been challenged in some LFG literature. For example, Dalrymple

22As observed by an anonymous reviewer, if ↑ and ↓ are only abbreviations of 𝜙(∗̂) and 𝜙(∗), it is
possible to also use 𝜙( ̂∗̂) and so on,making annotated rules potentially non-local. Asmentioned
above, low-level “designators” like ∗ are not normally used in LFG analyses: grammars are
expected to operate only with ↑ and ↓.
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(2001: 120), Dalrymple et al. (2019: 222–223), developing the ideas of Nordlin-
ger (1998), extend this notation by defining the metavariables <∗ and ∗> for “left
sister of the current node” and “right sister of the current node”, respectively;
the corresponding f-structures are 𝜙(<∗) and 𝜙(∗>). Similarly, XLE defines the
metavariables LS* and RS* for the same concepts.

The status of such innovations in the general LFG framework is uncertain.
On the one hand, the analyses that introduce such notational conventions make
convincing cases that they are necessary for analyzing certain phenomena, or at
least vastly simplify such analyses. On the other hand, it is telling – and usually
implied – that their use is somewhat exceptional and limited to a handful of spe-
cific phenomena. The fact that phrase structure nodes and lexical items do not
refer to the information contributed by their left or right sisters in the vast major-
ity of cases seems to be an important cross-linguistic generalization – one that
is lost if this possibility is introduced in the formalism. If such formal devices are
necessary, additional theoretical stipulations should supposedly constrain their
use, but in practice, this possibility is almost never explored.

4.2.2 Monotonicity

As Bresnan et al. (2016: 73ff.) observe, the limitations of the metalanguage de-
scribed above (even if additional designations like <∗ and ∗> are included) lead
to several important consequences for grammatical architecture. Specifically, the
locality of the c- to f-structure mapping leads to the monotonicity of information
flow in the syntax: the f-structure of a larger fragment is always more specific
than the f-structure of a smaller fragment.

Let us first consider what “being more specific” means for an f-structure. By
definition, f-structures are sets of feature-value pairs. It is clear, then, that 𝑔 in
(45) is more specific than 𝑓 , as it has exactly the same features and values as 𝑓
and one additional feature.

(45) [a x
b y]𝑓 [a x

b y
c z

]𝑔
Now consider a more complex case. In (46), 𝑓 and 𝑔 have the same features,

but intuitively, 𝑔 is more specific than 𝑓 because the f-structure value of a in 𝑔
is more specific than the value of a in 𝑓 .
(46) [a [c z]

b y
]𝑓 [a [c z

d m]
b y

]𝑔
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Thus, specificity can be defined recursively: 𝑔 is at least as specific as 𝑓 if for
every attribute 𝑎 in 𝑓 , (𝑔 𝑎) = (𝑓 𝑎) or (𝑔 𝑎) is at least as specific as (𝑓 𝑎) (Bresnan
et al. 2016: 74). This relation is essentially equivalent to subsumption (Dalrymple
et al. 2019: 240), and can be notated accordingly: 𝑔 ⊒ 𝑓 or 𝑓 ⊑ 𝑔 means that 𝑔 is
at least as specific as 𝑓 , or 𝑓 subsumes 𝑔.

Now recall that every f-description can in principle correspond to infinitely
many f-structures that satisfy it. Let us, then, define 𝜙(𝑑) to be the smallest f-
structure 𝜙 that satisfies 𝑑 ; this gives the mapping 𝜙 from the set of functional
descriptions𝐷 to the set of f-structures 𝐹 . This mapping is monotonic: the larger
the f-description 𝑑 , the more specific the corresponding f-structure 𝑓 . In other
words, 𝜙 ∶ 𝐷 → 𝐹 has the property that if 𝑑 ⊆ 𝑑′ and both 𝑑 and 𝑑′ have
f-structure solutions, then 𝜙(𝑑) ⊑ 𝜙(𝑑′).

This property of the mapping between f-descriptions and the corresponding
f-structures follows from the nature of the f-structure equations: New equations
can only specify additional information about the f-structure or check existing
information; they cannot, as it were, “delete” existing feature values or otherwise
make the structure less specific.

4.2.3 Fragmentability

Another feature of syntax in the LFG architecture that follows, in part, from
monotonicity is fragmentability of language (Bresnan et al. 2016: 79–82). Re-
call that f-descriptions in annotated c-structure rules can only refer to the f-
structures of the nodes involved in the rule (the node at the left side of the rule
– the dominating node – and its daughters). This means that, the larger the tree,
the longer its f-description; due to monotonicity, the f-structure of a larger tree
fragment is, then, always more specific than the f-structure of any of its subtrees.
Therefore, a valid f-structure can be constructed for any tree fragment dominat-
ing an arbitrary sequence of terminal nodes (a substring of a complete sentence),
and this f-structure will not be overridden by any additional information that is
contained in the complete sentence (unless it renders the f-structure ill-formed,
in which case the sentence is ungrammatical).

Note that this property of the c- to f-structure correspondence does not de-
pend on whether the tree fragment corresponds to a sequence of terminal nodes
in a complete sentence; it may even not be a constituent. Any sentence frag-
ment is “self-contained” in the sense that its content is not modified by additional
nodes in the tree.23 Consider the c- and f-structures in (47). Here, the combina-

23Note, however, that a tree fragment may be ambiguous between two or more interpretations;
this ambiguity may be resolved by further material in the tree.
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tion “thinks that”, which is not even a constituent in a fully formed sentence,
contributes the argument structure of the matrix clause, the person and num-
ber features of the subject, and the complement type. It can be extended both
upwards (with the addition of a subject) and downwards (with the addition of
a complement clause), with f-structure information increasing monotonically in
both cases.

(47)
…

VP

V↑=↓
thinks

(↑ pred) = ‘think〈subj comp〉’
(↑ subj pers) = 3
(↑ subj num) = sg

(↑ comp ctype) ==𝑐 that

CP
(↑ comp)=↓
C↑=↓

that
(↑ ctype) = that

…

⎡⎢⎢⎢⎢⎣
pred ‘think〈subj comp〉’
tense prs

subj [pers 3
num sg]

comp [ctype that]
⎤⎥⎥⎥⎥⎦

Within the non-transformational architecture of LFG, the properties of mono-
tonicity and fragmentability may seem trivial. But this is not so for transforma-
tional frameworks, where elements may be extracted from within constituents,
thus violating the principle of fragmentability: sentence fragments may become
modified during derivation, losing some of the information they initially con-
tain. Fragmentability captures the fact that sentence fragments frequently occur
in natural discourse and are parsed without effort by native speakers.

4.2.4 Non-configurationality

Another consequence of the mapping between c- and f-structure is non-con-
figurationality of language. This property means that information in the f-
structure does not necessarily correspond to specific positions in the tree. Thus,
features of a single constituent may be “collected” from several nodes or assigned
several times in different positions. This is usually related to the interaction be-
tween syntactic and morphological encoding.
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For example, in Italian, a pro-drop language, a third person singular verb form
might be defined as in (48) – with the optional assignment of a pred feature to
the subject (the standard analysis of pro-drop in LFG). If there is a subject NP
in Spec,IP, this annotation is not selected, as it would lead to a pred conflict. If,
however, there is no overt subject, this annotation must be used, because other-
wise the resulting f-structure would violate Coherence: subj would have no pred
value. Both options can be seen in (49) and (50).

(48) dorme V (↑ pred) = ‘sleep〈subj〉’
(↑ tense) = prs
(↑ subj) = ↓

((↓ pred) = ‘pro’)
(↓ pers) = 3
(↓ num) = sg

(49) IP

NP
(↑ subj) = ↓

N↑= ↓
Marco

(↑ pred) = ‘Marco’
(↑ pers) = 3
(↑ num) = sg

I′↑= ↓
I↑= ↓

dorme
(↑ pred) = ‘sleep〈subj〉’

(↑ tense) = prs
(↑ subj) = ↓

(↓ pred) = ‘pro’
(↓ pers) = 3
(↓ num) = sg

⎡⎢⎢⎢⎣
pred ‘sleep〈subj〉’

subj [pred ‘Marco’
pers 3
num sg

]⎤⎥⎥⎥⎦
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(50) IP

I′↑= ↓
I↑= ↓

dorme
(↑ pred) = ‘sleep〈subj〉’

(↑ tense) = prs
(↑ subj) = ↓

(↓ pred) = ‘pro’
(↓ pers) = 3
(↓ num) = sg

⎡⎢⎢⎢⎣
pred ‘sleep〈subj〉’

subj [pred ‘pro’
pers 3
num sg

]⎤⎥⎥⎥⎦

Thus, in Italian, the pers and num features of the subject are always assigned
at the I node, and they may also be assigned at the N head, if it is present. The
pred feature, in contrast, can be supplied either at the I node (if no overt head is
present) or at the N node. This means that even in languages with relatively rigid
word order and clausal phrase structure such as Italian (and English, although ex-
amples are less illustrative; see Bresnan et al. 2016), there is no universal mapping
between c-structure positions and f-structure features.

“Non-configurationality” is usually understood in a more narrow sense, de-
scribing languages with no evidence for a hierarchical clause structure, such as
Warlpiri (Hale 1983, Austin & Bresnan 1996). In (51), fromAustin & Bresnan (1996:
229), two NPs, one having a head and the other only specifying an adjunct, map
to the same f-structure function subj. Thus information that is split at f-structure
is collected together at f-structure.
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(51)

IP

NP
(↑ foc)=↓
(↑ subj)=↓

kurdu-jarra-rlu
child-dual-erg

I′↑=↓
I↑=↓

ka-pala
pres-3dusubj

S↑=↓
NP

(↑ obj)=↓
maliki
dog.abs

V↑=↓
wajilipi-nyi
chase-npast

NP
(↑ subj)=↓

wita-jarra-rlu
small-dual-erg

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘chase〈subj obj〉’
tense npast
aspect pres.imperf
foc

subj
⎡⎢⎢⎢⎣
pred ‘child’
num dual
case erg
adj {[pred ‘small’]}

⎤⎥⎥⎥⎦
obj [pred ‘dog’

num sg
case abs

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

These, of course, are only more radical manifestations of the phenomenon
illustrated above. In Italian, the features of certain grammatical functions can be
defined in different positions, but these positions, at least, are generally fixed,
such that the overt subject, if present, occupies the Spec,IP postion, the full NP
direct object occupies Comp,VP, and the verb provides the agreement and pred
features of the subject. In radically non-configurational languages, in contrast,
there is no association between c-structure positions and grammatical functions
at all: any NP daughter of the S node can bemapped to any grammatical function,
and any category, not only the verb, can function as the predicate of the clause.
Non-configurational syntax and its challenges are described in more detail in
Andrews 2023 [this volume].
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4.2.5 Equality, unification, and non-compositionality

As seen in Belyaev 2023b [this volume] and elsewhere above, statements speci-
fying the equality of one f-structure to another – most prominently, ↑=↓ – play
a key role in the LFG c- to f-structure mapping and syntactic analyses. These
kinds of statements allow mapping more than one c-structure node to the same
f-structure and permit structure sharing and the checking of compatibility of f-
structure features. Equality in LFG is very similar in its effects to unification
found in many other non-transformational formalisms – such that LFG itself is
included in the class of unification-based grammars in Shieber (1986).

However, as Kaplan (1989: 8ff.) points out, there is a crucial difference be-
tween LFG grammars and most unification-based frameworks (GPSG, HPSG,
etc.): namely, the distinction between linguistic representations and the descrip-
tions of said representations. The clearest case of this distinction are constraining
equations, which impose additional constraints on admissible f-structures which,
if not violated, do not show up anywhere in the f-structure. Defining equations
behave similarly: the same feature may be defined several times in the tree, but
the f-structure will contain no trace of its “pedigree”: only the resulting feature
value will be included.

Another way in which LFG grammars are different from unification grammars
is their non-compositionality. Even if a c-structure node is annotated with the
“unificational” statement ↑=↓, the f-structure it maps to in the complete sentence
may contain additional values that are introduced higher in the tree. Thus, in
(52) the VP node maps to an f-structure that includes a subj feature that is not
introduced anywhere in the VP subtree.

62



2 Core concepts of LFG

(52)

IP

NP
(↑ subj) = ↓

N↑=↓
John

(↑ pred)=‘John’
(↑ pers) = 3
(↑ num) = sg

I′↑=↓
VP↑=↓
V↑=↓

came
(↑ pred) = ‘come〈(↑ subj)〉’

(↑ tense) = pst

⎡⎢⎢⎢⎢⎢⎣
pred ‘come〈(𝑓 subj)〉’
tense past

subj [pred ‘John’
pers 3
num sg

]𝑔
⎤⎥⎥⎥⎥⎥⎦𝑓

In a single-tier unificational model like GPSG or HPSG, where the counterpart to
f-structure information directly occupies phrase structure nodes together with
categorial information, the flow of information would be different: The content
of a dominating node would be a function of the content of its children, hence,
information contained in VP would be a subset of the information contained in
IP. In LFG, as discussed above, f-descriptions do indeed increase monotonically,
and a fragment associated with a node like VP does indeed contain a subset of the
information contained in a larger constituent. However, in the full structure, this
is not the case: every node mapped to a given f-structure maps to all the infor-
mation contained in this f-structure, even to the information that is introduced
only higher above.

4.3 Regularities in the c- to f-structure correspondence

In Section 2.1, I briefly described X′ theory in the way that it is used in most
LFG work. However, given that c-structure plays a limited role in LFG compared
to the frameworks for which X′ theory was originally devised, in this form it
amounts to little more than a system for labelling nodes. In order to give signif-
icance to the notion of being a head, a specifier, a complement, or an adjunct,
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X′ theory must be augmented by f-structure mapping principles.24 A set of such
principles is broadly accepted in LFG, although some details vary. For a more de-
tailed exposition of X′ theory, see Dalrymple et al. (2019), Bresnan et al. (2016).

4.3.1 Heads

Headedness is a key concept of X′ theory; all projecting nodes, i.e. preterminal
nodes (X0) and intermediate projections (X′), are heads. We saw in all exam-
ples above that all projections of a single X′ category are mapped to the same f-
structure, and this is for good reason: X-bar theory aims to model endocentricity,
and so heads map to a “matrix” f-structure while specifiers, adjuncts, and comple-
ments (with the exception of functional categories) map to its dependents. Thus,
heads are always annotated as ↑=↓. This principle was first proposed in Bres-
nan (1982a) and further developed in Zaenen (1983), where it is called the Head
Convention. Additionally, XP is also annotated as ↑=↓ when other categories are
adjoined to it.

This principle of head annotation allows us to formalize endocentricity as
the requirement that every lexical category have a head (Bresnan et al. 2016), or,
more correctly, an extended head (see below), because some phrases can have a
lexically instantiated functional head but no lexically instantiated lexical head.

4.3.2 Complements

Complements are annotated differently depending on whether they are attached
to functional or lexical heads. In essence, functional projections are little more
than extensions of lexical projections, and generally map to the same f-structure:
for example, CP, IP and VP map to the same clausal structure, while DP and NP
map to the same nominal structure. Thus, complements of functional projections
are f-structure co-heads, annotated as ↑=↓ (53). The heads of functional cate-
gories are known as extended heads of lexical categories; a formal definition
of extended head can be found in Bresnan et al. (2016: 136).

(53) F′
F↑=↓ XP↑=↓

24It is by no means implied that these principles dictate the only annotations that can be asso-
ciated with a given node: additional annotations are not only possible, but sometimes even
required to produce a valid f-structure (for example, dis must usually be associated with a
grammatical function).
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Complements of lexical projections are assigned to various functions of their
heads’ f-structures. Most typically these are, more specifically, grammatical func-
tions, i.e. those functions that are governed by predicates and have no additional
discourse significance (54); the label gf stands for “grammatical function” and in-
cludes such notions as subject (subj), direct object (obj), secondary object (objθ)
and oblique (oblθ). In Bresnan et al. (2016), this is formulated as a strict require-
ment that the complement may be any grammatical function except subj (which,
in their model, is both a grammatical and a discourse function, see Belyaev 2023a
[this volume]). However, this restricted understanding of lexical complements is
not universally accepted. For example, Laczkó (2014) analyzes postverbal sub-
jects in Hungarian as occupying the same position as postverbal direct objects,
i.e. VP complements.

(54) X′
X↑=↓ YP

(↑ gf)=↓
Complements of lexical heads may also behave in the same way as comple-

ments of functional projections, i.e. be annotated as ↑=↓. This possibility should
be allowed for to handle cases where the same f-structure extends overmore than
two projections, e.g. in certain English auxiliary constructions (55), see Bresnan
et al. (2016: 111).

(55) IP

NP

N

John

I′
I

has

VP

V↑=↓
been

VP↑=↓
V

walking

⎡⎢⎢⎢⎣
pred ‘walk〈subj〉’
tense prs
aspect perf.prog
subj [pred ‘John’]

⎤⎥⎥⎥⎦
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The higher VP in this case thus operates as a kind of intermediate functional pro-
jection. An alternative solution would be to introduce an additional functional
projection for English, but this does not seem justified as the forms used in these
positions are identical to V complements of simpler auxiliary constructions. At
the same time, the X′ model itself is obviously too simplistic to describe the
full system of constraints on the English system of verbal periphrasis. This re-
quires reference to morphological features of c-structure nodes; see Forst & King
2023: Section 2.2 [this volume] for a discussion of complex c-structure categories
which can encode such information.

4.3.3 Specifiers

Specifiers are similar to complements in that they are mapped to f-structure po-
sitions in the f-structure of their heads. In the literature on LFG, there are two
views on exactly what functions specifiers can be mapped to. The traditional
approach as described in Dalrymple (2001), Bresnan et al. (2016) is that speci-
fiers map to discourse functions (DF), which consist of topic, focus and subj
(which is unique in being simultaneously a grammatical function and a discourse
function). However, a trend in much LFG work (King 1997, Butt & King 1997, Dal-
rymple & Nikolaeva 2011) is to eliminate information structure functions from
syntax, instead relegating them to a separate projection, i-structure. Thus Dal-
rymple et al. (2019) instead propose that specifiers must be either syntactically
prominent or prominent in information-structure terms. Syntactic prominence
means that the f-structure of the specifier is either the subject, or it bears the
overlay function dis (which replaces the earlier topic and focus and handles
long-distance dependencies). Discourse prominence means that the specifier oc-
cupies the discourse functions topic or focus at i-structure.25 This question is
discussed in more detail in Kaplan 2023 [this volume].

According to this approach, then, specifiers can be given annotations as in
either (56a) or (56b):

(56) a. XP

YP
(↑ {subj | dis})=↓ X′↑=↓

b. XP

YP
(↓𝜎 df) = {topic | focus}

(↑ gf) = ↓ X′↑=↓
25In contemporary LFG, discourse functions are usually modeled not in f-structure but in a sep-
arate projection: see Kaplan 2023 [this volume] for more information. The notation in (56)
follows the model of information structure in Dalrymple & Nikolaeva (2011).
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4.3.4 Adjunction

Unlike specifiers and complements, adjuncts may be freely iterated.26 Naturally,
then, they tend to be associatedwith the only grammatical function that is always
set-valued,27 adj (or xadj), see (57). As new adjuncts are added to the tree, they
get added to the adjunct set, thereby not violating uniqueness.

(57) a. XP

YP↓ ∈ (↑ adj)
XP↑=↓

b. X′
YP↓ ∈ (↑ adj)

X′↑=↓
C-structure adjuncts do not always map to f-structure adjuncts, however. Ex-

traposed focused or topicalized material is often adjoined at c-structure, espe-
cially at XP level; it is then associated with an information structure function
like topic or focus, a grammatical function, and the overlay function dis.

Some analyses also use adjunction as the main mechanism of introducing
grammatical functions, not only adjuncts, into the f-structure, without them hav-
ing any special information structure role. A prominent example is the analysis
of Japanese and Korean in Sells (1994, 1995). Building on the ideas of Fukui (1986),
Sells proposes that the maximal projection in Japanese and Korean is X′, and that
the main sentence-building operation is the adjunction of verbal arguments and
adjuncts to V′, and nominal dependents to N′. Adjunction of this sort can be de-
scribed in LFG notation by rules such as (58), where gf is any grammatical func-
tion. Unlike flat structures of non-configurational languages, the resulting struc-
tures like (59), from Korean, are binary-branching, but the use of unrestricted
adjunction of this kind ensures that the order of constituents is free.

26As noted in Section 2.1, some versions of LFG X′ theory allow multiple complements or spec-
ifiers. However, this is not the same as adjunct iterations, because, if multiple complements
or specifiers are used in a grammar, these receive different annotations, thereby not causing
a conflict. In contrast, multiple application of the same adjunct rule will lead to a uniqueness
violation if it selects the same grammatical function.

27Due to the possibility of coordination, all grammatical functions can be set-valued. However,
this requires the use of a special syntactic configuration at c-structure, whereas adjuncts are
set-valued “by definition”.
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(58) X′ ⟶ Y′
(↑ gf)=↓ X′↑=↓ (Sells 1994: 354)

(59)

V′
N′

(↑ subj)=↓
Swuni-ka
Sooni-nom

V′↑=↓
N′

(↑ obj)=↓
yenge-lul

English-acc

V′↑=↓
N′

(↑ oblloc)=↓
mikwuk-eyse
America-in

V′↑=↓
Adv0↓ ∈(↑ adj)

cal
well

V0↓ ∈(↑ adj)

Neg0↑=↓
mos

cannot

V0↑=↓
paywu-ess-ta

learn-past-decl

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘learn〈subj obj oblloc〉’

subj [pred ‘Sooni’
case nom ]

obj [pred ‘English’
case acc ]

oblloc [pred ‘America’
case loc ]

adj {[pred ‘well’][pred ‘cannot’
adjtype neg ]}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

‘Sooni did not learn English well in America.’ (Sells 1994: 355)

4.3.5 The category S

As discussed above, the category S, being by definition exocentric, does not have
a head in the X′-theoretic sense. This does not mean, however, that it has no head
in the sense of c- to f-structure mapping, i.e. no node that is annotated as ↑=↓.
In fact, S usually includes at least one such node that represents the predicate;
for example, in (7), representing the clause structure of Tagalog, the predicative
XP is annotated as ↑=↓, which causes the f-structure of the clause to be unified
with the f-structure of the predicate, regardless of what its c-structure category
may be.28 Moreover, unlike X′-theoretic structures, a nonconfigurational S node
can have more than one head: for example, a V node representing the lexical verb

28The actual developed analysis can be somewhat more complex, as there are several views on
nonverbal predication in LFG, and the (non-)identity of its structure to that of verbal predica-
tions.
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and an Aux node representing an auxiliary that contributes tense, agreement and
other grammatical information.

It is remarkable that S is the only systematic exception from the X′ schema29

that is admitted in mainstream LFG, at least in theory. While the use of S for
both nonconfigurational and “partially non-endocentric” languages like Tagalog
or Irish is universally accepted as a valid and theoretically solid decision, there
has been no discussion of exocentric NPs or other categories in the literature.
Whether this represents a lack of empirical evidence for such structures in lan-
guages of the world, or is simply the result of a lack of focus and a kind of pre-
determined conviction, is not clear.

4.3.6 Optionality of c-structure positions

Now that X′ theory is supplemented by f-structure well-formedness constraints
and annotation principles, we can introduce an additional feature of LFG c-struc-
tures: economy of expression, which amounts to optionality of most nodes,
because the relevant grammatical constraints are for the most part captured at
f-structure. This broad principle is formulated in the most radical way in Bresnan
et al. (2016: 90), who state that all nodes (including nonbranching intermediate
X′ projection nodes, heads, complements and specifiers) are optional:

(60) Economy of expression:
All syntactic phrase structure nodes are optional and are not used unless
required by independent principles (completeness, coherence, semantic
expressivity). (Bresnan et al. 2016: 90)

Note that this is a theoretical principle whose formal implementation is a sep-
arate issue, partly discussed in Section 5.2.1. For example, in the standard phrase
stucture rule formalism, the notions of complement and specifier crucially de-
pend on the presence of intermediate X′ nodes, even if these are redundant in
the sense of unary branching. Thus, as Dalrymple et al. (2015) observe in their de-
tailed discussion of economy of expression, this principle leads to a proliferation
of rules, such as in (61).

(61) X′ elision (Dalrymple et al. 2015: 384)
If an LFG grammar 𝐺𝒢 contains an annotated rule of the form

29It is also the only consistent exception from endocentricity, although, as an anonymous re-
viewer observes, the X′ theory elaborated in Bresnan et al. (2016) only requires endocentricity
for lexical, not functional, projections (p. 137), thereby allowing, among other things, the stan-
dard treatment of mixed categories (Bresnan et al. 2016: 311ff.).
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XP ⟶ 𝛼 X′↑=↓ 𝛽
it also contains a rule of the form

XP ⟶ 𝛼 X↑=↓ 𝛽
In general, Dalrymple et al. (2015) conclude that economy of expression is plausi-
ble as an informal principle that emerges through the interaction of other, more
basic principles, and that grammars, in general, tend to obey; but it is not plausi-
ble as a formal principle to be incorporated into the theory of grammar, because
it not only introduces additional complexity into the framework, but also fails to
account for cases of genuine non-optionality (such as, for example, in configur-
ational languages where certain nodes are obligatory regardless of independent
principles).

Still, the degree of optionality commonly allowed in LFG grammars is rather
large and certainly greater than what is assumed by most other phrase-structure-
based frameworks. I will now go through each of the X′ theoretic categories and
show why they can be optional (except adjuncts, because these are optional by
definition, by virtue of the rules that introduce them).

4.3.6.1 Complements and specifiers

Complements and specifiers not only can but must, as a rule, be optional because
the c-structure does not contain any valency information and there is no way to
verify at c-structure if, for example, the verb has a direct object. Thus, the rule in
(43), repeated in (62), will hold for all English sentences, but the NP complement
will only be licensed in transitive clauses.

(62) VP ⟶ V↑=↓ ( NP
(↑ obj)=↓)

If the verb is transitive (i.e. its pred feature has obj in the list of arguments),
omitting the complement will result in a violation of Completeness (unless the
object is introduced in another position). By contrast, if the verb is intransitive,
introducing the object here will lead to a Coherence violation, because the gram-
matical function obj will not be selected by any argument.

Optionality of complement and specifier positions, and c-structure positions
where arguments are introduced in general, is also required because the material
that they “canonically” contain may be displaced elsewhere, for example, to a
position designated for wh-movement or information structure function. In this
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case, only one position must be filled, otherwise conflict of pred values will lead
to a Uniqueness violation. Thus (43) may produce a single V node even in a
transitive clause, provided that the direct object is introduced in another position
(such as wh-movement Whom did you see? or topicalization John, I saw.).

4.3.6.2 Heads

Similarly, c-structure heads can be optional in LFG because of Completeness
and Coherence. pred features are almost always30 introduced by head nodes,
i.e. nodes carrying the unificational annotation ↑=↓. Therefore, a structure lack-
ing a head (without its pred features introduced elsewhere) will be pred-less and
will not be able to include any grammatical functions, because that would violate
Coherence.

Headless XPs are quite widespread at clause level; their role is to account for
variation in head positions in configurational languages. For example, in English
lexical verbs always appear in V, but the I head can be filled or not depending
on whether the verb form is periphrastic or synthetic. In German and other V2
languages, the distribution is more complex: the V head is only occupied if the
verb form is periphrastic, and the auxiliary, or the finite verb in synthetic forms,
stands in the I node in subordinate clauses (63) and in the C node in main clauses
(64). Examples are from Bresnan et al. (2016: 448–450).

30It is technically possible to introduce a pred feature in a different position. For example, the
annotation of a complement or specifier might include an additional annotation like (↑ obj
pred)=’pro’. I am not aware of any analyses utilizing this possibility; “external” pred assign-
ment normally only happens in verbal heads assigning pred features to pro-dropped subjects
and in similar such structures. However, Mary Dalrymple (p.c.) points out that such anno-
tations seem to be required in asyndetic relative clauses like The man John saw, where the
pronominal obj in the relative clause has to be introduced by a phrase structure rule since
there is no lexical material that could plausibly contribute its content.
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(63)

CP

C↑=↓
daß
that

IP↑=↓
NP

(↑ subj)=↓
Karl

I′↑=↓
VP↑=↓
DP

(↑ obj)=↓
das Buch
the book

I↑=↓
kaufte
bought

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘buy〈subj obj〉’
comptype that
tense past
mood decl
subj [pred ‘Karl’]
obj [pred ‘book’

def + ]
⎤⎥⎥⎥⎥⎥⎥⎥⎦

‘that Karl bought the book’
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(64)
CP

DP
(↑ topic)=↓

Karl

C′↑=↓
C↑=↓
hat
has

IP↑=↓
VP↑=↓

DP
(↑ obj)=↓
das Buch
the book

V↑=↓
gekauft
bought

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘buy〈subj obj〉’
tense pst
mood decl
topic
subj [pred ‘Karl’]
obj [pred ‘book’

def + ]
⎤⎥⎥⎥⎥⎥⎥⎥⎦

‘Karl has bought the book.’

This analysis corresponds quite closely to the standard view of German word
order in GB / Minimalism, such as Vikner (1995). The key difference is that there
is no verb movement in LFG; verbs and auxiliaries are always “base-generated”
in C, I, or V depending on clause types and the verb form. The correct word order
is ensured by feature licensing; multiple occurences of a verb form or verbless
sentences are excluded at f-structure through Uniqueness and Coherence.

Another type of headless XP occurs in languages which allow freely discontin-
uous constituents, like the example from Warlpiri in (51) above. Non-configura-
tional languages like Warlpiri allow freely assigning any grammatical function
to Spec,IP (which is additionally interpreted as a focus) and to any NP children of
S. Hence, two or more NPs might be mapped to the same grammatical function;
if there is no pred clash or case mismatch, the resulting sentences will be gram-
matical and these multiple NPs will be mapped to the same f-structure. For more
information on non-configurational languages, see Andrews 2023 [this volume].

Finally, headless constituents appear in certain instances of incorporation, such
as in West Greenlandic (65), where an incorporated noun head can have non-
incorporated dependents (here, agreeing in instrumental case with the incorpo-
rated argument).
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(65) Greenlandic (Bresnan et al. 2016: 446)

S

NP
(↑ obl)=↓

N
(↑ adj)=↓

(↑ case) = (↓ case)
(↑ num) = (↓ num)

ataatsinik
one.ins

V↑=↓
Nstem

(↑ obl)=↓
qamuteq

sled

Vsuff↑=↓
arpoq
have

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘have〈subj obj〉’
mood indic

subj
⎡⎢⎢⎢⎣
pred ‘pro’
num sg
pers 3
case abs

⎤⎥⎥⎥⎦
obl

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘sled’
case ins
num pl

adj [pred ‘one’
case ins
num pl

]
⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
‘I have one sled.’

5 Extensions of the core architecture

The core architecture of LFG has remained remarkably stable since the frame-
work was first introduced in Bresnan (1982a); the only major innovations are
the introduction of various additional projections, briefly described in Belyaev
2023b: Section 5 [this volume], and functional uncertainty (earlier LFG used
traces to model long-distance dependencies). Nevertheless, there have been pro-
posals to alter and extend the core architecture, mainly from three directions: to
adopt a view of c-structure different from context-free grammar; to introduce
construction-based approaches to LFG using templates; to eliminate pred val-
ues, fully relegating their work to semantics. None of these approaches have
been adopted by mainstream LFG practitioners, with the exception of templates,
which have gained some acceptance. Nevertheless, these proposals may repre-
sent venues in which LFG could develop in the future.

5.1 Constructions and LFG: Templates

In many ways, LFG is close in spirit to other non-transformational frameworks
such as HPSG (Pollard & Sag 1994) or various versions of construction grammar
(see Hoffmann & Trousdale 2013). All these frameworks, unlike mainstream gen-
erative grammar, are not committed to cross-linguistically universal structures
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and instead define syntactic rules on a language-by-language basis. However,
LFG is crucially different from these other approaches in lacking any concept
comparable to the notion of construction. The basic building blocks of syntax
are phrase structure rules and lexical entries (which formally are a subtype of
phrase structure rules); there is a general set of principles governing the map-
ping from phrase structure positions to f-structure. It is, of course, possible to
define separate phrase structure rules and lexical entries to handle specific phe-
nomena and constructions, but these will not be formally related to other rules
– there is no hierarchy of phrase structure rules that would allow defining, for
example, an exceptional subtype of a specifier rule. In general, most theoretical
principles in LFG (such as the principles of c- to f-structure mapping described
above) are formulated in such a way as to define a structure that obtains by de-
fault, but which can be overriden in individual languages. This is at odds with
the main tenets of construction-based approaches, where no general or universal
principles or structures are usually assumed, and each construction hierarchy is
language-specific.

Furthermore, while it is possible to define rules that are specific to individual
constructions or lexical items, it is impossible to directly define a construction
that spans more than the scope of one phrase structure rule (e.g., a specific com-
bination of a specifier, head and complement). Of course, the same effect may
be achieved by using combinations of defining and constraining equations, as
in analyses of idioms; for an example, see Falk (2001: 77). But such analyses do
not treat idioms or constructions as theoretical objects in their own right; the
collocation is only enforced by the combination of equations acting at different
levels.

These “limitations” related to the c-structure to f-structure correspondence
are not necessarily disadvantages of the LFG system: they are the result of a
conscious design decision that influences the way LFG analyses are structured; in
most cases, it is possible to account for “construction-based” phenomena in LFG,
but the description will be different than in Construction Grammar and related
frameworks. However, there are certainly genuine cases of construction-specific
phenomena, such as so-calledmulti-word expressions (MWEs); these are difficult
to describe in standard LFG. A possible, but radical, solution is the replacement
of context-free grammar by Tree-Adjoining Grammar (TAG) at c-structure, as
described in Findlay 2023 [this volume].

Another reason why some counterpart to the notion of construction might
be useful in LFG is that f-structure equations associated with rules and lexical
items are not generalized in any way. Thus, nouns may have annotations such
as (↑ num)=sg and (↑ num)=pl, and verbs, (↑ tense)=pst, but nothing in the
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grammar requires nouns and verbs to introduce these equations, and there is no
place where such generalizations are stated explicitly – in effect, they are only
the result of consistency on the part of the grammar writer.31 This limitation,
again, cannot be overcome using a kind of type inheritance system common to
construction-based approaches, because that would require a “hierarchy” of f-
descriptions. But f-descriptions are only sets of expressions, not objects that can
be manipulated or inherit information from each other.

A possible compromise between the description-based approach of LFG and
constructions, explored in Asudeh et al. (2013), is based on the use of templates
– bundles of grammatical descriptions extensively used in computational LFG,
such as in XLE, but also in some theoretical work (Dalrymple et al. 2004, Asudeh
2012). Templates are basically symbols that serve as shorthands for f-descriptions
that are substituted for the template call wherever it is invoked in an f-description.
For example, the combination of third person and singular number agreement,
highly relevant for English grammar, can be abbreviated as the template 3sg (66).
This template can then be called as in (67). Furthermore, just like an f-description,
a template can be negated; thus, as Asudeh et al. (2013: 19) propose, English un-
marked present-tense forms can be naturally captured as in (68a), which resolves
to (68b).32

(66) 3sg ≡33 (↑ subj pers)=3
(↑ subj num)=sg

(67) laughs V (↑ pred) = ‘laugh〈subj〉’
@3sg

(68) a. laugh V (↑ pred) = ‘laugh〈subj〉’¬@3sg

b. laugh V (↑ pred) = ‘laugh〈subj〉’{ (↑ subj pers) ≠ 3
| (↑ subj num) ≠ sg }

31Note that in LFG, this issue is distinct from the issue of permissible f-structure attributes and
values discussed in Section 3.3. The two are, of course, related, and would have been the same
issue in other frameworks, but not in LFG, where, as discussed above, structures are distinct
from the descriptions that license them. An LFG grammar may not generalize over structures
directly (unless feature declarations are used), but it may well generalize over descriptions.

32Note that such negation tacitly changes the equation type from defining to constraining, be-
cause negative statements can only be constraining. This change is not formally problematic,
but care should be taken to ensure that other parts of grammar, which may depend on these
defining equations, are not compromised.

33Asudeh et al. (2013) use ∶= for template assignment, which is a standard assignment operator
in some programming languages (e.g. Pascal), also used in computer science.
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Templates can also be parametric, with parameters supplied in parentheses,
as in programming languages. When a template is called, all mentions of each
parameter are replaced by the string given in the parentheses. Note that this
is done via simple string substitution,34 and the parameters can be any kind of
symbol; often, a reference to an f-structure, but not necessarily. For example,
Asudeh et al. (2013) define the following template for intransitive verbs:

(69) intrans(p) ≡ (↑ pred) = ‘p〈subj〉’

(70) laughs V @intrans(laugh)
@3sg

Templates by themselves are not theoretical objects: they are a simple mech-
anism for reusing common parts of f-descriptions. Nevertheless, if used consis-
tently, they can serve as a powerful mechanism for capturing generalizations in
grammatical structure. In particular, a kind of hierarchy of templates can be de-
fined if the use of a template in a lexical item, phrase structure rule, or in another
template is viewed as inheritance from that template. For example, both laugh
and laughs inherit from the 3sg template:35

(71) 3sg

laugh laughs

Asudeh et al. (2013) use this template system to develop a detailed analysis of
the traversal / result construction (Smithy drank his way through university, Jack-
endoff 1992, Goldberg 1995) in English, Swedish, and Dutch. Since this seminal
work, templates have been widely used in LFG literature, although their adop-
tion is not universal. Importantly, an advantage of the template-based approach
to constructions is that they only introduce a purely notational convention; they

34For this reason, if the parameter is an f-structure reference, it may be ambiguous within a
template if it includes Functional Uncertainty. To ensure that the same f-structure is referred
to in all expressions, the template should first assign the parameter to a local name.

35This may seem counterintuitive, given that laugh is not a third person singular form. However,
inheritance in this approach is purely a matter of calling a template in the f-description: it does
not matter in what context it is called (under negation, in disjunction, etc.). This graph captures
the intuition that the English unmarked Present Simple form is defined with reference to the
third person singular features (as opposed to, e.g., being a disjunction of all alternative person-
number combinations). Note that “inheritance” here is purely a matter of visualization and
metagrammatical analysis; it has no special status in the formalism itself.
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do not change the architecture of LFG in any way. Thus template-based analyses
are fully compatible with non-template-based ones.

This simplicity can also be perceived as a disadvantage, in that constructions
are not “first class citizens” of the theory: the template mechanism is uncon-
strained, and its use is fully optional. However, this follows the overall spirit
of LFG: As seen above, the core architecture and metalanguage are relatively
unconstrained and certainly more expressive than is needed for the purposes
of describing natural languages. Constraints on possible languages are meant
to be captured by theoretical generalizations (such as the regularities of c- to f-
structure mapping described in Section 4.3) that are not part of the formal frame-
work itself. Likewise, templates only serve as a useful mechanism of generalizing
over f-descriptions; what these templates should look like and how consistently
they should be used are theoretical decisions that should be viewed as additional
constraints on LFG grammars, not part of the formal architecture itself.

5.2 Modifications of c-structure

Compared to developments in other frameworks, such as Minimalism (cf. Adger
2013), there have been few advances in the development of constituent structure
in LFG. Apart from the introduction of non-projecting words in Toivonen (2003),
the version of X′ theory used in most LFG work is the same as the original ver-
sion developed in transformational grammar. However, there have been several
alternative approaches to c-structure proposed in the literature, some relatively
minor while others quite radical. In this section, I will describe two approaches
– minimal c-structure (Lovestrand & Lowe 2017) and lexical sharing (Wescoat
2002). Another modification (Findlay 2017, 2019), which replaces context-free
grammar with tree-adjoining grammar (TAG) while preserving core features of
the LFG formalism, is described in Findlay 2023 [this volume]. Several catego-
rial grammar-based approaches have been proposed (Oehrle 1999, Muskens 2001,
Kokkonidis 2007), but have not gained much traction, possibly because they are
no longer compatible with standard LFG and have to be regarded as separate,
though related, frameworks.

5.2.1 Minimal c-structure

Lovestrand & Lowe (2017) propose a modification of X′ theory to account for two
shortcomings that they perceive in its standard LFG version. First, X′ categories
and projection levels are stipulated by the theory but not actually represented
as discrete features; in formal terms, c-structure node labels are just monolithic
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symbols, even though they are given a theoretical interpretation. Second, con-
sistent application of X′ theoretic principles leads to many redundant nodes, e.g.
unary branching X′ nodes have to be used if an XP has a complement but no
specifier or adjuncts. This redundancy is sometimes eliminated by appealing to
economy of expression, either by “pruning” the superfluous nodes (Bresnan et al.
2016) or by introducing additional rules into the grammar (such as XP → X ZP
in addition to XP → X′ YP and X′ → X ZP). However, both solutions introduce
additional complexity into LFG and could be avoided. Third, some analyses work
with fewer than two levels of X′ structure: for example, Bresnan et al. (2016: 130)
take Welsh IP to lack a specifier, dominating only I and S. Sells (1994, 1995) sim-
ilarly assumes that all phases in Japanese and Korean have X′ as their maximal
projection. This kind of “deficiency” is not formalized in traditional X′ theory.

An earlier attempt to refine X′ theory in LFG is Marcotte (2014), which, how-
ever, has been criticized in Lovestrand & Lowe (2017) for failing to account for
some common syntactic structures, such as adjunction and non-projectingwords.
Lovestrand and Lowe propose, following Kaplan (1989), that additional categorial
features are projected in a separate feature structure (l-structure) via the function𝜆. L-structure contains the features l (for level) and p (for projection) that repre-
sent the “current” bar level of the node and the maximal level that this particular
phrase has in the sentence. C-structure itself only contains syntactic category
information; thus X, X′, and XP are all represented as X. Lovestrand and Lowe
then define a set of templates and rule schemas that describe all the positions
allowed by X′ theory. For example, the template ext in (72a) is a conjunction of
the tem1lates lpm (72b) and lp (72c), which mean that the annotated node is a
maximal projection (lp) that is a daughter of a maximal projection (lpm). This
applies to specifiers and adjuncts. The template headx (73a) is used on all X′
theoretic heads and consists of the templates ldown (73b) and pud (73c), which
mean that, first, the bar-level of the annotated node is lower than the level of the
mother by 1; (b) the maximal projection level is inherited from the head to the
overall structure. These templates allow us to define the specifier rule template
in (74).36

(72) templates for specifier
a. ext ≡ @lpm ∧ @lp
b. lpm ≡ (∗̂λ l) = (∗̂λ p)
c. lp ≡ (*λ l) = (*λ p)

36For clarity, conjunction is explicitly represented as ∧ in (72a) and (73a).
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(73) templates for head
a. headx ≡ @ldown ∧ @pud
b. ldown ≡ {(*λ l) = 0 ∧ (∗̂λ l) = 1 | (*λ l) = 1 ∧ (∗̂λ l) = 2 }
c. pud ≡ (∗̂λ p) = (*λ p)

(74) specifier rule
X ⟶ Y

@ext
X

@headx

The application of this approach leads to c-structures notated as in (75), where
the superscript numbers are shorthand for l/p feature values of the node.

(75)
I1/1

N1/1
D0/0
the

N0/1
A0/
small

N0/1
dog

V1/1
V0/1
eats

N0/0
biscuits

In this example, prenominal A in English is treated as a non-projecting cate-
gory, hence it lacks the p feature altogether.37 It is seen from this example that the
“maximal” projection level (p) is inherited bottom-up and represents the highest
projection that the phrase has in this specific sentence. For example, the specifier
noun phrase the small dog has a specifier, hence its dominating node has the cat-
egory N1/1, while the complement biscuits has no modifiers, and its head is only
N0/0. Thus the system results in minimal c-structures solely by using standard
LFGmechanisms of templates and projections, without employing additional for-
mal devices such as Economy of Expression.

37While Lovestrand and Lowe assume no DP in English, D is not treated as a non-projecting
word: in their theory, ’s possessors can attach to D as internal arguments (complements).
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5.2.2 Lexical sharing

The principle of lexical integrity, and the general idea that there is a definite
boundary between morphology and syntax, has long been criticized in the gen-
erative literature (perhaps the most recent such attempt is Bruening 2018) and,
recently, in typological approaches (see Haspelmath 2011). Not all of the objec-
tions to lexicalism are necessarily applicable to LFG, but one persistent problem
is the putative existence of syntactic structure where one lexical item (either com-
pletely idiosyncratic or derived in the morphology) occupies two or more syn-
tactic heads. One example are preposition-determiner contractions in languages
like French and German (Wescoat 2007): Items like French au [o] ‘to the (mascu-
line)’ (← à + le) are clearly idiosyncratic, historically motivated mergers of the
preposition and the article (compare à le faire ‘to do it’, where le, identical in form
to the masculine singular definite article, is the object proclitic of faire ‘do’, and
thus does not trigger merger), but syntactically, they obey all the constraints that
are independently imposed on prepositions and determiners in the language.

To account for such phenomena, Wescoat (2002) proposed lexical sharing:
a modification of the LFG architecture to allow a single word (supplied by the
lexicon) to occupy more than one c-structure node. In Wescoat’s system, lexical
items are no longer part of c-structure; category nodes like N, V, I (preterminals in
the standard system) are now terminal nodes that are mapped, via the projection
function 𝜆, to morphological words that comprise an ordered list at a separate
level of representation, l-structure.38 In the simplest andmost common case, each
terminal c-structure node corresponds to exactly one word:

38It is unfortunate that the same name of the level and the projection function were indepen-
dently used in Lovestrand & Lowe’s (2017) proposal of minimal c-structure, which creates
confusion. However, as will be shown below, Wescoat’s approach can be integrated into the
contemporary LFG architecture without stipulating an additional level.
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(76) PP

P

à
to

DP

D

la
the.f

NP

N

fille
girl

Lexical sharing occurswhen two ormore terminal c-structure nodes aremapped
to one morphological word:

(77) PP

P

au
to+the.m

DP

D NP

N

garçon
boy

To avoid excessive reorderings, Wescoat puts a constraint on the correspondence
between c-structure and l-structure which he calls the order preservation axiom:
For all 𝑛1 and 𝑛2 in the set of terminal nodes, if 𝜆(𝑛1) precedes 𝜆(𝑛2), then 𝑛1
precedes 𝑛2. This means that words cannot be reordered. It also follows from this
axiom that only adjacent nodes may be shared. Thus lexical sharing is, in fact,
rather constrained and does not seem to introduce much additional complexity
into the system.

Lexical entries in lexical sharing analyses are defined as in (78), with each node
having a separate f-description. The syntactic analysis then proceeds according
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to the standard f-structure rules defined by the grammar; lexical sharing config-
urations are licensed if a word is defined as coinstantiating adjacent nodes.

(78) au ⟵ P
(↓ pcase)=to⇓=↓ D

(↓ spec)=def
(↓ gend) =𝑐 m
(↓ num) =𝑐 sg

This correctly predicts the scope difference between the preposition and defi-
nite article in examples like (79). The order preservation axiom also predicts that
structures like (80a) and (80b) are ungrammatical, because the shared nodes are
not adjacent; the only possible word order is (81).

(79) PP

P

au
to+the.m

DP

DP

D NP

N

travailleur
worker(m)

Conj

et
and

DP

D

sa
his.f

NP

N

famille
family(f)

‘to the worker and his family’
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(80) Ill-formed c-structures:

a. PP

P

au
to+the.m

QP

Q

tout
all[m]

DP

D NP

N

personnel
staff(m)

b. PP

P QP

Q

tout
all[m]

DP

D

au
to+the.m

NP

N

personnel
staff(m)

(81) á
to

tout
all[m]

le
the.m

personnel
staff

‘to all the staff’

Note that Wescoat assumes that the correspondence function 𝜙 should have l-
structure in its domain, hence the use of ↓ in annotations, instead of ↑ in standard
LFG analyses. This assumption alsomotivates the symbol ⇓; this stands for the ab-
breviation 𝜙(𝜆(↓)), i.e. “the f-structure of the lexical exponent of the current node”
– this is needed to determine which of the co-instantiated f-structures the word
itself maps to. However, this is not actually required, and Lowe (2016), in his anal-
ysis of the English “Saxon genitive” ’s, proposed a modification of lexical sharing
that dispenses with both these additional notations and integrates the proposal
into modern mainstream LFG. Lowe observes that Wescoat’s “l-structure” in fact
serves the exact same function as the s-string – the set of morphosyntactic words
that map to terminal c-structure nodes – in the LFG projection architecture, in-
cluding the recent proposal of Dalrymple & Mycock (2011). Ordinarily, the s-
string in LFG maps to terminal tree nodes that are occupied by morphosyntactic
words; lexical sharing can be implemented by assuming that the c-structure tree
terminates in category labels (preterminals), to which elements of the s-string
are mapped. The replacement of l-structure by the s-string means that the sym-
bol ⇓ and all the related machinery is no longer needed, because s-structure does
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not map to f-structure.39 For the same reason, lexical entries use ↑, as in normal
LFG, instead of ↓.40 In Lowe’s version of lexical sharing, the entry in (78) will
look as follows:

(82) au: P D
P (↑ pcase) = to
D (↑ spec) = def

(↑ gend) =𝑐 m
(↑ num) =𝑐 sg

While lexical sharing has been used to analyze several phenomena, including
auxiliary reduction (Wescoat 2005), preposition-determiner contractions (Wes-
coat 2007), suspended affixation (Broadwell 2008, Belyaev 2014, 2021), endoclitics
(Wescoat 2009), and morphologically bound complementation (Panova 2020), it
has not been adopted as part of mainstream LFG, mainly, it seems, due to its ap-
parent violation of lexical integrity and the potential to vastly increase the num-
ber of possible analyses. Indeed, if unconstrained, lexical sharing can be used to
produce structures where every morphological category has its separate func-
tional projection that is shared with the lexical head, reminiscent of Distributed
Morphology (DM, Halle &Marantz 1993). However, as both Broadwell (2008) and
Lowe (2016) observe, lexical sharing can be constrained to be used only when
there is independent syntactic evidence in favour of a separate lexical head. Un-
der this interpretation, lexical sharing analyses present an advantage over non-
lexicalist analyses in that functional heads like CaseP or NumP are only stipu-
lated as needed; for example, in Broadwell’s (2008) analysis of suspended affix-
ation, there is an empirical difference between languages where case is realized
by a coinstantiated head (these allow suspended affixation) and languages where
it is purely morphological (these do not); this opposition is lost in non-lexicalist
approaches, where other, arguably less intuitively plausible mechanisms have
to be used, such as a constraint on coordinating sub-CaseP constituents, feature
deletion (Kharytonava 2012), or morphological ellipsis (Erschler 2012).

Furthermore, as mentioned in Section 2.2, lexical sharing does not really vio-
late lexical integrity as formulated in Bresnan & Mchombo (1995), see (8), i.e. as

39This seems rather harmless, because lexical sharing entries overwhelmingly just use ⇓=↓
on one of the nodes, which doesn’t seem to influence anything. However, Wescoat (2007)
does use constraints on the l-structure to f-structure mapping to model certain limitations on
preposition-determiner contractions in German.

40In fact, while standard LFG allows using ↓ in lexical entries, this model does not. This means
that analyses that make use of ↓ in lexical entries, such as the Italian example in (48), have
to be reformulated to use ↑. In most cases, this should not influence anything, although the
definition and application of f-precedence might require some modification.
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the general principle that words are built from different blocks and according
to different rules than syntactic units. Indeed, syntax does not have any access
to internal word structure in lexical sharing analyses, and coinstantiated nodes
map to words as complete units, not to morphemes, disembodied features, or
anything similar.41 This gives lexical sharing analyses a distinct flavour that sep-
arates them from both mainstream LFG analyses and from truly non-lexicalist
analyses that situate morphemes or features in functional projections (which
have also been proposed in LFG: see Melchin et al. 2020 for a DM-like approach
to LFG morphology). Notably, it still allows an independent morphological mod-
ule (usually described in LFG in terms of a lexicalist realizational framework like
PFM, see Belyaev (2021) and Asudeh & Siddiqi 2023 [this volume]) to do its work.

6 Conclusion

In this article, I have tried to summarize the state of the art of the core syntactic
representations of LFG – the c- and f-structures. While the understanding of var-
ious phenomena has considerably changed in almost all areas of grammar (for
example, in semantics and information structure: see Asudeh 2023 [this volume]
and Zaenen 2023 [this volume]), the formal underpinnings of LFG have remained
remarkably stable over the years. The only fundamental innovation to the origi-
nal c- and f-structure architecture of Kaplan & Bresnan (1982) is the introduction
of functional uncertainty in Kaplan & Zaenen (1989b). Since then, new levels of
projection were introduced, and the architecture extended in various ways, but
the core mechanisms of c- and f-structure – notation, featurehood, even the basic
set of GFs – have remained constant. This serves as an impressive testimony of
the versatility of the architecture proposed in Kaplan & Bresnan (1982), and its
remarkable suitability to describing natural languages.

The architecture of LFG is both similar to that of other constraint-based frame-
works and very different from them in various ways. The main difference is the
parallel architecture of LFG, and the related emphasis on the distinction between
descriptions (a set of syntactic constraints) and the structures that are licensed by

41In fact, from a certain perspective this might be viewed as a disadvantage of lexical sharing
analyses in that they fail to capture the fact that coinstantiated material usually corresponds
to a well-defined, segmental, agglutinatively attached element of the wordform. For example,
Ossetic affixal case features are realized on the Case head, while stem-based ones are real-
ized on N (Belyaev 2014, 2021). I am not aware of any analyses where coinstantiated heads
encode features that are realized by stem change, suppletion, or apophony. This fact might be
explained diachronically, however, since lexical sharing usually reflects an ongoing process of
(de)grammaticalization.
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these descriptions. While constructions and lexical entries are structures in most
other frameworks, in LFG they are sets of statements that describe a range of
possible structures. This architectural feature enables LFG to make use of mech-
anisms such as functional uncertainty and inside-out application, which are un-
available in other frameworks.

While the empirical coverage of LFG work is impressive, and a number of
important developments are now taking place in several theoretical directions,
not all areas of syntax have been researched to the same extent. The focus on
f-structure and the view of GFs as theoretical primitives has prompted a lot of
fruitful and insightful work on subjects and other core grammatical relations.
Functional uncertainty and structure sharing have also proved to be efficient
mechanisms for describing long-distance dependencies. The notion of sets and
feature distributivity allow for elegant analyses of coordination – an area tra-
ditionally underrepresented in mainstream syntactic frameworks. In contrast, c-
structure has seen much less attention,42 although here important developments
are also taking place. The notion of lexical integrity, assumed as a stipulation
early in the history of LFG, has not been extensively discussed and refined, in
spite of numerous challenges. These challenges will have to be dealt with if LFG
is to compete with other frameworks for the originally envisaged role of “a the-
oretically justified representation of the native speaker’s linguistic knowledge”
(Kaplan & Bresnan 1982).
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Chapter 3

Grammatical functions in LFG
Oleg Belyaev
Lomonosov Moscow State University, Institute of Linguistics of the Russian
Academy of Sciences, and Pushkin State Russian Language Institute

Grammatical functions (gfs) such as subject and object play a central role in the ar-
chitecture of LFG, whichmakes it quite different frommost other formal theories of
grammar. In this chapter, I discuss the motivation behind this design decision and
the ways in which grammatical functions are distinct from each other: their clas-
sification and the properties of certain individual gfs, namely subjects, sentential
complements (comp) and possessors. I also discuss the status of so-called overlay
or discourse functions, which serve to specify the status of gfs with respect to
additional syntactic constraints.

1 Introduction

One of the distinguishing features of LFG is that grammatical functions (gfs) are
first-class citizens of syntactic structure. The set of available gfs is viewed as uni-
versal, and each gf is associated with a distinct set of structural properties. Some
syntactic rules and generalizations refer to individual gfs directly; others refer
to their relative ranking, but, unlike GB/Minimalism (Sells 2023 [this volume])
or HPSG (Przepiórkowski 2023 [this volume]), the ranking itself is directly stip-
ulated and is secondary to grammatical function status. The list of grammatical
functions used in most LFG work includes subjects (subj), direct objects (obj),
secondary objects (obj𝜃 or obj2), obliques (obl𝜃 ), and adjuncts (adj), which are
familiar from traditional grammar but given more exact definitions in LFG. This
list is not arbitrary; it is motivated by the classification of grammatical functions
into ungovernable (adj) vs. governable functions, terms (subj and obj) vs. non-
terms, semantically restricted (obj𝜃 and obl𝜃 ) vs. unrestricted; each class is asso-
ciated with a distinct expected pattern of behaviour. The list of basic gfs is also

Oleg Belyaev. 2023. Grammatical functions in LFG. in Mary Dalrymple (ed.),
Handbook of Lexical Functional Grammar, 97–161. Berlin: Language Science
Press. DOI: 10.5281/zenodo.10185938
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motivated by the regularity of mapping between semantic roles and their syntac-
tic expression: the cross-classification of gfs into two binary features [±𝑜] and
[±𝑟] and the mapping principles assumed in Lexical Mapping Theory (Bresnan
& Kanerva 1989) correctly predict both the regular mappings and their possible
permutations. More unusually, LFG also treats certain specialized grammatical
functions – namely, clausal complements (comp), possessors (poss) and some-
times nonverbal predicates (predlink) – as theoretical primitives on par with
subjects and objects.

LFG also uses overlay functions to represent the locus of long-distance
dependencies like wh-extraction. These do not formally belong to the class of
grammatical functions, but are similar in that they are occupied by the same f-
structures that represent clausal participants. In earlier versions of LFG, most
overlay functions were called “discourse functions” and also represented infor-
mation structure notions such as topic and focus. In modern LFG, there is usu-
ally a separate level for information structure, and there is no need to duplicate
it at f-structure. Instead, a single function, here called dis, is used for all long-
distance dependencies; some authors postulate additional overlay functions to
model other grammatical information, such as pivot for “pivots” in Falk (2006).
To the extent that overlay functions are related to grammatical functions, they
will be discussed in this chapter; further information on overlay functions with
respect to long-distance dependencies is found in Kaplan 2023 [this volume].

In this chapter, I summarize the key elements of the LFG understanding of
grammatical functions. In Section 2, I briefly discuss the formal status of gram-
matical functions and their role as syntactic primitives in LFG. In Section 3, I de-
scribe the main mechanism through which grammatical functions obtain their
distinctive properties – their hierarchical ordering and cross-classification. In
Section 4, I turn to individual grammatical functions – subjects, objects, and
obliques – and discuss their distinctive properties that do not follow from their
classification or ranking in the hierarchy. Finally, in Section 5, I discuss overlay
functions, which represent additional functions that link clausal participants to
the wider sentential or discourse context.

2 General concepts

Grammatical functions in LFG represent all kinds of relations that syntactic de-
pendents may have to their predicates. This includes both grammatical relations
like subject, object, or adjunct and additional functions – so-called overlay func-
tions – that situate the event participant in some wider cross-clausal or discourse
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context (e.g. dis for dislocated – usually topicalized or focalized – elements, or
relpro for relative pronouns). The values of grammatical functions are normally
also event participants – thus, in the words of Bresnan et al. (2016), grammati-
cal functions can be called “the ‘relators’ of c-structure to a[rgument]-structure”
(p. 94). However, this is not always the case: adjuncts do not appear at argument-
structure, and expletive arguments, like it in It rains, are purely syntactic and do
not correspond to any semantic argument.

In formal terms, a grammatical function is any f-structure attribute that
has an f-structure as its value1 and whose occurence is governed by Complete-
ness, Coherence, and Extended Coherence. Completeness requires that features
listed as arguments in a pred feature value appear within the same f-structure as
this pred. Coherence prevents governable gfs (see Section 3.3) from appearing
in f-structures where they are not listed in the pred value. Extended Coherence
restricts the occurence of non-governable gfs: adjuncts and overlay functions. Ad-
juncts can only appear in f-structures that have a pred feature (regardless of its
value), while overlay functions like dis (for dislocated constituents), relpro (rel-
ative pronouns), topic, and focus (see Section 5) must be linked to non-overlay
functions through structure sharing or anaphora.

For example, (1) represents the f-structure of the sentence Peter met Paul in
Rome. The value of the feature pred includes, in angled brackets, the list of ar-
guments that are required by the verb meet – in English, this is a transitive verb
that selects a subject and an object. These arguments appear as the features subj
and obj that have f-structures representing the NPs Peter and Paul as their val-
ues. The PP in Rome is not selected by the verb (its occurrence is not obligatory)
and is represented as an element of the set-valued feature adj, for adjunct. The
preposition in, which contributes semantic content, has its own f-structure with
the feature predwhose value defines a valency for obj. The nouns Peter, Paul and
Rome do not require any syntactic arguments, and hence their pred feature val-
ues lack a list of arguments in angle brackets. For more detail on how arguments
and adjuncts are licensed at f-structure, see Belyaev 2023a [this volume].

1F-structures appear as values not exclusively with gfs. For example, many authors, among
others Alsina & Vigo (2014) and Haug & Nikitina (2015), use the function agr as a “bundle”
of agreement features that is an f-structure that never has a pred value and that is neither an
argument nor an adjunct.
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(1) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘meet〈subj, obj〉’
tense past

subj [pred ‘Peter’
pers 3
num sg

]
obj [pred ‘Paul’

pers 3
num sg

]
adj

⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
pred ‘in〈obj〉’

obj [pred ‘Rome’
pers 3
num sg

]⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The fact that dependents are represented as values of f-structure features is

not at all trivial. The term “grammatical relations” used in typology implies that
arguments and clauses are viewed as objects literally linked to each other via rela-
tions. Thus, where LFG has (𝑓 subj) = 𝑔 (𝑓 is a function, subj is an argument, 𝑔 is
the feature value), the intuitive tradition would rather have subj(𝑓 ) = 𝑔 (subj is
a function, 𝑓 is an argument, 𝑔 is the value). The LFG view has certain interesting
consequences for the handling of many syntactic phenomena. For example, the
Coordinate Structure Constraint (Ross 1967) has no special status in the
framework – its effects are of exactly the same nature as the scoping of gram-
matical features (such as mood or case) over conjuncts in coordinate structures.
This is a direct consequence of the fact that grammatical functions such as subj
or obj are features in exactly the same sense as grammatical features such as
case or mood; for more information, see Patejuk 2023 [this volume].

A core tenet of LFG is that grammatical functions are theoretical primitives;
their set is universal and their properties are not derived from other, more fun-
damental principles.2

Viewing gfs as primitives amounts to saying that neither phrase structure re-
lations nor semantics are sufficient to account for all the properties of individual
arguments. As discussed in Belyaev 2023b [this volume] and Andrews 2023 [this
volume], the mapping from c-structure to grammatical functions is relatively un-
constrained. X′ Theory, in formulations like that of Bresnan (2001) and Bresnan

2Lexical Mapping Theory (Bresnan & Kanerva 1989) is sometimes interpreted as involving the
decomposition of grammatical functions into bundles of two binary features: [±𝑟], [±𝑜], cf.
e.g.: “Basic argument functions are not atomic but decomposable into features” (Kibort 2014).
Under this view, it is these features that are primitives, instead of gfs. But lexical mapping
theory can also be interpreted as a classification rather than an actual decomposition; this is
the position taken, for example, in the Oxford Reference Guide to LFG (Dalrymple et al. 2019).
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et al. (2016), does impose certain restrictions, but these are very general and do
not impose any specific mapping. For example, it is assumed that complements
of lexical projections map to grammatical functions, but no specific mapping is
enforced: the complement of VP does not have to map to obj, but can map to any
grammatical function, even subj. Thus in King (1995), all postverbal (contrastive)
foci in Russian, including subjects (2), are analyzed as VP complements.

(2) Russian (Slavic > Indo-European)
Evgenija
E.:acc

Onegina
O.:acc

napisal
wrote

Puškin
P.:nom

‘It was Pushkin who wrote “Eugene Onegin”.’

IP

NP
(↑ obj) = ↓

(↑ topic) = ↓
Evgenija Onegina

I′↑=↓
I↑=↓

napisal

VP↑=↓
NP

(↑ subj)=↓
Puškin

In fact, a consistent mapping cannot be assumed even in so-called configur-
ational languages like English: while in English declarative sentences, objects ap-
pear in Comp of VP, the arrangement changes in interrogative sentences, where
objects occupy the clause-initial position (Spec of CP or CP adjunct) but the
Comp of VP is left empty. Since LFG uses no transformations or any similar
mechanism, this has to be accounted for by positing a notion of grammatical
function independent from c-structure position.

Grammatical functions are also distinct from semantic roles. A patient, for
example, may map to either obj (in the active voice) or subj (in the passive), as
evidenced by its syntactic properties (e.g. control of verb agreement, reflexive
binding). In LFG, these two sentence types are defined as two different lexical
mappings between semantic roles and gfs. While in terms of argument structure,
i.e. the mapping from semantic roles to gfs, the passive is treated as derivative
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to the active, at f-structure passive subjects are genuine, first-class subjects that
are not derived from objects in any sense.

Finally, grammatical functions cannot be equated to case marking or another
argument encoding mechanism, such as verb agreement. First of all, there are
many languages which completely lack both agreement and case marking, but
which nevertheless display evidence for grammatical functions. Thus Mandinka
(Mande >Niger-Congo), which lacks both casemarking and verbal indexing, nev-
ertheless displays a distinction between the subject (sole argument of intransitive
verbs, i.e. S in typological terminology, and the agent of transitive verbs, i.e. A)
and all other arguments in a number of different constructions (Creissels 2019).
For instance, pronominal resumption in relative clauses is only available for non-
subject arguments. In (3a) and (3b), subjects (S and A arguments, respectively)
are relativized, and the resumptive pronoun à cannot appear in the subordinate
clause in the normal subject position; the subject is represented by a gap. In con-
trast, in (3c), it is the object that is relativized, and the pronoun àmay (optionally)
appear in the object position after the verb.

(3) Mandinka (Mande > Niger-Congo: Creissels 2019: 339)
a. S relativized: resumption ungrammatical

mùs-ôo
woman-det

míŋ
rel

(*à)
3sg

táa-tá
go-compl.pos

fàr-ôo
rice.field-det

tó
loc

‘the woman who went to the rice field’
b. A relativized: resumption ungrammatical

mùs-ôo
woman-det

míŋ
rel

(*à)
3sg

yè
compl.pos

fǎaŋ-ó
cutlass-det

tǎa
take

‘the woman who took the cutlass’
c. P relativized: resumption possible

fǎaŋ-ò
cutlass-det

míŋ
rel

mùs-ôo
woman-det

yè
compl.pos

à
3sg

tǎa
take

‘the cutlass that the woman took’

Furthermore, case marking or agreement do not always consistently identify
specific grammatical functions. For example, in Icelandic (Andrews 1982) agree-
ment is always with the nominative argument, but subjects can be non-nomina-
tive. Many languages with differential object marking (DOM) allow nominative
objects (Dalrymple & Nikolaeva 2011). For example, in Ossetic, human objects
are normally genitive-marked (4a) and inanimate objects are nominative-marked
(4b), i.e. the case marking of subjects and objects can be identical.
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(4) Ossetic (Iranian > Indo-European)
a. Human P: genitive

alan šošlan-ə
S.-gen

fetː-a
see.pfv-pst.3sg

‘Alan saw Soslan.’
b. Inanimate P: nominative

alan štʼol
table

fetː-a
see.pfv-pst.3sg

‘Alan saw a/the table.’

Of course, this is not to say that grammatical functions never systematically
correspond to any syntactic or morphological marking; if they did not, there
would be no means of identifying them. The point of treating grammatical func-
tions as primitives is that we cannot, as a general rule, reduce them to any other
linguistic phenomena such as case marking or word order. This logic is in line
with the general spirit of LFG, which can be termed “anti-reductionist” in that it
strives to factorize grammatical phenomena into distinct notions responsible for
distinct patterns of behaviour, which may or may not correlate systematically
across languages. Thus, in the LFG treatment of argument encoding, constituent
structure, semantic roles, and case marking are all formally independent from
each other. The framework itself puts no constraints on their relationship; it is
the task of the theorist to establish how exactly they can or cannot correlate, both
cross-linguistically and within individual languages.

We also have to assume, as a working hypothesis, that individual grammatical
functions are associated with core sets of syntactic properties that are relatively
stable across languages. If this is not the case, then using such terms as “subject”
or “direct object” as anything more than convenient language-internal labels is
not justified. This issue is still at the centre of much typological discussion, cf. the
overview in Bickel (2010). In many syntactic frameworks, grammatical functions
only exist, at best, in the form of an ordering relation among arguments – this
is true at least for most variants of HPSG (Pollard & Sag 1994, Müller et al. 2021)
and Simpler Syntax (Culicover & Jackendoff 2005, Varaschin 2023 [this volume]).
Thus, in recent versions of HPSG there is a list arg-st (or deps) containing all
verbal arguments; the subject is the first element of this list, the direct object, the
second, and so on, generally according to the Keenan–Comrie hierarchy (Keenan
& Comrie 1977). In many instances, both approaches make the same predictions,
because in LFG the gf hierarchy also plays a major role (see Section 3.2); for
example, in both LFG (Rákosi 2023 [this volume]) and HPSG (Müller 2021), ana-
phoric relations are licensed by the relative ranking of verbal arguments. But the
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key practical difference is that in HPSG or Simpler Syntax, distinctive properties
are not associated with individual grammatical functions. For example, in LFG it
is possible to analyze sentences as having only a subject (subj) and a secondary
object (obj𝜃 , without a primary obj) when the “second-ranking” argument is
deemed to lack features commonly associated with direct objects. This is done,
for example, for certain classes of predicates in Plains Cree (Dahlstrom 2009) and
for unmarked direct objects in differential object marking systems in the analysis
of Dalrymple & Nikolaeva (2011). Even subjectless sentences are possible if the
highest-ranking argument lacks properties that are associated with subjecthood
(Kibort 2006). The standard LFG analysis of complementation (Section 4.3) also
relies on the grammatical functions comp and xcomp (for clausal complements)
being distinct from obj (Dalrymple & Lødrup 2000, Alsina et al. 2005). All of this
would be impossible if grammatical functions were just an issue of ranking.

While gfs have been a cornerstone of LFG since its inception, a variant of
this framework without the traditional notion of gf is also conceivable. Such an
attempt was made in Patejuk & Przepiórkowski (2016), who propose replacing
features such as subj, obj and adjunct with an ordered set deps in the style
of HPSG. A detailed counterargument to this proposal can be found in Kaplan
(2017).

In the following sections, I will describe the standard view of grammatical
functions in current LFG: their inventory, their classification, and the properties
of the core grammatical functions.

3 The classification of grammatical functions

3.1 General remarks

LFG generally operates with the following set of grammatical functions (with
the addition of overlay functions, which will be discussed in Section 5):

(5) subj subject
obj object
obj𝜃 secondary object
obl𝜃 oblique
comp (xcomp) complement (closed/open)
predlink nonverbal predicate in copular constructions
adj (xadj) adjunct (closed/open)
poss possessor
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The θ in obj𝜃 and obl𝜃 represents the particular semantic role that is filled by
the argument. For example, a secondary object and an oblique with the semantic
role Goal will be called objgoal and oblgoal, respectively. Thus obj𝜃 and obl𝜃
are not individual gfs but “families” of gfs associated with particular semantic
roles, but sharing some common properties. The main motivation for this will be
discussed in Section 3.5.

As discussed above, gfs in LFG are theoretical primitives on a par with such
entities as constituents, or morphosyntactic or phonological features. Such prim-
itives are never given definitions or identified on the basis of a fixed set of tests
or criteria; rather, they are associated with a set of properties and used as build-
ing blocks for hypotheses whose predictions are to be tested. But this does not
mean that the list of gfs in (5) is completely arbitrary. On the contrary, in the
following sections I will show how the core gfs (subj, obj, obj𝜃 , obl𝜃 , adj) are
mostly distinguished on the basis of three classifications: ungovernable (adj) vs.
governable, term (subj, obj, obj𝜃 ) vs. non-term, semantically unrestricted (subj,
obj) vs. restricted. This only leaves the distinction between subj and obj – two
semantically unrestricted terms – unspecified, but these can be distinguished on
the basis of the subject having a higher structural priority.

This classification is complemented by a different but related cross-classifica-
tion from the Lexical Mapping Theory (LMT, Bresnan & Kanerva 1989) based on
two features: [±𝑟] (for “(semantically) restricted”) and [±𝑜] (for “objective”), seen
in (6).

(6) −𝑟 +𝑟−𝑜 subj obl𝜃+𝑜 obj obj𝜃
This classification produces a markedness hierarchy of grammatical functions:

subj [−𝑟 ,−𝑜]< obj [−𝑟 ,+𝑜], obl𝜃 [+𝑟 ,−𝑜]< obj𝜃 [+𝑟 ,+𝑜] (Bresnan&Moshi 1990).
This hierarchy, together with the mapping principles, ensures the correct default
mapping of semantic roles to grammatical functions. It also predicts the possible
ways of remapping grammatical functions in passives, causatives and applica-
tives, although the details differ across variants (e.g. some versions of LMT allow
mapping agents to obj and some do not). It should be stressed that LMT does not
directly provide evidence for the set of grammatical functions, because in LFG
the theory of f-structure and the theory of the mapping from semantic roles to
f-structure are formally independent: one can analyze gfs without adopting any
particular theory of how they are mapped to semantic roles. But indirectly, the
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cross-classification of core gfs can serve as an independent justification for their
inventory. For more information on mapping principles in LFG, see Findlay et al.
2023 [this volume].

3.2 Functional hierarchy

The most fundamental distinction between grammatical functions is the univer-
sal functional hierarchy in (7), which is the LFG version of the Keenan-Comrie
Hierarchy (Keenan & Comrie 1977).3

(7) subj > obj > obj𝜃 > comp, xcomp > obl𝜃 > adj, xadj

The Keenan-Comrie Hierarchy was originally devised as a typological hierarchy
that constrains the range of possible grammatical functions that the relativized
argument can occupy in the relative clause. It is now widely acknowledged that
the same hierarchy can determine a number of grammatical processes within a
single language. Phrase-structure-based frameworks try to account for such gen-
eralizations by reducing the hierarchy to differences in phrase structure config-
uration. For example, asymmetries in anaphoric binding are typically described
in terms of c-command (Chomsky 1982). In LFG, most such constraints, if they
are indeed syntactic,4 are described in terms of f-structure.5 Thus, the relation of
c-command is replaced by the relation of outranking in the hierarchy in (7): see
Rákosi 2023 [this volume].

3The difference from Keenan and Comrie is mainly in the terminology (obj𝜃 for what they call
indirect object), but also in the split between obj and (x)comp and the addition of adjuncts
at the bottom of the hierarchy. Objects of comparison are not viewed as a special grammat-
ical function in LFG and are therefore not included. Also, while Keenan and Comrie include
genitive possessors, this is not done in LFG because possessors do not directly compete with
clausal arguments and are somewhat special; they are discussed in Section 4.4.

4For many phenomena, it is not easy to decide whether the constraints should be formulated in
terms of syntax, semantics, or both; in many ways this rests on the particular theories of the
two and the syntax–semantics interface. For example, while mainstream generative grammar
is notoriously syntactocentric, Simpler Syntax represents another extreme, where syntactic
structure includes only a very basic notion of grammatical relations, and most of the work that
is done by f-structure is assigned to a (very elaborate) semantic structure. As an illustration of
the relationship between Culicover and Jackendoff’s approach and LFG, Belyaev (2015) shows
that the criteria that Culicover & Jackendoff (1997) consider to be semantic are captured at the
f-structure level in LFG.

5It has been argued that anaphora is sometimes directly constrained by linear precedence, e.g.
for Malayalam in Mohanan (1982). In LFG, this has been modeled using the f-precedence rela-
tion (Kaplan & Zaenen 1989, also see Belyaev 2023a [this volume]) by essentially stating that
the c-structure nodes thatmap to the f-structure of the antecedentmust precede the c-structure
nodes that map to the f-structure of the anaphoric expression. Notably, the starting point is
still the f-structure and the c-structure is only accessed through inverse mapping.
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3.3 Governable and ungovernable gfs

As stated above, most gfs are governable: that is, in LFG terms, they must ap-
pear in the list of arguments in the pred value of their f-structure in order to be
licensed. The pred value is usually that of a verb or other clausal predicate, as in
(8), which is the f-structure of the sentence Mary ran quickly.

(8) ⎡⎢⎢⎢⎢⎢⎢⎣

pred ‘run〈subj〉’
tense past

subj [pred ‘Mary’
pers 3
num sg

]
adj {[pred ‘quickly’]}

⎤⎥⎥⎥⎥⎥⎥⎦
In this sentence, subj is a governable gf that appears in the argument list in
pred. The f-structure for quickly appears as the value of the gf adj, which is
ungovernable and is not licensed by the pred value.

If a governable gf is included in the list of arguments in pred but has no value,
Completeness is violated; conversely, if a governable gf is present but not in-
cluded in the list, Coherence is violated. Modifiers (adj and xadj) are the only
gfs which are ungovernable. The only condition on their occurence is that the
f-structure in which they appear should have some pred value.6

Determining the status of the dependents of a given predicate is not trivial
in general, but especially in LFG because of its rigid separation between levels.
Two distinctions are especially important for LFG: between semantic and syntac-
tic argumenthood, because semantic arguments are not necessarily expressed as
arguments in syntax, and vice versa (Section 3.3.1), and between arguments and
adjuncts in syntax, whose status does not necessarily correlate with semantic
argumenthood and adjuncthood (3.3.2).

3.3.1 Semantic and syntactic arguments

First of all, one must clearly differentiate between semantic argumenthood and
syntactic argumenthood. Syntactic arguments may have no semantic counter-

6This constraint is part of extended coherence (Bresnan et al. 2016), which is not accepted by
all LFG practitioners as a universal well-formedness condition. While the notion that only f-
structures with pred values can have modifiers is intuitively plausible, it is difficult to find
empirical justification for this condition on adjuncts, since pred-less f-structures normally
correspond either to expletive pronouns or heads of categories like P, which both tend not
to attach any modifiers at c-structure. Violation of extended coherence might be relevant for
languages where some adpositions have pred values and some do not; only the former would
then be able to have adjuncts.
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parts; such is the case of subjects of verbs like rain, or “raised” subjects and ob-
jects like John in John seemed to come or David in I saw David come (functionally
controlled in LFG terms). In LFG, such “non-arguments” are notated as being
outside the angled brackets in the argument list of the pred feature value, e.g.
‘rain〈 〉subj’ or ‘believe〈subj xcomp〉obj’. This effectively makes f-structure in-
clude semantic information. As discussed in Belyaev 2023a [this volume], inmod-
ern Glue Semantics-based approaches, it is possible to either completely elimi-
nate pred features from the syntax or at least remove semantic role information,
which would make the separation between syntax and semantics more clear-cut.

Conversely, a semantic argument might have no syntactic expression. For ex-
ample, unspecified object deletion or antipassivization can turn a transitive verb
into an intransitive one that only has a single argument, the agent (We ate a
meal. → We ate.). The semantic predicate ‘eat’, and the corresponding real-life
event, clearly have a patient participant regardless of whether it is syntactically
expressed, and this omitted participant will be interpreted in someway. But there
is broad consensus in the literature (see Melchin 2019) that unspecified objects
are not present in syntax in any form. In LFG, this means that they are both ab-
sent as constituents in c-structure, and as gfs in f-structure, because f-structure
is a syntactic level that does not directly reflect the thematic roles of the argu-
ments.7

It is important to distinguish such cases of true omission of semantic argu-
ments at f-structure from cases where arguments do not overtly appear at c-
structure but are still present at f-structure. Two widespread cases when this
occurs are pro-drop (like in Italian ha vinto lit. ‘has won’ = ‘s/he has won’) and
raising (John seems to have won, where to have won appears to lack a subject). The
“little pro” analysis of null subjects in languages like Italian has been assumed at
least since Perlmutter (1971) and is supported by much empirical evidence, such
as the possibility of controlling PRO, serving as the antecedent of anaphors, con-
trolling agreement etc. that is well-known from basic syntax textbooks and need
not be repeated here. This evidence is also valid in LFG and leads one to conclude
that while pro is not needed at c-structure, it has to be present at f-structure in
subject position. Similarly, “raised” (functionally controlled) arguments overtly
appear in main clauses but still have to satisfy the subcategorization constraints
of the embedded clause. In the LFG analysis of raising, one f-structure is shared

7The mapping from semantic roles to gfs is handled in LFG by a separate component, Linking
Theory. In the most widespread variant of Linking Theory, Lexical Mapping Theory, unspec-
ified object deletion is captured by suppressing the realization of the patient argument, i.e.
preventing it from being mapped to any gf. See Findlay et al. 2023 [this volume] for further
explanation.
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between themain clause subject or object and the subject of the embedded clause.
Therefore, both components of the functional control relation are present in the
syntax as arguments of their respective clauses; see Section 4.3.2 and Vincent
2023 [this volume] for more detail.

3.3.2 Arguments and adjuncts

In one form or another, the problem of arguments vs. adjuncts is relevant for all
grammatical frameworks, but LFG is special in that it treats the syntactic distinc-
tion between arguments and adjuncts as fully separate from the homonymous
semantic distinction. The syntactic distinction between arguments and adjuncts
also does not exist in other frameworks in the same form; for example, the HPSG
approach is typically to include all verbal dependents in an ordered list deps. This
means that semantic subcategorization and semantic obligatoriness cannot be
used as reliable criteria by themselves: it was shown above that semantic argu-
ments might not correspond to any gf in syntax. Similarly, some analyses treat
passive agents as adjuncts, in spite of their semantic argumenthood. The issue is
further complicated by the fact that additional, derived arguments that are not
present in the lexical entry of the predicate can be introduced in the syntax (Need-
ham&Toivonen 2011). Hence, criteria for distinguishing between arguments and
adjuncts must be purely syntactic.

The main empirical difference between arguments and adjuncts can be formu-
lated in terms of Dowty’s (1982) subcategorization test: modifiers, but not argu-
ments, can be omitted. In a theory like LFG which uses no empty heads (see Bel-
yaev 2023a [this volume]), this criterion is clearly not general enough, because
grammatical functions that are present at f-structure may lack a realization at
c-structure, e.g. under pro-drop (see Section 3.3.1 above). Normally, the presence
of such “null” elements like pro and their features is reflected in the morphology
through agreement or argument incorporation, although some languages, like
Japanese, are notorious for allowing almost unrestricted pro-drop — for these
languages, distinguishing between arguments and adjuncts using the subcatego-
rization test is especially problematic.

Another truly syntactic criterion is that adjuncts can be freely multiplied in
any number, whereas arguments cannot (Kaplan & Bresnan 1982: 40):

(9) The girl handed the baby a toy on Tuesdayadj in the morningadj.

(10) * The girl saw the babyobj the boyobj.

Crucially, the multiplication test is only relevant for adjuncts of the same type.
While a clause may have at most one subject and object, it may have several
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obliques or indirect objects (as elaborated in sections 3.5.2 and 3.5.3 below). But
there can still be only one indirect object or oblique with the same semantic role:

(11) * John went to Moscow to Red Square.

Other criteria have to do with the specific understanding of grammatical func-
tions in LFG, their relative ordering and the licensing of long-distance depen-
dencies. For example, some pronouns, such as the reflexive pronoun seg selv in
Norwegian, are specifically limited in their coreference to coarguments (Hellan
1988), and therefore cannot occur in adjunct position. The examples in (12) are
cited from Dalrymple et al. (2019). In (12a) this reflexive is a direct object that is
coreferent to the subject – both are arguments. Similarly, in (12b), the reflexive
is used in a PP that is an oblique argument selected by the verb ‘tell’. But in (12c),
the prepositional phrase containing the reflexive is not an argument of the pred-
icate and thus it cannot have the subject as its antecedent. Thus the cut-off point
in the hierarchy in (7) for seg selv is just to the left of adj, xadj.

(12) Norwegian (Germanic > Indo-European)

a. Jon
Jon

forakter
despises

seg selv.
self

‘Jon𝑖 despises himself 𝑖.’
b. Jon

Jon
fortalte
told

meg
me

om
about

seg selv.
self

‘Jon𝑖 told me about himself 𝑖.’
c. * Hun

she
kastet
threw

meg
me

fra
from

seg selv.
self

(‘She𝑖 threw me away from herself 𝑖.’)
It is also widely assumed in the literature that wh-extraction from adjuncts is

impossible (Pollard & Sag 1987, Huang 1982, Rizzi 1990). However, this constraint
does not seem to be cross-linguistically universal, or at least it does not apply
to all types of modifiers. For example, while in English extraction from clausal
adjuncts is prohibited (13), extraction from PPs is allowed (14).

(13) *Which man did John leave when he saw ?

(14) Which bed did David sleep in ?

110



3 Grammatical functions in LFG

3.4 Terms and non-terms

Another distinction is between core arguments, or terms, and non-core argu-
ments, or non-terms.

(15) subj > obj > obj𝜃⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
terms

> comp, xcomp > obl𝜃 > adj, xadj
There is no universal set of tests that distinguishes between terms and non-

terms, but a number of constructions in different languages are systematically
sensitive to this distinction; see Alsina (1993) for a detailed discussion of term-
hood. Some of these constraints are discussed in the following sections.

3.4.1 Agreement

In many languages, verb agreement seems to be only possible with terms, that
is, subjects, objects or secondary objects. The idea goes back at least to John-
son (1977: 157), where it is called the Agreement Law. It has the same status in
Relational Grammar (Frantz 1981). Agreement with subjects is very widespread;
many languages also have (obligatory or optional) agreement with direct objects;
the map in WALS (Siewierska 2013) cites 193 languages with both subject (A/S)
and object (P) agreement out of a sample of 378. Object-only (or rather, P/S)
agreement is considerably less common, exhibited by only 24 languages in the
above-mentioned sample. Indexing other arguments is even more rare, but some
languages, like Basque (isolate), also agree with secondary objects. As seen in
(16), finite ditransitive verbs in Basque agree with the ergative (subj), absolutive
(obj) and dative (obj𝜃 ) arguments in person and number.

(16) Basque (isolate)
d-a-kar-ki-da-zu
3sg.abs-prs-bring-dat-1sg.dat-2sg.erg
‘you bring it to me’ (Hualde et al. 2003: 209)

From current LFG literature, it is unclear whether the restriction of agreement
to terms is a theoretical postulate or an empirical observation, since the termhood
of agreement controllers is usually confirmed by independent syntactic evidence.

3.4.2 Control

Cross-linguistically, only terms tend to be controllers or controllees in control
constructions, both lexically determined (clausal complements) and not (clausal
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adjuncts). For instance, Kroeger (1993) shows that in Tagalog, only terms can be
anaphoric controllees8 in participial complement constructions and controllers
in adjunct constructions. According to Kroeger, voice suffixes in Tagalog promote
any argument to subject status, and the erstwhile subject (the agent) becomes an
obj𝜃 (see an illustration in (23) below).9 Thus, (17) illustrates the verb ‘read’ in
the active voice; the controller is the subject. In (18), the verb ‘read’ is marked by
the “object voice” suffix: the Patient is promoted to subject status and carries the
nominative proclitic ang=. The controllee is still the Agent, which in this example
is demoted to objag. Finally, (19) shows that obliques, i.e. arguments that are not
subjects, direct objects or demoted agent-like arguments in voice constructions,
cannot be controllees, even if they have the same semantic role Agent.

(17) Tagalog (Malayo-Polynesian > Austronesian)
In-abut-an
pfv-find-dv

ko
1sg.gen

siya=ng
3sg.nom=comp

[ nagbabasa
av.ipfv.read

subj ng=komiks
gen=comics

sa=eskwela].
dat=school
‘I caught him reading a comic book in school.’ (Kroeger 1993, via
Dalrymple et al. 2019: 16)

(18) In-iwan-an
pfv-leave-dv

ko
1sg.gen

siya=ng
3sg.nom=comp

[ sinususulat
ipfv.write.ov

objag ang=liham].
nom=letter

‘I left him writing the letter.’ (Kroeger 1993, via Dalrymple et al. 2019: 16)

(19) *In-abut-an
pfv-find-dv

ko
1sg.gen

si=Luz
nom=Luz

na
link

[ ibinigay
iv.ipfv.give

ni=Juan
gen=Juan

ang=pera
nom=money

oblgoal].

(‘I caught Luz being given money by Juan.’) (Kroeger 1993, via Dalrymple
et al. 2019: 16)

Similarly, Kibrik (2000) argues that in Archi (Lezgic > East Caucasian), any
of the core arguments / terms (subject or direct object) can be the controllee in
control constructions.

8On the distinction between anaphoric and functional control (“raising”) in LFG, see Sec-
tion 4.3.2 below and Vincent 2023 [this volume].

9Such arguments must be treated as secondary objects because they are marked by the same
genitive proclitic ng= that marks direct objects, which do not change their mapping when an
agent is demoted.
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3.4.3 Reflexivization

Kibrik (2000) in fact claims that not only control constructions, but most con-
structions in Archi do not single out any argument beyond the term vs. non-
term distinction. He shows that possessive reflexives can be controlled by the
subject or direct object (i.e. A, S or P), in any direction (20a), but not by non-core-
arguments (21).

(20) Archi (Lezgic > East Caucasian)

a. tow-mu𝑖
he-erg

žu-n-a-ru𝑖
self-gen-emph-cl2

łːonnol
wife(cl2)

a<r>č-u
〈cl2〉kill-prf

‘He𝑖 (pron., erg.) killed his (refl.) wife𝑖 (abs.).’ (A > P)
b. tor𝑖

she
že-n-a-w𝑖
self-gen-emph-cl1

bošor-mu
husband(cl1)-erg

a<r>č-u
〈cl2〉kill-prf

‘Her𝑖 (refl.) husband (erg.) killed her (pron., abs.).’ (P > A)
(Kibrik 2000: 62)

(21) a. tow𝑖
he

žu-n-a-bu𝑖
self-gen-emph-cl1.pl

abej.me-tːi-š
parents(cl1.pl)-super-el

kʼolma-ši
separate-adv

w-i
cl1-be.prs
‘He𝑖 (pron., abs.) lives apart from his𝑖 (refl.) parents.’ (subj > obl)
(ibid.)

b. *tow.mu-tːi-š𝑖
he-super-el

žu-n-a-bu
self-gen-emph-cl1.pl

abaj
parents(cl1.pl)

kʼolma-ši
separate-adv

b-i
cl1-be.prs
(‘His𝑖 (refl.) parents (abs.) live apart from him𝑖 (pron., abs.).’) (obl >
abs) (ibid.)

Therefore, while subject-oriented reflexives are found in many languages (see
Dalrymple 1993 and Rákosi 2023 [this volume]), Archi is different in having sub-
ject and object, i.e. term-oriented, reflexives.

3.5 Semantically restricted and unrestricted arguments

The classification of gfs into terms and non-terms allows us to distinguish be-
tween subjects, objects and all other grammatical functions. But the difference
between “primary” and “secondary” objects (obj and obj𝜃 ) remains undefined.
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This distinction is captured by another classification of gfs into semantically
restricted and unrestricted arguments:

(22) subj > obj⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
semantically unrestricted

> obj𝜃 > comp, xcomp > obl𝜃 > adj, xadj
As mentioned above, θ in the gf names obj𝜃 and obl𝜃 stands for a particular
thematic role that is filled by this argument. Thus they are families of gfs, each
of which is associated with a particular semantic role: oblgoal, objtheme, etc. In
this, they are contrasted with subjects (subj) and direct objects (obj), which do
not have this additional qualifier attached to them.

The specific list of thematic roles is not agreed upon in LFG. In the case of obj𝜃
and obl𝜃 , it is not even clear whether the roles that appear in θ are universal or
language-specific (the fact that θ is often equivalent to the pcase value supplied
by an adposition suggests the latter). For more information on the mapping from
thematic roles to gfs, see Findlay et al. 2023 [this volume].

A consequence of the distinction between semantically restricted and seman-
tically unrestricted gfs is the fact that only the latter can be non-arguments at
the semantic level; the former must be assigned some thematic role. This, in turn,
predicts that, first, arguments lacking any semantic role (expletives or dummy ar-
guments) like English it or there (such as in It rained) can only appear in subject
or direct object position; second, that “raising” (functional control in LFG terms)
is only possible when the matrix clause position is subj or obj.

In what follows, I will discuss the motivation for treating each of these gfs as
semantically restricted or unrestricted in detail.

3.5.1 Unrestricted gfs

3.5.1.1 Subjects One of the key features of subjects is that they are not re-
stricted to one semantic role (Fillmore 1968). The semantic unrestrictedness of
subjects is perfectly illustrated by the existence of passive constructions: the
same lexical verb can have either the Agent (in the active voice) or the Patient
(in the passive voice) as its subject. Some languages go even further and allow
promoting any argument to subject status if it has discourse prominence, or for
syntactic reasons. One such language is Tagalog, where the voice suffix on the
verb determines which argument bears the subj gf, according to the analysis in
Kroeger (1993):
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(23) Tagalog (Greater Central Philippine > Austronesian)
a. active voice

B<um>ili
<prf.av>buy

ang=lalake
nom=man

ng=isda
gen=fish

sa=tindahan.
dat=store

‘The man bought fish at the store.’
b. objective voice

B<in>ili-∅
<prf>buy-ov

ng=lalake
gen=man

ang=isda
nom=fish

sa=tindahan.
dat=store

‘The man bought the fish at the store.’
c. dative voice

B<in>ilih-an
<prf>buy-dv

ng=lalake
gen=man

ng=isda
gen=fish

ang=tindahan.
nom=store

‘The man bought the fish at the store.’
d. instrumental voice

Ip<in>am-bili
<pfv>iv-buy

ng=lalake
gen=man

ng=isda
gen=fish

ang=pera.
nom=money

‘The man bought fish with the money.’
e. benefactive voice

I-b<in>ili
bv-<prf>buy

ng=lalake
gen=man

ng=isda
gen=fish

ang=bata.
nom=child

‘The man bought fish for the child.’

The formal marking of the subject is also not usually directly derived from its
semantic role. We saw above that in Tagalog, the subject always receives the
nominative preposition ang. In languages where non-canonical subject marking
is possible, there is still no consistent association between case marking and the
semantic role of the subject. For example, Icelandic oblique subjects are never
agent-like, but the choice of the case marker does not otherwise consistently cor-
relate with particular semantic roles (Jónsson 2003). Even among Daghestanian
(East Caucasian) languages, where experiencer subjects are regularly marked by
dative instead of ergative, there is some variation as to which case is selected
by which verb; for example, in Gubden Dargwa, the verb ‘see’ selects ergative
case and the verb ‘want’ selects dative case, while in the closely related Khuduts
Dargwa both verbs have dative subjects (Ganenkov 2013: 246).10 In short, sub-

10It is worth mentioning that some Daghestanian languages have been argued to lack the subject
grammatical function. As mentioned above, Kibrik (2000) argued that in Archi, only core ar-
guments (terms in LFG) can be distinguished, but there is no evidence for the privileged status
of either of the core arguments. The universality of subjects is discussed in Section 4.2.4.
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jects are usually consistently encoded regardless of their semantic role, andwhen
there is variation in marking, it is usually lexical and idiosyncratic.

3.5.1.2 Direct Objects Direct objects, too, are not associated with specific se-
mantic roles.While direct objects are never agents in English, they can still have a
range of semantic roles: Patient (John ate the cookie), Stimulus (John sawDavid),
Experiencer (It surprised me), Theme (I gave the book to John). Just like Tagalog
can promote various arguments to subjects, some languages allow promoting
arguments to direct objects via so-called applicative constructions. One such lan-
guage is Hakha Lai (Tibeto-Burman > Sino-Tibetan), which I describe following
Peterson (2007: 15ff.). In Hakha Lai, verbs agree with two core arguments – sub-
jects and objects – of transitive verbs, as in (24).

(24) Hakha Lai (Tibeto-Burman > Sino-Tibetan)
ʔan-kan-thoʔŋ
subj.3pl-obj.1pl-hit
‘They hit us.’ (Peterson 2007: 16)

It can be reasonably assumed that, in LFG terms, the argument indexed by the
first prefix is subj, while the argument indexed by the second prefix is obj.

Hakha Lai also has a range of applicative suffixes that introduce additional
morphologically unmarked arguments into the verb’s argument structure. One
such marker is the benefactive / malefactive suffix -piak. When this suffix is used,
it is the newly introduced argument that occupies the obj position, as seen from
the agreement pattern in (25). The verb agrees with the first person singular
benefactive argument (‘on me’) and not with the third person singular patient
(‘wood slab’).

(25) ʔaa!
interj

tleem-pii
wood.slab-aug

khaa
deic

maʔ-tii
dem-do

tsun
deic

taar-nuu=niʔ
old-woman=erg

ʔa-ka-khaʔŋ-piak=ʔii…
subj.3sg-obj.1sg-burn-mal=conn
‘Ah, the old woman burned the big slab of wood on me, and…’

(Peterson 2007: 17)

3.5.2 Obliques

The reason for treating obliques as semantically restricted and a family of func-
tions is that, unlike subjects and objects, their marking will always vary depend-
ing on their semantic role. For example, Goals in English use the preposition to
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(as in Mary went to London), while Sources use the preposition from (David came
from Paris). This justifies treating obl as a family of functions rather than a single
GF.

Another reason for this architectural decision is that there may be multiple
obliques in one clause. In English, this can be illustrated by sentences like John
moved from London to Paris, where from London can be analyzed as oblsource and
to Paris as oblgoal. This can be disputed, however, because either of the obliques,
or both, can be omitted; thus Zaenen & Crouch (2009) propose doing away with
obl altogether, replacing obl with set-valued adj. In other languages, however,
the evidence for multiple obl arguments can be more compelling. Dahlstrom
(2014) shows that in the Algonquian language Meskwaki, obliques are strictly
positioned immediately before the verb (26), while other arguments (subjects,
objects, secondary objects and complement clauses) appear postverbally, as il-
lustrated in (27), where ‘Wisahkeha’ is analyzed as a direct object by Dahlstrom.

(26) Meskwaki (Algonquian > Algic)
a˙kwi
not

nekotahi
anywhere

wi˙h-nahi-iha˙-yanini
fut-be.in.habit.of-go(thither)-2/neg

‘You will never go anywhere.’ (Dahlstrom 2014: 57)

(27) i˙ni=ke˙hi=ipi=meko
then=and=hrsy=emph

e˙h-awataw-a˙či
aor-take.obj2.to-3>3′/aor wi˙sahke˙h-ani

W.-sg
metemo˙h-e˙h-a
old.woman-dim-sg
‘And right then, it’s said, the old woman took it to Wisahkeha.’
(Dahlstrom 2014: 58)

In Meskwaki, obliques are not optional but required by verbal stems or pre-
verbs. For example, all verbs of quotation require an oblique argument. Therefore,
the participants that Dahlstrom terms “obliques” cannot be analyzed as adjuncts
in terms of LFG.

Dahlstrom further demonstrates that additional oblique arguments may be
associated with preverbs (which can be viewed as a kind of applicative marker)
or compounded verb stems. When more than one oblique appears in a clause,
all must precede the verb, and each oblique argument must be adjacent to the
associated root or preverb.

(28) awitameko
not.pot=emph

ke˙ko˙hi
any.way

iši–
thus–

ateška˙wi
with.delays

–išawihkapa
–thus.happen.to.S-2/pot

‘You would not have experienced delays in any way.’ (Dahlstrom 2014: 64)
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In (28), ateška˙wi is associated with the verb stem, while ke˙ko˙hi satisfies the
valency introduced by the preverb iši-. The special position of each of these
obliques seems to present compelling evidence for treating them as separate
(though related) semantically restricted gfs.

3.5.3 Secondary objects

Among all the main gfs, secondary objects are perhaps the most difficult to char-
acterize. They are similar to objects in being terms, and to obliques in being
semantically restricted. But these classifications are not easily translatable into
specific empirical properties. We have seen above that arguments analysed as
secondary objects are similar to direct objects in being terms, which allows them
to trigger verbal agreement and act as controllees. But these criteria do not al-
ways serve to distinguish obj𝜃 ; for example, neither applies to English. Another
property of secondary objects, which likens them to obliques, is their semantic
restrictedness.

Secondary objects were originally thought of as occupying a single gf obj2
(Kaplan & Bresnan 1982) and identified on the basis of constructions like (29) in
English and other Germanic languages like Icelandic. In English, the identifica-
tion of obj2 is straightforward due to the fact that it is the only argument apart
from subject and direct object that is not marked by a preposition (which is a fea-
ture of obliques) and also due to the alternation of the double object construction
in (29) with the oblique dative construction in (30). Thus, the same thematic roles
map to two constructions that differ both in word order and case / preposition
marking. This means that at least three different gfs must be distinguished: obj,
obl𝜃 and obj𝜃 .
(29) John gave [Mary]obj1 [a book]obj2.

(30) John gave [a book]obj1 [to Mary]obl.

The fact that Mary is indeed the direct object in (29), even though it is called
an “indirect object” in traditional grammar (due to its dative semantics), can be
seen from the fact that in the passive version of (29), it is the recipient that is
promoted to subject status (31).

(31) a. Mary was given a book.
b. * A book was given Mary.

Passivization is not a direct criterion for objecthood, because in LFG the passive
is a lexical process and not a syntactic transformation (Dalrymple et al. 2019: 28).
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But indirectly, lexical mapping constraints do determine which arguments can
be passivized. Objects can be passivized because they are inherently classified as
[−𝑟], and, in the absence of a higher-ranking argument, fill the subj gf which is
defined as [−𝑜, −𝑟]. Secondary objects, in contrast, cannot be passivized because
they are inherently defined as [+𝑜]. This is one of the key features of secondary
objects as opposed to direct objects.

In English, the label obj2 may indeed be appropriate, because there can be
only one secondary object, and this object is connected to only one semantic
role (Theme). But other languages make much wider use of secondary object
functions, such that there may be several obj𝜃s, each of which is restricted to a
different semantic role. For example, Bresnan & Moshi (1990) analyze Kichaga
(Bantu) as having verbal indexing of multiple thematically restricted objects,
each of which has its own slot in the verb form:

(32) Kichaga (Bantu)
n-ä-lꜝé-kú-shí-kí-kóṛ-í-à
focus-1subj-pst-17obj-8obj-7obj-cook-appl-fv
‘She/he cooked it with them there.’ (Bresnan & Moshi 1990: 151)

Of the three object prefixes in this example, only the instrumental object (8obj-)
is unrestricted; the other two are thematically objects that occupy the grammat-
ical functions objloc (17obj-) and objpatient (7obj-).

Another use of obj2 / obj𝜃 is to capture the difference between case-marked
(topical) and unmarked objects in languages with Differential Object Marking
(DOM), where the direct object can either be marked by a special (accusative)
case or left unmarked (as discussed in Section 2; also see Butt 2023 [this volume]).
According to Dalrymple & Nikolaeva (2011), in many such systems, accusative-
marked direct objects have the gf obj, while unmarked objects are obj𝜃 . The
same distinction may be reflected in agreement patterns: Dalrymple & Nikolaeva
(2011) show that in Ostyak (Ob-Ugric > Uralic), objects that trigger agreement are
obj while objects that do not are obj𝜃 . With respect to case marking, an opposite
viewpoint is taken by Butt & King (1996), who treat focal, unmarked objects as
obj. It may be that different patterns are observed in different languages. It is
also possible that in some languages, the distinction is not reflected by any overt
case marking or agreement; the theory itself does not constrain this in any way.

3.5.4 Universality

From these examples it is clear that secondary objects are very similar to obliques
in being semantically restricted and covering a similar set of semantic roles. Sec-

119



Oleg Belyaev

ondary objects have to be recognized only in those languages where there is
evidence that some arguments are more prominent than obliques (e.g. in case
marking, verb morphology, or anaphora) but less prominent than direct objects.
Not all grammars involve such fine-grained distinctions, and in this sense obj𝜃
is probably not universal.

In contrast, obl𝜃 as it is understood and used in LFG is, in effect, architec-
turally necessary,11 because subj and obj provide only two positions, which is
not enough to map all possible thematic roles that verbs may have.

Finally, it is theoretically possible that some languages do not make use of the
gf obj. Such a language would have only one semantically unrestricted func-
tion, subj; all other arguments would be obj𝜃s or obl𝜃s with various semantic
roles. It would also lack a passive, because, under Lexical Mapping Theory, pas-
sivization depends on the presence of a second [−𝑟] argument that is promoted
to subject status. In effect, this would be a language where most semantic roles
are directly encoded in the syntax, i.e. there is a one-to-one correspondence be-
tween gfs and thematic roles, except for one unrestricted argument. This idea
has been discussed in two distinct flavours. Börjars & Vincent (2008) consider
whether the obj vs. obj𝜃 distinction should be abandoned as such (i.e. all objects
in all languages are obj𝜃s). In contrast, Lander et al. (2021) make this proposal for
the specific case ofWest Circassian (West Caucasian).West Circassian, a polysyn-
thetic language, has a rather unusual system of applicative prefixes that is unlike
the more typologically common system discussed above for Hakha Lai: see (25)
above. In Hakha Lai, additional arguments introduced by applicative morphol-
ogy are promoted to obj status, while the erstwhile object is demoted to obj𝜃 .
In West Circassian, applicative prefixes simply introduce additional arguments
without altering the status of existing arguments. The absolutive argument is not
indexed on the verb and the corresponding full NP (if present) bears Absolutive
case. All other arguments are introduced by prefixes and their full NP counter-
parts bear Oblique case. For example, in (33) the Absolutive Patient is ‘dishes’
(laʁe-xe-r) and has no corresponding verbal prefix. The three other arguments
bear Oblique case: ‘boy’ (č̣ʼale-m) corresponds to the prefix jə-, ‘girl’ (pŝaŝe-m)
corresponds to ∅-r- and ‘you’ is expressed only by the prefix b-də-.12

11Assuming that obj𝜃 is not universal. Logically speaking, if the language only draws a distinc-
tion between subj, obj, and all other arguments, it does not matter whether the latter are called
obj𝜃 or obl𝜃 .

12The colours represent the morphemes and f-structures associated with the arguments of the
clause, for easier comprehension. The ergative subject (‘boy’) is in red, the oblique-marked
recipient (’to the girl’) is in brown, and the caseless comitative pronoun (’with thee’) is in blue.
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(33) West Circassian (West Caucasian)
č̣̓ ale-m𝑖
boy-obl

pŝaŝe-m𝑗
girl-obl

laʁe-xe-r
dish-pl-abs

we𝑘
you.sg

qə-b-𝑘də-∅-𝑗r-jə-𝑖tə-ʁe-x
dir-2sg.io-com-3sg.io-dat-3sg.erg-give-pst-pl
‘The boy gave the dishes to the girl with you (sg.).’ (Lander et al. 2021: 226)

Lander et al. (2021) argue for a syntactically ergative analysis of West Circas-
sian, showing that the Absolutive argument has privileged status in certain con-
structions; it is assigned the grammatical function subj. In contrast, they find
no evidence for a distinction between different types of indexed arguments and
analyze them all as obj𝜃 : ergative agents are objagent, recipients are objrecip, in-
strumentals are objinstr etc. Thus the sentence (33) gets the f-structure (34) in
their analysis.

(34) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘give〈subj, objag , objgoal , objcom〉’
tense past
dir qə

subj [pred ‘dish’
pers 3
num pl

]
objag [pred ‘boy’

pers 3
num sg

]𝑖
objgoal [pred ‘girl’

pers 3
num sg

]𝑗
objcom [pred ‘pro’

pers 2
num sg

]𝑘

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
According to Lander et al., West Circassian does make use of the grammatical
function obl𝜃 for those arguments that are not indexed and are marked by post-
positions, but there is no need for the grammatical function obj in this language.

4 Individual gfs

4.1 General remarks

In the preceding section, I described the cross-classification of grammatical func-
tions according to three parameters: governability, termhood and semantic re-
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strictedness. This subdivides the main gfs into four classes: (1) subj and obj (gov-
ernable semantically unrestricted terms); (2) obj𝜃 (governable semantically re-
stricted term); (3) obl𝜃 (governable semantically unrestricted non-term); (4) adj
(ungovernable). However, this is not enough to characterize all the grammatical
functions for the following reasons. First, (x)comp and poss, being restricted to
rather specific syntactic configurations, do not readily fit into this picture: while
(x)comp is certainly governable, it is not clear whether it is a term; as for poss,
while it is certainly semantically unrestricted, it is not clear whether it is a term
and whether it is, in fact, governable. Secondly, the distinction between subj and
obj remains unspecified.13 Thirdly, the cross-classification of grammatical func-
tions is not meant to explain all of their properties: even grammatical functions
like obj𝜃 , whose existence is predicted by the cross-classification itself, may have
individual properties that do not follow from their class membership.

Therefore, in this section, I will proceed from the “big picture” drawn above
towards characterizing the unique properties of some of the more distinct gram-
matical functions in LFG, sometimes together with other gfs in order to provide
a better contrast. Subjects are opposed to all other grammatical functions and
will be discussed separately in Section 4.2. Many LFG approaches treat clausal
complementation and nonverbal predication similarly, and both are discussed in
Section 4.3. The treatment of possessors in LFG is rather special: in many ways
they are like subjects, but they are also sometimes viewed as being ungovern-
able, likening them to adjuncts instead. Accordingly, they are given a separate
treatment in Section 4.4.

4.2 Subjects

All grammatical frameworks that have any notion of grammatical function as-
sign a special status to the subject. Its properties are mainly derived from its
position at the top of the functional hierarchy, and are discussed in Section 4.2.1.
The centrality of the subject also raises the question of its universality, which
can be approached from three different perspectives. First, is the subject univer-
sal across sentences within a single language, i.e. do all sentences have to have
a subject (Section 4.2.2)? Secondly, do all languages map semantic arguments to
subjects in the same way? For example, do ergative languages employ the same
mapping as accusative languages? This is discussed in Section 4.2.3. Finally, is

13Asmentioned above, Lexical Mapping Theory classifies them both as semantically unrestricted
[−𝑟], but obj is “objective” [+𝑜] while subj is not [−𝑜]. But this distinction only plays a role
in mapping thematic roles to grammatical functions; it is not relevant for the actual syntactic
properties of subjects and objects, which is the focus of this chapter.
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the notion of subject universal at all – are there languages where no single ar-
gument can be identified as the priority target of most syntactic relations and
processes (Section 4.2.4)?

4.2.1 Core properties

The subject can be characterized as the most prominent argument in the clause,
both in terms of the hierarchy in (7) and in that it is usually the sentence topic
(at least in syntactically accusative languages). As with all other gfs, there is no
specific set of tests that would define subjects cross-linguistically. Rather, being
highest-ranking in the Keenan-Comrie hierarchy, they are expected to always
participate in processes that are dependent on this hierarchy. More specifically,
if a syntactic construction always targets only one argument of a clause, this
argument is likely to be identified as the subject. Many tests for subjecthood
have been proposed in the literature (for one summary, see Andrews 2007);14 in
the end, the particular set of diagnostics should be identified on a language-by-
language basis.

One diagnostic is agreement. We have seen above that cross-linguistically,
only terms can control agreement. But if any one term is the sole agreement
controller in a language, this has to be the subject. Moravcsik (1978: 364) pro-
poses a typological universal: if a language has agreement with anything other
than an intransitive subject, it also has to exhibit agreement with the intransi-
tive subject. Note that this universal is carefully formulated to include ergative
languages (which only show S/P agreement) and does not automatically iden-
tify the subject in the “accusative” sense (A/S). I will return to the question of
subjecthood in non-accusative languages below.

It also seems that only subjects can be “raised”,15 i.e. in LFG terms, shared
(functionally controlled) with a term argument in the main clause. English only
has subject-to-subject (35) and subject-to-object (36) raising.16

14Subject criteria that are commonly proposed in the literature include: case marking and agree-
ment; ellipsis under coordination; binding of reflexive pronouns; control of null subjects (PRO)
of infinitives and gerunds; selection in switch reference systems (same-subject / different-
subject). Many more language-specific tests have been proposed as well.

15Based on cross-linguistic data, Falk (2006: 155-161) argues that only arguments bearing the
grammatical function pivot (in accusative languages equal to subj, see Section 4.2.3) can be
controllees in functional control (raising) constructions, with the only exception being cer-
tain Polynesian languages. For the latter, he allows the possiblity of inside-out licensing of
functional control, which does not obey his generalization on pivot.

16A reviewer proposes English sentences like This book is tough to read as potential counterex-
amples; however, Dalrymple & King (2000) argue that this construction involves anaphoric
control rather than raising/functional control (see Section 3.4.2 above for a termhood con-
straint on anaphoric controllees in certain languages).
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(35) John seemed [ to agree].

(36) John believed David [ to be crossing the street].

In Icelandic, the raising rule also applies to non-nominative (“quirky”) subjects
(Andrews 1982). Thus, in (37a–c) the verbs select accusative, dative and genitive
subjects, respectively.

(37) Icelandic (Germanic > Indo-European)

a. Drengina
boys.def.acc

vantar
lacks

mat.
food.acc

‘The boys lack food.’
b. Barninu

child.def.dat
batnaði
recovered.from

veikin.
disease.def.nom

‘The child recovered from the disease.’
c. Verkjanna

pains.def.gen
gætir
is.noticeable

ekki.
not

‘The pains are not noticeable.’

This case marking is retained under raising in the main clause (38). These exam-
ples also illustrate how subjecthood is independent not only from semantic role,
but also from case marking.

(38) a. Hann
he

telur
believes

mig
me.acc

(í
in

barnaskap
foolishness

sínum)
his

[vanta
to.lack

peninga].
money.acc

‘He believes me (in his foolishness) to lack money.’
b. Hann

he
telur
believes

barninu
child.def.dat

(í
in

barnaskap
foolishness

sínum)
his

[hafa
to.have

batnað
recovered.from

veikin].
disease.def.nom

‘He believes the child (in his foolishness) to have recovered from the
disease.’

c. Hann
he

telur
believes

verkjanna
pains.def.gen

(í
in

barnaskap
foolishness

sínum)
his

[ekki
not

gæta].
noticeable

‘He believes the pains (in his foolishness) not to be noticeable.’
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4.2.2 Subjectless sentences?

A persistent question in theoretical linguistics is whether subjects are univer-
sal — that is, if subjectless sentences exist. Note that the very fact that this is a
valid question follows from the LFG assumption that gfs like subj are theoreti-
cal primitives (even if they tend to be associated with a set of typical empirical
diagnostics). Were the subject only defined as the highest-ranking argument in
a list of args (as in Simpler Syntax and some variants of HPSG), each clause
would automatically have a “subject” as long as its predicate had any syntactic
arguments. In LFG, subjects are also assumed to be, by and large, prominent in
different senses (more on this below), but this does not entail that subjectless
sentences cannot exist, if only at the periphery of grammar.

That being said, the Subject Condition in (39) is widely assumed to hold in LFG
(Bresnan & Kanerva 1989) — as a theoretical stipulation, not as a consequence of
the framework’s architecture. Most versions of the Lexical Mapping Theory also
predict that one of the arguments will always be mapped to subj.

(39) Subject Condition:
Every verbal predicate must have a subject.

The Subject Condition certainly holds in English, as well as in many other
languages. But is it universal? Examples like (40) from German and (41) from
Russian at first sight seem to be exceptions to the Subject Condition.

(40) German (Germanic > Indo-European)
… weil

because
getanzt
danced

wird
become.prs.3sg

‘because there is dancing’

(41) Russian (Slavic > Indo-European)
menja
I.acc

tošnit
nauseate.prs.3sg

‘I feel sick.’

The German example in (40) has an intransitive verb with no overt arguments,
even though German is generally not a pro-drop language. The Russian verb in
(41) only has an accusative experiencer argument; while Russian does allow null
subjects, it does so in a limited number of contexts and always optionally, while
here no nominative argument can be expressed. However, Berman (1999, 2003)
argues that the agreement morphology indicates that German examples contain
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a null expletive subject with only pers and num features, and no pred value. The
same analysis can be extended to the Russian data.

A more convincing case for subjectless sentences is found in the Polish exam-
ples like (42), discussed in Kibort (2006). In this construction, the verb stands in
the infinitive form, thus having no agreement morphology. To Kibort, this in-
dicates that such sentences are truly subjectless. The agent may be optionally
expressed, but as an oblique prepositional argument — not as a subject.

(42) Polish (Slavic > Indo-European)
Słychać
hear.inf

ją /
her.acc

jakieś
some.n.acc

mruczenie.
murmuring(n).acc

‘One can hear her/some murmuring.’

Subjectless sentences also appear in Lowe et al.’s (2021) analysis of the Sanskrit
raising verb śak ‘can’. When this verb is passivized, one of the possible outcomes
is for the raised subject of the subordinate clause to stand in the instrumental
case, while the object remains in the accusative:

(43) Sanskrit (Indo-Aryan > Indo-European)
rājabhī
kings.ins

rāmaṃ
R.acc

hantuṃ
slay.inf

na
not

śakyate
can.pass.3sg

‘Rāma cannot be slain by the kings.’

Lowe et al. argue that in this construction the matrix clause has two arguments:
the instrumental as obl𝜃 and the subordinate clause as xcomp, and thus it has no
overt subject.17

Thus, the Subject Condition may not be universal as a general rule — although
it does hold as an overall tendency, since subjectless constructions, if there are
any, are usually found only at the periphery of grammar.

4.2.3 Subjects in non-accusative languages

The universality of subjects can also be questioned in a different way: Does the
same mapping between thematic roles and gfs obtain in all languages? This has
long been debated in the literature concerning ergative and other non-accusative
types of alignment. Most ergative languages are in fact only morphologically
ergative, that is, have ergative case marking while syntactically behaving in the

17Lowe et al. acknowledge that, if (x)comp is assumed not to exist as a separate gf (see Sec-
tion 4.3.1), the clause itself will have to be treated as subj.
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same way as accusative languages. But there are a few languages that have been
claimed to be consistently syntactically ergative, e.g. Dyirbal (Dixon 1979), al-
though this analysis is disputed, see Legate (2012); less common syntactic align-
ment types are attested as well. These facts call for an adjustment to the standard
approach to argument mapping.

There are two basic proposals for treating non-accusative languages in LFG.
One, developed in Manning (1996), is to preserve the standard set of gfs but map
subj and obj to thematic roles in different languages in different ways. Thus,
while intransitive verbs always have a single subj argument, transitive verbs in
accusative languages map agents to subj and patients to obj (44a); in ergative
languages, the mapping is reversed (44b).

(44) a. accusative
eat 〈 ag pt 〉

subj obj
b. ergative

eat 〈 ag pt 〉

subj obj

Thus, in ergative languages, the transitive agent (A) is obj while the transi-
tive patient (P) is subj. This explains why the patient has subject-like properties
in various constructions. Calling the agent a “direct object” is unfamiliar and
confusing from a traditional perspective, which is why Manning proposes an al-
ternative nomenclature of pivot (= subj) and core (= obj, for core argument)
instead.

This approach works well for languages where one of the arguments fully
“takes over” all syntactic properties of subjecthood. However, such languages
are an exception rather than the norm. More commonly, subject properties are
distributed between the transitive agent (A) and the absolutive argument (P):
some constructions are aligned in the ergative way, while others are still oriented
towards A. For example, in Ashti Dargwa (field data), gender agreement on the
verb follows the ergative pattern (S/P), and can even be long-distance (45), which
suggests syntactic ergativity. But reflexive binding still prefers the A argment, as
in accusative languages (46).

(45) Ashti (Dargwa > East Caucasian)
di-l
I(m)-erg

[šin
water(npl)

d-ečː-ib]
npl-drink.pfv-pcvb

ha<d>eχʷ-i<npl>finish.pfv-pret
‘I finished drinking water.’
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(46) a. rasul-li
R.-erg

sin-na
self-gen

sa-w
self-m(abs)

w-aˁqˁ.aqˁ-ipːi
m-hurt.pfv-prf.3

‘Rasul (erg.) hurt himself (abs.).’
b. * sin-na

self-gen
sin-dil
self-erg

rasul
R.(abs)

w-aˁqˁ.aqˁ-ipːi
m-hurt.pfv-prf.3

(intended translation: ‘Rasul hurt himself.’; lit. ‘Himself (erg.) hurt
Rasul (abs.).’)

Falk (2006) observes that cross-linguistically, subject properties tend to fall
into two classes exactly along these lines: anaphoric prominence, switch-ref-
erence, null expression, control of PRO (anaphoric control) and some other prop-
erties such as the ability to serve as the imperative subject are almost always
tied to A/S, even in ergative languages. At the same time, properties related to
cross-clausal continuity – functional control, extraction properties, long-distance
agreement – and certain secondary properties (external structural position in
non-configurational languages, agreement) may be tied to different arguments
of the clause in different languages.

Accordingly, Falk proposes to recast the traditional LFG grammatical function
subj as ĝf, which is the most prominent argument (A/S), while introducing the
additional clausal continuity function pivot, which can be identified with either
ĝf or obj. Subjecthood properties are distributed between these two functions
along the lines in (47).

(47) Subject properties according to Falk (2006)

ĝf pivot

anaphoric prominence extraction
anaphoric control functional control
switch-reference long-distance agreement
null expression obligatory element
imperative subject “external” structural position

Of these two functions, only ĝf can be properly called a grammatical function:
it replaces subj in the argument lists of pred feature values; in terms of Lexical
Mapping Theory, it is this function that the most prominent argument on the
semantic role hierarchy is mapped to. pivot always has to be structure-shared
with one of the verbal arguments and is thus more correctly characterized as an
overlay function (see Section 5).

128



3 Grammatical functions in LFG

All the diverse surfacemanifestations of pivot can be generalized in what Falk
calls the Pivot Condition, informally summarized in (48). This condition means
that all cross-clausal dependencies, if they are not stated in terms of special over-
lay functions for long-distance dependencies such as dis (for “dislocated”, or
topic and focus in earlier approaches: see Section 5 and Kaplan 2023 [this vol-
ume]) must be tied to pivot. Thus pivot is the locus through which argument
information is shared across clauses.

(48) Pivot Condition:
A path inward through f-structure into another predicate-argument
domain or sideways into a coordinate f-structure must terminate in the
function pivot. (Falk 2006: 78)

In English, and in other purely accusative languages, ĝf and pivot are always
occupied by the same f-structure. Falk calls such systems “uniform-subject”. In
other languages, these do not always coincide — this class of languages is called
“mixed-subject”. The mixed-subject class is not uniform. Its most widespread
members are ergative languages, where pivot is identified with ĝf in intransitive
clauses and with obj in transitive clauses.

Given the facts in (45)–(46), Ashti Dargwa can be analyzed as a mixed-subject,
ergative language, with the f-structure of a transitive sentence ‘the girl drank
water’ as in (49).

(49) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘drink〈ĝf obj’〉

ĝf
⎡⎢⎢⎢⎣
pred ‘girl’
num sg
gend f
case erg

⎤⎥⎥⎥⎦
obj

⎡⎢⎢⎢⎣
pred ‘water’
num pl
gend n
case abs

⎤⎥⎥⎥⎦
pivot

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The Philippine type of alignment, illustrated in (23) above, where any argu-

ment can become the “subject” through voice morphology, is interpreted by Falk
as promotion to pivot, as in (50); the most prominent argument, ĝf, does not
change its mapping.
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(50) “Active voice”: (↑ pivot)=(↑ ĝf)
“Direct object voice”: (↑ pivot)=(↑ obj)
“Indirect object / locative voice”: (↑ pivot)=(↑ obj𝜃 )
“Instrumental voice”: (↑ pivot)=(↑ oblins)
…

Some languages do not entirely fit the uniform- vs. mixed-subject distinction.
In topic prominent languages like Acehnese, pivot is identified with any of the
core arguments (ĝf and obj) provided that it bears the information structure
function topic, according to Falk’s (2006: 172) interpretation of the data in Durie
(1985). Thus Falk’s approach does not require pivot to be necessarily tied to par-
ticular argument functions.

4.2.4 Universality

Since Falk’s framework splits the traditional subj into two grammatical func-
tions that may be identified with different arguments in different languages and
constructions, it follows that the subject in the traditional sense – i.e. a single
highest-ranking grammatical function that dominates all syntactic rules and pro-
cesses – is not universal. But wemay also askwhether ĝf and pivot are universal.
There are two ways in which a language may be said to lack ĝf. One is that this
language encodes thematic roles directly in the syntax. Such claims have been
made for different languages in the literature, especially in the typological tra-
dition. Falk (2006: 169) observes that in LFG terms, this amounts to saying that
the language only has oblique gfs: oblagt, oblpat, etc. This, in turn, entails that
the language would have no distinction between core and non-core arguments
— a prediction that has empirical consequences. Evaluating such a possibility for
Acehnese, one language that has been claimed to lack reference to grammatical
relations in its grammar (Van Valin & LaPolla 1997), Falk concludes that its syn-
tax does distinguish core functions from non-core functions and thus requires
reference to ĝf. Similarly, Kibrik (2000), as mentioned in Section 3.4.3, argues
that most constructions in Archi (Lezgic > East Caucasian) are only sensitive to
the term (core argument) vs. non-term distinction. But there is one construction
in Archi that is oriented towards A/S arguments (i.e. in Falk’s terms, ĝf): clause-
mate reflexivization. Nevertheless, the theoretical possibility of languages only
having oblique arguments still exists and deserves to be investigated in more de-
tail, although, based on the current state of our understanding, their existence
does not seem likely.

Another sense in which a language may lack ĝf is, conversely, if it draws a
more fine-grained distinction between core arguments, i.e. does not unify the
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transitive agent (A) and the sole intransitive argument (S) in any way.18 Again,
this approach is widespread in the typological / functionalist tradition, a promi-
nent example being Dixon (1994), who treats A, S and P as syntactic primitives.
This is useful for purposes of typology and cross-linguistic comparison: A, S and
P serve as valid comparative concepts in the sense of Haspelmath (2009). But
applied to individual grammars, this distinction seems too fine-grained, failing
to capture important generalizations. It is well-known, for example, that ĝf out-
ranks other arguments in anaphoric constructions in the overwhelming majority
of languages, regardless of their other alignment patterns. Nor do “syntactically
tripartite” languages with S, A and P having distinct, non-intersecting sets of
properties seem to be attested.19

Thus, ĝf is likely to be universal. A separate question is what a pivotless lan-
guage could look like, and whether such languages exist. A pivotless language
is not a language where the pivot cannot be readily identified with any gram-
matical function; it could be identified with the topic, as in Acehnese, or with
the highest-ranking argument on the person hierarchy, as in some analyses of
Ojibwe (Algonquian > Algic, Rhodes 1994). A pivotless language would rather
lack constructions of the kind that are predicted to be pivot-sensitive by the Pivot
Condition (48). For example, there would be no cross-clausal extraction, with all
interrogatives and relatives being localized in their local domains; coreference in
coordination and in other multiclausal constructions would similarly involve no
pivot sensitivity. Falk argues that at least two languages, Choctaw and Warlpiri,
qualify for pivotless status. Thus, unlike ĝf, pivot is not universal according to
Falk.

Falk’s approach is insightful andmakes a number of strong claims that deserve
more thorough cross-linguistic investigation. It is widely accepted as the most

18Another possible complication for Falk’s theory, and the LFG view of grammatical relations
in general, are so-called split-S languages, cf. Van Valin (1990), sometimes described as lan-
guages with active alignment, a view that goes back at least to Sapir (1911). In such languages,
the marking of S depends on the properties of the clause or the predicate, such as agentivity,
control, and telicity. Unaccusativity (Perlmutter 1978) is a related phenomenon inasmuch as it
amounts to a difference between classes of intransitive verbs or intransitive subjects. It is not
obvious that this difference in marking requires distinguishing between two different gfs. LFG
work has tended to describe split intransitivity in terms of argument structure (cf. Bresnan &
Zaenen 1990 on unaccusativity in English) or semantics (cf. Belyaev 2020 on split S marking
on the verb in Ashti Dargwa). However, split intransitivity / active alignment still requires a
more thorough and systematic treatment in LFG.

19Kibrik (1997: 323-326) claims that syntactically tripartite alignment is observed in Jacaltec
(Mayan), based on the analysis in Van Valin (1981), who identifies multiple pivots in the lan-
guage. However, Falk (2006: 93-94) interprets Jacaltec as syntactically ergative in terms of his
LFG anlaysis instead.
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adequate solution for ergativity and other syntactic alignments within LFG, al-
though many authors still continue using the subj-obj distinction for languages
where Falk’s fine-grained analysis is irrelevant, i.e. mainly in syntactically ac-
cusative languages. Falk’s notion of ĝf and pivot also has yet to be fully inte-
grated with the recent developments in the relevant areas of LFG, such as Lexical
Mapping Theory and semantic composition.

4.3 Complementation and nonverbal predication

In the preceding sections, I have mostly avoided discussing sentential comple-
ments, because their specialized grammatical function comp stands apart from
other grammatical functions in LFG. comp is not readily classifiable in terms of
termhood and semantic restrictedness, and its limitation to a single semantic
type (clauses / states of affairs) is unusual for LFG. In fact, the very existence of
(x)comp as a separate gf has been questioned in the theoretical literature, as dis-
cussed in Section 4.3.1. In Section 4.3.2, I discuss the difference between closed
(comp) and open (xcomp) complements. Nonverbal predication is also sometimes
analysed using the grammatical function xcomp, and therefore it is discussed un-
der the same umbrella in Section 4.3.3.

4.3.1 The status of comp

The status of comp as a specialized grammatical function in LFG is controversial.
From the beginning, it was assumed that all clausal complements are classified
as comp (Kaplan & Zaenen 1989, Bresnan et al. 2016). As a formal assumption,
this idea is suspect: the spirit of LFG is generally to separate categorial and func-
tional information, such that f-structure should not draw a distinction between
NP and CP complements. For this reason, the very existence of comp has been
questioned, first in Alsina et al. (1996), who proposed that comp can be replaced
by obj.

One argument in favour of comp is the fact that it can coexist with obj and
obj𝜃 , as in (51).

(51) David bet [Chris]obj [five dollars]objgoal [that he would win]comp.

As a further argument, Dalrymple & Lødrup (2000) show that while many clausal
complements in English, German and Swedish do, indeed, behave like objects,
others do not. For example, in German the complement of the verb ‘believe’ can
be replaced by a pronoun and moved to clause-initial position (52); the latter
option is also available for ordinary object NPs (53). In contrast, neither option
is possible for complements of ‘be happy’ (54).
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(52) German (Germanic > Indo-European)
a. Ich

I
glaube
believe

[dass
that

die
the

Erde
earth

rund
round

ist].
is

‘I believe that the earth is round.’
b. Ich glaube es.

‘I believe it.’
c. [ Dass

that
Hans
Hans

krank
sick

ist]
is

glaube
believe

ich.
I

‘That Hans is sick, I believe.’

(53) Einen
a

Hund
dog

habe
have

ich
I

gesehen.
seen

‘A dog, I have seen.’

(54) a. Ich
I

freue
gladden

mich
myself

[ dass
that

Hans
Hans

krank
sick

ist]
is

‘I am happy that Hans is sick.’
b. * Ich freue mich das / es.

(‘I am happy it.’)
c. * [ Dass Hans krank ist] freue ich mich.

(‘That Hans is sick, I am happy.’)

Dalrymple & Lødrup (2000) conclude that while clausal arguments of verbs like
‘believe’ do indeed bear the function obj in German, complements of verbs like
‘be happy’ should be recognized as genuine comps. However, Alsina et al. (2005)
contest this conclusion by appealing to the data of Catalan and Spanish. They
claim that both examples like (51) and the data cited by Dalrymple and Lødrup
only show that obj alone is not enough to capture the behaviour of all types of
clausal complements. But if some complements are treated as obj𝜃 and obl𝜃 , they
can coexist with direct objects, and their syntactic properties can be adequately
captured. A similar conclusion is reached in Forst (2006) for the German data.

This debate still continues in the LFG literature. Thus Belyaev et al. (2017) con-
clude that the syntax of complementation inMokshaMordvin requires appealing
to comp in addition to obj and obl𝜃 . Moksha has object agreement morphology
on transitive verbs. As discussed in Section 3.4 above, agreement is a feature of
terms; clausal complements controlling agreement may thus be viewed as obj.
In Moksha, there is a split according to this criterion. Factives control agree-
ment, and they can also be replaced by pro-forms (55), like obj-complements
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in German, passivized, coordinated with nouns, and replaced by quantificational
expressions.

(55) Moksha Mordvin (Mordvinic > Uralic)
factive complements

a. object agreement
učitʼəlʼ-sʼ
teacher-def.sg[nom]

sodas-inʼə /
know-npst.3pl.o.3sg.s

*soda-sʼ
know-npst.3sg

[ što
comp

petʼɛ
Peter

erʼ
every

mejnʼɛ
what.tmpr

vorʼg-əčnʼ-i
run.away-ipfv-npst.3sg

urok-stə]
class-el

‘The teacher knows (subj-obj) that Peter always misses classes.’
b. pronominalization

mon
I[nom]

kunarə
for.a.long.time

soda-jnʼə
know-pst.3.o.1sg.s

[ što
comp

vasʼɛ
Basil[nom]

ašč-əlʼ
be-pqp.3sg

tʼurʼma-sə] —
prison-in

də
yes

mon-gə
I-add

tʼɛ-nʼ
this-gen

soda-sa
know-npst.3sg.o.1sg.s

‘I have known (subj-obj) for a long time that Basil had been in prison.
– Yes, I know (subj-obj) it too.’

Other complement clauses do not control matrix verb agreement, i.e. the verb
only agrees with the subject. However, this class is not homogeneous. Some
non-factive complements, such as the complement of ‘fear’, can be replaced by
pronominal postpositional phrases or oblique case-marked pronouns— these can
uncontroversially be classified as obliques (56). But complements of other non-
factives, such as the verb ‘say’, cannot be replaced by a pronoun — an adverbial
‘so’ should be used instead (57). They also cannot be replaced by quantificational
expressions or coordinated with a nominal argument. Belyaev et al. (2017) con-
clude that this latter class of complements, being distinct from both obj and obl𝜃 ,
should be assigned the grammatical function comp.20

20Another option is available: these non-agreeing complements can be obj𝜃 . This idea is ap-
pealing because Dalrymple & Nikolaeva (2011) analyze some unmarked direct objects in DOM
systems as obj𝜃 . In Moksha, which displays DOM, direct objects can be nominative (unmarked)
or genitive. Indeed, it is unmarked direct objects in Moksha that are similar to complements
of verbs like ‘say’: they do not trigger agreement, cannot be used with quantifiers; pronominal
objects are always case-marked, etc. However, it is not clear whether unmarked and genitive
direct objects in Moksha should be assigned to different grammatical functions: for instance,
a marked and an unmarked direct object can be coordinated (Natalia Serdobolskaya, p.c.). In
contrast, complements of verbs like ‘say’ cannot be coordinated with a noun phrase (Belyaev
et al. 2017). Thus for Moksha the answer depends on whether unmarked direct objects in this
language are obj𝜃s and on whether the coordination facts can be given an alternative explana-
tion.
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(56) Moksha Mordvin (Mordvinic > Uralic)
non-factive ‘fear’: pronominalization
mon
I[nom]

dumand-an
think-npst.1sg

[ što
comp

vasʼɛ
Basil[nom]

af
neg

pastupanda-v-i]
enter-pass-npst.3sg

institut-u —
institute-lat

mon
I[nom]

tožə
also

tʼa-də
that-abl

pelʼ-an
fear-npst.1sg

‘I think (subj) that Basil will not enter the university. — I am afraid (subj)
of that as well.’

(57) non-factive ‘say’: no pronominalization
nu
well

mon
I[nom]

tʼaftə /
thus

*tʼɛ-nʼ
this-gen

af
neg

dumand-an
think-npst.1sg

{Context: ‘Basil is so smart, he will surely pass the exams with excellent
marks!’ —} ‘Well, I do not think (subj) so / *that.’

Not all languages with object agreement or indexing draw such a sharp dis-
tinction between different complement types, however. West Circassian (West
Caucasian, polysynthetic), for example, treats most clausal complements in the
same way as NP arguments, which is consistent with this language’s weak dis-
tinction between nouns and verbs (Letuchiy 2016).

Significant differences between clausal complements and “nominal” grammat-
ical functions such as subj and obj have also been described for Russian in
Letuchiy (2012). Overall, the data strongly suggest that comp should at least
be recognized as a possible gf for clausal complements, although the extent to
which languages use this possibility seems to vary. The semantic differences be-
tween obj and comp complement clauses should also be investigated in more
detail.

4.3.2 Open and closed complements

We mentioned above that clausal complements in LFG are split into two gram-
matical functions: comp and xcomp. The former is called ‘closed’, the latter ‘open’.
Closed clausal complements are, in principle, fully self-contained and have their
own subjects (e.g. finite complement clauses); the latter do not have a subject,
which has to be structure shared with an argument of another clause. Open com-
plements (xcomp) appear in structures called functional control, which in-
volves structure sharing of an argument of the matrix clause and an argument
(usually the subject) of the subordinate clause. Functional control is generally
used to represent so-called raising constructions, as in (35), repeated here, with
the f-structure in (58).
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(35) John seemed [ to agree].

(58) ⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘seem〈xcomp〉subj’

subj [pred ‘John’
pers 3
num sg

]
xcomp [pred ‘agree〈subj〉’

subj ]
⎤⎥⎥⎥⎥⎥⎥⎦

Functional control in LFG is opposed to anaphoric control, which is often em-
ployed to analyse the construction known as Equi or simply control in English,
see (59).21

(59) Chris told John𝑖 [(PRO𝑖) to come tomorrow].

Anaphoric control involves no structure sharing but only a covert pronominal
subject in the subordinate clause (PRO); accordingly, complements whose subject
is anaphorically controlled are treated as closed (comp). The f-structure of (59) is
shown in (60), where the dashed line indicates coreference.

(60) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘tell〈subj, obj, comp〉’

subj [pred ‘Chris’
pers 3
num sg

]
obj [pred ‘John’

pers 3
num sg

]
comp [pred ‘come〈subj〉’

subj [pred ‘pro’]
adj {[pred ‘tomorrow’]}]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
It is not clear if the distinction between comp and xcomp is really needed to

account for the behaviour of control constructions. After all, equations that en-
force structure sharing automatically ensure that the subject of the complement
clause is overtly expressed only once: double expression would cause a pred con-
flict. F-structure does not take the linear order or c-structure position of elements

21The discussion here presents a simplified view of the issue. In some LFG work, functional
control is not limited to raising constructions but is also used in the analysis of some or all
of the constructions traditionally called Equi or control. See Vincent 2023 [this volume] for
detailed information on control and raising in LFG.
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into account, therefore it does not matter, in principle, where the argument is ex-
pressed. This means that LFG allows Backward Raising constructions as in the
West Circassian (61) by default (Sells 2006). In (61), the “raised” NP is overtly ex-
pressed only in the subordinate clause, which is seen in its case marking: the
ergative is selected by the verb ‘lead’. The main clause subject, if it were overt,
would have been in the absolutive (as seen in the crossed out pronoun).

(61) West Circassian (West Caucasian)
a-xe-r
dem-pl-abs

[ a-xe-me
dem-pl-erg.pl

se
1sg.abs

s-a-šʼe-new]
1sg.abs-3pl.erg-lead-inf

∅-fježʼa-ʁe-x
3abs-begin-pst-3pl.abs
‘They began to lead me.’ (Potsdam & Polinsky 2012: 76)

The English counterpart to this example would be *Began [they to lead me] (or,
to provide an uncontroversial example of raising, *Seem they to come). The un-
grammaticality of such examples requires independent explanation (for example,
English xcomps are expressed by VPs at c-structure, which do not have a subject
position). See Vincent 2023: §7 [this volume] for further discussion of LFG anal-
yses of backwards raising.

Similarly, anaphoric control is typically analyzed as coreference that is syntac-
tically enforced through equations like (↑ subj index) = (↑ comp subj index)22

and, possibly, (↑ comp subj pred)=‘pro’. If the latter equation is present, an
overt subject in the complement clause is precluded due to pred conflict. If it
is not, argument expression is only constrained by general anaphoric require-
ments, which is why Backward Control (Polinsky & Potsdam 2002) is impossible
in most languages due to Principle C violations (see Rákosi 2023 [this volume]
for details on Principle C).

Crucially, such constraints follow from universal considerations, functional
equations and general principles of individual grammars, but not from comple-
ments being xcomp rather than comp. Thus, it is not clear whether the traditional
distinction between comp and xcomp is anything more than a useful notational
convention; both could be said to refer to the same GF.

22In an approach where coreference is a semantic relation, such as Haug (2013), it cannot be
enforced directly in the f-structure, but it can be done via a Glue meaning constructor (Haug
2014, Asudeh 2023 [this volume]).
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4.3.3 Nonverbal predication

Traditionally, xcomp was used in LFG to represent nonverbal predicates, treating
them as arguments of copular verbs such as be, as in (62).

(62) a. John is kind.

b.

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘be〈subj, xcomp〉’

subj [pred ‘John’
pers 3
num sg

]
xcomp [pred ‘kind〈subj〉’

subj ]
⎤⎥⎥⎥⎥⎥⎥⎦

This effectively makes the nonverbal predicate into a kind of small clause. The
main problem with this approach is that all lexical items that can serve as pred-
icates must have two subcategorization frames, because in normal contexts at
least nouns, and possibly adjectives (if they are not assumed to be predicated of
their head noun), do not have a valency for subj. As observed in Dalrymple et al.
(2004), another problem for this approach is that clauses that already have sub-
jects may function as predicates, as in the sentence The problem is that John came.
Such clauses have no open subject position to share with the matrix subject.

The main alternative is to replace xcomp with a special grammatical function
predlink (Butt et al. 1999), which is not an open complement gf and therefore
does not have to share a subject valency, see (63) for John is kind and (64) for The
problem is that John came.

(63) ⎡⎢⎢⎢⎢⎢⎣
pred ‘be〈subj, predlink〉’

subj [pred ‘John’
pers 3
num sg

]
predlink [pred ‘kind’]

⎤⎥⎥⎥⎥⎥⎦
(64) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈subj, predlink〉’

subj
⎡⎢⎢⎢⎣
pred ‘problem’
det def
pers 3
num sg

⎤⎥⎥⎥⎦
predlink

⎡⎢⎢⎢⎣
pred ‘come〈subj〉’

subj [pred ‘John’
pers 3
num sg

]⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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One drawback of the predlink approach compared to the xcomp approach is
related to the fact that in languages with adjective agreement, such as Russian
(65), the predicative adjectives agree in gender with the subject. In (65a), the word
komnata ‘room’ is feminine, and therefore the predicative adjectivemalenʼkaja is
feminine. In (65b) dom ‘house’ is masculine, and the adjective is also masculine.

(65) Russian (Slavic > Indo-European)
a. Komnata

room(f).sg.nom
byla
was.f.sg

malen’kaja.
small.f.sg.nom

‘The room was small (f.).’
b. Dom

house(m).sg.nom
byl
was.m.sg

malen’kij.
small.m.sg.nom

‘The house was small (m.).’

This is straightforward to capture in the xcomp approach, because the adjective
has its own local subject with which it can agree: see (66).

(66) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈subj, xcomp〉’

subj
⎡⎢⎢⎢⎣
pred ‘room’
pers 3
num sg
gend f

⎤⎥⎥⎥⎦
xcomp [pred ‘small〈subj〉’

subj ]
⎤⎥⎥⎥⎥⎥⎥⎥⎦

Adnominal adjectives like in (67a) can be treated in the same way by using a
cyclic f-structure (67b) (see Haug & Nikitina 2012), requiring only one agreement
pattern in the lexical entry (68).

(67) Russian (Slavic > Indo-European)
a. malenʼkaja

small(f).sg.nom
komnata
room(f).sg.nom

‘small room’

b.

⎡⎢⎢⎢⎢⎢⎣
pred ‘room’
pers 3
num sg
gend f

xadj {[pred ‘small〈subj〉’
subj ]}

⎤⎥⎥⎥⎥⎥⎦
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(68) malenʼkaja A (↑pred) = ‘small〈subj〉’
(↑ subj num) = sg
(↑ subj gend) = f

In the predlink approach, agreement rules will have to be more complex, uti-
lizing inside-out functional expressions as in (69a) for adnominal adjectives and
(69b) for predicative adjectives.

(69) a. ((adj ∈ ↑) num) = sg
b. ((predlink ↑) subj num) = sg

Yet another approach is to unify the f-structure of the nonverbal predicate
with the f-structure of the clause (via ↑=↓); this is proposed in Dalrymple et al.
(2004) for languages like Japanese, where predicative adjectives do not require a
copula (70).

(70) Japanese (Japonic)
a. hon

book
wa
topic

akai
red

‘The book is red.’

b. [pred ‘red〈subj〉’
subj [pred ‘book’]]

In Japanese, this analysis is quite reasonable because adjectives are morphologi-
cally a subclass of verbs. It is plausible to assume that even adnominal adjectives
have subjects, and thus always have pred values like ‘red〈subj〉’. But for lan-
guages like Russian, where adjectives inflect like nouns, there is less evidence
in favour of treating each adjective as having a subject. Therefore, this analysis
suffers from the same disadvantage as the xcomp approach, in requiring two lex-
ical definitions for each adjective or noun. Apart from this, it is structurally quite
distinct from both the xcomp and the predlink approaches in being monostratal.
Overall, as Dalrymple et al. (2004) conclude, it is likely that all three approaches
are required to account for different constructions in different languages. For
more information on copular constructions in LFG, see Dalrymple et al. (2019:
189–197).
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4.3.4 The classification of comp

4.3.4.1 Termhood The termhood of sentential complements has not been fre-
quently discussed in the literature. In no small part this is due to the unclear sta-
tus of the grammatical function comp itself (see Section 4.3.1 above). A number
of arguments in favour of treating comp as a non-term gf are given in Dalrymple
et al. (2019). If this view is combined with the idea that clausal complements are
split between comp and obj (Dalrymple & Lødrup 2000), one can predict that in
languages with object agreement, obj-like complements may trigger agreement
on the verb while comps may not. This prediction is confirmed in languages
like Moksha Mordvin (Mordvinic > Uralic), where, as Belyaev et al. (2017) argue,
the verb agrees with obj-like complements (mainly those of factive verbs like
‘know’) but does not agree with comp-like complements (mainly propositional
complements of verbs like ‘promise’):

(71) Moksha Mordvin (Mordvinic > Uralic)
učitʼəlʼ-sʼ
teacher-def.sg[nom]

soda-si-nʼə /
know-npst.3pl.o.3sg.s

*soda-sʼ
know-npst.3sg

[ što
comp

petʼɛ
Peter

erʼ
every

mejnʼɛ
what.tmpr

vorʼg-əčnʼ-i
run.away-ipfv-npst.3sg

urok-stə]
class-el

‘The teacher knows (subj +obj) that Peter always misses classes.’

(72) paša
Paul[nom]

abəščanda-sʼ /
promise-pst.3sg

*abəščanda-zʼə
promise-pst.3sg.o.3sg.s

[ što
comp

il ̥̓сamanʼ
accompany.npst.1sg.o.3sg.s

kud-u]
house-lat

‘Paul promised (subj) that he would accompany me home.’

4.3.4.2 Semantic restrictedness The status of (x)comp as semantically restric-
ted is less clear. Certainly, sentential complements are semantically diverse: at
least factives and non-factives have been distinguished since Kiparsky & Kipar-
sky (1970), and other distinctions since then have been discussed in the litera-
ture, such as between fact, proposition, event (Peterson 1997) and other abstract
objects (Asher 1993). However, this is a difference in the semantic type of the
argument and its entailments/presuppositions, which is not directly related to
semantic roles; it might be more properly compared to the distinction between
definite and indefinite NPs — given that definites, like factives, presuppose the
existence of their referents, and have other similar properties (see Melvold 1991).
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The range of semantic roles that clausal arguments can be associated with is
difficult to resolve because these arguments are rather restricted in their distri-
bution. There are very few verbs with two clausal arguments (exceptions being
verbs like prove, entail, etc.), and these all have only subj and comp arguments;
I am not aware of any verbs that have two sentential non-subjects (comp, obj
or obl). Clausal arguments often cannot have the markings characteristic of NP
arguments and hardly ever undergo valency-changing processes (even clausal
complements classified as obj can be difficult to passivize). Hence, there is little
distributional evidence that could help distinguish between the semantic roles of
comp. On a purely speculative basis, one may say that most comps are Themes,
some are Stimuli (mental predicates), and some could be classified as Goals (e.g.
verbs like try). In terms of Dowty (1991), these all fall under the proto-role Patient;
thus it is an open question whether these fine-grained distinctions are gram-
matically relevant. Zaenen & Engdahl (1994) believe that they are not, and that
(x)comp is, in fact, semantically restricted, since this gf can only be occupied
by clausal arguments. Similarly, Dalrymple & Lødrup (2000), who distinguish
between comp and obj (see Section 4.3.1), assume that comp is semantically re-
stricted and that this is what distinguishes comp from obj.

The alternative is simply to avoid definitively classifying comp and xcomp as
either semantically restricted or semantically unrestricted. Falk (2001) proposes
that comp and xcomp are different from all other gfs in having the positive value
for a special feature [c] (for complement). In practical terms, this is equivalent
to the position of Zaenen & Engdahl (1994). Another approach is to treat comp
as underspecified for being semantically restricted or unrestricted, depending on
the context, as in Berman’s (2007) analysis of German.

The difficulties in resolving this question only serve to illustrate that comp and
xcomp are really apart from all other gfs and require a special analysis – if they
are to be distinguished at all, as discussed in detail in Section 4.3.1 above.

4.4 Possessors

The discussion of grammatical functions has so far avoided mentioning posses-
sors. This is because, being nominal dependents, they are not easily comparable
to other, clause-level gfs.

In LFG, possessors are standardly assumed to bear the grammatical function
poss. Among clausal gfs, it is most similar to subj in twoways. First, it is themost
prominent argument, as, apart from possessors, nouns may only have oblique de-
pendents. Second, it is semantically unrestricted. It is well-known that possessors
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(in the syntactic sense, i.e. genitive dependents) can have a very wide range of
relations to their heads. The semantic non-restrictiveness of possessors is also ev-
ident from the fact that in many languages, genitive marks the same arguments
in non-finite clauses that are mapped to subj in finite clauses (73).

(73) a. The enemy destroyed the city.
b. the enemy’s destruction of the city

Therefore, some authors propose reducing poss to subj (Sulger 2015). This
solution seems too radical, however — at least for some languages. Chisarik &
Payne (2003) were the first to introduce a hybrid approach that uses both subj
and poss in noun phrases. They analyse English and Hungarian, which both al-
low two types of possessor expression: English has the “Saxon Genitive” ’s and
of -possessors, while Hungarian has nominative and dative possessors. Chisarik
and Payne argue that English ’s-possessors and Hungarian nominative posses-
sors are subjs, while the other two types of possessors are adnoms, which corre-
spond to poss. Laczkó (2004), critical of their analysis of the Hungarian data, also
maintains that Hungarian possessors can be either subj or poss, but argues that
the gf of the possessor is independent of its marking pattern. Laczkó further
develops this analysis of Hungarian in a series of papers, in particular Laczkó
(2009, 2017). Laczkó & Rákosi (2019) further argue that in some Hungarian ex-
amples such as (74), both subj and poss are present in the f-structure of the
nominalization. In this case, the possessor is the reciprocal which triggers 3rd
person singular agreement on the nominalized verb, while the subject is the null
pronominal coreferent with ‘boys’ in the main clause (75).

(74) A
the

fiúk𝑖
boys

dijazzák
appreciate.3pl

[DP az
the

egymás𝑖
each.other

lefest-és-é-t].
paint-nmlz-poss.3sg-acc

‘The boys appreciate the painting of each other.’ (Laczkó & Rákosi 2019:
163)

(75) ⎡⎢⎢⎢⎢⎢⎣
pred ‘appreciate〈subj obj〉’
subj [“the boys”]
obj [pred ‘painting〈subj poss〉’

subj [“pro”]
poss [“each other”] ]

⎤⎥⎥⎥⎥⎥⎦
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If poss is a governable gf like subj, all nouns with optional possessors must be
assumed to have two variant pred values: with and without a possessor valency,
e.g. ‘book’ and ‘book-of〈poss〉’ (Bresnan 2001, Bresnan et al. 2016: 315 et passim).
This seems undesirable, so Dalrymple et al. (2019) propose to treat poss as being
ungovernable, like adj, but positioned at the top of the gf hierarchy, like subj.
This means that poss is licensed in any f-structure having a pred value, including
clausal f-structures; thus, additional care must be taken to ensure that poss is
constrained not to appear in inappropriate positions.

5 Overlay and discourse functions

F-structures occupying gf feature values may have additional functions in the
clause that link the f-structure to the wider syntactic or discourse context. Fol-
lowing Falk (2001: 59), who took the term from Johnson & Postal (1981), these
can be called overlay functions because they must always be connected to
arguments or adjuncts by either anaphora or structure sharing (according to
Extended Coherence, see Fassi Fehri 1988, Zaenen 1985, Bresnan & Mchombo
1987, Bresnan et al. 2016: 62–63). One overlay function, pivot, serves to capture
some of the subject properties of core arguments and has been discussed in Sec-
tion 4.2.3. Two other important classes of functions are so-called grammatical-
ized discourse functions, which traditionally included topic and focus but are
now increasingly replaced by a single function called dis or udf (discussed in
Section 5.1), and functions like q or relpro that are intended to mark elements
relativized, questioned, or otherwise selected to serve as input to other syntactic
or semantic processes (discussed in Section 5.2).

5.1 topic, focus and dis

Since the earliest work in LFG, “grammatic(al)ized discourse functions” topic
and focus have been used at f-structure to represent simultaneously the informa-
tion structure status of participants and their role in establishing long-distance
dependencies such as wh-extraction. It is also often assumed, e.g. in Bresnan
(2001) and Bresnan et al. (2016), that subj is unique in being both a grammati-
cal function and a discourse function. This is meant to represent the discourse
prominence of subjects and capture some generalizations in the c- to f-structure
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mapping, but it also means that discourse functions in this understanding are
not necessarily overlay functions.23

Under this view, f-structure combines morphosyntactic and information-struc-
ture features, which is against LFG’s tendency for localizing different aspects of
language structure at different projections or levels (see Belyaev 2023b [this vol-
ume] and Belyaev 2023a [this volume]). This, with other formal and empirical
considerations, has caused recent work, notably King & Zaenen (2004) and Dal-
rymple &Nikolaeva (2011), to promote information structure to a separate projec-
tion (see Zaenen 2023 [this volume]), which has removed the need to represent
notions such as topic and focus at f-structure. Therefore, many authors feel that
only one overlay function is now sufficient for all topicalized, focalized or oth-
erwise displaced material. This function has been variously called udf for “un-
bounded dependency function” (Asudeh 2012), op for “operator” (Alsina 2008),
or dis for “dislocated” (Dalrymple et al. 2019) in the literature.24

Regardless of whether dis or topic / focus are used, these attributes have to
be set-valued because there may be multiple dislocated elements in one sentence,
whether in the same position, like in (76) from French, where two phrases are
right-dislocated (with clitic resumption), or in different positions, as in (77) from
English, where Mary and me are dislocated to the left and right edges of the
clause, respectively.

(76) a. French (Romance > Indo-European)
Je
I.cl

le
it.cl

lui
to.him.cl

ai
have

donné,
given

le
the

livre,
book

à
to

Jean.
J.

‘I gave it to him, the book, to Jean.’

23Falk (2006), whose approach was discussed in Section 4.2.3 above, introduces the overlay func-
tion pivot to account for those subject properties that are associated with syntactic promi-
nence. Therefore, the properties that Bresnan et al. associate with subj as a discourse function
can instead be associated with pivot in Falk’s approach, resolving the ambiguous status of
subjects. I am grateful for this observation to an anonymous reviewer.

24The treatment of long-distance dependencies in LFG is described in detail in Kaplan 2023 [this
volume]; here, I will only discuss issues related to the role overlay functions play in their
analysis.
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b.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘give〈subj, obj, objrecip〉’
tense past

dis

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎣
pred ‘book’
def +
pers 3
num sg
gend m

⎤⎥⎥⎥⎥⎦⎡⎢⎢⎢⎢⎣
pred ‘Jean’
pers 3
num sg
gend m
pcase a

⎤⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
subj [pred ‘pro’

pers 1
num sg

]
obj

⎡⎢⎢⎢⎢⎣
pred ‘pro’
pers 3
num sg
gend m
case acc

⎤⎥⎥⎥⎥⎦
objrecip

⎡⎢⎢⎢⎢⎣
pred ‘pro’
pers 3
num sg
gend m
case dat

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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(77) a. Mary, I saw her yesterday, me.

b.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘see〈subj,obj〉’
tense past

dis

⎧⎪⎪⎪⎨⎪⎪⎪⎩
[pred ‘Mary’
pers 3
num sg

]
⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
num sg
case acc

⎤⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭
subj

⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
num sg
case nom

⎤⎥⎥⎥⎦
obj

⎡⎢⎢⎢⎣
pred ‘pro’
pers 3
num sg
case acc

⎤⎥⎥⎥⎦
adj {[pred ‘yesterday’]}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Notice that the f-structures do not distinguish between two types of dislocation:
in the dis approach, all dislocated elements are members of the same set, while
in the topic / focus approach, both would be topics due to their information
structure status. Presumably, a distinction at f-structure is not required because
the difference between types of dislocation is captured at other levels, such as
information structure (i-structure) or prosody (p-structure).

In fact, when somuch has been delegated to other levels, it is not clear whether
it is really necessary to indicate the dislocated status of a constituent by any f-
structure feature. Indeed, in all the analyses of long-distance dependencies that
I am aware of, dis is locally introduced in the rule that defines the dislocated
position by the equation ↓ ∈ (↑ dis), and no other rules reference the value of dis
directly. The symbol gf used in paths constraining long-distance dependencies
usually includes only non-overlay gfs (Dalrymple et al. 2019: 206), so the dislo-
cation of a phrase from one clause to another does not influence its availability
for further extraction.When the dislocated phrase is relevant for other processes,
such as in relativisation and constituent questions, it occupies the special over-
lay functions relpro and q. It thus appears that the feature dis duplicates the
information already present at c-structure – that the element is in some dislo-
cated position – and is therefore redundant. This question is discussed in detail
in Snijders (2015: section 4.6).
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5.2 relpro and q

In some constructions, elements that are dislocated to designated structural po-
sitions serve as input to other syntactic or semantic rules and constraints. For
example, in relative clauses, the relative pronoun must be linked to the head of
the relative phrase, both in syntax (e.g. to ensure agreement in gender and/or
number) and in semantics (in order to correctly restrict the reference of the head
noun). Similarly, the semantic interpretation of constituent questions must be
able to identify the f-structure of the interrogative.

It is not enough to use only dis in such constructions because dis is not specific
enough. A sentence may have another dislocated element in addition to the rel-
ative pronoun or interrogative: for example, in the sentence John, who saw him?
the f-structures of both John and who will be elements of dis, but only who must
be correctly identified as the question word. The traditional distinction between
topic and focus will not help either, because relativization or questioning of
a phrase often leads to the extraction of a larger constituent in which it occurs
(pied piping), as in the sentenceWhose brother did John see?, where the dislocated
element occupying focus is whose brother, but only whose is the interrogative el-
ement.

For these reasons, LFG analyses of relativisation and constituent questions
make use of the additional overlay features relpro and q, respectively, that
specifically include the f-structure of the element that is relativized or ques-
tioned.25 For example, the sentence Whose brother did John see? will have the
f-structure in (78).

25Similar effects could be achieved by using off-path constraints (see Belyaev 2023a [this volume]
on the notion) but this seems to be in essence equivalent to using the overlay functions but
results in amore cumbersome analysis (Tracy Holloway King, p. c.). This possibility is explored
in Kaplan 2023: Section 5 [this volume].
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(78)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘see〈subj,obj〉’
tense past

dis

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘brother’
pers 3
num sg

poss

⎡⎢⎢⎢⎢⎣
pred ‘pro’
prontype wh
pers 3
num sg
case gen

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭
q

subj [pred ‘John’
pers 3
num sg

]
obj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In this example, the question word is the possessor whose, but English does not
allow extraction of just the possessor, so the whole object phrase whose brother
is dislocated to the left periphery and, consequently, appears in dis at f-structure.
The wh-word itself occupies the value of the special overlay function q, which
represents the element being questioned. For more information on the handling
of long-distance dependencies in LFG, see Kaplan 2023 [this volume].

6 Conclusions

In this chapter, I have described the key properties of the LFG view of grammati-
cal functions. An important aspect of LFG is assigning to grammatical functions
a central role in grammar, without reducing them to more basic phenomena such
as semantic roles, constituent structure position or relative syntactic rank. The
inventory of grammatical functions is assumed to be universal, and each gram-
matical function is supposed to be associated with a distinct pattern of syntactic
behaviour. The optimal inventory and the syntactic status of its members are
based on three generalizations: (1) the functional hierarchy, which determines
constraints on anaphoric binding and semantic role mapping; (2) the classifica-
tion of grammatical functions into governable vs. ungovernable, semantically
restricted vs. unrestricted gfs and terms vs. non-terms, as well as the related
cross-classification of gfs in lexical mapping theory; (3) individual properties of
specific grammatical functions, primarily subjects. This defines the core five-way
distinction between subj, obj, obj𝜃 , obl𝜃 and adj. Four grammatical functions –
poss, comp, xcomp and predlink – stand somewhat apart due to being uniquely
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associated with very specific argument types: nominal possessors, clausal com-
plements and nonverbal predicates. This has resulted in attempts to eliminate
predlink and assimilate poss to subj and (x)comp to non-clausal other gram-
matical functions, but there are compelling independent arguments in favour of
preserving their distinct status. In addition to these gfs, LFG makes use of so-
called overlay functions, which represent positions additionally occupied by gfs
that are required for cross-clausal or discourse continuity.
This approach aligns LFG verywell with typological and functional approaches

to language, where grammatical relations are direct counterparts to the LFG
grammatical functions. In spite of the superficial similarity, however, there is a
crucial difference between the two approaches: typology does not generally as-
sume one specific system of grammatical relations to be universal, while LFG is
concerned with universality, at least in theory. This focus on universality implies
that the LFG notions of grammatical functions are quite removed from their tra-
ditional definitions. In particular, there have been interesting developments in
the treatment of subjects: Manning (1996) replaces subject and object with more
abstract functions pivot and core that receive an inverse mapping in ergative
languages, while Falk (2006) retains the traditional subj as the most prominent
argument (ĝf) while adding the overlay function pivot to account for those sub-
jecthood properties that can be associated with other arguments in syntactically
non-accusative languages. The distinction between obj and obj𝜃 has also been ex-
tended beyond its traditional understanding, with obj𝜃 being used for unmarked
direct objects in differential object marking languages (Dalrymple & Nikolaeva
2011) and for coindexed arguments in polysynthetic languages (see Lander et al.
2021 for a rather radical approach). Finally, the LFG use of a distinct gf (x)comp
for clausal complements is unique in theoretical and typological literature and
allows a wide range of intriguing generalizations.

Grammatical functions are a cornerstone of LFG, and their analysis is in line
with the general spirit of this framework, which avoids reductionism to the ex-
tent of sometimes being overtly redundant in splitting linguistic phenomena into
several mechanisms operating at different levels. The framework itself puts no
constraint on the relationship betwen these levels; determining to what extent
the mapping is regular becomes an empirical question. There is no formal ob-
stacle to eliminating grammatical functions from LFG if it can be demonstrated
that they can be reduced to othermechanisms. However, all such attempts to date
have been unsuccessful, which demonstrates the viability of the LFG approach
to grammatical functions.
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Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

add additive
aor aorist
aug augmentative (Hakha

Lai)
av active voice (Tagalog)
bv benefactive voice

(Tagalog)
cl clitic
cl1 first agreement class

(East Caucasian
languages)

cl2 second agreement class
(East Caucasian
languages)

conn connective (Hakha Lai)
compl completive
dim diminutive
dir directive
dv dative/locative voice

(Tagalog)
el elative
emph emphatic
fv final vowel (Kichaga)

hrsy hearsay evidential
(Meskwaki)

interj interjection
in inessive
io indirect object
iv instrumental voice

(Tagalog)
lat lative
lnk linker
mal malefactive
ov objective voice

(Tagalog)
pcvb participle-converb

(Ashti)
pos positive
pot potential
pqp pluperfect (Moksha

Mordvin)
pret preterite
super location above

landmark
tmpr temporal (Moksha

Mordvin)
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Chapter 4

Anaphora
György Rákosi
University of Debrecen

The LFG approach to anaphora explicitly recognizes the substantial amount of vari-
ation that we see attested in the grammar of anaphoric elements, and it offers a lexi-
calist account that captures this diversity. This chapter provides an overview of the
major tenets of this approach. We discuss how LFG captures prominence relations
between anaphors and antecedents, as well as the inventory of further constraints
that determine the size of the binding domain and the search for an antecedent.
The chapter includes a brief commentary on logophoric elements and on how the
anaphoric dependency itself is represented in LFG accounts, and it concludes with
an outlook on other pertinent issues addressed in the LFG literature.

1 Introduction

In the broader sense of the term, anaphora is a referential dependency relation
between an antecedent and an anaphoric element, with the latter being de-
pendent on the former for its interpretation. In (1), for example, the embedded
subject he is in principle free to refer to any available singular discourse par-
ticipant that matches the gender of the pronoun, but assuming topic continuity
between the matrix and the subordinate clauses, the most likely interpretation
is that the subordinate subject is anaphorically linked to the matrix subject.1

(1) He thought that he would catch a train up to London.

(2) My mother, she just entered a mysterious decline.

1Examples (1), (2) and (4) are from the British National Corpus (Davies 2004).
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In (2), the anaphoric link between the subject pronoun she and the left-dislocated
noun phrase my mother is obligatory. But this is a property of the construction
itself (see Haug 2023 [this volume] on anaphoric agreement of this sort), since
the personal pronoun she is not constrained elsewhere to occur in the company
of a linguistically expressed antecedent. Personal pronouns can in fact establish
reference to discourse participants through a deictic pointing gesture, as happens
in (3):

(3) Who did you mean? Him or her over there?

Thus personal pronouns are born free, even if they often end up bound to an-
tecedents under particular linguistic circumstances.

Personal pronouns are unlike reciprocals or reflexives in this respect, which do
normally require the presence of a linguistic antecedent. In the small discourse
universe of (4), the subject pronoun he refers back to Graham, and the object
pronoun them to the group of Slater and Sarah. This is a very likely interpretation,
but one that is in principle not obligatory. The reciprocal each other, however,
must be in a strict dependency with an antecedent, which is the object pronoun
them in (4).

(4) Graham didn’t mind Slater knowing about Sara – he had introduced
them to each other, after all.

Likewise, the object reflexive themselves requires the availability of a local an-
tecedent, the subject these animals in the case of (5).

(5) These animals protect themselves against being eaten by secreting
poisonous substances.

Following the accepted practice of generative grammars, I will refer to reflexives
and reciprocals as anaphors in this chapter. The term anaphoric element is
used here as a cover for anaphors and anaphorically interpreted personal pro-
nouns.

An anaphor in this narrow, categorial sense is a referentially dependent type of
pronominal expression, which cannot be used deictically and which requires the
presence of a linguistically expressed antecedent. The primary aim of this chapter
is to give an overview of what anaphoric phenomena have attracted attention in
LFG-based research, andwhat discussions these phenomena have generated. The
standard LFG approach to the grammar of anaphors has two major descriptive
tenets. First, in line with the lexicalist nature of LFG, the constraints that govern
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the grammar of anaphoric elements are stated in their lexical entries. Whether
these lexical constraints are comprehensive, and thus more or less fully specify
the grammar of anaphors, or they are to be supplemented by what Belyaev 2023
[this volume] calls grammar-wide constraints, is an issue where particular
approaches may vary. Dalrymple (1993, 2001) and Dalrymple et al. (2019) pos-
tulate lexical entries that are rich enough in themselves, while Bresnan (2001)
and Bresnan et al. (2016) emphasize the role of pertinent constraints that form
part of the inventory of the universal design features of grammar. But this is
partly a matter of perspective and emphasis, and in the lexicalist nature of LFG
architecture, everything can be stated in the lexicon (evoking redundancy rules
or templates where generalisations need to be captured). This chapter takes a
comprehensive descriptive approach in presenting pertinent LFG research.

The second major tenet of the LFG approach to anaphora is the recognition
that the distinction between anaphors and personal pronouns is not necessarily
pronounced: neither empirical reasons, nor general theoretical concerns neces-
sitate an approach in which anaphors and pronouns are considered to be two
entirely distinct and discrete categories of grammar. Particular LFG descriptions
may make use of a prontype attribute with values personal, reflexive or re-
ciprocal (as well as other pronominal types not relevant for us), but such fea-
tures tend to play relatively little theoretical role in the actual analysis itself.
Therefore, the term anaphor is used here mostly for expository purposes only,
with no specific theoretical commitment attached. One reason why the study of
anaphoric systems has become a favourite topic of many researchers is exactly
their versatile nature, and a major aim of this chapter is to demonstrate how the
LFG architecture can be employed to describe this rich landscape adequately.

The structure of this chapter is as follows. In Section 2 and Section 3, I provide
an overview of the standard LFG-theoretic approach to the binding of anaphors,
discussing first the prominence relations between anaphors and their potential
antecedents (Section 2), and then the constraints that determine the binding do-
main and the search for the antecedent (Section 3). In Section 4, I briefly discuss
the LFG approach to discourse-dependent or logophoric elements. In Section 5, I
make some comments on anaphor interpretation and on how the anaphoric de-
pendency itself is represented in LFG accounts. Section 6 concludes this chapter.
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2 Prominence relations and anaphora

2.1 Syntactic rank

One core property of anaphoric dependencies is that the antecedent needs to
be more prominent than the anaphor at some level of representation. In Chom-
skyan generative approaches, the anaphor is required to have a c-commanding
antecedent. The relation c-command is defined over hierarchical structures rep-
resented as trees, but LFG employs f-structure as the primary locus for capturing
generalizations about abstract syntactic relations.2 Thus, syntactic prominence
relations are primarily described in terms of f-structure. This allows us to abstract
away from attested variation in the surface coding of anaphoric dependencies in
case such variation does not seem to correlate with grammatically relevant dif-
ferences in how these dependencies are constructed. I illustrate the motivation
for the LFG approach with parallel English and Hungarian data involving the
reciprocal anaphor.

The triadic predicate introduce projects onto a syntactic structure in which the
reciprocal anaphor may assume two syntactic functions: it is either the oblique
PP argument (6a) or the object (6b), and it is ungrammatical as a subject (6c). The
antecedent may either be the object or the subject argument in (6a), but if the
reciprocal is the object, then only the subject can antecede it (6c):

(6) a. They𝑖 introduced the children𝑘 to each other 𝑖/𝑘 .
b. They𝑖 introduced each other 𝑖/∗𝑘 to the children𝑘 .
c. *Each other introduced them to the children.

This observed syntactic asymmetry between the anaphor and the antecedent is
described as a difference in syntactic rank as defined by the Functional Hier-
archy, which is independently needed in the description of other grammatical
phenomena:3

(7) a. Functional Hierarchy (Bresnan et al. 2016: 229)

subj > obj > obj𝜃 > obl𝜃 > comp, xcomp > adj

2Several definitions of c-command exist; here we simply assume the textbook variety.
3This hierarchy has played an important role in LFG, and it has its predecessors and analogues
in other frameworks; see, for example, the accessibility hierarchy of Keenan & Comrie (1977),
or Pollard & Sag (1992).
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b. Syntactic rank (Bresnan et al. 2016: 230)

A locally outranks B if A and B belong to the same f-structure and A
is more prominent than B on the functional hierarchy. A outranks B if
A locally outranks some C which contains B.

An anaphor requires an antecedent which outranks it. Applying (7) to the data
in (6), B is the anaphor each other and A is the antecedent, which is either the
subject they or the object the children in (6a), or only the former in (6b). (6c) is
out because, among other things, the reciprocal anaphor each other is the subject,
and since the subject function is at the topmost position of the hierarchy, no
outranking antecedent is available in the clause.4

The advantages of the f-structure-centered LFG approach to binding are espe-
cially apparent if we compare the English data in (6) to their counterparts in other
languages, where clausal syntax is different. Hungarian is one such language. In
particular, it allows for the pro-drop of subjects (treated as pronoun incorpora-
tion in LFG, see Toivonen 2023 [this volume]), and it has a non-configurational
VP.5 Consequently, the Hungarian versions of (6a) may lack an overt subject,
and the linear ordering of the constituents is also relatively free within the VP.
(8a–8b) represent two discourse neutral configurations, and each has the same
ambiguity in terms of antecedent choice that we have seen in the case of the
English (6a).

(8) Hungarian
a. Bemutat-ták

introduce-pst.3pl
a
the

gyerekek-et
children-acc

egymás-nak.
each.other-dat

‘They𝑖 introduced the children𝑘 to each other𝑖/𝑘 .’
4This does not necessarily mean that each other cannot be a subj, since it can be the subject
of a subordinate clause under certain circumstances (see Lebeaux (1983: 724) for pertinent
discussion). The following examples are from the British National Corpus (Davies 2004):

(i) We all read what each other had written, anyway.

(ii) One wonders how on earth they speak to each other, or if indeed they even know who
each other is.

(iii) We all know how each other plays and that’s why things are ticking.

Thematrix antecedent outranks each other in these cases, too, according to (7), since the matrix
subj antecedent locally outranks the comp that contains the subject anaphor.

5See Laczkó 2023 [this volume] and Laczkó 2021 on the non-configurational nature of the Hun-
garian VP, and on pro-drop phenomena in Hungarian.
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b. Bemutat-ták
introduce-pst.3pl

egymás-nak
each.other-dat

a
the

gyerekek-et.
children-acc

‘They𝑖 introduced the children𝑘 to each other𝑖/𝑘 .’
Disregarding empirical details that are irrelevant for the purposes of the cur-
rent discussion (such as the fact that Hungarian employs dative case on the
oblique anaphor instead of an adposition), the divergent English and Hungarian
c-structures all map onto the same f-structure in (9).6

(9) f-structure of (6a) and (8a–8b)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘introduce〈subj, obj, oblto〉’
tense pst

subj
⎡⎢⎢⎢⎣
pred ‘pro𝑖’
prontype pers
pers 3
num pl

⎤⎥⎥⎥⎦𝑔
obj [pred ‘children𝑘 ’

num pl ]ℎ
oblto [pred ‘pro𝑖/𝑘 ’

prontype recip ]𝑗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦𝑓
Syntatic rank is a device that is used to describe variation in syntactic promi-
nence as stated at the level of f-structure, and it is primarily at this level where
elegant and universally relevant generalisations can be made about anaphoric
phenomena. One such generalisation is that an anaphor needs an antecedent
that outranks it in the sense of (7).7

Syntactic rank captures the most salient aspect of c-command, the arrange-
ment of constituents along a hierarchy. Embedding configurations may create
issues which may scope beyond what reference to syntactic rank transparently
solves. For example, the potential antecedent cannot be embedded too deeply
within the search domain of the anaphor, hence the ungrammaticality of (10).

(10) *The children𝑖’s mother washed themselves𝑖.
6No index features (pers and num) are specified for the reciprocal anaphor in the f-structure𝑗 in (9). We provide an overview of the LFG treatment of the feature content of anaphoric
elements in Section 5.

7Note that the antecedent in (9) locally outranks the anaphor since both are members of the
same f-structure 𝑓 . By (7b), this relation need not be local, and it is not always local in the case
of other types of anaphors that we discuss in Section 3. See also footnote 4.
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(11) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘wash〈subj, obj〉’
tense pst

subj
⎡⎢⎢⎢⎣
poss [pred ‘child’

num pl ]𝑖
pred ‘mother’
num sg

⎤⎥⎥⎥⎦𝑔
obj

⎡⎢⎢⎢⎣
pred ‘pro’
prontype refl

index [pers 3
num pl]𝑘

⎤⎥⎥⎥⎦𝑗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦𝑓
The plural reflexive anaphor themselves can only take a plural antecedent. The
plural possessor the children could in principle act as one, but since it is prop-
erly contained within the possessive structure of the subject (f-structure 𝑖 is in
f-structure 𝑔), it cannot license the anaphor and therefore sentence (10) fails. LFG
employs the notion of f-command to constrain such scenarios.8

(12) F-command (Dalrymple et al. 2019: 238)𝑓 f-commands 𝑔 if and only if 𝑓 does not contain 𝑔, and all f-structures
that contain 𝑓 also contain 𝑔.

The English reflexive anaphor themselves needs an f-commanding antecedent
that outranks it. F-structure 𝑔 f-commands f-structure 𝑗 in (11), but since 𝑔 is a
singular noun phrase, it does not match the index features of the anaphor (see
Section 5). F-structure 𝑖 is plural and could thus be a potential antecedent for the
reflexive, but it does not f-command it: one f-structure that contains 𝑖, namely
f-structure 𝑔, does not contain the f-structure of the anaphor, 𝑗. Therefore the
noun phrase the children does not f-command the reflexive anaphor themselves,
and (10) is ungrammatical.

While f-command is a universal requirement on anaphor licensing, there still
are anaphors in some languages that may take non-f-commanding antecedents
under certain circumstances. We discuss here two reflexives to illustrate this phe-
nomena. The antecedent of the Icelandic reflexive sig or the Mandarin reflexive
ziji, for example, can be an embedded human possessor under the right discourse
conditions. The Icelandic example (13a) describes Sigga’s opinion, and the em-
bedded clause, which includes the anaphor, is interpreted in her model of the

8As Dalrymple et al. (2019: 239) discuss, a more complex definition of f-command is required
to cover constructions that involve structure-sharing dependencies. Those concerns are not
directly relevant for us now, and (12) suffices for our purposes.
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world. The anaphor is thus tied to an antecedent who is a perspective holder,
and this saves the configuration even if f-command is not satisfied (and even if
the antecedent and the anaphor are not in the same clause). Since the embedded
possessor (Olaf ) is not a perspective holder in the case of (13b), the reflexive is
unacceptable there.

(13) Icelandic (Maling 1984: 220–222)
a. Skoðun

opinion
Siggui
Sigga’s

er
is

að
that

sig
self.acc

vanti
lacks.sbjv

hæfileika.
talent

‘Sigga𝑖’s opinion is that she𝑖 lacks talent.’
b. *Trú

belief
Ólafs
Olaf𝑖’s áin guð

god
bjargaði
saved

sér.
self.dat

‘Olaf’s𝑖 belief in god saved him𝑖.’
As is expected, the possessor cannot be an inanimate noun phrase in examples
of this kind, since inanimate entities do not have mental states. Charnavel &
Huang (2018) explicitly show that inanimate possessors are degraded in this con-
struction in Mandarin (14b), even if they are claimed to be able to antecede ziji
elsewhere (see Lam 2021 for a discussion and for further data on ziji with an an-
tecedent embedded in the subject). But (14a) is a description of the mental state of
the antecedent, Zhangsan, and this is apparently enough to license the anaphor
even in the absence of f-command.

(14) Mandarin (a: Tang 1989: 100, b: Charnavel & Huang 2018: 140)
a. Zhangsan

Zhangsan
de
de

jiaoao
pride

hai-le
hurt.asp

ziji.
self

‘Zhangsan𝑖’s pride harmed him𝑖.’
b. *Zhe

this
ke
cl

shu
tree

de
de

guoshi
fruit

ya
press

wan
bent

le
asp

ziji.
self

‘The fruits of this tree𝑖 bent it𝑖.’
We discuss the role of point of view in the licensing of certain types of anaphora
in Section 4. What the above data in (13) and (14) illustrate is that human or ani-
mate possessors in some languages can gain the kind of prominence that allows
them to license anaphors evenwhen the f-command relation between antecedent
and anaphor is not satisfied.9

9Bresnan et al. (2016: 268) offer an LFG analysis of the Icelandic construction in (13a) that in-
cludes the postulation of an f-command relation between the possessor and the embedded
reflexive subject. For a recent LFG approach to the Mandarin data, see Lam (2021).
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I discuss the LFG approach to domain restrictions on anaphora in Section 3.
But beforewe turn to that, I briefly review anaphoric datawhere syntactic rank in
the sense as we have discussed this notion here, does not seem to be the dominant
factor in the search for a prominent antecedent.

2.2 Thematic prominence

Certain anaphors or anaphoric dependencies are constrained by factors that are
at least partially independent of syntactic rank. Argument structure relations
represent one such factor. If, for example, both the antecedent and the anaphor
are oblique arguments of the same predicate, then they are indistinguishablewith
respect to the Functional Hierarchy in (7a). Dalrymple (1993: 154) discusses the
following minimal pair, where the complement of the to-PP can antecede the
complement of the about-PP, but not vice versa (see also Pollard & Sag 1992:
266):

(15) a. Mary talked to John𝑖 about himself 𝑖.
b. *Mary talked about John𝑖 to himself 𝑖.

This binding asymmetry can be described with reference to a hierarchy among
argument roles, like that of the Thematic Hierarchy of Bresnan & Kanerva (1989)
in (17), under the assumption that the to-PP bears a type of recipient role in (15),
while the about-PP is a theme.

(16) Thematic Hierarchy (Bresnan & Kanerva 1989)

agent > benefactive > recipient/experiencer > instrument >
theme/patient > locative

What rules (15b) out is that the antecedent PP about John is less prominent the-
matically than the anaphoric PP to himself. This is because theme is lower on
the hierarchy than recipient. The Functional Hierarchy, in and of itself, can-
not capture this difference, since both PP’s are obliques in the f-structure of the
sentence.

One potential counterargument to this understanding of the data in (15) is to
deny the argumenthood of the about-PP. If it is an adjunct, as Reinhart & Reuland
(1993: 715) argue, then syntactic rank suffices to explain the ungrammaticality of
(15b), since an adjunct PP is less prominent than an oblique on the Functional
Hierarchy, and therefore the former cannot antecede the latter. Similar concerns
may arise with other predicates that take two PP dependents, since it is often
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the case that one can find reasons to assume that one of the two PP’s is less
argument-like than the other.10

But reference to the thematic hierarchy may still be necessary elsewhere. Dal-
rymple (1993: 153) discusses the following Norwegian data set (citing Hellan 1988)
as a relevant case. Norwegian ditransitive verbs allow either of their two VP-
internal objects to become subjects in the passive construction. (17b) illustrates
the version where the recipient is the passive subject, and (17c) has the theme in
the same function.

(17) Norwegian (Hellan 1988: 162)
a. Vi

we
overlot
gave

Jon
Jon

pengene.
money

‘We gave John the money.’
b. Jon

Jon
ble
was

overlatt
given

pengene.
money

‘John was given the money.’
c. Pengene

money
ble
was

overlatt
given

Jon.
Jon

‘The money was given to John.’

Norwegian has a dedicated reflexive possessor, sin. Interestingly, when the object
contains this reflexive, as in (18), then only one of the two potential readings of
the passive sentence is acceptable. It is reading (i) below, which includes themale-
factive subject argument binding the reflexive in the theme object. We assume
that malefactives and benefactives occupy the same position on the Thematic
Hierarchy.

(18) Norwegian (Hellan 1988)
Barnet
child

ble
was

fratatt
taken

sine
self

foreldre.
parents

(i) ‘The child was deprived of self’s parents.’ malefactive > theme
(ii) *‘The child was taken away from self’s parents.’

theme > malefactive

Reading (ii) would have the theme subject binding into the malefactive object,
or in other words, a thematically less prominent antecedent binding into a more
prominent one. Reference to the Thematic Hierarchy is thus essential here to be
able to distinguish between the acceptable and the unacceptable reading of (18).

10Zaenen & Crouch (2009) argue on the basis of computational efficiency that semantically
marked optional PPs are best treated as adjuncts.
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2.3 Linear order

Anaphoric relations are sometimes constrained by linear order, inasmuch as the
anaphor may be required to have an antecedent that precedes it linearly. Lin-
ear order thus represents another dimension of prominence relations relevant
in the description of binding phenomena. Facts concerning the linear order of
constituents are captured at the level of c-structure in the LFG architecture, and
given the f-structure centered nature of LFG, such facts need to be addressed
separately.

Consider the following Hungarian data set for the purposes of illustration
(É. Kiss 2008). Binding among co-arguments is primarily constrained by the Func-
tional Hierarchy in Hungarian, so the object can bind the oblique argument (19a),
but the oblique cannot bind the object (19b).

(19) Hungarian (É. Kiss 2008: 451)
a. Meg-kérdeztem

pfv-asked.1sg
a
the

fiúk-at
boys-acc

egymás-ról.
each.other-about

‘I asked the boys about each other.’
b. *Meg-kérdeztem

pfv-asked.1sg
a
the

fiúk-ról
boys-about

egymás-t.
each.other-acc

(‘I asked each other𝑖 about the boys𝑖.’)
É. Kiss notes, however, that linear order plays an important role in the case of
non-coargument binding: when the antecedent precedes the anaphor embedded
in another argument of the verb, then the acceptability of the anaphor improves
significantly, even if the antecedent ranks lower on the Functional Hierarchy.

In (20a), the object locally outranks the oblique antecedent, and therefore the
reciprocal possessor embedded in the object cannot be bound. But when the
oblique antecedent linearly precedes the object, as happens in (20b-20d), then
the sentence becomes much less degraded (and in fact, many speakers find these
examples fully acceptable).

(20) Hungarian (É. Kiss 2008: 452)
a. *Meg-kérdeztem

pfv-asked.1sg
egymás
each.other

szülei-t
parents.poss-acc

a
the

fiúk-ról.
boys-about

(‘I asked each other𝑖’s parents about the boys𝑖.’)
b. ?A

the
fiúk-ról
boys-about

egymás
each.other

szülei-t
parents.poss-acc

kérdeztem
asked.1sg

meg.
pfv

‘About the boys𝑖, I asked each other𝑖’s parents.’
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c. ?A
the

fiúk-ról
boys-about

meg-kérdeztem
pfv-asked.1sg

egymás
each.other

szülei-t.
parents.poss-acc

d. ?Meg-kérdeztem
PFV-asked.1SG

a
the

fiúk-ról
boys-about

egymás
each.other

szülei-t
parents.poss-acc

Thus changes in the linear order save this sort of binding dependency. In other
words, both syntactic rank and linear order play a role in constraining non-
coargument binding in Hungarian, but the linear order constraint apparently
outranks the syntactic rank constraint imposed on the antecedent.11

In the LFG literature, Bresnan et al. (2016) provide a comprehensive discussion
of the role of linear precedence in conditioning pronominal anaphoric depen-
dencies (see also Belyaev 2023 [this volume]). Mohanan (1982) shows that overt
pronouns cannot precede their antecedent in Malayalam, and Kameyama (1985)
discusses pertinent Japanese data. In order to be able to capture these and other
phenomena sensitive to linear order, LFG relies on the notion of f-precedence,
which Kaplan & Zaenen (1989) define as follows:

(21) 𝑓 f-precedes 𝑔 (𝑓 <𝑓 𝑔) if and only if for all 𝑛1 ∈ 𝜙−1(𝑓 ) and for all𝑛2 ∈ 𝜙−1(𝑔), 𝑛1 c-precedes 𝑛2.
The usual flow of information in the correspondence architecture of LFG is from
c-structure to f-structure. The relation 𝜙−1 provides for the inverse correspon-
dence from f-structure to c-structure: it associates f-structures with the c-struc-
tures nodes they correspond to. The term 𝑛1 ∈ 𝜙−1(𝑓 ) identifies the set of c-
structure nodes that correspond to the f-structure 𝑓 . The definition in (21) thus
states that f-structure 𝑓 f-precedes f-structure 𝑔 if and only if all the c-structure
nodes corresponding to 𝑓 c-precede all the c-structure nodes corresponding to𝑔. The relation c-precedence can be defined as follows:12

(22) C-precedence

A c-structure node 𝑛1 c-precedes a node 𝑛2 if and only if 𝑛1 does not
dominate 𝑛2, 𝑛2 does not dominate 𝑛1, and the string that 𝑛1 dominates
(or 𝑛1 if 𝑛1 is itself a terminal) precedes the string that 𝑛2 dominates (or𝑛2 if 𝑛2 is itself a terminal).

11In addition, the antecedent must also f-command the anaphor. This requirement is satisfied in
each example in (20).

12I thank an anonymous reviewer of this paper and Mary Dalrymple for their help in construct-
ing the definition in (22). By precede we simply mean ‘be to the left of’ in the string.
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F-precedence allows us to make reference to linear ordering facts at the level of
f-structure, the locus where binding dependencies are primarily constrained in
LFG. It relies on the notion of the inverse correspondence from f-structure to
c-structure, which is evoked as a somewhat marked feature of the grammatical
model. But this only reflects the fact that while conditioning anaphoric depen-
dencies by linear order is an existing pattern in languages, it is not the dominant
mode of licensing anaphors.

3 Constraining binding domains

The comprehensive description of a binding relation includes several compo-
nents, which are stated in terms of f-structural properties in LFG. Anaphors re-
quire an antecedent that is available within a particular binding domain. The
antecedent and the anaphor need to have matching agreement features, and
antecedents are often constrained to be of specific types. For example, some
anaphors require a subject antecedent, while others may need an antecedent
that is a perspective holder. And, as we have seen in Section 2, the antecedent
must be more prominent than the anaphor, which, by default, means that the
antecedent f-commands the anaphor as well as outranks it on the Functional
Hierarchy. Dalrymple (1993) proposed that these binding constraints are lexi-
cally specified on the anaphors, and there is a universally available inventory
of them. Dalrymple (2001), Dalrymple et al. (2019), Bresnan (2001), and Bresnan
et al. (2016), among others, extend this line of research, which I briefly overview
in this section, adding some complementary remarks in Section 4 and Section 5.
What lies at the heart of the LFG approach is that the grammatical space that
anaphors occupy is too rich to be described in terms of generalizations of the
type that classical Principle A represents. Anaphors vary along the parameters
summarized above both across languages, and possibly within a single language.
This versatility must be captured in any adequate description of anaphoric phe-
nomena.

The core underlying assumption is that anaphors find or search for an an-
tecedent within a specified domain. Inside-out functional uncertainty is used to
model this search, since it allows reference to enclosing structures.13 (23) is the
general formula employed in the lexical description of binding dependencies:

13See Belyaev 2023 [this volume] for an overview discussion of inside-out function application
and functional uncertainty, as well as for references to pertinent LFG literature. Strahan (2009,
2011) develops a proposal in which the search is inverted: the antecedent searches for the
anaphor using outside-in functional uncertainty.
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(23) ((gf* gfpro ↑) gfant)
gfant is the grammatical function of the antecedent, and gfpro is the gram-

matical function of the anaphoric element.14 The expression gf* gfpro ↑ defines a
path from the f-structure of the anaphoric element to an f-structure that contains
the antecedent.15 In terms of a schematic f-structure, (23) describes the following
scenario:

(24) [gfant [antecedent]𝑔
...gf*... [gfpro [anaphor]𝑗 ]]𝑓

Here gf* gfpro ↑ defines a path from f-structure 𝑗 to f-structure 𝑓 , which contains
the antecedent (f-structure 𝑔).

(23) requires the f-structure of the antecedent to f-command the anaphor (com-
pare 12 and 23). In addition, further prominence relations can be stated in terms
of off-path constraints on the f-structure of the antecedent. These include the
prominence relations we have surveyed in Section 2: relations defined over the
Functional Hierarchy or the Thematic Hierarchy, or linear order constraints. Dal-
rymple et al. (2019: 516–517) offer a discussion of how such constraints can be im-
plemented, here I simply indicate the availability of this tool by adding a generic
prominence template as an off-path constraint, which is meant to represent dif-
ferent types of prominence descriptions as is relevant for the anaphor.

(25) ((gf* gfpro ↑) gfant
@prominent

)

Such an off-path constraint requires the antecedent to be more prominent than
the anaphor along one or more of the dimensions discussed here.

Anaphors may also impose further specific requirements on their antecedents.
They may require them, for example, to be subjects (see Bresnan et al. 2016 and
Dalrymple et al. 2019 for pertinent discussions). The Norwegian reflexive posses-
sor sin can only be bound by the subject (26a), but not by the object (26b):

(26) Norwegian (Dalrymple et al. 2019: 510, citing Hellan 1988: 75)
a. Jon

Jon
ble
was

arrestert
arrested

i
in

sin
self’s

kjøkkenhave.
kitchen.garden

‘Jon𝑖 was arrested in his𝑖 kitchen garden.’

14(23) is in fact applicable to any anaphoric element, be it a reflexive or a reciprocal anaphor
proper, or an anaphorically used personal pronoun.

15This path may consist of a single attribute only.
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b. *Vi
We

arresterte
arrested

Jon
Jon

i
in

sin
self’s

kjøkkenhave.
kitchen.garden

‘We arrested Jon𝑖 in his𝑖 kitchen garden.’

This can be stated simply by constraining the antecedent to be a subj in the
(partial) lexical specification of the reflexive possessor sin:

(27) ((gf* gfpro ↑) subj)
The Mandarin Chinese anaphor ziji has also been claimed to show subject orien-
tation, and thus (27) is part of its lexical specification (see Lam 2021 for further
details):16

(28) Mandarin Chinese (Pollard & Xue 1998: 296)
Zhangsan
Zhangsan

gei-le
give-asp

Lisi
Lisi

yi-zhang
one-cl

ziji
self

de
de

xiangpian.
picture

‘Zhangsan𝑖 gave Lisi𝑘 a picture of himself𝑖/∗𝑘 .’
In contrast, the Norwegian anaphor ham selv can only be bound by a non-subject
argument, compare (29a) with (29b).

(29) Norwegian (Dalrymple 1993: 29–30)
a. Jeg

I
ga
gave

Jon
Jon

en
a

bok
book

om
about

ham
him

selv.
self

‘I gave Jon𝑖 a book about himself𝑖.’
b. *Jon

Jon
snakker
talks

om
about

ham
him

selv.
self.

‘Jon𝑖 talks about himself𝑖.’
The anti-subject orientation of ham selv can be stated as a negative constraint in
the lexical entry of this anaphor: the antecedent cannot be a subj.

The final component of the description of anaphoric dependencies, and the
one that has received most attention in LFG since the seminal work of Dalrymple
(1993), is the delimitation of the binding domain. Four such domains have been
found to be relevant in the description of anaphoric binding, which are listed in
(30). These domains can be defined with the help of inside-out functional desig-
nators and appropriate off-path constraints, which are also added in (30) below
(Dalrymple et al. 2019: 507).

16In addition, ziji can also be bound by an antecedent properly contained in the subject, and it is
sensitive to logophoricity (see Lam 2021, as well as example (14) above). We discuss logophoric-
ity in Section 4.
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(30) a. Coargument Domain: minimal domain defined by a pred and the
grammatical functions it governs

( gf*¬(→ pred)
gfpro ↑)

b. Minimal Complete Nucleus: minimal domain with a subj function

( gf*¬(→ subj)
gfpro ↑)

c. Minimal Finite Domain: minimal domain with a tense attribute

( gf*¬(→ tense)
gfpro ↑)

d. Root domain: f-structure of the entire sentence

(gf* gfpro ↑)
These domain specifications are stated in the lexical entries of anaphors as ei-
ther positive or negative binding requirements. A positive binding constraint
requires the anaphor to be in a binding relation with some entry within the do-
main described (subject to further constraints, as discussed above), whereas a
negative binding constraint states that the anaphor must not be bound to any
element within that domain. Positive and negative binding constraints take the
following general forms:17

(31) a. Positive binding constraint

(↑ antecedent)𝜎 = ((gf* gfpro ↑) gfant)𝜎
b. Negative binding constraint

(↑ antecedent)𝜎 ≠ ((gf* gfpro ↑) gfant)𝜎
In what follows, we discuss some examples to show how this system of lexical
specifications works. Further and more comprehensive discussions can be found
in Dalrymple (1993), Dalrymple et al. (2019) and Bresnan (2001).

The Norwegian complex anaphor seg selv is described in Hellan (1988) and Dal-
rymple (1993) as a subject oriented anaphor that requires a co-argument binder.
Andwhile Lødrup 2023 [this volume] shows that speakers may also accept object
binders in some cases, the co-argument binder requirement seems to be strong.
The contrast between the following two examples illustrates this:

17Identity is stated between the semantic representations of the antecedent and the anaphor. The𝜎-projection provides the mapping from f-structure to the LFG-type s(emantic)-structure; see
Section 5 for more on this.
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(32) Norwegian (Dalrymple et al. 2019: 505–506, citing Hellan 1988: 67, 69)
a. Jon

Jon
fortalte
told

meg
me

om
about

seg
refl

selv.
self.

‘Jon𝑖 talks about himself𝑖.’
b. *Hun

she
kastet
threw

meg
me

fra
from

seg
refl

selv.
self.

‘She𝑖 threw me away from self𝑖.’
The difference between the two constructions is that (32b) contains a semantic
preposition with a pred feature, while the oblique PP in (32a) does not.

Consider the f-structure of the grammatical (32a) first. The Coargument Do-
main constraint (30a) requires a path from f-structure 𝑗 to the f-structure that
contains the subj antecedent. Since this is a short path, no pred feature occurs
on the way, and therefore the off-path constraint ¬(→ pred) is satisfied. (33) is
the (simplified) f-structure of (32a):

(33) f-structure of (32a)⎡⎢⎢⎢⎢⎢⎣
pred ‘tell〈subj, obj, oblabout〉’
subj [pred ‘jon𝑖’]𝑔
obj [pred ‘pro’]
oblabout [pred ‘pro𝑖’

prontype refl ]𝑗
⎤⎥⎥⎥⎥⎥⎦𝑓

In contrast, (32b) projects a more complex f-structure, with a more complex do-
main path:18

(34) f-structure of (32b)⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘throw〈subj, obj〉’
subj [pred ‘pro𝑖’]𝑔
obj [pred ‘pro’]
adjunct { [pred ‘from〈obj〉’

obj [prontype refl]𝑘 ]𝑗 }
⎤⎥⎥⎥⎥⎥⎥⎦𝑓

18The PP fra seg selv ‘from self’ could alternatively be analyzed as an obl, but the choice between
the adj and the obl analysis is largely orthogonal to our current concerns. See also footnote 10
on this issue.
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Here the domain path starts at f-structure 𝑘, and to reach the f-structure of the
antecedent, we need to pass the pred feature in 𝑗 – a move that the off-path
constraint ¬(→ pred) prohibits. As a result, (32b) is ungrammatical.

The primaryHungarian reflexive,maga, is grammatical in non-selected spatial
PPs. In fact, it is often the only option in standard Hungarian, and a pronominal
PP is unacceptable in the particular case of theHungarian version of (32b) (Rákosi
2010).

(35) Hungarian
a. János𝑖

János
el-tolt
away-pushed.3sg

engem
me

magá-tól𝑖.
himself-from

‘János𝑖 pushed me away from himself𝑖.’
b. *János𝑖

János
el-tolt
away-pushed.3sg

engem
me

(ő𝑖-)től-e𝑖.
he-from-3sg

‘János𝑖 pushed me away from him𝑖.’
The source marker corresponding to the English preposition from is expressed as
ablative case morphology in Hungarian (-tól/-től). Reflexives behave like lexical
nouns in this respect, and they take the ablative case suffix as expected (35a).
Personal pronouns, however, trigger agreement morphology on the case marker,
and the pronoun itself is usually pro-dropped (35b). But whether this pronoun
is overt or is pro-dropped, it cannot have a clause-mate antecedent, resulting in
the ungrammaticality of (35b).

(35a) is thus in direct contrast with (32b). The Hungarian reflexive maga, un-
like Norwegian seg selv, is subject to the Minimal Complete Nucleus constraint:
it has to be bound within a domain that includes a subject. This is captured in
(30b) with the help of the off-path constraint ¬(→ subj). The f-structure of (35a)
is analogous to (34), and using that f-structure for the purposes of illustration,
the relevant domain path in Hungarian would take us from the f-structure of
the reflexive (𝑘) to f-structure 𝑗 of the adjunct PP, which is contained within the
matrix f-structure 𝑓 , together with the subject antecedent 𝑔. Subject 𝑔 can serve
as the antecedent of the reflexive. Being subject to the Minimal Nucleus Con-
straint requires this search not to pass a subject antecedent, and it follows that
Hungarian maga cannot take antecedents that are in another clause.

Interestingly, the Hungarian reciprocal anaphor egymás is somewhat freer
than the reflexive maga, as it can take antecedents from within the Minimal Fi-
nite Domain. Compare the following two sentences:
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(36) Hungarian (Laczkó & Rákosi 2019: 153)
a. A

the
fiúk
boys

látták
saw.3pl

a
the

lányok-kat
girls-acc

lerajzol-ni
draw-inf

maguk-at.
themselves-acc

‘The boys𝑖 saw the girls𝑘 draw (a picture of) themselves∗𝑖/𝑘 .’
b. A

the
fiúk
boys

látták
saw.3pl

a
the

lányok-kat
girls-acc

lerajzol-ni
draw-inf

egymás-t.
each.other-acc

‘The boys𝑖 saw the girls𝑘 draw (a picture of) each other𝑖/𝑘 .’
The reflexive object of the infinitive can only be co-construed with the infinitival
subject (controlled by the matrix object), but it cannot take the matrix subject as
its antecedent in (36a). It is thus unlike the reciprocal in (36b), which can.

The Norwegian reflexive seg selv, the Hungarian reflexive maga, and the Hun-
garian reciprocal egymás are all anaphors, yet the binding constraints that apply
to them are different. Seg selv needs an antecedent in the Coargument Domain,
maga takes one from the Minimal Complete Nucleus, and egymás may have an
antecedent even outside of its own embedding clause as long as the search is con-
fined to the Minimal Finite Domain. In fact, the binding constraints that we have
discussed in this section create a relatively large space within which particular
lexical types of anaphors may vary, and research in the framework of LFG has
shown that this space is indeed occupied by an abundance of anaphoric elements
attested cross-linguistically. The list includes such relatively atypical anaphors
as the ìı pronouns of Ya̧g Dii, which must take long distance antecedents (Dal-
rymple 2015) within a logophoric domain. We discuss logophoricity and these
pronouns in Section 4 below.

4 Logophoricity

Anaphors, especially reflexives, may sometimes appear without a clause- or a
sentence-mate antecedent, or even in the complete absence of a linguistically
expressed antecedent. The following BNC (Davies 2004) examples contain such
reflexives.

(37) a. And suddenly Briant felt better. These people were professionals, like
himself.

b. I’ve not done this before and I wanted to try it out with a small group
like yourselves to see how we go on with it.

c. Our group consisted of Stephen, David, Laura and myself, and we
were aged twenty-two.
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d. Lots of love to Birgitta and yourself, and to the boys when you see
them.

One hallmark of these types of reflexives is that they are more or less freely
exchangeable with personal pronouns. Thus, for example, himself in (37a) can
be replaced with him, and both will refer to Briant in the given context.

Many instances of such types of anaphora have been claimed to be conditioned
by discourse factors (see Maling 1984, Sells 1987, Pollard & Sag 1992, Reinhart &
Reuland 1993, Culy 1994, and Bresnan et al. 2016, among others). The most promi-
nent of these factors is perspective or viewpoint, in the sense that the (discourse)
antecedent of the reflexives is a perspective holder. The reflexive in (37a), for ex-
ample, occurs in a discourse context in which the feelings of Briant are described,
and (37c) projects the speaker’s perspective and hence creates a context in which
the reflexive myself is licensed in the absence of a linguistically expressed an-
tecedent. From a purely syntactic perspective, anaphoric data of this type are of-
ten approached as exceptional (see the term exempt anaphora in Pollard & Sag
1992). Pertinent research in LFG has focused on anaphoric elements which, un-
like the English reflexive, must take a linguistically expressed antecedent which
is a perspective holder. Such anaphoric elements are called logophors.19

Bresnan et al. (2016) offer an in-depth discussion of logophoricity, including
its relation to subjectivity. A logophoric pronoun “refers to one whose speech,
thoughts, or feelings are represented in indirect discourse, from that person’s
own point of view” (Bresnan 2016: 255). They treat the Icelandic reflexive sig as
a logophoric element (see also Maling 1984, as well as Strahan (2009, 2011)), and
Lam (2021) provides a logophoric LFG-analysis of the Mandarin Chinese reflex-
ive ziji, as well as of the Cantonese reflexive jighei (see also Pollard & Xue 1998 on
the nonsyntactic uses of ziji). A very intriguing type of a logophoric pronominal
is discussed in Dalrymple (2015). The Ya̧g Dii language (Niger-Congo/Adamawa-
Ubangi, Cameroon) has a complex pronominal system that includes the ìı pro-
nouns. These pronouns are like regular anaphors inasmuch as they cannot be
used deictically, and they cannot take discourse antecedents. However, “the an-
tecedent of ìı must be the subject of a clause that is at least two clauses distant”
(Dalrymple 2015: 1090). In example (38), this pronoun is the subject of the embed-
ded clause S3, and it must be co-construed with the subject of the matrix clause
S1.

19Most of the pertinent research both within and outside of LFG has focused on reflexives, but,
as Pollard & Sag (1992) point out, reciprocal anaphors may also be exempt. Szűcs (2019) dis-
cusses complex event nominalization data fromHungarian to show that Hungarian reciprocals
embedded in such noun phrases may lack a linguistic antecedent and are then licensed as lo-
gophors.
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(38) Ya̧g Dii (Dalrymple 2015: 1091)𝑆1[ Àkàw
Teacher𝑖 ∅(he𝑖) ò̧say 𝑆2[ lig

house
𝑆3[ bà

that
ìi
he.ìi𝑖/∗𝑗 láeat hȩnthing

lálí ̵
eating

páskà
Easter

kan
with

waa
child

duulí
following

bìì
his𝑖 vʉpl wʉlí ̵

there
máa]
when,

bà
that.it

dɨ
is.there

tɛĺá?]
where?

‘𝑆1[ The teacher𝑖 asks, 𝑆2[where is the house 𝑆3[in which he.ìi𝑖/∗𝑗 will eat
the Easter meal with his𝑖 disciples?]]]’

The antecedent subject must be a perspective holder, and the intermediate sub-
ject in 𝑆2 may or may not be coreferential with the pronoun as long as it does
not introduce an independent logophoric domain.

Disregarding now details that are irrelevant for our purposes, the binding con-
straints on this pronoun can be stated as follows:

(39) Binding constraints for ìı (Dalrymple 2015: 1117)

(↑𝜎 antecedent) = (( gflog
(→ log)

gf*¬(→ log)
↑) subj)𝜎

This lexical specification requires the pronoun to take a subject antecedent from
an f-structure where a logophoric domain is specified, and the domain path needs
to include an intermediate f-structure where no independent logophoric domain
is introduced. Formally, the log feature appears within the f-structure that cor-
responds to the logophoric domain:

(40) ⎡⎢⎢⎣
subj [logophoric antecedent]
gflog [log +[...ìi...]𝑆3 ]𝑆2

⎤⎥⎥⎦𝑆1
Ya̧g Dii thus has a pronominal system where logophoricity is a grammaticised
notion, and it must be employed as an f-structure feature log in the determina-
tion of the binding domain. In the particular case of the logophor ìı, this domain
must be unusually large as it must include an extra clause between the clause
that hosts the antecedent and the clause that hosts the logophor.

5 On representing referential dependencies

Anaphoric dependencies may be represented via referential indices. These can
be used in the f-structures themselves, a practice which I have followed in this
chapter. The indices themselves do not form an integral part of the formalism,
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however; they are mere mnemonics that help visualize the dependency. The ma-
chinery that we have introduced in Section 3 allows us to represent such depen-
dencies in a more elegant manner. The notation, in the tradition of Dalrymple
(1993), states that the semantic structure of the antecedent and of the anaphoric
element are equivalent. The following is an abbreviation for the binding con-
straints on the basis of Asudeh (2019), where 𝑓 is the f-structure of the anaphor
and 𝑓𝜎 is its semantic structure (see Asudeh 2023 [this volume] for semantic
structure in LFG).

(41) (𝑓 antecedent)𝜎 = 𝑓𝜎
As Asudeh (2019) argues, this notation has several theoretical advantages over
the referential index notation. Firstly and most importantly, it shifts attention to
semantic structure, which is the appropriate place to represent referential depen-
dencies.

The postulation of semantic equivalence between anaphor and antecedent ab-
stracts away from the issue that it is often the case that no strict referential iden-
tity is required between the two. In (42), for example, the anaphor stands for the
image of Kate in the mirror, whereas the antecedent noun phrase refers to the
actual individual herself.

(42) Kate saw herself in the mirror.

Rákosi (2009) argues that the Hungarian complex anaphor önmaga is especially
well-suited to contexts of such referential shifts. In fact, it may even take restric-
tive adjectival or participial modifiers, as in (43) below.

(43) Hungarian
a
the

tükör-ben
mirror-in

lát-ott
see-ptcp

önmagam
myself

‘my self/image seen in the mirror’

(43) evokes a context where the speaker feels alienated fromhis or her own image.
To what extent this variation in anaphora interpretation is integral to the study
of the grammar of anaphora is partly a matter of perspective (see also Jackendoff
1992 on this issue in general). In any case, if it is, semantic structure is a natural
locus to address this issue.

The statement of semantic identity between anaphor and antecedent, in and of
itself, does not account for the semantic differences between plural reflexives and
reciprocal anaphors, which obviously differ in interpretation. Moreover, recipro-
cal interpretation is subject to variation from relatively strong (44a) to relatively
weak (44b) readings.
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(44) a. The students like each other.
b. The students followed each other into the classroom.

These issues and the overall semantics of reciprocals are discussed at length in
Dalrymple et al. (1998) and Haug & Dalrymple (2020). Dalrymple et al. (2018)
develop an LFG-based, fine-grained and comprehensive semantic structure rep-
resentation of anaphoric dependencies within a dynamic semantics framework,
which provides a solution to the issues that we have briefly addressed here (see
also Dalrymple et al. 2019). What must be stated on the syntactic side, that is, at
the level of f-structure, is the requirement that anaphors and antecedents must
have matching agreement features. This is achieved in LFG via the index feature
set, discussed in detail in Haug 2023 [this volume].20

6 Summary

We have seen that LFG differs from other generative frameworks in explicitly
recognizing the empirical fact that anaphoric elements are subject to substan-
tial variation both within and across languages, and no single rule or principle
of grammar can capture this versatility in itself. Binding relations are complex
dependencies with several parameters, all of which can be stated in the lexical
entry of anaphors, in line with the lexicalist nature of LFG grammars.

Researchwithin the LFG tradition also addressed other aspects of the grammar
of anaphora which we have not focused on. Constraints on coreference relations
including pronouns are discussed in Bresnan et al. (2016), whereas Dalrymple
et al. (2018) and Dalrymple et al. (2019) provide an in-depth introduction to the
semantic composition of anaphora, including discourse anaphoric relations en-
coded by personal pronouns and other types of pronominals which we have not
touched upon in this chapter.

As happens in other frameworks, too, LFG research has focused mostly on the
grammar of reflexive anaphors, but reciprocals have also received attention, see
especially Hurst (2006, 2010, 2012) andHurst &Nordlinger (2021). Morphosyntac-
tic variation is in general significant among different types of anaphors, which,
given the f-structure centered approach of LFG, is often not the primary focus
of investigation. Nevertheless, a number of LFG works address this variation,
from the syntactically active bound anaphoric morphemes in Bantu languages

20Rákosi (2022) argues on the basis of Hungarian data that at least certain types of anaphors may
only constrain the index features of their antecedents, but they do not have index features of
their own.
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(see Bodomo & Che 2023 [this volume]) to the monomorphemic markers of Ger-
manic, Romance and Slavic languages, which may either act as anaphors or as
intransitivizers (see, among others, Sells et al. 1987, Alencar & Kelling 2005, Al-
sina 2023 [this volume], and Hristov 2023 [this volume]). Complex reflexives
may have even more complex variants, with interesting syntactic and semantic
consequences discussed in Rákosi (2009). Bresnan et al. (2016) give an overview
of some issues in typological variation in the morphology of anaphors and its
syntactic correlates.
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Chapter 5

Agreement
Dag Haug
University of Oslo

This chapter surveys the treatment of agreement in LFG. We show how theories
of agreement can be classified by how they use symmetry and feature sharing in
their treatments and how LFG usually opts for a symmetric but not feature sharing
account. Other topics include the index/concord distinction, how non-f-structure
such as linear order and information structure impacts on agreement, long-distance
agreement and Wechsler’s Agreement Marking Principle.

1 Introduction

Agreement is the linguistic phenomenon whereby a set of features is realized
morphologically on two different syntactic tokens, as we see in (1).

(1) The boy loves the girl.

Both the word boy and the word loves realize a singular number feature.1 How-
ever, this feature is only meaningful on boy, where it indicates that that the noun
phrase refers to a single boy; loves merely agrees, in this case with its subject.
Agreement is therefore a directed phenomenon: the controller (‘boy’) has a set of
meaningful features and the target (‘loves’) agrees with these.

“Meaningful” must be taken with a grain of salt. We can also have agreement
in purely syntactic features such as case or in features that are inherent in the
controller but do not carry any obvious meaning, such as gender. But even in
such cases, we observe directionality. Consider (2) from Latin.

1We are relying here on an inferential, realizational view of morphology whereby boy is mor-
phologically singular even if there is no singular morpheme.

Dag Haug. 2023. Agreement. In Mary Dalrymple (ed.), Handbook of Lexical
Functional Grammar, 193–218. Berlin: Language Science Press. DOI: 10.5281/
zenodo.10185942
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(2) Latin
rosa
rose:nom;f;sg

spinosa
thorny:nom;f;sg

floruit
bloomed:pst;3sg

‘The thorny rose bloomed.’

The nominative case feature that is realized on rosa and spinosa is only meaning-
ful on rosa because it indicates the grammatical function (subject) of the noun
phrase. By contrast the grammatical function (adjunct) of spinosa is given by the
fact that its case agrees with that of its head, rather than by a specific case feature:
if the NP was in object position instead, the case of rosa would change because
the grammatical function of the noun phrase would change; and the case of the
adjective spinosa would also change, despite its grammatical function as adjunct
remaining the same. Finally, the feminine gender feature in (2) is an inherent,
purely formal property of the controller: it does not provide any information
about the syntactic function or the meaning of the noun phrase headed by rosa,
but is a non-variable feature of rosa which is part of the information conveyed
by the lexeme. By contrast, the adjective spinosa inflects for this feature and can
assume other gender features, depending on the inherent gender of its controller.

There are three main areas where languages display agreement phenomena.
First, there is agreement in predicate-argument structures, where one or more ar-
guments typically act as controllers and the predicate is the target. Second, we ob-
serve agreement inside NPs, where typically the head noun controls agreement
on targets like determiners, quantifiers, adjectives and other modifiers. Third,
we have “anaphoric agreement” between anaphors and antecedents. The latter
type of agreement has attracted little attention in LFG work and will conse-
quently largely be ignored here, except that it is relevant as a diachronic source
of predicate-argument agreement.

In Section 2, we show how theories of agreement can be classified by how they
use symmetry and feature sharing in their treatments. In Section 3 we discuss
the index/concord distinction that is drawn in much LFG work on agreement.
While agreement is generally treated at f-structure in LFG, Section 4 discusses
how linear order and information structure impacts on agreement. Section 5 dis-
cusses the diachrony of agreement markers. Section 6 discusses long-distance
agreement, a phenomenon which suggests there may be a role for feature shar-
ing in agreement to preserve syntactic locality. Finally, Section 7 discusses Wech-
sler’s Agreement Marking Principle, which is a challenge to symmetric accounts
of agreement.
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2 Agreement in unification grammars

The basic treatment of agreement in unification-based grammars is very straight-
forward as we simply need to make sure that the relevant features of the con-
troller and the target unify. This is usually done by specifying functional de-
scriptions that put the features in the same position in the functional structure,
namely that of the controller. The specifications of (2) are shown in (3) and yield
the f-structure in (4). Only relevant features are shown.

(3) rosa (↑ pred) = ‘rose’
(↑ num) = sg
(↑ case) = nom
(↑ gend) = fem

floruit (↑ pred) = ‘bloom<subj>’
(↑ subj num) = sg
(↑ subj case) = nom
(↑ subj pers) = 3

spinosa (↑ pred) = ‘thorny’
((adj ∈ ↑) num) = sg
((adj ∈ ↑) case) = nom
((adj ∈ ↑) gend) = fem

(4) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘bloom〈subj〉’

subj

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘rose’
num sg
case nom
gend fem
pers 3
adj {[pred ‘thorny’]}

⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎦
In this approach to agreement, there is symmetry between the controller and tar-
get features in that it does not matter whether a feature value originates from a
functional description associated with the controller or the target or both. How-
ever, agreement features are not shared (in the technical sense of structure shar-
ing in f-structures), but only represented in a single position in the f-structure,
that of the controller, reflecting the directedness of agreement. It is this symmet-
ric, yet not feature-sharing approach to agreement that gives the standard LFG
analysis its specific flavor, different from analyses that are often found in the
derivational tradition starting from Pollock (1989) and in HPSG (Pollard & Sag
1994: chapter 2).
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In current derivational approaches, controller features are interpretable and
target features are uninterpretable. The Agree mechanism matches uninterpret-
able features to their interpretable counterparts and deletes them. If uninter-
pretable features remain, the derivation crashes. Hence all target features must
be available on the controller. But in Latin, which is a pro-drop language, this
forces us to postulate several null subjects differing only in their interpretable
pers and num values, merely to check off the matching uninterpretable features
on the verb. The same point is made by Barlow (1988) and Pollard & Sag (1994:
64). Pollard and Sag give the Polish examples in (5), where the verb would be
assumed to agree with a null subject.

(5) Polish
kochałem kochałeś kochał
I.m loved you.m loved he loved
kochałam kochałaś kochała
I.f loved you.f loved she loved

To maintain an asymmetric view of agreement, we are essentially forced to as-
sume that the examples in (5) involve a multiplicity of phonetically null pronom-
inals, one for each distinct form of the verb.

By contrast, on the standard LFG analysis, target features can themselves pro-
vide information. Going back to the Latin example from (2), we would get the
f-structure in (6) if the subject is pro-dropped to give the simple sentence floruit
‘It blooms’.

(6) ⎡⎢⎢⎢⎢⎣
pred ‘bloom〈subj〉’

subj
⎡⎢⎢⎢⎣
pred ‘pro’
num sg
case nom
pers 3

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦

This f-structure arises directly from the f-descriptions of floruit in (3) plus an op-
tional description (↑ subj pred) = ‘pro’ associated with the verb. The num, case
and pers features are specified by the target (the verb) directly, with no need for
matching features on the null subject, so that we do not need to multiply covert
elements. Few LFG practitioners have therefore adopted an asymmetric mecha-
nism for matching target and controller features, although the LFG framework
offers such a mechanism in the form of constraining equations. Nevertheless, we
will see in Section 3 that some theories of feature indeterminacy and coordination
actually require the use of constraining equations, at least to deal with feature
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resolution. More substantially, Wechsler (2011) has argued that absence of con-
troller features has grammatical effects. This requires a deeper commitment to
asymmetry. We discuss his proposal in Section 7.

While it contrasts with Minimalism in that target and controller features are
taken to be symmetric, the standard LFG treatment also differs from an approach
that is often seen in HPSG based on structure sharing of the agreement features
between the target and the controller. In an LFG setting, we could get such an
analysis e.g. by embedding agreement features in a feature agr to be structure
shared between the target and the controller. This would yield the f-structure
in (7) instead of (4), if we assume that both predicate-argument agreement and
NP-internal agreement involve structure sharing.

(7) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘bloom〈subj〉’
agr

subj

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘rose’

agr
⎡⎢⎢⎢⎣
num sg
case nom
gend fem
pers 3

⎤⎥⎥⎥⎦
adj {[pred ‘thorny’

agr ]}
⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Within the HPSG tradition, Kathol (1999) argues for such an approach. His main
argument is that in many cases, target and controller morphology is arguably
“the same” (such as the -a ending in ros-a and spinos-a). This is particularly
common in noun phrase-internal agreement, but occasionally happens also in
predicate-argument agreement, cf. (8).

(8) Swahili (Kathol 1999: ex. 14, originally from Welmers 1973: 171)
a. Kikapu

basket
kikubwa
large

kimoja
one

kilianguka.
fell

‘One large basket fell.’
b. Vikapu

baskets
vikubwa
large

vitatu
three

vilianguka.
fell

‘Three large baskets fell.’

In such cases, although the morphology is the same, it has to contribute differ-
ent functional descriptions in the various positions, because the agreement con-
struction is built into the equations. By contrast, if we assume structure sharing,
the mapping from morphology to functional descriptions becomes uniform: -a
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in Latin and ki- in Swahili always contribute their features to the agr feature
structure of the item where they are realized, and agreement will be captured by
requiring structure sharing of agr structure in the appropriate configurations.

We can assume that all agreement works in this way, but since morphological
identity of target and controller features is much more common in noun phrase-
internal agreement, it is possible to assume feature sharing only here and not in
predicate-argument agreement. This is illustrated in (9).

(9) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘bloom〈subj〉’

subj

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘rose’

agr
⎡⎢⎢⎢⎣
num sg
case nom
gend fem
pers 3

⎤⎥⎥⎥⎦
adj {[pred ‘thorny’

agr ]}
⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
The agr feature bundle is structure shared inside the NP but not between the
verb and the NP. This is the option taken in much HPSG work, e.g. Pollard & Sag
(1994) and Wechsler & Zlatić (2003). It is natural to connect this difference to the
index/concord distinction that we discuss in Section 3: on that view, the agr
feature of (9) will be split in two feature bundles, concord (typically relevant for
NP-internal agreement) and index (typically between predicates and arguments)
and we can assume that only concord agreement involves structure sharing.2

Kathol’s argument is essentially an architectural argument about how to best
capture the morphology-syntax interface. It has not been picked up in the LFG
tradition. The most explicit work on the topic, Dalrymple et al. (2019: Chapter
12) assumes the traditional LFG approach and consequently postulates complex
so-called m-features (morphological features that are to be mapped to functional
descriptions). That is, a first person plural form of the verb is associated with the
m-feature in (10).

(10) m-agr:⟨agr(su):{pers:1, num:pl}⟩
The form, then, carries information not just about the features it contributes (first
person and plural number) but also where it contributes those features (in this

2Note that Wechsler & Zlatić (2003: 145) say that “subject-verb agreement…is modeled in terms
of structure-sharing”, although it is clear from Wechsler & Zlatić (2003: 21) that they do not
assume the verb bears its own person and number features. I assume that “structure sharing”
is used loosely here in the sense of cospecification of features.
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case, to the subject). Therefore, there cannot be a uniform representation of -a
in ros-a and spinos-a (or ki- and vi- in 8), since they contribute the same feature
to different locations. In a structure sharing account we can have a uniform rep-
resentation (of the relevant morphemes or paradigmatic inferences, depending
on your view of morphology), where e.g. -a is simply associated with nomina-
tive, singular, feminine features and the feature sharing that forces agreement
stems from the relevant agreement construction. But as (10) shows, we do not
need structure sharing: we can capture the same facts without it, but at the cost
of a (slight) complication of the morphology-syntax interface.
In addition to the architectural issue, the structure sharing approach alsomakes

different empirical predictions in some cases, because the same syntactic posi-
tion can be simultaneously target and controller for two different agreement
processes involving the same feature and hence give rise to so-called long dis-
tance agreement. We return to this in Section 6.

To sum up, the standard LFG treatment is symmetric but not feature-sharing:
it is based on features contributed by defining equations from (potentially) sev-
eral sources (the controller and one or more targets) to a single syntactic position.
While there has been little pressure to change this except for special construc-
tions, the complexities of agreement phenomena cross-linguistically has led to
expansions in many different directions.

3 index, concord and coordination

It is possible for nominal controllers to trigger different values for the same fea-
ture on different targets, as in the Serbo-Croatian example (11) from Wechsler &
Zlatić (2003: 5).

(11) Serbo-Croatian
Ta
that:f;sg

dobra
good:f;sg

deca
children:(f;sg)

su
aux;3pl

došla.
come:prf;ptcp;n;pl

‘Those good children came.’

Here the noun deca ‘children’ triggers feminine singular agreement on the de-
terminer and the adjective, but neuter plural agreement on the predicate.3 Such
examples require that we postulate two different bundles of agreement features,
generally called index and concord (Pollard & Sag 1994, Kathol 1999, Wechsler

3Note, though, that the feminine singular and the neuter plural are syncretic in Serbo-Croatian.
See Alsina & Arsenijević (2012a,b) and Wechsler & Zlatić (2012) for discussion.
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& Zlatić 2003). Both index and concord are syntactic features, modelled at f-
structure in LFG, but the intuition is that index features are more closely related
to semantics and are the ones that are related to the reference of a noun phrase,
typically gender, person and number (but not case). By contrast, concord fea-
tures are more closely related to morphological class and typically include gen-
der, number and case (but not person). According to Wechsler (2011) this di-
vision reflects the historical origin of the morphology on the agreement targets,
which typically comes from incorporated pronouns in the case of index agree-
ment, but from nominal classifiers (and other sources) in the case of concord
agreement. concord and index are also different in that concord agreement
is generally found inside NPs whereas index features are typically relevant to
predicate-argument agreement.

Since gender and number are present both in index and concord, they may
take different values in those contexts and that is what happens in (11). The f-
structure for ta dobra deca in this example is shown in (12).

(12) ⎡⎢⎢⎢⎢⎢⎢⎣
concord [gend fem

num sg
case nom

]
index [gend neut

num pl
pers 3

]
⎤⎥⎥⎥⎥⎥⎥⎦

It is worth pointing out that although index is in some sense “closer” to the
semantics than concord, both are syntactic features, represented at f-structure.
In addition to these two kinds of agreement it is necessary to postulate a third,
semantic/pragmatic kind of agreement. This is particularly common in pronoun-
antecedent agreement. For example, the Serbian/Croatian diminutive noun de-
vojče ‘girl’ may be referred to with a neuter pronoun (reflecting its index gend
feature), or with a feminine pronoun, reflecting the meaning of its anteceedent.

Much work in LFG uses representations like (4) as a simplification when the
index/concord distinction is not relevant, but actual work on agreement has
generally assumed the distinction. However, Alsina & Arsenijević (2012a,b) ar-
gued against having two sets of syntactic agreement features. For counterargu-
ments defending the index/concord distinction, see Wechsler & Zlatić (2012)
and Hristov (2013).

While some words like deca appear to be lexically specified with different
index and concord features, another important motivation for the distinction
comes from different behaviour in coordinate structures. Consider (13) from Bel-
yaev et al. (2015: 36)
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(13) This/*These man and woman are/*is eating sushi.

The coordinate noun phrase in (13) consists of two singular nouns. The deter-
miner must agree in singular number with each of these nouns, whereas the
predicate must agree in plural number with the coordination as a whole. This in-
dicates that concord num, relevant for NP-internal agreement, is singular, but
index num, relevant for predicate agreement, is plural.

To derive this concord/index distinction in number, King&Dalrymple (2004)
proposed that index features are nondistributive, i.e. they are features not just
of the individual conjuncts but also of the conjunction as a whole, based on rules
of feature resolution; whereas concord features are distributive, i.e. properties
of the individual conjuncts but not of the conjunction as a whole. That is, a con-
junction of two singular NPs such as man and woman cannot trigger a plural
determiner (*These man and woman) because the determiner agrees in concord.
However, it does trigger plural number agreement on the verb (if it is the subject)
because the conjunction as a whole has a num pl feature in the index, different
from the singular feature of the two conjuncts, as shown in (14).

(14) ⎡⎢⎢⎢⎢⎣
index [num pl]{[pred ‘woman’

concord [num sg]
index [num sg]] [pred ‘woman’

concord [num sg]
index [num sg]]}

⎤⎥⎥⎥⎥⎦
This raises the question of how the features of a coordination are related to those
of the conjuncts. The distinction between distributive and nondistributive fea-
tures was originally introduced by Dalrymple & Kaplan (2000) who used set-
valued features to model both indeterminacy and feature resolution in coordina-
tion. For example, the person feature is treated in terms of sets over the atomic
markers 𝑆 (for “speaker”) and𝐻 (for “hearer”). In a language like English or Span-
ish, with no exclusive/inclusive distinction in the first person plural, sets over
these atoms are interpreted as in (15).4

(15) {𝑆, 𝐻 } first person{𝐻} second person{} third person

On this interpretation, feature resolution corresponds to set union and can be
encoded in the phrase structure rule for coordination as in (16).

4The system of Dalrymple & Kaplan (2000) can also capture the first person exclusive as {𝑆} in
languages where this is needed.
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(16) NP ⟶ NP↑=↓
(↓ person) ⊆ (↑ person)

CONJ NP↑=↓
(↓ person) ⊆ (↑ person)

Because the values in (15) are ordered by set inclusion we get a hierarchy effect
in resolution, where second and third person resolves to second person, and first
and second/third person resolves to first person.

It is worth pointing out that this requires the target features to be stated with
a constraining equation as in the sample first person entry in (17).

(17) (↑ person) =𝑐 {𝑆, 𝐻 }
If the target features were stated constructively, as in the standard approach,
a first person verb would be compatible with the coordination of two second
person forms, because the first person from would set the person feature to{𝑆, 𝐻 } and each conjunct would simply check that {𝐻} is a subset of that. In other
words, the set-based approach requires us to give up the symmetric approach to
agreement and would therefore run into similar problems with e.g. pro-drop as
other asymmetric approaches to agreement, as discussed above.

Alternative accounts of feature resolution that are based on ordinary feature
structures rather than sets seem at first sight not to require constraining equa-
tions. In particular, Dalrymple et al. (2009) suggests using ordinary LFG features
to encode what would be set membership in the analysis of Dalrymple & Kaplan
(2000) and to deal with feature indeterminacy that way. Sadler (2011) extends
that approach to coordination. For example, in a language like Icelandic, where
any coordination of nouns with different genders resolve to neuter gender, the
set-based approach would assume values as in (18).

(18) {𝑀, 𝐹 } neuter gender{𝑀} masculine gender{𝐹 } feminine gender

This can be translated into standard feature structures by decomposing gender
into two features, m and f, as follows.

(19) a. neuter gender: [m −
f −]

b. masculine gender: [m +
f −]

c. feminine gender: [m −
f +]
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The resolution rule will then specify that for each gender feature, if all the con-
juncts are +, the set is also assigned +; otherwise the set is assigned −. However,
as it turns out, stating this resolution rule explicitly requires the use of constrain-
ing equations, namely an implicational constraint.5 Still, the situation is different
from the set-based solution in that the equations on both the target and on the
controller conjuncts are constructive. It is only the resolution rule that makes use
of constraining equations, suggesting that even in a declarative theory like LFG,
feature resolution requires a procedural approach:6 first, we construct the con-
juncts and then we can compute the features of the coordination. On the other
hand, the agreement mechanism itself does not require constraining equations,
and since the target features are still specified constructively we do not run into
problems with pro-drop.

4 Factors outside the f-structure

While agreement is generally determined in terms of f-structure relations, it is
widely acknowledged that other factors are also relevant, in particular linear or-
der/c-structure and information structure.

4.1 Linear order

That linear order can be relevant for agreement is shown by so-called single
conjunct agreement. (20–21) show some examples from Kuhn & Sadler (2007).

(20) Czech
Na
on

rohožce
mat

seděla
was.sitting:f;sg

kočka
cat:f;sg

a
and

pes.
dog:m;sg

‘The cat and the dog were sitting on the mat.’

(21) Portuguese
os
the:m;pl

[mitos
myth:m;pl

e
and

lendas]
legend:f;pl

brasileiras
Brazilian:f;pl

‘the Brazilian myths and legends’

In (20), from Czech, the predicate seděla agrees only with the closest subject
conjunct, kočka. In (21), from Portuguese, the determiner agrees with its closest

5See Dalrymple et al. (2019: 640) for a formalisation of the required resolution rule.
6The use of constraining equations in LFG in general has been taken to be a “dynamic residue
that resists a purely declarative analysis” (Blackburn & Gardent 1995: 44).
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conjunct, the first one, whereas the postposed adjective agrees with the second
conjunct, which again is the closest one. Examples such as (21) show that we can-
not simply pick out a single distinguished conjunct and make that available for
agreement: what is relevant is the distance between the target and the controller.

Kuhn & Sadler (2007) discuss earlier approaches to single conjunct agreement
and propose a solution based on dividing features into not only the standard
distributive/nondistributive classification, but also to distinguish left-peripheral,
right-peripheral and proximity-based features. Dalrymple & Hristov (2010) dis-
pensewith the need for dividing features this way and instead provide definitions
of new f-structure path descriptions. For example, 𝑓(𝐿) is defined as in (22).

(22) 𝑓(𝐿) ≡ 𝑓 ∈∗¬[(← ∈) ≺𝑓 →]
Here, ∈∗ picks out an arbitrarily embedded member of the set (to account for
nested coordination); the Kleene star also allows zero levels of embedding, which
wouldmake 𝑓(𝐿) refer simply to 𝑓 . However, in case we pick a set member, it must
be the leftmost member of 𝑓 . This is accomplished by the off-path constraint¬[(← ∈) ≺𝑓 →], which says that at any point in the path of (potentially nested)
coordinations, there must not be other conjuncts (← ∈) that f-precede (≺𝑓 ) the
one we pick (→). Hence, if 𝑓 is not a set, 𝑓(𝐿) equals 𝑓 , but if 𝑓 is a set, 𝑓(𝐿) can be
either the whole set 𝑓 or its leftmost member. This allows modelling of optional
left conjunct agreement. We can also capture obligatory left conjunct agreement
by defining 𝑓𝐿 just like 𝑓(𝐿) except it can never refer to a set. (So 𝑓𝐿 always picks
the leftmost member of 𝑓 .) Similarly we can define 𝑓𝑅 and 𝑓(𝑅) by reversing the
f-precedence relation and finally 𝑓𝐶 (closest conjunct) as 𝑓𝐿 if ↓ f-precedes 𝑓𝐿
and 𝑓𝑅 if 𝑓𝑅 f-precedes ↓. This solution makes it possible to describe (optional
or obligatory) single conjunct agreement irrespective of whether the relevant
agreement feature(s) are distributive or not; and it does so without altering the
LFG formalism.

Consider the f-structure for (21).

(23) ⎡⎢⎢⎢⎢⎣
{[pred ‘myth’

concord [num pl
gend m ]] [pred ‘legend’

concord [num pl
gend f ]]}

adj {[pred ‘Brazilian’] }
⎤⎥⎥⎥⎥⎦

This f-structure satisfies the following functional description of brasileiras.

(24) ((adj ↑)𝐶 concord num) = pl
((adj ↑)𝐶 concord gend) = f
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(adj ↑) refers in the normal way to the f-structure of the head, and the subscript𝐶 then makes sure we select the closest conjunct; if (adj ↑) was not a set, the
subscript 𝐶 would simply have no effect.

4.2 Information structure

Besides c-structure/linear order, information structure is also relevant for agree-
ment processes inmany languages, as discussed byDalrymple&Nikolaeva (2011).
In their architecture, discourse functions are modelled as features at s-structure
and can be accessed from the f-structure through the 𝜎-projection. Dalrymple &
Nikolaeva (2011: 123) provide the specification in (25) of the third person singular
topical oblique agreement marker in Itelmen.

(25) (↑ obl pers) = 3
(↑ obl num) = sg
((↑ obl)𝜎 df) = topic

More complicated patterns are also possible. Object agreement in Itelmen is only
optionally an indicator of the topicality of the object, but it does indicate that
there is no oblique topic. This is captured by the description in (26) of the first
person singular object agreement marker.

(26) (↑ obj pers) = 1
(↑ obj num) = sg¬[((↑ obl)𝜎 df) = topic]
(((↑ obj)𝜎 df) = topic)

In addition to precedence and information structure role, LFG analyses have
shown that agreement can be sensitive to other factors such as adjacency (direct
precedence) and various prominence hierarchies based on person and grammat-
ical functions. Broadwell et al. (2011) and Belyaev (2013) analyse such patterns in
Kaqchikel and Dargwa respectively and show how they be captured with LFG
augmented with Optimality Theory (OT).

5 Diachrony: grammatical and anaphoric agreement

It is a long-standing observation from comparative linguistics (Bopp 1933 [1857])
that agreement markers in predicate-argument structures (i.e. index agreement)
arise from incorporated pronouns. That is, we have an evolution from anaphoric
agreement with a dislocated noun phrase (The man, he came) to grammatical
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agreement (The man he-came). As pointed out by Bresnan & Mchombo (1987),
LFG is well placed to capture this development because (unlike what happens in
many other formal frameworks), pronouns and agreement markers are very sim-
ilar, yet also distinct in a way which generates clear predictions about differences
between anaphoric and grammatical agreement. In particular, incorporated pro-
nouns always introduce a semantic form (pred ‘pro’), while agreement markers
do not introduce a semantic form or do so only optionally (if the language allows
pro-drop). Otherwise, both agreement markers and incorporated pronouns in-
troduce the relevant agreement features. Bresnan & Mchombo (1987) argue that
in Chichewa, subject agreement is grammatical and obligatory whereas object
agreement is anaphoric and optional. They represent subject markers (SM) and
object markers (OM) with the lexical entries in (27).7

(27) SM- (↑ subj) = ↓
(↓ index) = 𝛼
((↓ pred) = ‘pro’)

OM- (↑ obj) = ↓
(↓ index) = 𝛼
(↓ pred) = ‘pro’

From a diachronic point of view, the subject marker and the object marker reflect
different points on a grammaticalization path from pronouns to agreement mor-
phology: the object marker has lost its c-structure independence, but is still in all
respects a pronoun at f-structure, contributing its own pred value. The subject
marker has evolved one step further in that the pred value contribution has be-
come optional. There is a clear connection between the formal representations at
the two stages, and the relation between them fits well with the intuitive notion
of “bleaching” or “loss of content” in grammaticalization processes.

At the same time, the subtle difference between the two representations, along
with some other independent properties of Chichewa, suffice to predict a number
of differences between subject and object agreement. First, because the Chichewa
sentence structure consists of a subject NP, a head-initial VP and a topic NP (in
any order), the NP object must appear directly after the verb (i.e. inside the VP)
whenever there is no object marker. When there is an object marker, however,
that marker is the actual object, whereas the apparent NP object is an anaphori-
cally linked topic, which can therefore appear anywhere in the clause.

7We adopt the convention of treating sublexical units such as the subject and object marker as
if they were nodes in a syntactic tree, with ↓ designating their own f-structure and ↑ that of
the lexical item they attach to, as is done also in the presentation in Bresnan et al. (2016).
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Second, because the object marker is a light (i.e. incorporated) anaphoric pro-
noun, it blocks the use of the independent pronoun in this function, with the
effect that the independent object pronoun is reserved for cases of focus and
contrastive topics.8 No such effect is found with the subject marker. Third, ob-
jects can be questioned in situ but only when there is no object marker. All these
predictions are borne out in Chichewa.

In sum, the LFG frameworkmakes it possible to understand fundamental differ-
ences between grammatical agreement with governed functions and anaphoric
agreement with discourse functions, while at the same time providing a plausible
diachronic pathway from the latter to the former, in line with what we observe in
language change. Notice that the analysis relies crucially on treating the subject
marker as ambiguous between a true pronoun (with a pred ‘pro’ feature) and an
agreement marker (without it). This holds for LFG analyses of pro-drop gener-
ally. Toivonen (2000) provides motivation for this kind of “lexical split” analysis
by pointing to the case of Finnish possessives, where the agreement marker and
the suffixal pronoun differ in other features as well. For more on the LFG analysis
of pro-drop, see Toivonen 2023 [this volume].

6 A role for feature sharing? – Agreement domains

In line with the general philosophy of LFG, the formalism itself does not in any
way constrain how agreement domains are defined. We could easily write con-
straints that would enforce purely linear agreement (e.g. agree with closest NP
irrespective of grammatical function) or agreement across unbounded domains
(e.g. agree with comp* subj). An advantage of this is that LFG has no problems
capturing surprising agreement relations such as those found in Archi, where
agreement targets include a mixed bag of a number of first person forms, some
adverbial elements, an emphatic particle and one postposition, which all agree
with the absolutive element in their clause. (28) shows how the lexical entry for
the first person dative pronoun looks according to Sadler (2016), assuming the
absolutive argument bears the grammatical function piv.

8Though as a reviewer remarks, this blocking effect is not formalized in Bresnan & Mchombo
(1987).
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(28) d-ez (↑ pred) = ‘pro’
(↑ num) = sg
(↑ pers) = 1
(↑ case) = dat
((PathOut ↑) piv gend) = ii
((PathOut ↑) piv num) = sg

That is, the first person dative pronoun agrees with a piv argument that is found
by first going up PathOut,which is defined as {subj|obj|obl|obl obj}. (29) shows
an example where a first person pronoun embedded in PP (obl obj) agrees with
the absolutive.

(29) Archi
d-ez
ii.sg-1sg.dat

χir
behind

d-e<r>qˁa-r-ši
ii.sg-<ipfv>go-ipfv-cvb

d-i
ii.sg-be.pres

‘She goes after me.’

The first person dative pronoun bears the noun class ii (essentially human fem-
inine) marker d- because it agrees with the absolutive argument she (only ex-
pressed through agreement on the verb), irrespective of the gender of the speaker.
The equation ((obl obj ↑) piv gend) = ii captures that. But the use of inside-
out functional uncertainties may be problematic in cases where it does not refer
uniquely because of structure sharing. More work is needed on this kind of com-
plex agreement paths.

The approach of Sadler (2016) can in principle be extended with paths that
cross clausal boundaries (so-called long distance agreement). However, the fact
that we canwrite such equations does not mean that we should. Locality of gram-
matical processes remains an important theoretical concern in LFG even if it is
not hardwired into the formalism. Haug&Nikitina (2015) argue that several cases
of so-called long distance agreement can be given a local treatment if the agree-
ment process is assumed to be structure-sharing. Their main example concerns
the so-called “dominant participle” construction in Latin,9 where a noun and a
participle form a non-finite clause which is headed by the participle but bears
the agreement features of the noun.

9Haug&Nikitina (2015) also argue that the same analysis maywork for long distance agreement
in Tsez, Passamaquoddy and Innu-Aimûn, which has been widely discussed in the generative
literature (Branigan & Mackenzie 2002, Bruening 2001, Polinsky & Potsdam 2001).
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(30) Latin
ne
lest

eum
him:acc

Lentulus
L.:nom;m

et
and

Cethegus
C.:nom;m

… deprehensi
captured:nom;m;pl

terrerent
frighten:impf;subj;3pl
‘lest the capture of Lentulus and Cethegus should frighten him’ (Sall., Cat
48.4)

According to the analysis in Haug & Nikitina (2015), Lentulus et Cethegus…depre-
hensi (‘that Lentulus and Cethegus were captured’) is a clause which acts as the
subject of the matrix verb terrerent. Yet unlike other clausal subjects in Latin, it
does not trigger default third person singular agreement on the predicate. Instead,
the matrix verb is plural, meaning that it either agrees with the embedded subject
Lentulus et Cethegus, or the plural feature of the embedded subject has somehow
been transferred to the predicate deprehensi.Deprehensi does bear morphological
plural marking, but on the standard, non-feature sharing approach to agreement
this feature would only be active in the subject (controller) position. If instead
we suppose that features in this kind of agreement are active in both the target
and the controller, the target may in turn serve as the controller for another
agreement process with the matrix verb as the target. This yields the f-structure
in (31).

(31) ⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘frighten〈subj,obj〉’
obj [pred ‘pro’]
subj

⎡⎢⎢⎢⎣
pred ‘be.captured〈subj〉’
agr

subj [pred ‘L.-and-C.’
agr ] ⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎦
Structure sharing agreement between Lentulus et Cethegus and deprehensi makes
the agreement features available in the f-structure which is subj agr relative to
the matrix verb, so that there can be normal predicate–subject agreement in the
matrix clause. In principle, that agreement could also be structure sharing, but
as the apparent long-distance agreement can only be positively demonstrated in
participial clauses, Haug & Nikitina (2015) remain agnostic on the matter. How-
ever, a similar feature-sharing account of agreement was extended to finite verb
agreement by Alsina &Vigo (2014, 2017). Interestingly, their arguments for adopt-
ing structure sharing are different: in some cases, such as copular inversion in
Catalan and raising constructions in Icelandic, the controller cannot be specified
lexically, but is determined by OT constraints over the global f-structure. This,
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they hold, argues for a view that targets and controllers lexically specify features
of their own agr and then OT constraints decide which agr structures should
be linked to each other. Finally, a feature sharing approach to agreement is also
adopted by Sadler (2019) to account for an adjectival construction in Modern
Standard Arabic where the target adjective agrees with two distinct controllers.

7 A challenge to symmetry: The Agreement Marking
Principle

Wechsler (2011) proposes the principle in (32), called theAgreement Marking Prin-
ciple.

(32) Agreement is driven by a syntactic feature of the controller, if the
controller has such a feature. If the controller lacks such a feature, then
the target agreement inflection is semantically interpreted as
characterizing the controller denotation.

With this principle, Wechsler seeks to explain so-called mixed agreement, i.e.
cases where a polite plural pronoun triggers plural agreement on the verb, but
singular agreement on some other target, e.g. a predicative adjective as in (33)
from French.

(33) French
Vous
you.pl

êtes
are.2pl

loyal.
loyal.m.sg

‘You (singular, formal, male) are loyal.’

This pattern follows from the Agreement Marking Principle on the assumption
that vous bears an index num pl feature that is able control index agreement
on the verb, but no concord num feature, which leaves the predicative adjective
without an agreement controller, thereby licensing semantic agreement. More-
over, the Agreement Marking Principle gives us an explanation of the so-called
“polite plural generalization”, that there are no languages10 with the opposite
pattern, i.e. where the polite plural pronoun triggers plural agreement on the ad-
jective but allows singular agreement on the verb, or more generally, following
Wechsler, on any target that has the person feature. This polite plural generaliza-
tion follows because pronouns by necessity have index features and any person
target must be an index target.

10See Wechsler (2011: Section 2.1) for the typological data.
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Formalizing the Agreement Marking Principle requires use of constraining
equations. Wechsler’s analysis of the French feminine definite article la is given
in (34), where female(↑𝜎 ) is a simplified representation for the relevant semantic
resource that will ensure that the referent is interpreted as female.

(34) la (↑ gend)=𝑐 f ∨ [female(↑𝜎 ) ∧¬ (↑ gend)]

The idea is that when la combines with a noun that is lexically specified as fem-
inine gender, such as sentinelle ‘sentry’, the feminine feature is not semantically
interpreted; but when it combines with a noun that does not have a gender fea-
ture, such as professeur, it will be interpreted semantically. However, this entails
a move away from the traditional symmetric approach to agreement in LFG to
the asymmetric approach associated with derivational syntax.

As pointed out by Wechsler, the Agreement Marking Principle is not in itself
a descriptive generalization, since the presence versus absence of a given agree-
ment feature on the controller NP is not always directly observable, but rather
depends upon the grammatical analysis of the NP. However, the radically sym-
metric nature of the standard LFG analysis allows for cases where there is no
controller NP at all. This is what we saw in the standard analysis of floruit in (6).
The lexical entry of the verb on the standard analysis will be as in (35).

(35) floruit (↑ pred) = ‘bloom<subj>’
(↑ subj case) = nom
(↑ subj num) = sg
(↑ subj pers) = 3
((↑ subj pred) = ‘pro’)

On the traditional LFG analysis, which also underlies the diachronic analysis of
anaphoric agreement discussed in Section 5, there simply is no controller: it is
constructed by the target. If we change (35) to interpret the number and per-
son agreement along the lines of the Agreement Marking Principle, we get (36),
where non-participant(↑𝜎 ) is shorthand for some semantic resource that en-
sures the subject referent is distinct from the discourse participants (speaker or
hearer).

(36) floruit (↑ pred) = ‘bloom〈subj〉’
(↑ subj case) = nom
(↑ subj pers)=𝑐 3 ∨ [non-participant(↑𝜎 ) ∧¬ (↑ subj pers)]
(↑ subj num)=𝑐 sg ∨ [non-participant(↑𝜎 ) ∧¬ (↑ subj num)]
((↑ subj pred) = ‘pro’)
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If we want to maintain the Agreement Marking Principle there are a number of
ways we can go. First, we can take (36) at face value and assume that since there
is no controller, the agreement features are interpreted semantically. This would
yield the prediction that in pro-drop structures, agreement features are always se-
mantically interpreted, which is a strong and quite probably false assumption.11

Second, we can exploit the fact that the LFG formalism cannot faithfully express
the Agreement Marking Principle as formulated in (32). (32) says that agreement
in some feature is syntactic, “if the controller has such a feature”. However, the
LFG formalism offers no way of checking where a feature originates. Constrain-
ing equations check whether some feature is present in the minimal solution to
the f-description, irrespective of where they originate. Therefore, we can add the
constructive equations (↑ subj person) = 3 and (↑ subj num) = sg to the optional
part of (36). This preserves the formalization of the Agreement Marking Princi-
ple, but arguably not its spirit, since the same lexical item provides both target
and controller features. Finally, we could envisage a c-structure controller (with
the appropriate features) in pro-drop structures, although this seems at oddswith
all standard assumptions of LFG.

In sum, it is not clear how to best integrate the Agreement Marking Principle
in LFG. More generally, symmetry between target and controller features does
important work in LFG’s traditional theory of agreement and it requires substan-
tial work to alter this fundamental setup.

8 Agreement and semantics

A general question which has not received much attention in the LFG literature
concerns how f-structure agreement features relate to the semantic content that
they (sometimes) encode. In the standard LFG architecture, levels of linguistic
description as found in the projection architecture are related by codescription,
where linguistic items simultaneously describe different structures, including
syntax and semantics. For example, the lexical entry for a singular noun might
look like (37), where 1(𝑥) is a cardinality test on the referent.

11In fact, a reviewer offers a counterexample from Spanish, where second person plural forms can
be used for very elevated addressees in a very formal register and crucially the interpretation
does not change whether the subject is expressed by means of the pronoun vos or is null:

(i) Spanish
(Vos)
you.pl

sois
are.2.pl

muy
very

bondadoso.
kind.m.sg

‘You (singular, formal, male) are very kind’
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(37) horse (↑ pred) = ‘horse’
(↑ index num) = sg
(↑ concord num) = sg𝜆𝑥.horse∗(𝑥) ∧ 1(𝑥) ∶ 𝑣 ⊸ 𝑟

This lexical entry simultaneously specifies syntactic singular number (in the
form of f-structure features) and semantic singular number (simplified as a car-
dinality check on 𝑥). On the alternative, so-called “description-by-analysis” ap-
proach (Halvorsen 1983), semantics is not cospecified together with syntax, but
is instead read off the constructed f-structure.

Although codescription is the standard, Andrews (2008) points to two prob-
lems for this approach, both having to do with agreement. The first and most ob-
vious problem is that in lexical entries like (37), there is no necessary connection
between the syntactic and semantic singular number features: yet outside the
limited class of pluralia tantum these are closely connected in a way we would
predict more clearly if we simply had semantics read the f-structure features.
There is to my knowledge no theory of how this connection would work in a
codescription approach, but it seems conceivable that the morphology-syntax
interface developed in Dalrymple et al. (2019: Chapter 12) could also take care of
the interface with semantics and restrict the mappings in a principled way.

The second problem for codescription, according to Andrews (2008), is that it
creates the need to decide which of the various lexical entries introducing a given
feature-value occurrence is the one that is introducing the semantic constructor.
This again relates to the question of symmetry or not between target and con-
troller features. Andrews considers an Italian example with possible pro-drop
(38).

(38) Italian
(le
the.fem.pl

ragazze)
girls.fem.pl

vengono
come.3pl

‘The girls/they are coming.’

If the subject is present, we presumably want the noun to introduce the plural
meaning constructor and the verb not to, but if the subject is omitted, then the
verb presumably provides the constructor. However, we already need to make
sure that the pred feature of the subject is instantiated only once, so it is not
clear that this is a deep problem, although as Andrews points out, it does open
the door to some stipulation.
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NP-internal agreement raises more tricky problems. As discussed by Belyaev
et al. (2015), there are languages where a plural head noun can take two coordi-
nated singular adjectives as modifiers, as in (39) from Russian.

(39) Russian
krasnyj
red.sg

i
and

belyj
white.sg

flagi
flag.pl

‘(the) red and (the) white flags’ [2 flags total: one red, one white]

Belyaev et al. (2015) call this pattern “resolving agreement”. On their analysis, it
has the f-structure in (40).12 Notice that this treats concord as non-distributive;
according to Belyaev et al. (2015) the distributivity of concord is subject to vari-
ation across languages, and even across different constructions within particular
languages.

(40) ⎡⎢⎢⎢⎢⎢⎢⎣
concord [num pl]
index [num pl]
conj and⎧⎨⎩⎡⎢⎢⎣

pred ‘flag’
concord [num sg]
adj {[pred ‘white’]}⎤⎥⎥⎦ ⎡⎢⎢⎣

pred ‘flag’
concord [num sg]
adj {[pred ‘red’]}⎤⎥⎥⎦⎫⎬⎭

⎤⎥⎥⎥⎥⎥⎥⎦
Belyaev et al. (2015) do not offer an explicit semantics in their account, but it is
clear that we will have to interpret agreement features from the target (the ad-
jectives) one way or another. Notice that the analysis does not provide an index
num sg feature on the conjuncts and it would not be trivial to get that. So on
a description by analysis approach, we need to interpret the concord num sg
features of the conjuncts, although concord features are normally understood
as meaningless. The (index) num pl feature of the whole noun phrase would be
superfluous but not harmful, just like in other cases of group formation from two
singular nouns.

On a codescription approach, we cannot directly exploit the fact that there
are two singular flags in the f-structure in (40). Instead it seems likely that the
lexical entry of the singular adjectives themselveswill introduce singular number
constraints. The special phrase structure rule for resolving agreement might also
play a role in constraining when an adjective’s number feature is interpreted, to

12See Belyaev et al. (2015) for the details of how this f-structure arises. In short, the relevant rule
for adjective coordination creates two incomplete (pred-less) NPs, to which each adjective
contributes their concord features, including singular number. The pred feature originating
in the noun is distributive and gets copied into each conjunct.

214



5 Agreement

avoid problems of interpreting adjective number features when they agree with
e.g. a plurale tantum.

We cannot address this issue in further detail here, but we can conclude that
in one way or another, the morphological singular feature that occurs on the
adjectives in (39) will have to be interpreted. Although details remain unclear,
this supports the general symmetric approach to agreement in LFG.

9 Summary

We have seen that the standard treatment of agreement in LFG relies heavily on
unification: the controller and the target co-specify a piece of functional struc-
ture. There is therefore symmetry between controller and target features, as both
contribute grammatical information on an equal footing. On the other hand, the
piece of functional structure that is co-specified is usually found only in the syn-
tactic position of the controller (except when feature sharing is assumed), ac-
counting for the directed nature of agreement. To account for certain phenomena
in coordination and with special lexical items, it has proven necessary to oper-
ate with two such positions (f-structure features), index and concord.While the
phenomenon of agreement is thus handled at f-structure, the projection architec-
ture makes it possible to model interactions with other aspects of grammatical
structure, notably c-structure and information structure, as has proven necessary
for several phenomena.

The symmetric but not feature sharing theory of agreement has proven suc-
cessful for example in accounting for the diachrony of agreement marking. Nev-
ertheless, there are some constructions that seem to suggest modifications of
the basic framework: long distance agreement across clause boundaries can be
analyzed as local agreement if we allow structure sharing at least for (some) in-
stances of concord agreement, whereas Wechsler’s Agreement Marking Princi-
ple suggests that target and controller features are not symmetric. On the other
hand, the semantic contribution that target features sometimes make seem to
support the traditional, symmetric analysis.
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Chapter 6

Case
Miriam Butt
University of Konstanz

This chapter surveys work on case within LFG, beginning with some of the earli-
est studies in Bresnan (1982). The chapter then moves on to cover the interaction
of Mapping Theory with case marking, Optimality Theoretic approaches to case
and the ideas articulated by Constructive Case. It closes with an outlook on more
recent analyses. While these recent analyses are couched within current LFG and
are applicable to a wider range of phenomena, they echo the basic insights of some
of the earliest approaches to case in that they essentially take a lexical semantic
view of case, but go beyond the lexicon and use LFG’s projection architecture to
chart the complex interaction between lexical, structural and semantic/pragmatic
factors exhibited by case markers crosslinguistically, including core case markers.
Examples in this chapter are drawn mainly from Australian, Scandinavian, and
South Asian languages.

1 Introduction

In LFG there is no one theory of case and so this chapter goes through a variety
of approaches. While the approaches differ formally and focus on a diverse set of
phenomena, they are unified by the same underlying sense of how case should be
analyzed. Case marking is seen as being closely connected to the identification of
grammatical relations (henceforth grammatical functions or gfs), but also to the
realization of lexical semantic information, such as experiencer or causer/causee
semantics, instruments, goals, locations, etc. Like any piece of morphological or
syntactic information, case is seen as contributing to the overall morphosyntac-
tic and semantic analysis of a clause. That is, case marking is taken to provide
important information about gf status (e.g., subj vs. obj vs. obj𝜃 or obl𝜃 ) and
about the lexical semantics of the arguments of a predicate. This can go so far as

Miriam Butt. 2023. Case. In Mary Dalrymple (ed.), Handbook of Lexical Func-
tional Grammar, 219–266. Berlin: Language Science Press. DOI: 10 . 5281 /
zenodo.10185944
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taking the form of ‘Constructive Case’ whereby the case marking is responsible
for the ‘creation’ or introduction of a particular gf into the syntax (Section 4). For
example, the ergative might come with the information that a subj must exist in
the clause and thus contribute a subj feature to the f-structure analysis.

The chapter begins with a look at the earliest treatments of case in LFG in
Section 2, which developed the basic insights informing later work. Casemarking
is modeled as a combination of syntactic and lexical semantic information and
plays a role in the mapping from semantic arguments to gfs. This is discussed
in Section 3, with Section 6 laying out the effects of case at the clausal semantic
level, i.e. in terms of telicity or partitivity andmodality. Case also appears to have
pragmatic impact in that it can express information structural meaning and can
be governed by information structural concerns.

With the rise of Optimality Theory (Prince & Smolensky 1993), influential
work by Aissen as well as Woolford sought to account for Differential Case
Marking (DCM) and other distributions of case via an Optimality Theory (OT)
approach (Aissen 1999, 2003, Woolford 2001). LFG took an early interest in the
possibilities of OT (Bresnan 2000) and as discussed in Section 5, this included
experimenting with OT for analyses of case.

Some of the material in this chapter has already been presented in Butt (2006)
and Butt (2008), particularly the description of Constructive Case and the map-
ping between semantic arguments and gfs. However, this contribution provides
a deeper look at case in early LFG and at case within approaches inspired by OT.
It also updates the discussion with respect to new proposals for mapping/link-
ing and ties the various facets of case marking together in a sketch for an overall
comprehensive approach in Section 7. Section 8 summarizes.

2 Early LFG

Some of the earliest LFG work included papers that were specifically devoted to
case. This section discusses the contributions by Neidle (1982), Andrews (1982)
and Mohanan (1982) on a diverse range of languages, namely Russian, Icelandic
and Malayalam, respectively.

2.1 Russian

Neidle (1982) looked at patterns of case agreement in Russian complements and
secondary predicates. In essence, Neidle’s overall approach to case did not dif-
fer much from what would have been standard assumptions at the time in that
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Neidle divides case into two broad categories: 1) structurally predictable case; 2)
lexically required case and exceptions. This bipartite distinction still underlies
most of the assumptions and theorizing on case in standard GB/Minimalist ap-
proaches, e.g., see Butt (2006), Bobaljik & Wurmbrand (2008) for overviews, and
is currently framed as an opposition between dependent vs. inherent case, e.g.,
Baker & Bobaljik (2017).

A special feature of Neidle’s approach is the adoption of Jakobson’s feature
decompositional approach to case (Jakobson 1936). Neidle also briefly touches on
the issue of genitive objects in Russian, which are introduced structurally in the
presence of negation andmore generally when the object is non-quantized. In the
latter case, the genitivemay be part of a Differential CaseMarking (DCM) pattern
by which the genitive is used for non-quantized objects and the accusative for
quantized objects, e.g., in verbs such as ‘demand’ (Neidle 1982: 400). Genitive
case is sometimes also required by the inherent lexical semantics of the verb
(e.g., ‘wish’).

Neidle does not quite integrate the quantizedness semantics into her account
and instead opts for a simple distinction between structural and inherent case.
Structural case is assigned via f(unctional)-structure annotations on c(onstituent)-
structure rules. For example, the annotations on an object obj and an indirect
object (termed obj2 in early LFG) might look as in (1), where the Jakobsonian-
inspired featural decomposition (−, −, +) corresponds to accusative whereas the
(+, −, +) corresponds to a dative.

(1) VP ⟶ V↑=↓ NP
(↑ obj)=↓

(↓ case)=(−, −, +) NP
(↑ obj2)=↓

(↓ case)=(+, −, +)
The structural case assignment is matched up with the functional information
gleaned from the morphological case marking on nouns, pronouns, adjectives,
etc. That is, if a phrase structure rule as in (1) calls for an accusative object, then
whatever noun or pronoun this NP is instantiated by needs to have accusative
morphology. Given this approach to structural case, the lexical entries for verbs
generally contain no information about case: as shown in (2), verbs specify the
type and number of the gfs that are expected (as per basic LFG theory), but do
not contain additional information about case.1

(2) %vstem V (↑ pred)=‘%vstem〈(↑ subj),(↑ obj)〉’
1The lexical entry in (2) has been adapted from the original with respect to how a verb stem is
represented. The % indicates a variable that can be filled by some value (Crouch et al. 2011). In
the lexical entry in (2), this might be the verb ‘kill’, for example.
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On the other hand, a specification for case marking is added to those verbal en-
tries where the case marking patterns are identifiable as being due to the seman-
tics of the verbs (e.g., ‘wish’). This is illustrated in (3), where the case information
corresponds to a genitive.2

(3) wish V (↑ pred)=‘wish〈(↑ subj),(↑ obj)〉’
(↑ obj case) = (−, +, +)

Effects of the genitive of negation are handled at the c-structural level, with the
rule introducing the negation also introducing information that triggers genitive
case on the object. The overall approach is thus one in which there is a complex
interaction between c-structural, morphological and lexical information. While
Neidle’s particular approach in terms of the Jakobsonian-inspired featural de-
composition of case was not taken up in LFG, the basic approach to modeling
the interplay between lexical semantics, phrase structure and morphological in-
formation continues to inform LFG.

2.2 Icelandic

As exemplified by Neidle’s approach, there has never been an assumption within
LFG that case should be associated strictly with one gf (or vice versa) or that
agreement and case should be inextricably bound up with one another. This is be-
cause of the very early recognition within LFG that in addition to non-accusative
objects such as those found in Russian: 1) non-nominative subjects also exist in
the world’s languages and thus need to be accounted for; 2) agreement does not
necessarily track subject status. This was famously established in the early days
of LFG with respect to Icelandic (Andrews 1976, Zaenen et al. 1985). In both of
the examples in (4) (based on Andrews 1982: 462–463) the dative argument can
be shown to be a subject via a battery of subject tests such as reflexivization,
control, subject-verb inversion, extraction from complement clauses and subject

2The explanation of Neidle’s approach here is designed to provide the essence of her ideas, not
the particulars. As such the lexical entry is simplified and as part of this simplification, the verb
stem has been given in English. The overall analysis Neidle proposes for Russian is complex in
its details and the interested reader is referred to the original paper both for more information
as to the feature decomposition approach to case and the details of the complex interaction
between morphology, c-structure and the lexicon that she maps out. However, as Neidle’s
paper is one of the earliest papers on LFG and the theory has developed since, particularly with
respect to approaches to morphology, attempting to provide more details as to her approach
as part of this chapter (as some reviewers have suggested) would lead us too far afield into a
comparison of early vs. current LFG.
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ellipsis. The example in (4b) additionally shows that agreement is not an indica-
tor of subjecthood in Icelandic since the third singular verb does not agree with
the first person singular subject.

(4) Icelandic
a. Barn-inu

child-def.dat
batnaði
recovered.from.3sg

veik-in.
disease-def.nom

‘The child recovered from the disease.’
b. Mér

I.dat
er
be.3sg

kalt.
cold

‘I am cold.’

Andrews (1982) also discusses instances of non-accusative objects3 and notes that
nominative objects are the rule in dative subject examples as in (4a). These and
other considerations lead Andrews to provide a rich and detailed analysis of the
case marking patterns in Icelandic as part of a longer paper on Icelandic syntax.

The overall approach to case is similar to that taken by Neidle, though the
formalization is quite different. Like Neidle, Andrews (1982) invokes Jakobson on
case, but does not adopt a feature decomposition approach. Rather, he builds on
Jakobson’s idea that the nominative should be analyzed as a default, unmarked
(almost non-case) in Indo-European. As a consequence, Andrews develops an
account by which nominative is assigned as a default case as part of the syntax
(c-structure rules) if no other case has been specified. Accusative is assigned to
objects as a default as well, but only in a structure where there is a nominative
subject. All other case marking is specified as part of the lexicon.

Andrews specifically notes that the choice of non-default case marking is not
arbitrary, but can be tied to semantic generalizations such as experiencer/per-
ception semantics, the semantics of verbs of lacking and wanting, etc. (Andrews
1982: 463). Essentially, non-nominative subjects all seem to mark non-agentivity
of one sort or another. However, despite a sense of systematicity underlying the
connection between semantics and case marking, Andrews decides that because
there is no invariant meaning one can assign to a case, a strategy of encoding
non-nominative subject (and non-accusative object) case as part of the lexicon
should be followed: “case selection is basically lexical and idiosyncratic, but sub-
ject to regularities keyed to the semantics of the matrix verb” (Andrews 1982:
464). As in Neidle’s approach, further structurally motivated instances of non-
default case marking are allowed. This is exemplified by structural genitives in

3Also see Svenonius (2002) for a more recent in-depth analysis of non-accusative object mark-
ing.
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Russian, and in Icelandic non-default case occurs in some instances of passiviza-
tion. Other case marking that goes beyond the core patterns is dealt with via
lexically (or otherwise) stipulated information.

Interestingly, Andrews’ basic approach foreshadows the notion of Dependent
Case (Marantz 2000, Baker 2015). This sees the central problem of case theory
as deciding on how to apportion structural case between two core argument
participants, with the case marking of one being dependent on the structure of
the other. So, if a subject is ergative, there are mechanisms in place which ensure
that the object is nominative/absolutive. This is similar (but not identical) to
Andrews’ treatment of nominative objects in the presence of dative subjects and
accusative objects in the presence of nominative subjects.

2.3 Malayalam

A different approach to case is taken byMohanan (1982). Working onMalayalam,
Mohanan entertains an approach pioneered by the Sanskrit grammarian Pāṇini
(Böhtlingk 1839–1840) and taken up by Ostler (1979). This holds that the distri-
bution of case can be expressed in terms of generalizations referring directly to
thematic/semantic roles. However, Mohanan shows that it is also necessary to
assume a structural level at which gfs are encoded in order to be able to prop-
erly account for the distribution of case in Malayalam. That is, the level of gfs
(f-structure) must mediate between the overt expression of case and the lexical
semantics of verbs. In line with Andrews’ findings for Icelandic, Mohanan es-
tablishes a systematic relationship between lexical semantics and case, but not a
one-to-one relationship. In a precursor to Mapping Theory (Section 3), Mohanan
proposes the principles in (5).4

(5) Principles of Case Interpretation
a. Intrepret accusative case as the direct object (obj).
b. Interpret dative case as either the indirect object (obj2) or the subject

(subj).
c. Interpret nominative case as either the subject (subj) or the direct ob-

ject (obj) if the NP is [−animate]; otherwise interpret nominative case
as the subject (subj).

There are several things to note about these principles. For one, they assume
that case marking plays a central role in the determination of gfs (rather than

4These have been simplified slightly with respect to the dative for ease of exposition.
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constituting features that must be spelled out, checked off or interpreted, as in
GB/Minimalist approaches, for instance). For another, the animacy condition in
(5c) constitutes an indirect analysis of the DCM phenomenon found in Malay-
alam whereby animate objects must be marked with the accusative.

The Principles of Case Interpretation are encoded in the grammar via f-struc-
tural annotations on c-structure rules which ensure that indirect objects are
dative, subjects are either nominative or dative and objects either accusative
or nominative. Mohanan is able to capture this space of possibilities elegantly
by also working with Jakobson’s case features. While the alternation between
nominative and accusative objects is taken to be governed by animacy (via well-
formedness checking at f-structure), no general principles for the appearance of
dative vs. nominative subjects are built into the system. Rather, like Neidle and
Andrews, Mohanan steers the licensing of dative subjects via lexical stipulation
in the verb’s entry, as shown in (6), taken fromMohanan (1982: 545). He classifies
both ‘sleep’ and ‘be hungry’ as intransitive experiencer verbs. The nominative
case on the subject of the verb ‘sleep’ is taken to follow from the general Prin-
ciples of Case Interpretation in conjunction with the functional annotations on
the c-structure rules. On the other hand, the verb ‘be hungry’ is lexically stipu-
lated to have a dative subject. The choice of dative vs. nominative subjects is thus
steered via the presence or absence of information found in the lexical entries.

(6) a. uraŋŋ V (↑ pred)=‘sleep〈 (↑ subj)
experiencer

〉’

b. wisākk V (↑ pred)=‘be hungry〈 (↑ subj)
experiencer

〉

Mohanan generally assumes that a verb’s lexical entry expresses both the the-
matic roles it takes and the grammatical relations that these correspond to, as
shown in (6) and (7). This is in line with early LFG approaches to predicate-
argument structure, which assumed a close connection between thematic roles
and gfs but did not yet articulate that relationship in any detail (cf. the contribu-
tions in Butt & King 2006 [1983]). The articulation of this relationship came with
the advent of linking (Section 3).

(7) ti̪nn V (↑ pred)=‘eat〈(↑ subj)
agent

, (↑ obj)
patient

〉’

LFG’s work on the linking or mapping between thematic roles and gfs in the
1980s and 1990s also entailed a closer look at the lexical semantics of verbs and
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verb classes, with detailedwork such as that by Jackendoff (1990) and Levin (1993)
providing inspiration. As such, the conclusions arrrived at by Mohanan that the
case patterns in Malayalam are too irregular to be governed by general princi-
ples deserve a second look from today’s perspective. Consider, for example, the
contrasts in (8) and (9), taken from Mohanan (1982: 540–541).5 Mohanan consid-
ers the verbs to “…presumably have the same thematic roles” (Mohanan 1982:
540), namely to all have experiencer arguments. However, the ‘became’ in (8a) is
rather more indicative of an undergoer/patient so this is more likely to be an un-
accusative, rather than an experiencer verb. This difference in lexical semantics
is likely to govern the difference in subject case so that experiencer semantics is
expressed via a dative subject while unaccusatives simply receive a nominative
subject by default.

(8) Malayalam
a. awaḷ

she.nom
taḷarn̪n̪u.
was tired

‘She became tired.’
b. awaḷ-kkə

she-dat
wisān̪n̪u.
hungered

‘She was hungry.’

Similarly, the contrast between (9a) and (9b) can potentially be explained by
(9b) involving a metaphorical location (‘happiness came to me’), which lends
itself to dative subjects, as argued for by a.o. Landau (2010) and suggested by Lo-
calist approaches to case and argument structure, e.g. Gruber (1965), Jackendoff
(1990).

(9) Malayalam
a. n̄aan

I.nom
san̪to̪oṣiccu.
was happy

‘I was happy.’
b. eni-kkə

I-dat
san̪to̪oṣam
happiness

wan̪n̪u.
came

‘I was happy.’

Contrasts such as in (9) are standardly and systematically found in South Asian
languages and they thus deserve a better explanation than being relegated to

5The glosses in these Malayalam examples provide slightly more detail than in the original.
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lexical stipulation. The same applies to contrasts as in (10), from Mohanan (1982:
542), where a difference in modality is expressed solely in terms of a difference
in case marking on the subject.

(10) Malayalam
a. kuṭṭi

child.nom
aanaye
elephant.acc

ṇuḷḷ-aṇam.
pinch-mod

‘The child must pinch the elephant.’
b. kuṭṭi-kkə

child-dat
aanaye
elephant.acc

ṇuḷḷ-aṇam.
pinch-mod

‘The child wants to pinch the elephant.’

Mohanan again resorts to lexical stipulation to model the two different readings
(permission vs. promise), but given that these types of contrasts are also widely
found in other SouthAsian languages (Butt &Ahmed Khan 2011, Bhatt et al. 2011),
again a more principled analysis is in order (see Section 7).

3 Mapping Theory

Over time, the understanding of case and its relationship with predicate argu-
ments deepened and LFG developed a dedicated Mapping Theory to model and
explain the systematicity found across a typologically diverse set of languages.
A subset of the semantics associated with case has thus by now been covered by
this more principled account of the relationship between lexical semantics and
gfs. This section briefly charts the development of Mapping Theory from early
ideas and formulations to today’s standard instantiation, focusing particularly
on the role of case. The reader is referred to Findlay et al. 2023 [this volume] for
a fuller discussion of Mapping Theory and more recent developments.

3.1 Association Principles with case

It is perhaps no accident that the beginnings of LFG’s Mapping Theory were first
articulated with respect to Icelandic (Zaenen et al. 1985) — a language with ro-
bust case marking that attracted intense linguistic interest in the 1980s because
of its demonstrated use of non-nominative subjects (Andrews 1976). Zaenen et al.
(1985) present a detailed study of the interaction between Icelandic case and gfs,
which bears similarities to the approaches sketched in the previous section. How-
ever, the Icelandic Association Principles formulated by Zaenen et al. (1985) in
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(11) contrast with Mohanan’s principles for Malayalam. Where Mohanan linked
case directly to gfs, Zaenen et al. (1985) postulate a complex interrelationship
between case, thematic roles and gfs. Another feature of the principles is that
they include universal as well as language-specific postulations, as can be seen
via a comparison of Icelandic and German, for which Zaenen et al. (1985) provide
a comparative analysis.

(11) Icelandic Association Principles

1. agents are linked to subj. (Universal)
2. Casemarked themes are assigned to the lowest available gf.

(Language Specific)
3. If there is only one thematic role, it is assigned to subj; if there are

two, they are assigned to subj and obj; if there are three, they are
assigned to subj, obj, 2obj.6 This principle applies after principle 2
and after the assignment of restricted gfs. (Universal)

4. Default Case-Marking: the highest available gf is assigned nom
case, the next highest acc. (Universal)

(12) German Association Principles

1. agents are linked to subj. (Universal)
2. Casemarked thematic roles are assigned to 2obj. (Language

Specific)
3. If there is only one thematic role, it is assigned to subj; if there are

two, they are assigned to subj and obj; if there are three, they are
assigned to subj, obj, 2obj. This principle applies after principle 2
and after the assignment of restricted gfs. (Universal)

4. Default Case-Marking: the highest available gf is assigned nom
case, the next highest acc. (Universal)

Like the 1982 approaches of Neidle, Mohanan and Andrews, Zaenen et al. (1985)
rely on a mix of universal and structurally determined case assignment (default
nominative on subjects and accusative on objects), language-specific rules and
lexically stipulated case marking patterns. However, Zaenen et al. (1985) differ
significantly from Andrews’ approach to Icelandic in that they include thematic
roles in the statement of generalizations and associate case as one of several fea-
tures with a given gf. Andrews, on the other hand, argued for the use of a “com-
posite function” in which gf and case information are welded together to provide

6This corresponds to OBJ𝜃 within later LFG approaches.
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differentiation among gfs. So for example, one could have a subj dat vs. a subj
acc or obj acc. These composite functions were licensed by a complex interplay
between f-structure annotations and lexical specifications. Over time, Zaenen et
al.’s technically simpler but architecturally more complex approach was adopted
as the standard way of thinking about Icelandic case marking patterns within
LFG.

3.2 Argument structure

We here illustrate Zaenen et al.’s system by way of the example in (13) (Zaenen
et al. 1985: 470). The Icelandic verb óska ‘to wish’ is ditransitive, but the goal
argument (‘her’ in 13) is optional.

(13) Icelandic
þú
you

hefur
have

óskað
wished

(henni)
her.dat

þess
this.gen

‘You have wished this on/for her.’

The genitive and dative on the theme and goal arguments, respectively, are en-
coded as part of the lexical entry of the verb, as shown in (14). Note that this
lexical entry differs from those encountered in the 1982 papers in that Zaenen et
al. (1985: 465) “postulate a level of representation at which the valency of a verb
is determined and its arguments can be distinguished in terms of thematic roles.”
The encoding of the number and type of arguments of a verb via a separate level
of argument structure was due to a forceful demonstration by Rappaport (2006
[1983]) with respect to derived nominals that argument structure needed to be
posited as an independent level of representation.7

(14) óska: < agent theme (goal)>
[+gen] [+dat]

a. subj 2obj obj
b. subj obj

[+nom]

The thematic roles in the verb’s argument structure are linked to gfs via the Asso-
ciation Principles in (11). The agent is linked to subj and receives nominative case
via the universal principles in 1 and 4. When the goal argument is present, the

7See Chomsky (1970) for similar conclusions with respect to nominalizations, which led to a
general understanding of argument structure as a separate level of representation, currently
often realized as vP in Minimalist approaches to syntax.
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case marked theme is assigned to the lowest available gf (Principle 2, language-
specific), which is the secondary object. That leaves the goal argument to be
assigned to the obj, since by Principle 3 (universal) if there are three thematic
roles, they need to be assigned to subj, obj and 2obj. In this case subj and 2obj
have already been assigned, leaving only obj.

When the goal argument is not present, the agent is again linked to subj and
receives nominative case via the universal principles in 1 and 4. But this time
the genitive case marked theme is assigned to obj as the lowest available gf, as
shown in (14b). The status of obj is significant as it is this argument that can be
realized as a subject under passivization. The lexically determined case marking
is also significant, as these cases tend to be retained in constructions like the
passive, as shown in (15) (Zaenen et al. 1985: 471).

(15) Icelandic
a. þess

this.gen
var
was

óskað
wished

(*henni)
her.dat

‘This was wished.’
b. Henni

her.dat
var
was

óskað
wished

þess
this.gen

‘She was wished this.’

Today’s standard Mapping Theory relates gfs to thematic roles via two ab-
stract linking features, [±𝑜](bjective) and [±𝑟](estrictive), by which both the-
matic roles and gfs can be classified (Bresnan & Zaenen 1990, Bresnan 2001, Butt
2006). Additionally, a number of principles govern the association of gfs and
thematic roles. These principles were worked out on the basis of a wide range
of data, including Bantu, Germanic and Romance. LFG’s Mapping Theory can
account for a wide range of argument changing operations such as locative in-
version, causativization, passives (argument deletion) or applicatives (argument
addition), e.g. see Levin (1987), Alsina & Mchombo (1993), Bresnan & Kanerva
(1989), Bresnan & Moshi (1990), Alsina & Joshi (1991).

Based on his work with Romance languages (mainly Catalan), Alsina (1996)
proposed an alternative version of Mapping Theory and in recent years, Kibort
has worked out a revised version, which abstracts away from the use of thematic
roles, instead working with abstract argument positions and a complex interplay
between syntax and semantics (Kibort 2007, 2013, 2014, Kibort & Maling 2015).
This chapter does not delve further into the details of linking as the role of case
in most versions of linking has stayed much as it was in Zaenen et al.’s analysis
of Icelandic: an extra piece of information that helps determine the mapping
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between gfs and thematic roles and that needs to be accounted for as part of the
mapping between argument structure and gfs. See Butt (2006) and Findlay et al.
2023 [this volume] for overview discussions.

However, we will include a discussion of Schätzle (2018) in Section 6, as she
works with Kibort’s revised version of linking, and develops an event-based the-
ory of linking for an analysis of the historical rise and spread of dative subjects
in Icelandic (yes — again Icelandic!).

3.3 Quirky case

Before moving away from the early LFG approaches to case and linking, this sec-
tion takes a look at a significant concept that also resulted from the concentrated
work on Icelandic: lexically inherent or quirky case. The data from Icelandic and
other languages support a distinction between at least two types of case assign-
ment/licensing. In the papers discussed so far, this was thought of as a distinction
between structurally assigned and “lexically inherent” case. The latter also came
to be known as “quirky case”.

However, the anchoring of casemarking information in lexical entries together
with the term “quirky” suggests a random lawlessness that must be idiosyncrat-
ically stipulated as part of lexical entries. This view on non-default case has be-
come widely accepted within linguistics, but lacks empirical support. As already
noted by Andrews (1982) for Icelandic, for example, and confirmed by the data
and analyses in Zaenen et al.’s paper, the correlation between thematic role and
case marking in Icelandic is actually quite regular in that the “quirky” cases are
generally regularly associated with a given thematic role. There seem to be only
very few instances of truly idiosyncratic case marking that do not follow from
general semantic principles.

Van Valin (1991) explicitly revisited the Zaenen et al. paper andmade this point,
working out an alternative analysis within Role and Reference Grammar (RRG).
Van Valin (1991) takes an event-based approach, working with differences be-
tween Vendlerian states, activities, achievements and accomplishments in com-
bination with a macro-role approach to the arguments of a predicate. The paper
mainly focuses on dative arguments, whereby dative case is assigned to those
arguments which cannot be assigned a macro-role (either actor or undergoer).
Dative arguments thus constitute the ‘elsewhere’ case and do not need to be lex-
ically encoded/stipulated. Van Valin does not explicitly address the other types
of non-default case marking.

Although Van Valin frees dative marked arguments from being lexically stip-
ulated, he also essentially works with a bipartite system: case marking which is
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determined systematically via reference to macro-roles vs. case marking that is
idiosyncratic. However, the empirical evidence supports a tripartite, rather than
a bipartite approach to case: 1) structural case (e.g., nominative/accusative), 2)
semantically conditioned case; 3) idiosyncratic case. Despite the empirical evi-
dence for a tripartite view, this approach constitutes an exception rather than
the rule in the literature. Versions of a tripartite view of case marking have been
argued for by Donohue (2004) and Woolford (2006), for example. Within LFG
this view was first clearly articulated by Butt & King (2004), see Section 7.

4 Constructive case

In this section we turn to a very different type of case marking, namely a phe-
nomenon that has come to be known as case stacking, illustrated in (16). Within
LFG, Nordlinger (1998, 2000) took on this phenomenonwith respect to Australian
languages and proposed a strongly lexicalist analysis in which the case markers
themselves contribute information about the gfs of a clause.

(16) Martuthunira (Dench 1995: 60)
Ngayu
I.nom

nhawu-lha
saw-pst

ngurnu
that.acc

tharnta-a
euro-acc

mirtily-marta-a
joey-prop-acc

thara-ngka-marta-a.
pouch-loc-prop-acc
‘I saw the euro with a joey in (its) pouch.’

In (16) the main predicate is ‘see’, which takes a nominative subject (‘I’) and an
accusative object, ‘euro’ (a type of kangaroo). The clause also contains two mod-
ifying NPs, ‘joey’ (a baby kangaroo) and ‘pouch’. The accusative on these nouns
signifies that they modify the obj ‘euro’, the proprietive shows that these are
part of a possessive or accompanying relation to another word and the locative
on ‘pouch’ signals that this is the location of the joey. The f-structure in (17)
shows these dependency relations among the NPs.
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(17) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘see〈subj,obj〉’

subj
⎡⎢⎢⎢⎣
pred ‘pro’
num sg
pers 1
case nom

⎤⎥⎥⎥⎦

obj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘euro’
pers 3
num sg
case acc

adjunct

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘joey’
pers 3
num sg
case prop

adjunct

⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
pred ‘pouch’
pers 3
num sg
case loc

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
tense pst
mood indicative

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
None of this case marking by itself is out of the ordinary. What is special is the

ability of languages like Martuthunira to stack cases on top of one another. In a
language like Martuthunira that has fairly free word order, this stacked marking
of dependents unambiguously indicates which elements belong to which other
elements syntactically (see Butt 2000 for some discussion).

The individual case markers could be dealt with straightforwardly by a mix
of structural and lexically inherent case, as had been done in the past. However,
the case stacking is a different matter. It is not particularly feasible to stipulate
all possible case stacking patterns in the lexical entries of the verbs. This kind of
“anticipatory” case marking would lead to an unwanted proliferation of disjunc-
tions in the verbal lexicon. Given that Martuthunira has fairly free word order,
trying to write rules in the syntax that would anticipate all possible patterns
of case stacking would result in an unwieldy and uninsightful treatment of the
phenomenon.

Instead, Nordlinger’s solution is to see case morphology as being constructive
in the sense that a case marker comes with information as to what type of gf
it is expecting to mark. Formally, this is accomplished via inside-out functional
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designation (Dalrymple 1993, 2001), as illustrated in the (sub)lexical entries for
the case markers in (18). The first line in each of the entries is standard: each
case marker specifies that the attribute case is assigned a certain value (ergative,
accusative, etc.). This ensures that whatever constituent carries the case marker
will be analyzed as ergative, or accusative, or locative, etc.

The second line in each entry has the ↑ behind the gf rather than in front of
it, signaling inside-out functional designation (Belyaev 2023: Section 3.2.4 [this
volume]). This has the effect of adding a constraint on the type of gf the case
marker can be associated with. In (18) the effect is that the ergative is constrained
to appear within a subj, the accusative within an obj, etc.8

(18) a. ergative: (↑ case) = erg
(subj ↑)

b. accusative: (↑ case) = acc
(obj ↑)

c. locative: (↑ case) = loc
(adjunct ↑)

b. proprietive: (↑ case) = prop
(adjunct ↑)

Nordlinger works on the Australian language Wambaya and develops an analy-
sis of the complex interaction betweenmorphology and syntax that characterizes
case stacking. Reproducing the entire analysis including an explanation of Wam-
baya morphosyntax goes far beyond the limited space available in a handbook
article: this section therefore stays with the Martuthunira example for purposes
of illustrating the general idea behind constructive case.

For the sake of concreteness, this section assumes a view of the morphology-
syntax interface in which sublexical items are produced by rules which are anal-
ogous to phrase structure rules. This is the approach generally adopted in the
ParGram grammar development world (Butt et al. 1999) and as such is useful for
a concrete illustration. Note, however, that current LFG literature differs on as-
sumptions as to the morphology-syntax interface. The illustration here adopts
the general architecture articulated in Dalrymple (2015).

8Andrews (1996) also takes on case stacking and also uses LFG’s inside-out functionality. How-
ever, his focus is on the interaction between morphology and syntax, rather than on case per
se.
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To begin with, let us consider the partial f-structure resulting from just the
information on ‘pouch’ shown in (19). The stacked case marking on this noun
not only provides information on the case of the noun (the innermost case mor-
phology), it also “anticipates” the larger structure it will be embedded in. The
preds of that larger structure will be filled in as part of the overall annotated
c-structural analysis, with the partial f-structures corresponding to each of the
nouns (and the verb) unifying into the full f-structure in (17).

(19) ⎡⎢⎢⎢⎢⎢⎣
obj

⎡⎢⎢⎢⎢⎢⎣
case acc

adjunct

⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎢⎣
case prop

adjunct
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
case loc
pred ‘pouch’
num sg
pers 3

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎦
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎦

Recall that the inside-out function designation only serves as a constraint on f-
structure. That, is the information found on ‘pouch’ postulates that there should
be an obj into which it can be embedded. This condition will only be fulfilled if
such an obj ends up being introduced somewhere so the actual introduction of
the obj thus needs to come from some other part of the syntax or lexicon.

For purposes of illustration, let us assume a (simplified) phrase structure rule
for clauses as in (20), which reflects the tendency in Australian languages for a
(finite) verb to be in second position and models the general free word order for
Australian languages. We can thus have one gf or an adjunct introduced by the
xp before the verb and any gf or adjuncts after the verb. Note that “gfs-adj” is
a template that is expandable as in (21). Similarly, xps could be expanded to a
number of different phrase structure categories, including nps.

(20) S ⟶ XP
@gfs-adj

V↑=↓ XP*
@gfs-adj

(21) gf-adjs = { (↑ subj) = ↓ | (↑ obj) = ↓ | (↑ obl𝜃 ) = ↓| (↑ obj𝜃 ) = ↓ | ↓ ∈ (↑adjunct)}
Since most of the action takes place in the morphological component in Mar-
tuthunira, let us take a look at a possible sublexical structure (for a discussion
of sublexical structure and sublexical rules, see Belyaev 2023: 2.2 [this volume]).
In (22) the N expands into a set of sublexical categories, marked with a + for
ease of exposition. In our example, we have a noun stem that can combine with
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a case marker, yielding a sublexical N (+N). This can combine with further case
markers, as shown in (22), finally yielding an N.9

(22) N

+N
gfs-adj

+N
gfs-adj

+Nstem↑= ↓
thara

+Case
(↑ case loc) = ↓
(adjunct ↑)

ngka

+Case
(↑ case prop) = ↓

(adjunct ↑)
marta

+Case
(↑ case acc) = ↓

(obj ↑)
a

The inside-out functional designation on ngka, for example, requires that this be
part of an adjunct. This is only a constraint and as such does not “construct” the
adjunct per se. However, taken together with the space of possibilties licensed
by the functional annotations on the mother +N node, the inside-out designation
has the effect of selecting exactly the adjunct among the space of possibilities
provided by the expansion of gfs-adj in (21) and thus, in effect, serving to “con-
struct” this gf by way of the sublexical specification on the case marker.

The same formal effect is found with the accusative marker — here the govern-
ing gf is constrained to be an obj and this causes the obj option to be selected
from the set of possibilities in (21), but this time they are selected from the func-
tional annotations on the xp in rule (20), which is instantiated by an np and
expands into the N in (22).

Overall, taking together the functional annotations in the phrase structural
and the sublexical space within the N leads us to the f-structure in (19). This par-
tial f-structure can then be unified straightforwardly with information coming
from other parts of the clause via the standard unification mechanism in LFG.
For example, the unification of (19) with the partial f-structure corresponding to
the word mirtily-marta-a ‘joey-prop-acc’ shown in (23) results in the unified f-
structure in (24). This unification takes placewith respect to the information com-

9Of course, the possible space of combinations in the morphological component must be con-
strained and this can be done quite simply by writing suitable sublexical rules, but describing
all the details here would take us too far afield.
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ing from the other words in the clause as well, resulting in the final f-structural
analysis in (17).

(23) ⎡⎢⎢⎢⎢⎣obj
⎡⎢⎢⎢⎢⎣
case acc

adjunct
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
case prop
pred ‘joey’
num sg
pers 3

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦

(24) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
obj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

case acc

adjunct

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

case prop
pred ‘joey’
num sg
pers 3

adjunct
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
case loc
pred ‘pouch’
num sg
pers 3

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Nordlinger’s constructive case idea thus establishes case marking as carrying

important information for the overall clausal analysis and invests case markers
with (sub)lexically contributed information. Because the gf specifications on the
case markers clearly signal which parts of the clause belong together, effects of
free word order are accounted for automatically. For example, the discontinuous
constituents, as illustrated in the Wambaya example in (25), can be treated very
naturally. As sketched above for Martuthunira, each word in the clause produces
a partial f-structure. These partial f-structures are then unified with others to pro-
duce the overall analysis, with the particular position in the clause or adjacency
not mattering for the f-structural analysis. What matters is the compatibility of
the information coming from the various bits and pieces of the clause, which
means that discontinunous constituents which are each marked as ergative will
end up being unifed under the same gf at f-structure, in this case the ergative
subject.

(25) Wambaya (Nordlinger 1998: 96)
galalarrinyi-ni
dog.i-erg

gini-ng-a
3sg.m.a-1.o-nfut

dawu
bite

bugayini-ni
big.i-erg

‘The big dog bit me.’

Butt & King (1991, 2004) take a similarly constructive approach to case in ad-
dressing the casemarking and freeword order patterns of Urdu and they combine
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this with a theory of linking. This is discussed in Section 7. Before moving on to
this and some further aspects governing the distribution of case from an LFG
perspective, we however first delve into the insights offered by an adoption of
Optimality Theory into LFG.

5 Optimality-Theoretic approaches

Optimality Theory (OT) was originally formulated with respect to phonological
phenomena (Prince & Smolensky 1993, Kager 1999), but quickly found its way
into syntactic work (Grimshaw 1997) and analyses of case patterns (Legendre
et al. 2000). OT assumes an architecture by which several input candidates are
generated by a given grammar. These input candidates are subject to a series
of ranked constraints and result in just one of the candidates being picked as
the most “optimal”, i.e. as the resulting surface string. This version of OT is es-
sentially focused on production, but a bidirectional version of OT, which could
take both the production and the comprehension perspective into account, has
been formulated as well (Blutner 2000, Dekker & von Rooy 2000). Constraints
are assumed to be universally applicable across all languages, but the rankings of
the constraints may differ, giving rise to language-particular patterns (see Kuhn
2023 [this volume] for an overview).

Bresnan (2000) introduced a version of OT that is compatible with LFG, argu-
ing for the merits of this approach. Within OT-LFG, the input to an evaluation
by OT constraints is assumed to be f-structure and c-structure pairings and the
task of the OT constraints is to pick out the most optimal pairing. Work on case
within OT-LFG has generally built on Bresnan’s blueprint as well as the notions
introduced by bidirectional OT.

5.1 Harmonic Alignment and DCM

OT-LFG work on case also made crucial use of the ideas in Aissen’s seminal OT
papers (Aissen 1999, 2003), in which she proposes a series of typologically mo-
tivated “Harmonic Alignment Scales” to account for DCM. For example, Aissen
works with Silverstein’s famous person and animacy hierarchy with respect to
split ergativity (Silverstein 1976). She distills his and other insights found in the
literature into three universal prominence scales shown in (27). These scales are
applied to DCM, for example, with respect to differential subject marking of the
type illustrated in (26) for Punjabi. In Punjabi third person subjects, but not first
or second person subjects, may be overtly marked with ergative case.
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(26) Punjabi
a. mɛ̃

pron.1.sg.f/m
bɑkra
goat.m.sg.nom

vech-i-a
sell-pst-m.sg

‘I (male or female) sold the goat.’
b. o=ne

pron.3.sg.f/m=erg
bɑkra
goat.m.sg.nom

vech-i-a
sell-pst-m.sg

‘He/She sold the goat.’

(27) Thematic Role Scale: Agent > Patient
Relational Scale: Subject > Non-subject
Person Scale: Local Person (1st&2nd) > 3rd Person

The three separate preference scales interact across languages. Within OT this
interaction is modeled via the concept of Harmonic Alignment (Prince & Smolen-
sky 1993), by which each element of a scale is associated with an element of
another scale, going from right to left. The Harmonic Alignment of just the Rela-
tional and the Person scale in (27) is shown in the second column in (28) (Aissen
1999: 681). The third column in (28) shows the OT constraints derived from the
Harmonic Alignment of the two scales. The constraints are arrrived at by in-
terpreting the ranked elements in the Harmonic Alignment as situations which
should be avoided, whereby lower ranked elements are the ones to be avoided
more strongly than a higher ranked element. So in column 2 the ‘x ≻ y’ means
‘x is less marked/more harmonic than y’, and in column 3 the ‘x ≫ y’ means that
the x constraint is ranked higher, i.e., is stronger, than the y constraint.

(28) Scales Harmonic Alignment Constraint Alignment
Local > 3 Su/Local ≻ Su/3 *Su/3 ≫ *Su/Local
Su > Non-Su Non-Su/3 ≻ Non-Su/Local *Non-Su/Local ≫ *Non-Su/3

Constraints within OT are understood to interact with a notion of markedness,
with constraints conspiring to work towards unmarked situations and against
marked situations. The Harmonic Aligment scales above state that 1st and 2nd
person subjects are less marked than 3rd person subjects and that 3rd person non-
subjects are less marked than 1st or 2nd person non-subjects (as per typological
observations). Under the assumption that overt case is used to flag those NPs
which are marked in some way, these scales and the constraints derived from
them correctly predict that ergative case is more likely to occur on 3rd person
subjects (the more marked situation), rather than on 1st person subjects. And this
is indeed what is observed in Punjabi (26) and crosslinguistically.
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Aissen derives another set of constraints targeting the realization of case on
objects, and these are provided in (29). She uses these constraints to provide an
analysis of well-known Differential Object Marking (DOM) phenomena, such as
the definiteness and specificity effects discussed for Turkish by Enç (1991); see
also Butt (2006) for an overview discussion.

(29) Relational Scale: Subject > Non-subject
Animacy Scale: Human > Animate > Inanimate
Definiteness Scale: Pronoun > Proper Name > Definite >

Indefinite Specific > Nonspecific

Again, these relational scales are based on crosslinguistic observations. We have
already seen animacy playing a role in Malayalam case assignment (Section 2).
This feature, along with others, also plays a role in Indo-Aryan case marking, as
illustrated via the specificity alternation (see 31 for an example).

5.2 OT-LFG and case

Working broadly within OT-LFG, Deo & Sharma (2006) take on the interaction
between verb agreement and “core” case marking (ergative, accusative and nom-
inative) on subjects and objects in a range of Indo-Aryan languages. The pat-
terns are complex, but Deo and Sharma identify a set of generally applicable
constraints whose variable ranking accounts for the patterns they find across
Indo-Aryan and with respect to dialectal variation. In this, they build on Aissen’s
work, which is geared mostly towards accounting for the overt morphological re-
alization of case, and combine this with arguments and proposals by Woolford
(2001), who focuses more on the abstract realization of case.

Asudeh (2001) contributes to discussions on OT and case by taking on the
question of how optionality should be dealt with within OT. This is an interest-
ing problem as OT assumes there should be exactly one optimal candidate, not
two or more. Asudeh focuses on data from Marathi as compiled by Joshi (1993),
who shows that certain verb classes (mostly involving datives) allow for variable
linking. In (30), for example, either one of the arguments could be linked to subj,
and the other is then linked to obj.

(30) Marathi
sumaa-laa
Suma-dat

ek
one

pustak
book.nom

milaale
got

‘Suma got a book.’
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In order to account for this type of undisputed optionality in linking possibilities
in Marathi, Asudeh makes use of the stochastic version of OT (Boersma 2000),
which allows for the ranking of constraints on a continuous rather than a discrete
scale and thus provides a way of allowing for optionality. Building on Joshi’s
original analysis, Asudeh works with Proto-Roles (see Section 6) to steer case
assignment and takes up bidirectional OT in the discussion of OT approaches to
optionality and, by extension, ambiguity.

Lee (2001a,b) focuses on word order freezing problems in two languages that
otherwise allow fairly free scrambling of major constituents: Hindi and Korean.
For example, in Hindi subjects and objects can in principle occur in any order, as
illustrated by (31), in which the object is overtly marked as accusative, expressing
specificity on the object.

(31) Hindi
a. pɑtthɑr

stone.nom
botɑl=ko
bottle=acc

toḍ-e-g-a
break.3.sg-fut-m.sg

‘The stone will break the (particular) bottle.’
b. botɑl=ko

bottle=acc
pɑtthɑr
stone.nom

toḍ-e-g-a
break.3.sg-fut-m.sg

‘The stone will break the (particular) bottle.’

However, when both arguments have the same case marking the clause-initial
argument must be interpreted as the subject, as illustrated in (32). This situation
occurs when the object is also nominative (and thus non-specific in this Hindi
DOM phenomenon) and if all else is equal, e.g., both arguments are equally non-
animate as in (32).

(32) Hindi
a. pɑtthɑr

stone.nom
botɑl
bottle.nom

toḍ-e-g-a
break.3.sg-fut-m.sg

‘The stone will break a/the bottle.’
b. botɑl

bottle.nom
pɑtthɑr
stone.nom

toḍ-e-g-a
break.3.sg-fut-m.sg

‘The bottle will break a/the stone.’

Lee works with notions of markedness in conjunction with bidirectional OT con-
straints tomodel phenomena such as these. The idea is that constraints from both
the production and the comprehension side conspire together to allow for only
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clause-initial subjects in situations like (32) and that this working together of con-
straints makes visible the fact that unmarked word order in Hindi and Korean is
SOV (“emergence of the unmarked”).

Word order inHindi andKorean has been shown to be associatedwith informa-
tion structural effects and Lee’s work accordingly includes a larger treatment of
word order in terms of information structure. Lee proposes OT constraints which
model the interaction of case marking, word order and discourse functions (e.g.,
topic and focus).

Like Lee, Dalrymple & Nikolaeva (2011) identify information structure as play-
ing a central role in case marking phenomena. Unlike Lee, Dalrymple & Niko-
laeva (2011) see the notion of topicality being directly linked to case marking and
the innovation of case marking. Dalrymple & Nikolaeva (2011) take on DOM in
a large swathe of languages and argue that the OT approaches to case pioneered
by Aissen do not go deep enough and that information structural concerns must
be taken to play a central role. They develop an alternative LFG analysis which
uses LFG’s projection architecture to model a complex interaction between c-
structure, f-structure, i(nformation)-structure and semantic interpretation. The
semantic component is modeled via glue semantics, see Asudeh 2023 [this vol-
ume]. Dalrymple & Nikolaeva (2011) analyze a large variety of DOM in very
different languages from this clausal semantic perspective on case. In more re-
cent work, Donohue (2020) analyzes the case marking system of Fore, a Papuan
language, by building on OT-LFG, Aissen’s prominence scales and the bidirec-
tional OT approach to case pioneered by Lee (2001a,b). The account focuses on
instances of word order freezing and, more generally, on the strategies for case
disambiguation found in Fore.

6 Clausal vs. lexical perspectives

LFG’s original approach to linking, argument alternations and valency changing
relations such as passives, applicatives or causatives was formulated to apply en-
tirely within the lexicon, in keeping with LFG’s primarily lexical perspective on
syntax, cf. Findlay et al. 2023 [this volume] and Section 3 of this chapter. Mo-
hanan (1994), Butt (1995) and Alsina (1996) established that this lexical version of
linking could not account for argument structure phenemona found with syntac-
tically formed complex predicates. As a consequence, linking within LFG is no
longer confined to apply within the lexicon.

In addition to this basic insight into the domain of linking, there is another
dimension to the lexical vs. clausal divide which is relevant for an understanding
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of case. Case is classically understood as marking the relationship between a
head and its dependents (Blake 2001). This relationship can be expressed entirely
lexically. But, as we have already seen, case expresses muchmore than specifying
how a dependent is related to a head/predicate. Section 5 on OT showed that
case regularly marks degrees of agentivity, animacy and referentiality across a
wide range of languages. Dalrymple &Nikolaeva (2011) furthermore conclusively
demonstrate that information structure plays a large role in the development
and structure of case systems, and we saw in the examples from Malayalam in
(10) that case can be used to express modality. These semantic reflexes of case
marking necessarily need to be taken into account, with Dalrymple & Nikolaeva
(2011) rightly criticizing the existing OT accounts for being inherently too limited
to provide a full account of the empirically attested patterns.

One underlying reason for this limitation is that while the OT accounts make
reference to semantic concepts, they are primarily concerned with accounting
for a structural relationship between the two core arguments of a clause (gener-
ally the subj and obj) and the alternations found in case marking on these two
core arguments. An approach to case which allows for the systematic expression
of semantic dimensions in conjunction with structural considerations has been
articulated clearly by Butt & King (2003, 2004) and has been recently extended in
Schätzle (2018) and Beck & Butt (2024). As discussed in Section 7, this approach is
quite complex and builds on a number of important semantic insights and formal
ingredients. These are presented as part of this section.

6.1 Proto-roles

Classic LFG’s Mapping Theory works with thematic roles such as agent, patient,
goal, etc. The use of such thematic role labels has repeatedly been shown to be
problematic, with Grimshaw (1990) advocating for an approach that separates
out arguments slots from semantic content and Dowty (1991) instead proposing
to see predicate arguments as a collection of semantic entailments from which
prototypical Agent vs. Patient roles can be defined. Van Valin (1991) and Van
Valin & LaPolla (1997) propose a similar approach whereby the Macro-Roles Ac-
tor vs. Undergoer are defined on the basis of event-based properties (e.g., activi-
ties vs. results).

Taking these observations and proposals on board, Kibort has formulated a
new version of LFG’s Mapping Theory in a series of papers (Kibort 2007, 2013,
2014, Kibort & Maling 2015). This revised version adopts Grimshaw’s idea of sep-
arating out argument slots from semantic content, but does not incorporate a no-
tion of Proto-Roles. However, the idea of Proto-Roles has been adopted within
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LFG in a variety of other work, e.g., Alsina (1996), Asudeh (2001) and perhaps
most significantly, by Zaenen (1993).

Zaenen shows how Dowty’s collection of Proto-Agent vs. Proto-Patient se-
mantic entailments as shown in (33) can be mapped onto LFG’s existing Map-
ping Theory, which uses the features [±𝑜, 𝑟] to relate gfs and thematic roles (see
Findlay et al. 2023 [this volume]). Zaenen’s principles are shown in (34). These
principles interact with other principles of LFG’s Mapping Theory to ensure that
[−𝑜] marked participants are realized either as subj or an obl, [+𝑜] marked par-
ticipants are linked to an obj or an obj𝜃 , etc.
(33) Proto-Role Entailments

Proto-Agent Properties
a. volitional involvement in the event or state

(Ex.: Kim in Kim is ignoring Sandy.)
b. sentience (and/or perception)

(Ex.: Kim in Kim sees/fears Sandy.)
c. causing an event or change of state in another participant

(Ex.: loneliness in Loneliness causes unhappiness.)
d. movement (relative to the position of another participant)

(Ex.: tumbleweed in The tumbleweed passed the rock.)
e. (exists independently of the event named by the verb)

(Ex.: Kim in Kim needs a new car.)

Proto-Patient Properties
a. undergoes change of state

(Ex.: cake in Kim baked a cake., error in Kim erased the error.)
b. incremental theme

(Ex.: apple in Kim ate the apple.)
c. causally affected by another participant

(Ex.: Sandy in Kim kicked Sandy.)
d. stationary relative to movement of another participant

(Ex.: rock in The tumbleweed passed the rock.)
e. (does not exist independently of the event, or not at all)

(Ex.: house in Kim built a house.)

(34) Association of Features with Participants (Zaenen 1993:150,152)

1. If a participant has more patient properties than agent properties, it
is marked [−𝑟].
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2. If a participant has more agent properties than patient properties it
is marked [−𝑜].

3. If a participant has an equal number of properties, it is marked [−𝑟].
4. If a participant has neither agent nor patient properties, it is marked

[−𝑜].
Neither Kibort nor Zaenen deals with case marking per se. Zaenen applies her
formalism to Dutch, which does not exhibit case. Kibort works with Slavic lan-
guages and Icelandic, which do have case, but she treats case as a piece of infor-
mation which informs the linking, rather than as a phenomenon that needs to
be explained. In contrast, Schätzle (2018) explicitly works on case and combines
Kibort’s revised linking theory with Zaenen’s integration of Proto-Roles for her
analysis of the diachronic trajectory of Icelandic dative subjects, see Section 7.

6.2 Clausal semantics

The idea of Proto-Roles can in principle be applied within the lexicon to refer to
the lexical semantics of the predicate. However, properties such as undergoing
a change of state, being an incremental theme or attaining an endpoint along
a path have by now been firmly established as resulting out of an interaction
of the semantics of the Proto-Patient argument with the semantics of the event
described by the verb (e.g., Krifka 1992, Verkuyl 1993). The quantizedness of the
Proto-Patient argument has been shown to be crucial in determining the telicity
of an event; more recently the effect is referred to in terms of scalarity (Hay et al.
1999, Kennedy & Levin 2008). The DCM alternation in (35) provides a represen-
tative example of this phenomenon in Finnish (also recall the Russian genitive
alternation with respect to quantizedness discussed by Neidle, Section 2) When
‘bear’ is accusative, it definitely undergoes a change of state (dies) and the entire
event is telic. In contrast, when one wishes to express that the intended endpoint
of the action was not achieved, ‘bear’ appears in the partitive.

(35) Finnish
a. Ammu-i-n

shoot-pst-1sg
karhu-n
bear-acc

‘I shot the/a bear.’ (Kiparsky 1998: 267)
b. Ammu-i-n

shoot-pst-1sg
karhu-a
bear-part

‘I shot at the/a bear (bear is not dead).’ (Kiparsky 1998: 267)
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Ramchand (1997) discusses the Finnish data along with Scottish Gaelic alter-
nations as in (36) and (37). She analyzes the differences in terms of boundedness.
The alternation in (36) is essentially parallel to the Finnish example in (35). The
alternation in (37) presents an interestingly different situation, but one that can
also be analyzed in terms of boundedness: it expresses the difference between
wanting something (unbounded) and getting it (bounded).

(36) Scottish Gaelic
a. tha

be.prs
Calum
Calum

air
asp

na
the

craobhan
trees.dir

a
oagr

ghearradh
cut.vn

‘Calum has cut the trees.’
b. tha

be.prs
Calum
Calum

a’
asp

ghearradh
cut.vn

nan
the

craobhan
trees.gen

‘Calum is cutting the trees (no tree has
necessarily been cut yet).’

(37) Scottish Gaelic
a. tha

be.prs
mi
I

air
asp

am
the

ball
ball.dir

iarraidh
want.vn

‘I have acquired the ball.’
b. tha

be.prs
mi
I

ag
asp

iarraidh
want.vn

a’bhuill
the ball.gen

‘I want the ball.’

Ramchand (2008) extends and refines her analysis so that events are seen as be-
ing built up out of a tripartite structure consisting of an init(iation) subevent,
a proc(ess) subevent and a res(ult) subevent. This tripartite structure contrasts
with the more common bipartite approach found in the majority of event-based
approaches to linking. For example, Jackendoff (1990) assumes a basic cause-
become (init-res) relationship and makes provisions for activity verbs (proc), but
does not combine all three subevent types into one tripartite template (see Levin
& Rappaport Hovav 2005 for an overview), Ramchand demonstrates that her sys-
tem works for a number of varied phenomena across languages and it has been
adopted within LFG by Schätzle (2018) and Beck & Butt (2024), as discussed in
the next section.
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7 A comprehensive theory

This section first introduces an overall framework for case as developed by Butt
and King in various papers (Section 7.1) and then goes on to look at the relation-
ship between case and the theory of linking developed by Schätzle (2018) and
Beck & Butt (2024) in Section 7.2.

7.1 Types of case

Butt & King (2003, 2004) develop a theory of case that allows for four basic types:
1) structural case; 2) default case; 3) semantic case; 4) idiosyncratic case. This
categorization differs significantly from other theories of case and is explained in
some detail via examples in the next subsections. Notably, Butt and King’s notion
of semantic case is often conflated with idiosyncratic case in other theories and
referred to as just one category of quirky/inherent case. Butt and King, on the
other hand, argue that the two types need to be separated out for an effective
understanding of case systems. Butt and King also define structural case as being
that type of casewhich is only due to purely structural factors. Themost common
type of case marking in their system is that of semantic case, which exhibits a
mix of systematic semantic and structural factors. Crucially, Butt and King center
their analysis around an explanation of case alternations (including dcm) and
consequently dub their theory Differential Case Theory or dct. Butt and King
illustrate their analyses mainly with respect to Urdu, but also include data from
Georgian.

7.1.1 Semantic case: Mix of structure and semantics

Urdu has a complex system of case marking. Most of the case marking involves
a mixture of structural and semantic factors as illustrated by the core examples
in (38) and (39). Overt case marking generally takes the form of case clitics (see
Butt & Ahmed Khan (2011) for a history of the development of case marking in
Urdu) and the absence of any case marking is glossed as nominative (Mohanan
1994). The ergative is required with (di)transitive agentive verbs when the verb
morphology is perfective, see (38a) vs. (38b). The accusative ko and the null nom-
inative engage in dom, with the accusative expressing specificity (Butt 1993) and
generally required on animate objects, see (38a,b) vs. (38c).10

10Agreement in Urdu/Hindi works as follows. The verb will only agree with a nominative (un-
marked) argument. If the subj is unmarked, the verb agrees with this (38b), else the verb agrees
with obj if that is unmarked (38a). If neither the subj or the obj is available for agreement, the
verb defaults to a masculine singular form, as in (38c). See Mohanan (1994) for a comprehen-
sive discussion and Butt (2014) and references therein for information about verb agreement
beyond the simple clause.
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(38) Urdu
a. nadya=ne

Nadya.f.sg=erg
gaṛi
car.f.sg.nom

cɑla-yi
drive-pfv.f.sg

hɛ
be.prs.3.sg

‘Nadya has driven a car.’
b. nadya

Nadya.f.sg.nom
gaṛi
car.f.sg.nom

cɑla-ti
drive-ipfv.f.sg

hɛ
be.prs.3.sg

‘Nadya drives a car.’
c. nadya=ne

Nadya.f.sg=erg
gaṛi=ko
car.f.sg=acc

cɑla-ya
drive-pfv.m.sg

hɛ
be.prs.3.sg

‘Nadya has driven the car.’

The Urdu ergative and accusative are structural in that they can only appear
on subjects and objects, respectively. However, they are also semantically con-
strained in that they express object referentiality and animacy (accusative) and
subject agentivity. The latter is illustrated by (39) where the presence of the erga-
tive case on an unergative verb yields an ‘on purpose’ reading that is absent when
the subject is nominative.

(39) Urdu
a. ram

Ram.m.sg.nom
khãs-a
cough-pfv.m.sg

‘Ram coughed.’ (Tuite et al. 1985: 264)
b. ram=ne

Ram.m.sg=erg
khãs-a
cough-pfv.m.sg

‘Ram coughed (on purpose).’ (Tuite et al. 1985: 264)

Most case markers in Urdu exhibit this mix of structural and semantic properties
and fall under the category of semantic case in dct.

Butt and King model semantic case via an essentially lexical semantic ap-
proach to case in that they associate the relevant information directly with the
case marker, specifying both the gf the case marker is compatible with and any
attendant semantic information. This is illustrated for the accusative in (40).

(40) ko (↑ case) = acc
(obj ↑)
(↑specificity) = +

Butt and King’s approach uses inside-out functional designation like Nordlin-
ger’s Constructive Case approach (Section 4) and bears similarities to that ap-
proach in that case markers are taken to contribute to the overall analysis of the
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clause with information that goes beyond just the statement of what type of case
is involved.11 However, the approach goes beyond Constructive Case in provid-
ing a more complete view on the interaction between the lexical semantics of a
verb, case semantics and structural case requirements.

7.1.2 Structural case

Examples of structural case tend to be restricted. In Urdu, an example of a purely
structural case is the genitive in NPs, such as in (41), taken from Bögel & Butt
(2012).

(41) Urdu
pakıstan=ki
Pakistan=gen.f.sg

hυkumɑt
government.f.sg

‘The government of Pakistan’

Genitive within NPs is assigned on purely structural grounds – there are no par-
ticular semantics associated with it. As in the early LFG approaches (Section 2)
this type of case is therefore assigned only on the basis of c-structure configura-
tion, by means of f-structure annotations on the appropriate c-structure nodes.
An example, based on Bögel & Butt (2012), is provided in (42).

(42) NP

KPposs
(↑ poss)= ↓

NP↑= ↓
N↑= ↓

pakıstan

Kposs
(↓ case) = gen

ki

NP↑= ↓
N↑= ↓

hυkumɑt

11Butt & King (2003, 2004) build on initial proposals by Butt & King (1991), foreshadowing Nord-
linger’s (1998) ideas on Constructive Case.
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7.1.3 Reassessment of quirky case

Butt and King’s category of semantic case separates out those case marking pat-
terns which are associated with systematic semantic import from truly idiosyn-
cratic case marking that needs to be stipulated (mostly as part of lexical entries).
The dative is a prime example for a type of case that is often analyzed as an
instance of quirky/inherent/idiosyncratic case despite the fact that it is demon-
strably and very systematically associated with a certain semantic import (cf. the
discussions in Section 2 and Section 3 above).

In Urdu the dative is also realized by the clitic ko. In its function as a dative,
the ko can appear on indirect goal objects as in (43) and on experiencer subjects,
as shown in (44).

(43) Urdu
nadya=ne
Nadya.f=erg

bılli=ko
cat.f.sg=dat

dud
milk.m.nom

di-ya
give-pfv.m.sg

hɛ
be.prs.3.sg

‘Nadya has given milk to the cat.’

(44) Urdu
nadya=ko
Nadya.f.sg=dat

ḍɑr
fear.m.sg.nom

lɑg-a
be attached-pfv.m.sg

‘Nadya was afraid.’ (lit. Fear is attached to Nadya.)

The dative alternates systematically with the ergative to express a contrast in
agentivity, with the dative signaling reduced agency, generally giving rise to ex-
periencer semantics as in (44) and (45a), but also to deontic modality as in (46a).

(45) Urdu
a. nadya=ko

Nadya.f.sg=dat
kɑhani
story.f.sg.nom

yad
memory

a-yi
come-pfv.f.sg

‘Nadya remembered the story.’
b. nadya=ne

Nadya.f.sg=erg
kɑhani
story.f.sg.nom

yad
memory

k-i
do-pfv.f.sg

‘Nadya remembered the story (actively).’

(46) Urdu
a. nadya=ko

Nadya.f.sg=dat
zu
zoo.m.sg.obl

ja-na
go-inf.m.sg

hɛ
be.prs.3.sg

‘Nadya has/wants to go to the zoo.’
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b. nadya=ne
Nadya.f.sg=erg

zu
zoo.m.sg.obl

ja-na
go-inf.m.sg

hɛ
be.prs.3.sg

‘Nadya wants to go to the zoo.’

The systematic dative-ergative alternation as well as the tie in to modality in-
dicates that these case patterns are not exclusively due to the lexically speci-
fied inherent semantics of a verb, but that the information associated with the
case marker is making a significant contribution to the overall semantics of the
clause. Generally, the dative marks goal arguments, whether these be recipients
(43) or experiencers (44). In a very systematic alternation with the ergative, the
dative signals reduced agentivity. The dative and its attendant signaling of re-
duced agency is pressed into service in the expression of modality in Urdu more
generally, see Bhatt et al. (2011) for an overview of modals in Urdu/Hindi. The
Urdu dative ko is thus also analyzed as an instance of semantic case in dct.

7.1.4 Idiosyncratic case

Idiosyncratic case is the type of case where no systematic generalizations, either
of a structural or of a semantic kind, can be found. This is what distinguishes
idiosyncratic case from both semantic and structural case. Instances of idiosyn-
cratic case are typically due to diachronic developments that render the origi-
nal reason for the case marking opaque, or which result in morphophonological
changes that cause the case markers themselves to change and to be reclassified.

An example of truly idiosyncratic marking in Urdu is shown in (47). Recall
that Urdu requires the ergative on subjects of agentive transitive perfect verbs.
However, while the verb ‘bring’ in (47) falls into this category, its subject is nom-
inative.

(47) nadya
Nadya.f.sg.nom

kıtab
book.f.sg.nom

la-yi
bring-pfv.f.sg

‘Nadya brought a book.’

There are no other straightforwardly agentive transitive verbs which behave like
this, so this exceptional and idiosyncratic nominative case must be stipulated as
part of the lexical entry of la ‘bring’. Another exceptional verb is bol ‘speak’,
which is unergative and should therefore allow for an ergative subject in the
perfective, but does not.
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7.1.5 Default case

Finally, Butt andKing also provide for default casemarking. Default casemarking
occurs when an NP is not already specified for a case feature via some part of the
grammar (lexicon, syntax). In languages which require all NPs to be case marked,
suchNPs receive a default case. In Urdu the default case is the phonologically null
nominative, which can only appear on subjects and objects. Default case can be
assured via well-formedness statements in the functional annotations on the NP
node at c-structure, as shown in (48).

(48) 1. Well-formedness principle: NP: (↑ case)
2. Default: (↑ subj case)=nom
3. Default: (↑ obj case)=nom

These rules constrain every NP to be associated with a case feature and to
make sure that subjects and objects are assigned nominative case in the absence
of any other specification. Basically the annotations check if there is a case fea-
ture realized. If not, then nominative is assigned by default. This type of if-then
realization of functional annotations is slightly more complex than illustrated in
(48), which is kept simple for purposes of illustration. A full implementation can
be found in the Urdu ParGram grammar (Butt & King 2002, Bögel et al. 2009).

7.2 Event-based linking

The theory in Section 7.1 as to the types of case that must be accounted for does
not make reference to linking. However, a theory of linking is clearly also needed
as it determines how the event semantics of a verb plays out in terms of syntac-
tic valency and case marking. We saw in Section 6 that an event-based approach
is necessary for an understanding of dcm patterns (e.g., for telicity or bounded-
ness/scalarity more generally). An event-based approach is also what underlies
the generally accepted ideas behind Dowty’s Proto-Roles or Van Valin’s Macro-
Roles, as the prototypical Agent/Patient properties are defined in terms of how
the participant is related to the event being described (change of state is being
effected, one participant is stationary with respect to another participant, etc.).

Event-based approaches to linking are common (e.g., Jackendoff 1990, Van
Valin & LaPolla 1997, Rappaport Hovav & Levin 1998, Croft 2012, see Levin &
Rappaport Hovav (2005) for an overview), but are employed within LFG only
in a subset of linking approaches. This occurs either indirectly via the incor-
poration of a notion of Proto-Roles, or explicitly in adaptations of Jackendoff’s
Lexical-Conceptual Structures, as done by Butt (1995).

252



6 Case

Kibort’s revised version of Mapping Theory improves on the classic version
of mapping within LFG by separating out argument slots from semantic content
and formulating new mapping principles that make reference to semantics (Ki-
bort 2014). However, semantic principles are made use of only occasionally and
relatively indirectly.

Schätzle (2018) bases herself on Kibort’s revised Mapping Theory but brings in
semantic information explicitly on several dimensions. Importantly, she adopts
Ramchand’s (2008) tripartite division of events into three types of subevents:
init(iation), proc(ess), res(ult). This event semantic dimension is used to derive
Proto-Role properties and these in turn are used to determine the linking be-
tween argument slots and gfs. Schätzle also integrates a Figure/Ground dimen-
sion. This is intended to do justice to the information-structural effects found
with respect to case. However, she does not need the full-fledged representation
of information-structure developed by Dalrymple & Nikolaeva (2011), instead
adopting the basic Figure/Ground distinction first developed by Talmy (1978).

Schätzle’s basic system is illustrated below with respect to the Icelandic ex-
ample in (49), which is taken from Beck & Butt (2024) and represents a revised
version of the original in Schätzle (2018).

(49) Gunnar
Gunnar.nom

fann
find.pst.3sg

seint
late

hrossin
horse.pl.def.acc

um
during

daginn
day.def.acc

‘Gunnar found the horses late during the day.’
(IcePaHC, 1400.GUNNAR.NAR-SAG,.281)

init proc res rh

find < x_𝐺𝑢𝑛𝑛𝑎𝑟 x_ℎ𝑜𝑟𝑠𝑒𝑠 >
figure ground

P-A:***, P-P:* P-P:**
subj obj

nominative accusative

The main predicate here is finna ‘find’, which expresses a dynamic event. The
event consists of an initiation of the event, a process duringwhich the event takes
place and a result. The initiator of the event is ‘Gunnar’ so this role is linked to
the init subevent. The initiator is also the participant involved in the event as it
unfolds, so is also linked to the proc subevent. The ‘horses’ argument is linked to
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the result subevent as finding the horses represents the successful culmination
of the event. As a sentient initiator that is also the Figure of the clause, Gunnar
thus picks up three Proto-Agent (P-A) properties (sentience, init, Figure). As an
undergoer of a process, Gunnar receives one Proto-Patient (P-P) property (the
occurrence and number of Proto-Role properties is indicated via the number of
of ‘*’ on the features P-A and P-P). The ‘horses’ argument is the Ground and the
resultee and as such picks up two Proto-Patient properties and no Proto-Agent
properties. The participant with the most Proto-Agent properties is linked to the
subj, leaving the horses to be linked to obj. The case marking on the subj and
obj in this case is an instance of default case: the subject is nominative and the
object is accusative in the absence of any other specification.

Schätzle (2018) is primarily concerned with investigating the diachronic in-
crease in the occurrence of dative subjects in Icelandic. Using corpus linguistic
methodology, she pinpoints the lexicalization of former middles as experiencer
verbs as a major reason for the increased use of dative subjects in Icelandic. One
of the verbs that has undergone such lexicalization is the verb finna ‘find’, fea-
tured in (49). This was reanalyzed as a stative experiencer and raising predicate
via middle formation with the middle morpheme -st in the history of Icelandic
and came to mean ‘find, feel, think, seem’.

Schätzle (2018) shows how this process of reanalysis can be understood as
a form of locative inversion. There are several steps to this posited diachronic
change. First, consider the linking configuration for the middle version of the ex-
ample in (49), as shown in (50). Under middle formation, finna becomes finna-st,
meaning ‘be found, meet’, and the initiation subevent is absent for the purposes
of linking. The middle predication essentially describes a result, which is that
there are found horses.

(50) The horses were found at the lake.

init proc res rh (loc)

find𝑚𝑖𝑑𝑑𝑙𝑒 < x_ℎ𝑜𝑟𝑠𝑒𝑠 x_𝑙𝑎𝑘𝑒 >
figure ground

P-A:*, P-P:* P-P:*
subj obl

nominative dative
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Schätzle also adopts Ramchand’s (2008) notion of a rh(eme). A rheme serves
as a complement slot that modifies the core predication. In (50) this rheme slot
is occupied by the locative ‘at the lake’. Rhemes are generally not compatible
with the Figure role: they provide a Ground argument. So in (50) ‘horses’ acts
as the Figure, picking up one Proto-Agent property. This argument is linked to
the result subevent, which yields one Proto-Patient property. The horses thus
have more Proto-Agent properties (one) than the lake (none) and so the horses
are linked to subj. The rheme is also a locative and this configuration yields a
linking to obl. The subj is nominative per default, and the obl is marked with
the Icelandic spatial dative.

The configuration in (50) in fact very closely resembles that of a straightfor-
wardly stative predication, which is also one possible interpretation of the mid-
dle form of ‘find’. In this case it means something along the lines of ‘be situated/
located’. Schätzle posits that in this case the original result participant is inter-
preted as the holder of a state. The holder of a state is linked to the init subevent
in Ramchand’s system. As shown in (51), there is no change in the overall linking
configuration and the attendent case marking, but there is a change in the inter-
pretation of the event semantics: (51) shows a stative predication rather than the
result part of a dynamic event.

(51) The horses were (located/situated) at the lake.

init (holder) rh

find𝑚𝑖𝑑𝑑𝑙𝑒 (stative) < x_ℎ𝑜𝑟𝑠𝑒𝑠 x_𝑙𝑎𝑘𝑒 >
figure ground

P-A:*, P-P:* P-P:*
subj obl

nominative dative

Schätzle postulates that over time, this type of stative predication via mid-
dle formation led to lexicalized experiencer predicates as in (52), where finna
means ‘feel’. These experiencer predicates feature a dative subj synchronically
and Schätzle proposes that the dative subj is the result of a flip in the linking
relation that occurred when the Ground argument is sentient, as shown in the
linking configurations in (52). The first configuration corresponds to a literal loca-
tive reading of ‘The night was found at him.’ and shows the same relations as in
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(51), just with a sentient Ground. But this small difference results in an equal dis-
tribution of Proto-Role properties across the two event participants. This taken
together with a crosslinguistic preference for sentient participants to be inter-
preted as a Figure rather than as a Ground leads to an unstable linking configu-
ration.

(52) og
and

fannst
feel.pst.mid.3sg

honum
he.dat

nótt.
night.nom

‘and he felt the night.’
(IcePaHC, 1861.ORRUSTA.NAR-FIC,.1670)

init (holder) rh

find𝑚𝑖𝑑𝑑𝑙𝑒 < x_𝑛𝑖𝑔ℎ𝑡 x_ℎ𝑒 >
figure ground

P-A:*, P-P:* P-A:*,P-P:*
subj obl

nominative dative

init (holder) rh

feel < x_ℎ𝑒 x_𝑛𝑖𝑔ℎ𝑡 >
figure ground

P-A:**, P-P:* P-P:*
subj obj

dative nominative
This unstable linking configuration can be resolved by flipping the Figure/

Ground relations and associating the sentient argument with the holder of the
state, as shown in the lower linking configuration. With this simple configur-
ational change, the sentient argument now picks up two Proto-Agent properties
(Figure and sentience), and one Proto-Patient property as a holder of a state. The
other argument receives only one Proto-Patient property as the Ground. The
overall effect is that the sentient argument is now linked to subj, the other (non-
spatial) argument to obj. The originally spatial dative marking is retained on the
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newly minted subj and feeds into a general pattern of dative marked experiencer
subjects in the language.

Beck & Butt (2024) use the same analysis of locative inversion to account for
patterns of dative subjects in Indo-Aryan. Their approach also provides an ac-
count for the Marathi optional dative subjects discussed by Asudeh (2001) and
in Section 5 of this chapter. In Beck and Butt’s account the observed optionality
is attributed to an unstable linking configuration of the type shown in the upper
part of (52). This leads to an optionality that is slowly resolved over time in favor
of a dative subject constellation as shown in the lower part of (52). Deo (2003)
shows that this is the change that is indeed happening in Marathi, verb class by
verb class, verb by verb.

Overall, in this event-based approach to linking, case is matched with certain
linking configurations. For example, in Icelandic and Marathi, the holder of a
state as in the lower linking configuration in (52) must systematically be associ-
ated with a dative and this expresses experiencer semantics.

8 Summary

This chapter has surveyed LFGwork on case from some of the earliest LFG papers
to some of the most recent developments. The LFG perspective, particularly with
respect to Icelandic, was instrumental in establishing a basic division between
structural and lexically specified case, where the latter also came to be known
as ‘quirky’ case. Later work put the relationship between predicate arguments
and gf on a more systematic footing via the formulation of Mapping Theory.
Case was always relevant for Mapping, but not integrated into the theory itself.
The event-based linking developed by Schätzle (2018) and Beck & Butt (2024)
offers a more natural way of integrating case information, while also building
on Kibort’s revised Mapping Theory and allowing for an integration of Proto-
Role properties. The integration of such Proto-Role properties into accounts of
case and linking has been experimented with in a number of ways within LFG
over the years, especially in terms of work done within OT-LFG.

Butt and King formulate a theory of case, which distinguishes between four
types of case: 1) structural, 2) default, 3) semantically generalizable and 4) id-
iosyncratic. Their notion of semantic case centrally applies to core arguments of
a verb and includes accounts of Differential Case Marking, including modality.
Case markers are considered to have their own lexical entries and to be associ-
ated with syntactic and semantic information which contributes to the overall
syntactic and semantics analysis of the clause. This is in line with Nordlinger’s
idea of Constructive Case, which can additionally account for case stacking.
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This chapter has not included a comparison of LFG with other theories. In
terms of linking, LFG employs a distinct version, but the essence of, and the
insights behind, linking have very much in common with other theories of the
interface between lexical semantics and syntax. The same is true for the OT-
LFG approaches to case, which build directly on mainstream OT insights and
proposals. However, as far as I am aware, the idea of Constructive Case and the
four-way distinction between different types of case is unique to LFG.

Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

a agent
asp aspectual marker
dir directional
I class I
mid middle
mod modal

o object
oagr object agreement
part partitive
pron pronoun
prop proprietive
vn verbal noun
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Chapter 7

Complex predicates
Avery D. Andrews
The Australian National University

This chapter surveys LFG work on a somewhat diverse collection of constructions
often called complex predicate constructions, which can be broadly characterized
by saying that the number of superficially apparent predicates is arguably different
from that of actual predicates, either because two apparent predicates can be ar-
gued to have combined into one, or one apparent predicate with an affix is actually
two predicates. Some of these constructions are also called Reanalysis, Restructur-
ing, Clause Union or Light Verb Constructions, others are often called Serial Verb
Constructions. Here we discuss the main analyses of these that have appeared in
LFG, giving an overview of the sorts of criteria and analyses that have appeared in
the LFG literature.

1 Introduction

The term complex predicate has been widely and rather loosely applied to a
variety of constructions where for some reason it appears that two predicates
that might be regarded as independent are behaving as one. This happens in
multiple ways, with the result that the term has been applied to constructions
which are perhaps not very closely related. The major cases appear to be:

(1) a. Two apparent predicates which appear to be syntactically and
morphologically autonomous, but are nonetheless closely integrated
semantically. Such constructions were called ‘composite predicates’
in the non-LFG analysis of Cattell (1984), but ‘complex predicates’ in
the LFG analyses of Ishikawa (1985) and Matsumoto (1996). One
component, the syntactically higher one, is a verb, often called a
‘Light Verb’. The other can be of various categories; Cattell studied

Avery D. Andrews. 2023. Complex predicates. In Mary Dalrymple (ed.),
Handbook of Lexical Functional Grammar, 267–308. Berlin: Language Science
Press. DOI: 10.5281/zenodo.10185946
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verb-noun complex predicates in English, Ishikawa investigated a few
verb-verb complex predicates in Japanese, and Matsumoto
investigated both types of complex predicates in Japanese.

b. Two or more apparent predicates that are integrated semantically,
and syntactically to a greater degree than in (1a) or (1c), but still
morphologically distinct, in particular, the light verb is still a distinct
stem rather than an affix. Examples include Noun+Verb combinations
in Hindi (Mohanan 1994), and combinations of noun and other
hard-to-categorize items with verbs in Jaminjung (Schultze-Berndt
2000).

c. Items that appear to be distinct morphological and syntactic words,
but show deeper signs of integration, such as sharing a single
argument structure. This is often called Restructuring, Reanalysis, or
Clause Union, and is exemplified by a variety of constructions
including especially causatives in Romance (Alsina 1996, 1997,
Andrews & Manning 1999, Andrews 2018b, Manning 1992, 1996b),
and also Urdu (Butt 1995, 1997, Lowe 2016).

d. Two or more items that are integrated morphologically (for example,
one is a stem, the other like an affix), but have a considerable degree
of semantic and syntactic autonomy (for example, causatives in
Japanese (Ishikawa 1985) and Bantu (Alsina 1997)).

e. Serial Verb Constructions (SVCs), where two or more Vs or VPs occur
together with some kind of sharing or combination of argument
structure (for example, Tariana as described by Aikhenvald 2003 and
analysed in LFG by Andrews & Manning 1999, Dagaare and Akan as
described and analysed by Bodomo 1996, 1997, and Barayin as
described and analysed by Lovestrand 2018).

These divisions cross-classify extensively with the semantic/conceptual cate-
gories expressed by the constructions:

(2) a. Desiderative, modal, potential and other concepts, shading in an
unclear manner into auxiliaries expressing tense, aspect and mood (in
the LFG literature, discussed in connection with Restructuring and
SVCs).

b. Causative, applicative and other valence change (restructuring, SVCs
and morphology).
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c. Associated motion (restructuring, SVCs, and morphology).1

d. Alternatives to a mono-lexical predicate (SVCs and light verb
constructions).

In the following sections, I will consider in turn the construction types of (1),
with some discussion of the semantic categories they express, and especially the
criteria that have been applied to distinguish the supposed complex predicate
constructions from similar ones, such as control constructions.

2 Composite predicates

This term was used in the non-LFG analysis of Cattell (1984) to refer to combi-
nations such as take a walk or have a look, which appear to involve both a main
verb and an apparent full NP object, these semantically interpreted together as at
least roughly equivalent to a single lexical verb, in many cases. I am not aware of
any attempt to reanalyse Catell’s English data in LFG, but similar expressions in
Japanese were treated at length (Matsumoto 1996), who however called them
‘complex predicates’. He also looked at a variety of verb+verb constructions,
such as benefactive morau, which had been early called ‘complex predicates’ by
Ishikawa (1985).

Ishikawa and Matsumoto developed similar analyses, the latter considerably
more extensive and detailed. In both cases, the constructions were treated as
xcomp constructions, with functional control of a subj, motivated by the pos-
siblities for reflexivization for zibun, along with a mechanism for allowing ar-
guments to be expressed either in the higher or the lower structure. Ishikawa
(1985: 99–100) proposed a principle of ‘Object Function Sharing’ whereby the
equation (↑ obj)=(↑ xcomp obj) can be added to lexical entries under various cir-
cumstances. Matsumoto observed that the apparent possibility of expressing ar-
guments at either level applied to adjuncts as well as arguments, and was also
found with a wide range of xcomp structures, indeed, all of those in Japanese,
and so proposed that the nonconfigurational c-structure rule for S could intro-
duce GF’s preceded by any number of xcomps, constituting a use of functional
uncertainty (Matsumoto 1996: 87):

(3) S ⟶ NP∗
(↑ xcomp* gf)=↓ {V,A}↑=↓

1A category that might be unfamiliar to some readers, designating patterns of motion associated
with an activity, first identified and named by Koch (1984).
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The predicates of these xcomps could be verbs, adjectives or verbal nouns, but
are all analysed as having verb-like pred-features taking sentential grammati-
cal relations. But Matsumoto used the resources of LFG to assure that when an
argument was expressed in an NP, it was marked with the nominal dependent
marker no rather than the sentential object marker o.

For example, a sample structure is:

(4) Japanese (Matsumoto 1996: 88)

a. S

NP
(↑ subj)=↓
karera wa

they

PP
(↑ xcomp* oblgoal)=↓

Tookyoo e
to Tokyo

NP
(↑ xcomp)=↓

NP
(↑ obj)=↓
busshi no
goods

NP↑=↓
yusuu o

transportation

↑=↓
V

hajimeta
began

b. karera
they

wa
top

Tookyoo
Tokyo

e
to

busshi
goods

no
gen

yusuu
transportation

o
acc

hajimeta
begin.pst

‘They began the transportation of goods to Tokyo.’

The subject is shared between the main clause and the xcomp by means of func-
tional control, while the directional argument is attributed to the complement
clause by means of the functional uncertainty expression, and the object is ex-
pressed in the complement clause (with different case-marking conventions in
both places, as formalized in LFG by Matsumoto). So the resulting f-structure is:

(5) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘begin〈xcomp〉subj’
subj [pred ‘they’]
xcomp

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘transportation〈subj,obj,oblgoal〉’
subj
obj [pred ‘goods’]
obl𝑔𝑜 [pred ‘to〈obj〉’

case goal
obj [pred ‘Tokyo’]]

⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Variants of this work for a wide range of structures, including the constructions
with NP+suru (in which the nominal is marked with the accusative marker o;
there are also incorporational structures without o, to be discussed later), in
which the xcomp-value presumably supplies the meaning, with suru being se-
mantically empty, merely transmitting it up to the top sentence level:

(6) Japanese (Matsumoto 1996: 74)
karera
they

wa
top

soko
there

e
GOAL

sono
the

busshi
goods

no
gen

yusoo
transport

o
acc

suru
do

‘They will transport the goods there.’

On this analysis, these structures do not involve any special combination of
predicates, so I think it is reasonable to call them ‘composite predicates’ on the
basis of the resemblance that some of them have to the structures investigated
by Cattell. But they do have one feature that relates them to the clearer cases
of complex predicates, which is the sharing of nonsubject arguments. The word-
order characteristics of Japanese (verb final, variable ordering of arguments and
adjuncts) allow a reasonably clean treatment of this with the phrase-structure
stipulation of (3), which is also very similar to LFG proposals for the intrica-
cies of West Germanic infinitival complements (Zaenen & Kaplan 1995, Kaplan
& Zaenen 2003), which are often treated as a kind of complex predicate in the
Minimalist literature (for example, Wurmbrand 2017, where complex/restructur-
ing predicates are analysed in terms of certain verbal projections being absent),
but not in LFG, where sharing of grammatical attributes is normally required for
the term ‘complex predicate’ to be used.

3 Light verb + coverb structures

The next structures we consider resemble composite predicates in a number of
ways, but the apparent complement of the light verb shows signs of syntactic or
morphological reduction. Most of the work in LFG has been on Hindi, starting
with Mohanan (1994), followed by Mohanan (1997). Occasional later discussions,
such as Andrews &Manning (1999: 34–37), consider Wagiman rather than Hindi.

Mohanan considered examples such as:

(7) Hindi
Mohan
Mohan

ko
dat

kahaanii
story.nom

yaad
memory.nom

aayii
come.prf

‘Mohan remembered the story.’
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Here the combination yaad aayii functions equivalently to the English inflected
verb ‘remembered’. She established a number of facts about these constructions
which distinguish them from the composite predicates:

(8) a. The nominal component (here yaad) is not head of an NP (cannot be
modified by adjectives or coordinated), but an N component of a
structure along the lines of [N V]V (the structures are recursive, and
contain various other things beyond the V and the N).

b. The V component has some mobility (topicalization but not
scrambling); the N does not.

c. The nominal and the verb are jointly responsible for licensing the
arguments.

d. Nevertheless, in the most prevalent subtype, the verb can agree with
the nominal, so it would appear to bear a grammatical function in
f-structure, under traditional assumptions (proposals for a
morphological structure might change this).

e. The verbs which participate in this construction also have
independent verbal functions.

Concomitant with (8a), there is no reason to believe that there is any expression
of arguments by any nominal strategy: the arguments are all expressed as if they
were arguments of a simple lexical verb.

Mohanan reconciles these somewhat contradictory phenomena bymaking use
of the fact that LFG deploysmultiple levels of representation, including originally
c-structure and f-structure, but later extended to include some kind of argument
structure (ARG STR) and semantic structure (SEM STR) (the details of what is
proposed for these and other additional levels are subject to considerable varia-
tion in the literature). In her analysis, ARG STR intervenes between f-structure
and SEM STR, and permits a semantically complex combination to function in
certain respects as a single-level, monoclausal structure.

The SEMSTR of the light verb and the noun fit together in a standard predicate-
argument combination, where, for example, in the following example meaning
‘remember’, the upper predicate is a motion verb interpreted metaphorically,
while the lower means ‘memory’, the Destination of the upper predicate being
identified with the Experiencer of the lower one, which also has an ‘Experienced’
argument:
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(9) ⎡⎢⎢⎢⎢⎢⎣
rel come
dest []
come-er [rel memory

exp-er
exp-ed [] ]

⎤⎥⎥⎥⎥⎥⎦
Mohanan argues from reflexivization phenomena that these form a ‘monoclausal’
pool (Mohanan 1994: 281, 1997: 443–444), but there is a problem with this.

She shows that the complex predicates divide in two types. In the majority
type, the light verb agrees in gender with the nominal if the subject is ergative,
exactly as would happen if the nominal was an ordinary direct object. Further-
more, a sole argument of this nominal must be in an oblique case, never nomina-
tive (lacking any overt case marking) or accusative. In the other type, the verb
cannot agree with the nominal, and any sole argument of the nominal is nom-
inative/accusative like an ordinary direct object (Mohanan 1997: 457–469). This
indicates that in the first type, there are two levels of f-structure, and the lower
level has an effect on the marking of the arguments and perhaps even their gram-
matical function. It is not clear to me how to integrate the agreement phenomena
with the theme of monoclausality (but it is not incompatible with various forms
of argument-sharing).

In summary, the first type is similar to the composite predicates as analysed by
Matsumoto, but with an apparent difference in reflexivization behavior, while the
second seems more like the ones investigated not so much by LFG workers, but
more by typologically oriented ones such as Schultze-Berndt (2000) and many
others, where there does not appear to be evidence that the non-verbal compo-
nent (often called a coverb) bears any grammatical function. Neither of these
types appear to have attracted much attention in the LFG literature subsequent
to the 1990s, a situation that should perhaps be remedied.

4 “Restructuring” complex predicates

These are the constructions that seem to have attracted the most discussion since
the 1990s, but without the emergence of a full consensus on how they should
be treated. From an LFG perspective, they have the general appearance of con-
trol structures, with a subordinate structure that has more apparent syntactic
autonomy than the previous type, but the main and subordinate structures also
show evidence of being compacted into a single f-structure (monoclausality),
with some evidence against an xcomp analysis. Studies of these structures appear
to have begun in the late eighties and early nineties, early full publications being
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Butt (1993, 1995) investigating Urdu, and Alsina (1996) investigating Catalan.2

These closely related approaches were then presented in shorter form in Butt
(1997) and Alsina (1997). Also, Manning (1992) developed arguments about the
constituent structures of Spanish, while Andrews & Manning (1993, 1999) made
proposals about how to handle these constructions in a substantially modified
version of LFG. Somewhat later, people began working on similar constructions
in Mainland Scandinavian languages; a recent summary is provided by Lødrup
(2014a), citing especially earlier LFG work by Niño (1997) and Sells (2004). This
work raises a considerable number of interesting questions at the descriptive
level, which however do not seem to have attracted a large amount of theoreti-
cal attention.

The work on these constructions is distinguished from the earlier work of
Ishikawa and Matsumoto on Japanese by the existence of evidence for mono-
clausality, indicating that in spite of having the superficial appearance of xcomp
structures, they have a single level of f-structure, constituting the LFG version of
the ‘Clause Union’ of Aissen & Perlmutter (1983) or the ‘Restructuring’ of Rizzi
(1978). This however creates a tensionwith the evidence for hierarchical semantic
interpretations matching the c-structure, for which various solutions have been
proposed. The Urdu-Hindi3 and Romance streams contribute somewhat differ-
ent elements to the picture; we begin with Urdu-Hindi, then look at Romance,
and finally make some briefer observations about Mainland Scandinavian. We
conclude the section with some theoretical discussion.

4.1 Urdu-Hindi

Butt (1993, 1995, 1997) considered two kinds of complex predicate structures, the
‘permissive’, which contrasts in interesting ways with an ‘instructive’ construc-
tion that appears to be an ordinary xcomp structure, and ‘aspectual’ complex
predicates. The former have assumed a prominent position in subsequent discus-
sion, whereas the latter so far appear to have been of more limited interest.

4.1.1 Permissives

Butt’s treatment of permissive constructions has made fundamental contribu-
tions to the subsequent discussion in at least two ways. First, she showed that
there was a distinction between ‘complex predicates’ (the permissive) and ‘com-
plement structures’ (the instructive), each appearing with the same two differ-
ent constituent structures, one where the subordinate verb is head of its own

2This was a reworking of the Romance language portion of Alsina (1993).
3Urdu put first in this combination, since the actual work is largely directed at Urdu, but with
high applicability and close relationship to work on Hindi.
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VP, another where it forms a complex verb with a light verb. Since both kinds
of structures have been argued for in Romance, it is very significant that they
can both be found in a single language. Second, she applied a number of tests
originally developed by Mohanan (1994) to show that the permissives were mon-
oclausal. These tests involved phenomena of agreement (with objects), control,
and anaphora.

The tests involving anaphora are especially important because they refute the
possibility of analysing the permissive as an xcomp in the manner of Ishikawa
or Matsumoto. There are two relevant phenomena, bound anaphora with apnaa,
and obviation with uskaa, as illustrated by this selection of examples from An-
drews & Manning (1999):

(10) Urdu
a. Anjum𝑖

Anjum𝑖 neerg Saddaf𝑗
Saddaf𝑗 kodat apnaa𝑖/∗𝑗

self’s𝑖/∗𝑗 xat
letter.m.nom

likʰ-ne
write-inf

di-yaa
give-prf.m.sg
‘Anjum𝑖 let Saddaf𝑗 write her𝑖/∗𝑗 letter.’

b. Anjum𝑖
Anjum𝑖 neerg Saddaf𝑗

Saddaf𝑗 kodat us-kaa∗𝑖/𝑗
her∗𝑖/𝑗 xat

letter.m.nom
likʰ-ne
write-inf

di-yaa
give–prf.m.sg
‘Anjum𝑖 let Saddaf𝑗 write her∗𝑖/𝑗 letter.’

c. Anjum𝑖
Anjum𝑖 neerg Saddaf𝑗

Saddaf𝑗 kodat apnaa𝑖/𝑗
self’s𝑖/𝑗 xat

letter.m.nom
likʰ-ne
write-inf

ko
acc

kah-aa
say–prf.m.sg
‘Anjum𝑖 told Saddaf𝑗 to write her𝑖/𝑗 letter.’

d. Anjum𝑖
Anjum𝑖 neerg Saddaf𝑗

Saddaf𝑗 kodat us-kaa𝑖/∗𝑗
her𝑖/∗𝑗 xat

letter.m.nom
likʰ-ne
write-inf

ko
acc

kah-aa
say-prf.m.sg
‘Anjum𝑖 told Saddaf𝑗 to write her𝑖/∗𝑗 letter.’

(10a) and (10b) are permissives, and we see in (10a) that the bound pronominal
apnaa can be anteceded by the overt syntactic subjectAnjum but not the overt ob-
ject functioning as the so-called ‘causee agent’4 Saddaf. But the facts are reversed

4The causee agent is the agent of the embedded verb in a causative/permissive construction.
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in (10b) with the free pronominal uskaa. Here, coreference with the causee agent
is good, with the overt subject bad. In both cases, the facts are as they would be
in a simple clause. See Butt (2014) for an updated version of this and other ar-
guments for monoclausality, which includes a discussion of the observation by
Davison (2013) that the coindexing in (10a) is an oversimplification of the facts:
some speakers do accept coreference with either the overt subject or the causee
agent. Butt explains this as a consequence of the fact that cross-linguistically, it
is often possible for bound pronouns to accept a ‘logical subject’ (highest-ranked
argument of a predicate) as their antecedent, regardless of whether or not this is
a syntactic subject. Intra-speaker variation with respect to examples like (10a) is
therefore not a critical problem.

Another important property of the permissive is that it seems to have the same
c-structure configurations as the instructive. Either the embedded verb and its
complements can appear as a VP, which can scramble as a unit to the front of
the sentence, but not be interrupted, or, both verbs can appear as a complex verb
with the nominal complements able to be scrambled, in which case the two verbs
only move as a unit (Butt 1995: 43–47, 1997: 113–115). A selection of examples illus-
trating VP scrambling and non-interruptibility is (11–12) below, from Andrews
& Manning (1999: 23):

(11) Urdu Instructive (Biclausal)
a. Anjum

Anjum
ne
erg

[ciṭṭʰii
letter(nom)

likʰ-ne]
write-inf

ko
acc

Saddaf
Saddaf

ko
dat

kah-aa
say-prf.m.sg

‘Anjum told Saddaf to write a letter.’
b. Anjum

Anjum
ne
erg

kah-aa
say-prf.m.sg

Saddaf
Saddaf

ko
dat

[ciṭṭʰii
letter.nom

likʰ-ne]
write-inf

ko
acc

‘Anjum told Saddaf to write a letter.’
c. *Anjum ne kah-aa ciṭṭʰ ii Saddaf ko likʰ-ne ko

(12) Urdu Permissive (Monoclausal)
a. Anjum

Anjum
ne
erg

[ciṭṭʰii
letter(nom)

likʰ-ne]
write-inf

Saddaf
Saddaf

ko
dat

d-ii
give-prf.F.SG

‘Anjum let Saddaf write a letter.’
b. Anjum

Anjum
ne
erg

d-ii
give-prf.f.sg

Saddaf
Saddaf

ko
dat

[ciṭṭʰii
letter(nom)

likʰ-ne]
write-inf

‘Anjum let Saddaf write a letter.’
c. *Anjum ne d-ii ciṭṭʰii Saddaf ko likʰ-ne

276



7 Complex predicates

The (b) examples are somewhat degraded for pragmatic reasons,5 while (c) are
ungrammatical.

But there are apparent exceptions to non-interruptibility, which arise exactly
when the two Vs are adjacent, motivating a surface complex verb construction,
similar to the N+V structures investigated by Mohanan:

(13) Urdu
a. Anjum ne Saddaf ko likʰ-ne ko kah-aa ciṭṭʰ ii.
b. Anjum ne likʰ-ne ko kah-aa Saddaf ko ciṭṭʰ ii.

(14) Urdu

a. Anjum ne Saddaf ko likʰ-ne d-ii ciṭṭʰii.
b. Anjum ne likʰ-ne d-ii Saddaf ko ciṭṭʰii.

This is significant for at least two reasons. First, as emphasized by Butt, it corrob-
orates the thesis of LFG that there are (at least) two distinct levels, c-structure
and f-structure, with a substantial degree of independence, since each of the
two c-structures can occur with both of the f-structures. Second, both of these c-
structures have been proposed for the complex predicates of Romance, with, for
example. Manning (1992) arguing for a VP complement of complex predicates in
Spanish, similarly to Alsina (1996) for Chicheŵa, while Kayne (1975) and subse-
quent work arguing for a complex verb treatment of causatives in French. Note
that the examples in (13) require that it be possible to annotate an NP in the ma-
trix with xcomp obj (Butt 1997: 117, ex (19a)), as also required for the analyses of
Japanese by Ishikawa and Matsumoto.

4.1.2 Aspectuals

The permissive complex predicates appear to have the same semantic structure as
many complement structures, for example let or allow in English, with different c-
and f-structural packaging, but the semantics of the aspectual complex predicates
is harder to explain. They focus on properties of an action such as completion,
initiation and volitionality, without giving an impression of taking the main verb
as an argument (as is usually the case with the Romance complex predicates
considered below). Rather, Butt uses the general framework of Jackendoff (1990)
to endow them with a kind of enriched argument structure that combines with
that of the main verb.

Some examples are:

5P.c. from Miriam Butt to Christopher Manning, 1997.
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(15) Urdu

a. Anjum
Anjum

ne
erg

ciṭṭi
note.f.NOM

likʰ
write

l-ii
take-prf.f.sg

‘Anjum wrote a note (completely).’ (Butt 1995: 93)
b. vo

he.nom
ro
cry

paṛ-aa
fall-prf.m.sg

‘He fell to weeping (involuntarily).’ (Butt 1995: 109)
c. us

he
ne
erg

ro
cry

ḍaal-aa
put-prf.m.sg

‘He wept heavily (on purpose).’ (Butt 1995: 109)

Butt shows that these pass the tests for monoclausality, but the only one that
is really significant is the obligatory agreement with the object as illustrated in
(15a),6 since, if they were xcomps, the complement and matrix subjects would be
the same, so the anaphora and control tests would give the same outcomes. She
also shows that the c-structures are somewhat different: since the VP structure
is unavailable, only the one with a complex verb is possible.

These constructions seem rather different from the intransitive complex pred-
icates in Romance, which from a semantic point of view appear to be syntactic
alternatives to ordinary xcomps. Perhaps for this reason, there seems to have
been relatively little further work on them, but see Butt (2010).

4.2 Romance

LFG treatments of complex predicates in Romance languages were developed at
about the same time and in close communication with the work on Hindi and
Urdu, largely by Alex Alsina and Christopher Manning, as presented in Alsina
(1993, 1996, 1997), Manning (1992, 1996b), and Andrews & Manning (1993, 1999),
building on earlier work mostly in the frameworks of Relational Grammar and
Government-Binding Theory.

Although there aremany similarities between the Urdu-Hindi permissive com-
plex predicates and the complex predicates of Romance languages, there are
significant differences in some of the more empirically striking phenomena. In
the Urdu-Hindi permissives, there is clear evidence for two different constituent
structures, one a complex verb, the other a VP complement, both also used by
the instructive, which is clearly a control structure, bearing the xcomp GF in

6Although the agent is semantically feminine, it is also ergative, so the verb cannot be agreeing
with it.
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f-structure. In Romance, however, although there are also xcomps that are mor-
phologically similar to the complex predicates, they have different word-order
properties, suggesting a different c-structure. Many verbs can furthermore ap-
pear in either construction, with different verbs having different preferences.

The word-order correlations of xcomp vs complex predicate constructions in
Romance do not seem to have been much discussed in the LFG literature, but
are considered in Sheehan (2016: 982), who illustrates both constructions being
possible for perception verbs in French, where the xcomp structure, Exceptional
Case Marking (ECM) in the Minimalist Framework, is preferred:

(16) French
a. Jean

Jean
voir
sees

Marie
Marie

manger
eat.inf

le
the

gâteau.
cake

‘Jean sees Marie eating the cake.’ (Sheehan (2016: 982, ex. 8b),
ECM/xcomp)

b. Jean
Jean

voit
sees

manger
eat

le
the

gâteau
cake

à
to

Marie.
Mary

‘John sees Mary eating the cake.’ (ex 15a, p983; Sheehan (2016: 983, ex.
15a), Restructuring/complex predicate)

The literature agrees that none of the evidence for being a complex predicate
construction can appear with the ECM/control structure word order.

Superficially, for the complex predicates, a complex verb structure similar to
that of Hindi seems plausible, but, as wewill discuss, the LFG literature provides a
number of arguments against this. Another difference is that Romance languages
have extensive evidence for different orderings of the light verbs producing dif-
ferent interpretations, as well as a considerably richer system of morphological
marking of the semantically subordinate verbs by the light verbs. These phenom-
ena create difficulties for a proposal where the f-structure is flat.

The constructions furthermore have a more diverse semantic range that those
in Urdu-Hindi, comprising

(17) a. Causative, including extensions including permission, ordering and
persuasion

b. ‘Modal’ (ability, possibility, desire)
c. Aspectual (starting and finishing, as well as Perfect and Progressive)
d. Associated Motion

Another difference is that while in Urdu-Hindi the list of light verbs appears to be
limited and closed, in some of the Romance languages it seems to be larger and
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hazier; for example Solà (2002: 226–228) lists 31 predicates in Catalan excluding
the traditional aspectual auxiliaries, which have clitic climbing for arguments,
and he indicates that there are more.7

The most widely used argument for clause union is the phenomenon of ‘clitic
climbing’, whereby a preverbal clitic appears in front of the light verb rather than
next to the verb it is an argument of:

(18) Spanish
Lo
it

quiero
want.1.sg

ver.
see.inf

‘I want to see it.’

In principle, this argument can be circumvented by allowing the clitics to carry
annotations such as ‘(↑ xcomp* obj)=↓’, but there are some issues with this, such
as the fact noted originally by Rizzi (1978: 120) that in Italian, the capacity for
clitics to climb disappearswhen the putative xcomp is preposed bywh-movement
(and in various other situations):

(19) Italian
a. questi

these
argomenti,
arguments

dei
of.the

quali
which

ti
you.dat

verrò
come.fut.1sg

a
to

parlare
talk.inf

al più presto,
as soon as possible

…
‘these arguments, about which I will begin to talk as soon as possible,…’

b. *questi
these

argomenti,
arguments,

a
to

parlare
talk.inf

dei
of.the

quali
which

ti
you.dat

verrò
come.fut.1sg

a più presto
as soon as possible

…’

‘these arguments, about which I will begin to talk as soon as possible,…’

In LFG, this would minimally indicate that there were two possible annotations
for these apparent VPs, one allowing (pied-piped) wh-movement, the other not.
An important characteristic of clitic climbing, discussed by Sheehan (2016) and
also by Andrews & Manning (1993) is that it is not in general obligatory, but

7Note also the relevant observation of García (2009: 185), working in a strongly functionalist
approach, that constructions that normally reject indications of being a complex predicate,
such as clitic climbing (see below) may accept it under certain pragmatic conditions.
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optional, subject to complex preferences and conditions, discussed extensively
from a functional perspective by García (2009).

Various further arguments from the literature are reviewed from an LFG per-
spective in Andrews & Manning (1999: 47–59) of which we will specifically men-
tion one for Catalan from Alsina (1996: 217), which shows that the apparent com-
plement in a restructuring construction does not have a subject, unlike an xcomp.
The argument is that causee agents can’t host bare floated quantifiers, although
non-overt equi-infinitive subjects can:

(20) Catalan (Alsina, p.c.)
a. Els

the
metges𝑖
doctors

ens𝑗
us

deixen
let

beure
drink

una
a

cervesa
beer

cadascun𝑖/∗𝑗 .
each

‘Each of the doctors let us drink a beer.’
*‘The doctors let each of us drink a beer.’

b. Els
the

metges𝑖
doctors

ens𝑗
us

han
have

convençut
convinced

beure
drink

una
a

cervesa
beer

cadascun𝑖/∗𝑗 .
each

‘Each of the doctors has convinced us to drink a beer.’
*‘The doctors have convinced each of us to drink a beer.’

This is the same kind of argument for clause union as the ones from anaphora
for Hindi and Urdu by Mohanan and Butt.

The arguments for clause-union in Romance are similar to those from Urdu-
Hindi, but the situation with c-structure is somewhat less clear, in that there is
nothing comparable to Butt’s argument that both a VP and a complex V structure
are available. Rather, both have been argued for, complex Vs mostly in HPSG
(Abeillé &Godard 1994, 1996) and VP complements in LFG.Manning (1992, 1996b)
presenting arguments drawing heavily on previous work by Kayne and others
on French, observes that clitics can climb out of coordinated VPs each with their
own causee agent in Spanish as well as French:

(21) a. French
Marie
Marie

le
it

ferait
will.make

lire
read.inf

à
to

Jean
Jean

et
and

dechirer
tear up.inf

à
to

Paul.
Paul

‘Marie will make Jean read it and Paul tear it up.’
b. Spanish

Carlos
Carlos

me
me

estaba
was

tratando
trying

de
of

topar
bump.inf

y
and

de
of

empujar
push.inf

contra
against

María.
Maria
‘Carlos was trying to bump into me and push me against Maria.’
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He counters proposals to use coordination reduction to explain this away.
Alsina (1997: 226) gives an argument from coordination and provides addi-

tional ones from nominalization and from the fact that various elements, such as
sentence adverbials set off by comma-pauses, can be inserted between the main
and light verbs:

(22) Catalan
a. La

the
Maria
Mary

ha
has

fet
made

de debó
truly

riure
laugh.inf

el
the

nen.
boy

‘Mary has truly made the boy laugh.’
b. La

the
Maria
Mary

ha
has

fet,
made

em
I

penso,
think

riure
laugh.inf

el
the

nen.
boy

‘Mary has made the boy laugh, I think.’

Although it is often possible for certain kinds of particles to be inserted into com-
plex verb structures,8 this seems to bemore than is generally allowed, vindicating
the argument.

Although the LFG literature does not have much to say about the c-structure
of the complex predicates, I suggest that it is reasonable to propose that they are
expansions of an ‘inner VP’, or V, to V and VP, as in (23a), whereas the xcomp/
control/ECM constructions are expansions of VP, as in (23b):

(23) a. VP

V

V (Adv) VP

b. VP

V

V

NP VP

The nature of the c-structure difference remains to be fully elucidated.

8As discussed for Tariana by Aikhenvald (2003) and Jaminjung by Schultze-Berndt (2000).
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Although the nature of the constituent structure of Romance complex predi-
cates is not entirely clear, something that is clear is the effect of the c-structure
on semantic interpretation. Alsina (1997: 238) provides examples that show the
same light verbs appearing in different arrangements in Catalan clause union
constructions, and Solà (2002: 239) provides a few more:

(24) Catalan
a. Li

him.dat
acabo
finish.1sg

de
of

fer
make.inf

llegir
read.inf

la
the

carta.
letter

‘I finish making him read the letter.’ (Alsina 1997: 238)
b. Li

him.dat
faig
make.1sg

acabar
finish.inf

de
of

llegir
read.inf

la
the

carta.
letter

‘I make him finish reading the letter.’ (Alsina 1997: 238)
c. Les

them.f.pl
pot
can.sg

aver
have.inf

vistes.
seen.pst.ptcp.f.pl

‘He/She can have seen them.’ (Solà 2002: 239)
d. Les

them.f.pl
ha
have.3sg

pogudes
been able.pst.ptcp.f.pl

veure.
see.inf

‘He/she has been able to see them.’ (Solà 2002: 239)

In Urdu, on the other hand, multiple light verbs occur in an order consistent with
semantic interpretation, assuming head-final ordering, but no cases of multiple
possible orderings have been produced. The issue of how to control the seman-
tic interpretation in Romance languages is therefore more acute, and there is
disagreement about how to do it, as we discuss below.

A final characteristic of Romance is a substantially greater variety of subordi-
nate verb forms. There are three inflectional categories, infinitive, active (present)
participle, and passive (past) participle, the latter occurring in both agreeing and
non-agreeing forms, with the further problem of specifying the verb-markers as
such a ‘to/at’, de ‘of’ and others, mostly historically prepositions. This means that
the question of how the marking of the subordinate verb is to be accomplished
is more acute. However, the theoretical treatment is not as troublesome as the
semantics, as we shall see.

4.3 Mainland Scandinavian

The most striking feature of the Scandinavian constructions is that their most ob-
vious evidence for monoclausality is apparent verbal feature agreement between
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the light verb and its semantic complement, as illustrated in these examples from
Norwegian:

(25) Norwegian (Lødrup 2014a: 4)
a. Forsøk

try.imp
å
to

les!
read.imp

‘Try to read!’
b. Det

that
har
have.prs

jeg
I

glemt
forget.ptcp

å
to

fortalt.
tell.ptcp

‘I forgot to say that.’
c. Jeg

I
prøvde
try.pst

å
to

leste
read.pst

det
the

lure
sly

smilet
grin.def

hennes.
her

‘I tried to read her sly grin.’

The inflectional agreement in the above examples is optional, most commonwith
imperative forms (25a), less common with participles (25b), and possible for only
some speakers with the finite past (25c).

The most-discussed evidence for reanalysis is ‘long passives’, which are ar-
guably produced by morphological features associated with passive voice being
shared across the two levels, as analysed by Lødrup (2014b). An example is:

(26) Norwegian (Lødrup 2014b: 388)
at
that

vaskemaskin-en
washing machine-the

må
must

huskes
remember.inf.pass

å
‘to’

slås
turn.inf.pass

på
on

‘that you must remember to turn on the washing machine’

While the tense-mood features of (25) appear to percolate down from the upper
to the lower verb, the voice feature of (26) percolates in the opposite direction, in
a manner somewhat reminiscent of the analysis of auxiliary selection in Italian
in Andrews &Manning (1999: 56–60).9 This suggests that this is a complex predi-
cate structure where both verbs are associated with the same f-structure. Lødrup
discusses further verbal constructions similar to these that do not appear to be
complex predicate constructions; space precludes discussing them here. Similar
phenomena appear to be found in Swedish and Danish, but have not been re-
ported for Icelandic.

9Due to Manning, according to my recollections.
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4.4 Theoretical approaches

A central conclusion from the data of these languages is that the apparent mul-
tiple levels of c-structure correspond to one level of f-structure. For example,
according to both Butt’s and Alsina’s analyses, the f-structure of (24a) would be:

(27) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj [pred ‘pro’
pers 1
num sg

]
pred ‘finish-make-read’

obj
⎡⎢⎢⎢⎣
spec def
gend fem
num sg
pred ‘letter’

⎤⎥⎥⎥⎦
obj𝜃 [case dat

num sg
pers 3

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
There are three problems that arise:

(28) a. The morphological marking
b. The combination of multiple pred-values into one
c. The effect of arrangement on semantic interpretation

(28a) is the easiest to deal with, because, as discussed in Butt et al. (1999) it can be
managed by proposing a morphological projection (m-structure), that comes di-
rectly off c-structure, where the relevant featural information can be stored. The
m-structure attributes normally proposed are vmark with values de, a, etc, for
the apparently prepositional marking, and vform for the inflectional categories,
with values fin, inf, prs.ptcp and pst.ptcp. The relevant parts of the lexical en-
tries for the light verbs in (24) will then be:

(29) a. acabo: (↑m dep vmark)= de, (↑m dep vform)=inf, (↑m vform)=fin
b. fer : ¬(↑m dep vmark), (↑m dep vform)=inf, (↑m vform)=inf

The c-structure will annotate all of the VPs with ↑=↓ for f-structure, but will
assign to them a dep-value in m-structure:
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(30) VP↑=↓
V′↑=↓

(↑m=↓)
li acabo

VP↑=↓
(↑m dep)=↓
de↑=↓ VP↑=↓

V↑=↓
fer

VP↑=↓
(↑m=↓)

V↑=↓
llegir

PP
(↑ obj𝜃 )=↓
P

al

NP

nen

The forms can then be managed, and this solution will clearly also work for
Hindi.

There is however a potential problem, which is that it was later argued by
Frank & Zaenen (2002) that m-structure ought to come off f-structure rather
than c-structure directly. With this change, form-determination becomes more
complicated. Their solution, which involves rather complex stipulation, works
for French auxiliaries, but as discussed by Andrews (2018b), it does not seem
very plausible for the richer system of light verbs found in some of the other
Romance languages such as Catalan. But we will not pursue this further here,
and consider instead the next problem.

This is that if both the main verbs and the light verbs are construed as hav-
ing pred-features, the f-structure annotations will produce a pred-value clash.
Within mainstream LFG there have been three proposed solutions. The first was
proposed in an earlier form by Alsina (1996: 189), and then in a later, more for-
mal form by Alsina (1997: 235–237). Although it was criticized extensively by
Andrews & Manning (1999: 28–34), I think it can be further revised to reduce the
force of some of their criticisms.
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The core of Alsina’s proposal is the idea that light verbs have an empty argu-
ment position into which the pred-value of their semantic complement is substi-
tuted. A schematic illustration is:

(31) ‘cause〈[P-A] [P-P] P∗〈…[ ]…〉〉’

‘[P-A]’ and ‘[P-P]’ represent the proto-agent and proto-patient roles of Dowty
(1991), ‘P∗’ the unspecified predicate that is to be plugged in, and the underbar
the fact that in the ‘direct causative’ construction, the patient of the causative
verb is to be identified with some argument of the caused verb. Given (32a) as
the subordinate verb to be plugged in, a possible result is (32b):

(32) a. ‘read〈[P-A] [P-P]〉’
b. ‘cause〈[P-A] [P-P] read〈[P-A] [P-P]〉〉’

Alsina does not present this in an attribute-value notation where the usual meth-
ods for unification in LFG apply, but this is clearly a triviality. In what follows,
it will be useful to assume that the empty predicate slot in the light verb is the
value of an attribute such as parg, in order to formalize the construction of a
complex predicate such as (32b) in a more conventional notation.

The next component is the idea that the ‘↑=↓’ annotation on the VP comple-
ment of a light verb is either interpreted in a special way (Alsina 1996) or replaced
by something a bit different (Alsina 1997). We take the second approach. Here,
these VPs are annotated with the novel annotation ↑ 𝐻=↓, which is interpreted
as follows. The two most important provisions are that the pred-values are not
shared between the levels, which can be accomplished with the LFG device of
‘restriction’, and second, the pred-value of the VP is plugged into to parg-value
of the light verb’s pred. This can be formalized as follows:

(33) ↑𝐻=↓ = ↑\pred = ↓\pred
(↑ pred parg) = (↓ pred)

This treatment is close to that proposed later for Urdu by Butt & King (2006),
the difference being that they also propose a different approach to argument
structure and linking.

Alsina’s treatment as exposited is a bit less clear than it could have been, be-
cause he attaches ↑𝐻 to both the light V and its semantic complement VP, which
isn’t necessary, as noticed implicitly by Butt & King (2006: 241). Manipulating
argument-structure in c-structure rules might seem somewhat odd, but these
constructions are difficult and seem to resist fully conventional treatments.

The final ingredient is a linking theory. Alsina’s and Butt’s analyses both re-
quire a linking theory that will apply to assembled syntactic structures rather
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than individual lexical entries. This is a substantial change from the original con-
ception of Lexical Mapping Theory, which was supposed to apply to items listed
in the lexicon. Alsina’s and Butt’s approaches differ in detail, but the basic idea
is that the argument structure positions are assigned grammatical relations in
accordance with prominence hierarchies, so that the most prominent will be ex-
pressed as subj unless the verb is passive, in which case it is expressed as an
oblique. The linking theories for complex predicates, including that of Andrews
&Manning (1999) furthermore remained somewhat informal until recently, with
the proposals of Lowe (2016) to use glue semantics, and Andrews (2018b) to use
the ‘Kibort-Findlay Mapping Theory’ as developed in Asudeh et al. (2014) and
Findlay (2016). We will however not pursue linking theory here, but rather re-
view some follow-up proposals to the original analyses.

Andrews & Manning (1999) proposed to reanalyze the material in a way that
was in some respects not so different from the original analyses, but set within
a rather substantial reorganization of LFG. Rather than there being the two cen-
tral levels of c-structure and f-structure, it was proposed that all attributes are in
the first instance assigned to c-structure, nodes, and then differentially shared by
annotations stated in terms of classes of attributes that share in different ways,
some more aggressively than others. The bar-features of N theory, for example,
would be shared between mother and daughter in only certain coordinate struc-
ture and modificational configurations. category features more widely (between
N (=N0) and NP (=N2), for example). Clause union complex predicates would then
have sharing of the grammatical functions subj, obj and obj𝜃 and others (which
were called the 𝜌-projection) between the upper and lower VPs, while xcomps
would not. The morphological features would however not be shared, effectively
including in the analysis a kind of morphological projection, of the original kind,
coming off of c-structure, rather than f-structure.

This approach reflects a difference in philosophy from Alsina’s: he proposes
that light verbs and the predicates of their semantic complements combine in a
fundamentally different way from ordinary complementation, producing a gen-
uine ‘complex predicate’, from which follow the peculiarities of linking and the
evidence for clause union. Andrews and Manning did not share this intuition.
In their account, the light verb constructions appear in very similar configura-
tions to those of the complement structures, the main difference being that the
former share grammatical relations while the latter do not,10 but have their se-

10The VP complements of the light verbs are introduced as values of an attribute arg, which
might in principle be the same as xcomp, as long as the latter is not in the 𝜌 projection. This
issue is not discussed in the text. In the earlier version of this approach presented in Andrews
& Manning (1993), arg had to be a different attribute than xcomp.
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mantic complements introduced by a different attribute, arg, that is on a differ-
ent projection than the f-structural attribute xcomp, but the mode of semantic
composition is fundamentally the same.

This could be defended on the basis that there do not appear to bemajor seman-
tic differences between the structures where arg is motivated versus the ones
without clitic climbing that call for xcomp. By contrast, many of the complex
predicates investigated by Butt and Mohanan really do seem to involve closer
combination between the light verb and the heavy verb, as indicated by Butt’s in-
troduction of aspects of Jackendoff’s conceptual structures. This leads to a further
issue, the treatment of auxiliaries. Butt (2010) argues strongly that auxiliaries are
not light verbs, on the basis of having different general behavior and historical
trajectories. But in Romance languages, they tend to show the typical behavior of
the light verbs, including clitic climbing, and the capacity to condition the form
of their apparent complements, and the non-auxiliary light verbs seem to have
the semantics of ordinary complement structures in other languages. Catalan
voler, for example, with restructuring, seems to have essentially the same mean-
ing as English want, which does not show clear evidence of restructuring from
the perspective of LFG.11 By contrast, the Urdu light verb contrast between paṛ
‘fall’ and ḍaal ‘put’ signifies contrast between accidental and volitional action,
respectively (Butt 1995: 108–109), in a way that is not well captured by the usual
kind of semantic composition proposed for complements.

There are three further analyses to consider, Butt and King’s 2006 analysis of
Urdu, Lowe’s (2016) rather different analysis of the same language, and Andrews’
(2018b) analysis of Romance. Butt and King’s treatment is very similar to the
modified version of Alsina’s analysis proposed here, but differs in one important
respect: it does not use linking theory, but rather uses restriction to prevent the
subj and objgoal (grammatical function of the causee agent) from being shared
between the two levels, but uses an equation to identify their value (Butt & King
2006: 241, ex. 8). This might generalize to Romance, but faces a problem in both
Romance and Hindi (also, presumably, Urdu), which is that it does not explain
the evidence (from anaphora in Urdu, and subject-oriented adverbs in Catalan)
that the causee agent is not a subject. In a sentence such as (10a), for example,
the subject-bound anaphor apnaa is sitting in a clause nucleus whose subj-value
is Saddaf ko, so it is not clear why it cannot be bound by it, even though the

11However Grano (2015) argues within Minimalism that English want does have restructuring
(and similarly for even more superficially biclausal constructions in Modern Greek). But his
arguments are based mainly on the inability of various modifiers to appear, as can be explained
by the absence of certain functional projections (or perhaps semantic operators), rather than
shared f-structures, which is the basis for clause-union in LFG.
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f-structure in which this happens is not actually part of the f-structure of the
matrix S, due to the operation of restriction.

The 1999 analysis of Andrews and Manning and the 2006 analysis of Butt and
King lack a feature that is relatively typical for LFG, which is that the f-structure
of a c-structure constituent contains the f-structures of all of that constituent’s
subconstituents. We might call this property ‘monotonicity of f-structure (with
respect to c-structure)’. When this property is discarded, analyses involving func-
tional uncertainty can fail in ways that are difficult to predict, which might pro-
vide a reason for preferring other kinds of analyses if they are available. A further,
related point is that ‘forgetting’ much of the abstract structure of subconstituents
is an essential characteristic of HPSG with its head-feature constraint. It is plau-
sibly a good idea to develop LFG in ways that are clearly distinct from HPSG.
The next two analyses retain f-structure monotonicity.

The second one is that of Lowe (2016) of Urdu, which neither uses restriction
nor proposes any changes to the LFG framework, but makes use of two differ-
ent ideas. The first is to treat the light verbs as not having pred-features, but
introducing grammatical features such as [permissive +]. This is workable for
Urdu-Hindi, because the inventory of light verbs is clearly closed, and they are
semantically bleached, but less plausible for Romance, because the inventory is
larger, and, as we have previously discussed, not so sharply delimited, and many
of the verbs have considerable lexical content, as discussed in the previously
mentioned Solà (2002). On the other hand, given glue semantics, it is not clear
exactly what the pred-features are accomplishing, so this might not really be a
problem. Given that there is no problem of conflicting pred-features, a rather
clever glue semantics trick is used to get the right interpretation, which cannot
be explained properly in the limited space available here. Given the use of a mor-
phological projection or similar device, the analysis solves all problems except
for the dependence on the c-structure for scopal interpretation in Romance. In
particular, since the causee agent NP is in no way at any level a value of subj,
there is no problemwith either the phenomena of anaphora in Urdu-Hindi or the
floating quantifiers in Catalan. Lowe (2016) also provides an extremely thorough
discussion and critique of all previous analyses of complex predicates in LFG.

The final analysis, that of Andrews (2018b), solves the problem of hierarchical
interpretation without using a distinct morphological projection, but also obeys
f-structure monotonicity. It has significant similarities to the analyses of both
Andrews &Manning (1999) and Butt & King (2006). It require some modification
to the LFG framework, although a considerably less extensive one than Andrews
and Manning’s approach. The basic idea is to apply the concept of ‘distributive
attribute’ and ‘hybrid object’ from Dalrymple & Kaplan (2000) to sets with a
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single member, so that a complex predicate structure is taken to be a hybrid
object with the semantic complement as a set-member:

(34)
⎡⎢⎢⎢⎣
pred ‘let’…{[pred ‘write’… ] }⎤⎥⎥⎥⎦

This provides appropriate places to locate the morphologically required features,
without requiring a new projection, and also a structure to determine the se-
mantic interpretation, at the cost of requiring a certain amount of stipulation to
distinguish the features that need to be shared versus those that cannot be. The
Kibort-Findlay Mapping Theory is used to get appropriate interpretation of the
arguments of the verb without having to treat the causee agent as a subj-value.

5 Morphologically integrated complex predicates

These are constructions which might be analysed as derivational morphology,
but for various reasons have invited analysis as morphologically compacted ver-
sions of the previous constructions. The two main examples are Ishikawa (1985)
for Japanese, and Alsina (1997) for Chicheŵa, extending their analyses for the
previously discussed complex predicate constructions (in the authors’ terminol-
ogy) to the current ones.

5.1 Ishikawa and Matsumoto on Japanese

To analyse Japanese -(s)ase- causatives,12 Ishikawa uses the technique from ear-
lier LFG work such as Simpson (1983) of allowing word-level phrase-structure
rules to introduce stems or affixes with a grammatical function. For example, the
verb stem aruk-ase in example (35a) below is given the tree structure (35b):

(35) Japanese (Ishikawa 1985: 98)

a. John
John

ga
nom

Mari
Mary

ni/o
dat/acc

aruk-ase-ta
walk-cause-pst

‘John caused Mary to walk.’

12The initial s appears after stems ending in a vowel, but is absent after a consonant.
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b. V

(↑ xcomp)=↓
V

aruk
(↑ pred)=‘aruk〈subj〉’

↑=↓
V

-(s)ase
(↑ pred)=‘(s)ase〈subj,obj2,xcomp〉’

(↑ xcomp subj)=(↑ obj2)

The difference between dative and accusative on the causee agent is semanti-
cally significant, treated as whether the grammatical function is iobj2 (currently
designated as obj𝜃 ) for the dative or obj for the accusative.

Ishikawa extends this analysis to the ‘indirect’ or ‘adversative’ passive, in
which the subject is characterized as suffering the effect of the action (Kuno
1973: 303):

(36) Japanese (Ishikawa 1985: 106)
John
John

ga
nom

ame
rain

ni
dat

hur-are-ta
fall-pass-dat

‘John suffered from rain falling.’

The annotated c-structure for this is:

(37) V

(↑ xcomp)=↓
V

hur
(↑ pred)=‘hur〈subj〉’

↑=↓
V

-(r)are
(↑ pred)=‘(r)are〈subj,obj2,xcomp〉’

(↑ xcomp subj)=(↑ obj2)

There has been a dispute as to whether the adversative passive must always add
a new argument, or can be similar in appearance to the regular passive, but ex-
pressing adversity to the overt (promoted) subject. Kuno says no, while Ishikawa
(1985: 114–124) says yes, although the arguments are complex, and depend on too
many details of Japanese for further discussion here.

Matsumoto (1996) provides a similar analysis, but implemented somewhat dif-
ferently, for causatives, and also certain desideratives. For the latter, he argues
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that desideratives which take the desired event object as an accusative have a
biclausal structure, while the ones where this object is nominative are mono-
clausal:

(38) Japanese (Matsumoto 1996: 103)

a. boku
I

wa
top

hon
book

o
acc

yomi-tai
read-want

‘I want to read the book.’
b. boku

I
wa
top

hon
book

ga
nom

yomi-tai
read-want

‘I want to read the book.’

The argument that Matsumoto makes is complex, and depends on the possibili-
ties for passivization. One point is that the desiderative forms an adjective rather
than a verb, and adjectives as such cannot be passivized. However there is a way
out: adjectives of subjective state can be verbalized by adding the suffix -gar,
meaning ‘to show signs of being in the state’. These derived verbs are natural
with non-first person subjects, which the original adjectives are not. Although
these derived verbs take accusative objects, there is a difference in passivization:
the ones whose base forms reject ga-marked objects are also the ones that are
acceptable in the passive. These are the ones where the subject in some sense
wants to ‘have’ the object:

(39) Japanese (Matsumoto 1996: 107)

a. boku
I

wa
top

sono
the

hon
book

o/ga
acc/nom

yomi-tai
read-want

‘I want to read the book.’
b. boku

I
wa
top

kare
him

o/*ga
acc/nom

machi-tai
wait-want

‘I want to wait for him.’

It is the verbal forms derived from the desideratives that accept ga on their pa-
tients that can be passivized:

(40) Japanese

a. sono
the

hon
book

wa
top

minna
all

ni
dat

yomi-ta-gar-arete-iru
read-want-vblz-pass-asp

‘The book is in such a state that everybody wants to read it.’
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b. *kare
He

wa
top

minna
all

ni
dat

machi-ta-gar-arete-iru
wait-want-vblz-pass-asp

‘He is in such a state that everybody wants to wait for him.’

‘Long passives’ are possible in some but not all of the languages with the com-
plex predicate constructions discussed in the previous section (present in Italian
and Catalan, but not in Spanish), but the contrast between these examples does
indicate that there are two different constructions. Matsumoto also discusses dif-
ferences in adjunct interpretation and verbal anaphora to justify the proposed
distinction between biclausal and monoclausal.

Unfortunately, there does not appear to have been much follow-up to compare
Ishikawa’s and Matsumoto’s analyses with the later ones of Bantu and Hindi-
Urdu, to which we turn next.

5.2 Alsina on Bantu, and similar constructions

Alsina (1997) presents an analysis of causatives in Chicheŵa, based on the same
account of argument structure and predicate-composition as presented in Alsina
(1996). The difference from the treatment of Catalan is in the c-structure: in both
cases, the c-structures are monoclausal, but in Chicheŵa, the causative element
is treated as an affix to the Caused verb stem, rather than an independent mor-
phological stem, as in Catalan. Alsina provides convincing evidence for this dif-
ference.

The c-structures are identical to those proposed by Ishikawa and Matsumoto
for Japanese, but the annotations are different: they are the same as they would
be for Catalan (assuming my claim that we only need the special annotation for
the semantic complement, not the head, and adjusting the lexical entries to fit
Alsina’s linking theory):

(41) V

↑𝐻=↓
V

sēk
(↑ pred)=‘sēk〈[P-A]〉’

↑=↓
Aff

ets
(↑ pred)=‘ets〈[P-A] [P-P] P∗〈…[ ]…〉〉’

The analysis actually works a bit better for this construction than the Romance
one, because we do not have to worry about conditioning the subordinate verb

294



7 Complex predicates

form, and the problem of different orderings having different semantic interpre-
tations does not arise.

This form of analysis has been extended more widely to other ‘valence change’
constructions, including reciprocals in Chicheŵa (Alsina 1997), passives and an-
tipassives in a variety of languages (Manning 1994, 1996a), and causatives and ap-
plicatives in Australian languages (Austin 2005). Complex-predicate-based anal-
yses of morphologically based valence change do not however appear to have
been much pursued in recent years. The most recent LFG analysis of passives is,
for example, within the Kibort-Findlay Mapping Theory (Findlay 2016), and does
not use a complex predicate analysis.

Typology seems to provide some warrant for questioning these analyses. Pas-
sive constructions (or, more precisely, constructions in various languages that
are often called ‘passive’) do often involve auxiliary verbs in what might plausi-
bly be complex predicate constructions, but those normally called antipassives
are to the best of my knowledge always morphological, and apparent comple-
ment structures that are actually complex predicates seem likewise to be nonex-
istent for reflexives and reciprocals. Another intriguing asymmetry arises with
causatives and applicatives. As discussed by Austin (2005), it is not unusual for
morphological causatives and applicatives to use the same formative.

Austin analyses these in various Australian languages as having the applica-
tive/causative morpheme introduce a light verb affect, with the difference be-
tween causative and applicative senses being based on different patterns of argu-
ment identification. Sample causative and applicative combinations are (Austin
2005: 32–33):

(42) a. Causative:
affect < Ext Arg Int Arg pred < Arg >>+vol −vol −vol

e.g. ‘The man turned the child.’
b. Applicative:

affect < Ext Arg Int Arg pred < Ext Arg Goal/Loc >>+vol −vol +vol −vol
e.g. ‘The man laughed at the child.’

In the causative, the agentive argument of the affect predicate is identified with
the unaccusative argument of the embedded predicate, while in the applicative,
the agentive arguments of the two predicates are identified, and also the second
argument of affect and a locative/directional argument of the embedded verb.
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This captures the idea that applicatives of such verbs often express a meaning to
the effect that the locative/directional is affected by the action.

There is however perhaps a typological issue with the analysis: the causative
is often expressed by constructions that look like and often seem to actually be
complement constructions, but this is not the case for applicatives, whose sense is
however sometimes expressed by serial verb constructions, as we consider in the
next section. This typological difference suggests a fundamental structural one,
but there is also evidence for a relationship, in that the same formative is some-
times used for both.What I suggest is that the affect concept is common to both,
with argument sharing as proposed by Austin, but that the structural relations
are different. We can partially express them using the ‘Natural Semantic Meta-
language’ (NSM) approach of Anna Wierzbicka and her colleagues (Wierzbicka
2006, Goddard 2011), which can be regarded as being a technique for expressing
meanings in simple terms that are found to be highly translatable.13 In the case
of causatives, the sense is:14

(43) X does something to Y
Because of this, <Caused Event>

In the case of applicatives, there does not seem to be any caused event distinct
from what X does to Y, rather what X does constitutes X doing something to Y.
For this I suggest the following:

(44) <Applied event, performed by X involving Y>
This is X doing something to Y.

This is not of course anywhere near a full explanation of the differences between
the constructions, but it is perhaps a start. In particular, it seems plausible that
the identity relationship expressed in (44) is not something that is normally ex-
pressed by complement structures.

Neither these contemporary analyses of morphological causatives and valence
change operations, nor the earlier ones by Ishikawa and Matsumoto, in which
they are morphologically expressed xcomp structures, have received much dis-
cussion in recent years.

13Andrews (2016) is an attempt to express the basic ideas of NSM in a form that might make
some sense to people trained in formal semantics.

14NSM accounts (called ‘explications’) of the causative tend to include ‘after this’ after ‘because
of this’, but I suggest that this is better treated as an inference licensed by a law that effects
come after their causes (at least in the local timeline of an individual, ignoring scenarios from
science fiction).
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6 Serial Verb Constructions

Our last type is serial verb constructions (SVCs). Perhaps the first issue that
arises with these is the rather controversial one of defining them. I will here
roughly follow Aikhenvald (2006b) in defining them as structures where:

(45) a. There is some evidence of at least partial clause union.
b. There is no explicit marking of subordination or coordination.

(45a) is an indication that SVCs are complex predicates or at least control struc-
tures, while (45b) has no clear status in a formal syntactic analysis of these con-
structions, but is plausibly very important for their functional characteristics and
tendencies in diachronic development, since they do not providemuch in theway
of overt cues as to what their syntactic structure is.

SVCs have not received much attention in the LFG literature, the main excep-
tions being the treatment of Tariana in Andrews & Manning (1999),15 the treat-
ment of Dagaare and Akan (with observations about other languages) in Bodomo
(1997), and the recent analysis of Barayin in Lovestrand (2018). In this section, I
will consider these three languages, and then take a brief look at Misumalpan
causatives, treated as complex predicates by Andrews & Manning (1999), but ar-
gued to be something different in Andrews (2018a).

6.1 Tariana

Tariana SVCs16 consist of a sequence of verbs inflected identically for person,
with some further grammatical markers appearing once, in a number of posi-
tions. A fundamental division in these constructions is between the ‘symmetric’
SVCs, which look and act like coordinated verbs (but without any overt coor-
dinator), and the ‘asymmetric’ ones, which are diverse, but many of them are
semantically similar to Romance complex predicate structures, and have some
capacity to occur embedded in each other. Andrews & Manning (1999) took this
as a basis for analysing the two with similar feature-structures, but differing in
the c-structures. A particularly striking piece of evidence for the monoclausality
of these constructions is the phenomenon of ‘concordant dependent inflection’,
whereby the caused verb shows subject agreement with the causer, presumably
on the basis that this is the subject of the entire construction, rather than the
causee agent, its own agent. This is illustrated in the following example:

15With an update to the framework of Andrews (2018b) in Andrews (2018a).
16For a descriptive account see Aikhenvald (2003, 2006a).
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(46) Tariana (elicited, Aikhenvald p.c.)
nu-na=tha
1sg-want=frustr

nu-ra
1sg-order

nu-sata
1sg-ask

dineiru
money

‘I want to order (him) to ask for money.’
(Modal on causative)

In the Andrews andManning analysis, the light verb shares both the f-projection
and the a-projection (roughly equivalent to f-structure and argument structure)
with the c-structure mother, while its semantic complement shares only the f-
structure, and is introduced into the a-structure as the value of an attribute arg.
In the later version of Andrews (2018a), the light verb has ↑=↓, while the main
verb is introduced as a set member.

The various other kinds of analyses we considered would work for Tariana as
well as they do for their original subject material, and there would be no need
to involve a morphological projection to control the government of the forms of
the semantic complement verbs by the light verbs.

6.2 Dagaare and Akan

Most Tariana SVCs can be treated as either syntactically coordinate structures
(symmetric SVCs) or as an expression of Romance-type restructuring predicates
(asymmetric SVCs), with a different technique of morphological expression. But
Dagaare and Akan, two major languages of Ghana discussed by Bodomo (1996,
1997), have additional SVC constructions that do not submit to such analyses, and
require something different. These are also considerably more similar than Tari-
ana SVCs to the constructions commonly called SVCs in many other languages.

Bodomo (1997: 80–84) discusses a number of types. One of their characteristics
is that in some of the cases, such as action-causation, no plausible suspect for
being the ‘light verb’ can be identified:17

(47) Dagaare
a. Benefactive:

o
3sg

da
pst

tong
work(v)

la
fact

toma
work(m)

ko
give

ma
me

‘S/he worked for me.’
b. Action-Causation (‘Causative’):

o
3sg

da
pst

daa
push

ma
me

la
fact

lɔɔ
cause-fall

‘S/he pushed me down.’
17la is the ‘Factive’ particle in Dagaare, marking positive affirmations (Bodomo 1997: 65–69).
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c. Inceptive take serialization:
o
3sg

de
take

la
fact

gan
book

ko
give

ma
me

‘S/he gave me a book.’
d. Instrumental take serialization:

o
3sg

da
pst

de
take

la
fact

soɔ
knife

ngmaa
cut

a
def

nεb
meat

ɔɔ
chew

‘S/he cut the meat with a knife and ate it.’
e. Deictic (Directional/Associated Motion)

o
3sg

da
pst

zo
run

wa-ε
come.prf

la
fact

‘S/he ran here/S/he came by running.’

At the level of c-structure, Bodomo proposes flat binary VP structures without
specifying what would happen in examples such as (47d) above that might in-
volve nesting, as I suggest below:

(48) S

NP

o
he

I′
I

da
pst

VP

VP

V

V

de
take

la
fact

NP

soɔ
knife

VP

VP

V

ngmaa
cut

NP

Det

a
the

N

nɛb
meat

VP

V

ɔɔ
chew

My proposed account is that the upper pair of VP’s constitute instrumental se-
rialization, while the pair embedded under the rightmost member of the upper
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are a collocation (a type not listed in (47) meaning ‘eat’). Bodomo is however
not clear about this, and a flat structure of three VPs sitting under one would be
consistent with the text.

For the f-structure analysis, he follows Alsina, with the modification that since
it is frequently impossible to regard one of the verbs as light and another as heavy,
the two pred-values are integrated into a ‘predchain’ value in amanner that can
be formalized in various ways (no specific one is chosen).

The semantics is treated with a ‘cell theory’ that is part of the ‘Sign Model’
of Hellan & Dimitrova-Vulchanova (1996), which does not appear to have ever
been published, but seems broadly compatible with many recent ideas about the
aspectual constitution of verb meanings. Events have a variety of properties, in-
cluding an obligatory Core component, and optional Initiation and Termination
components. Although there is no published account of the entire theory, the
approach seems broadly consistent with that taken by Butt, and could plausibly
be implemented by unification, or in the Davidsonian Event semantics used in
the Kibort-Findlay Mapping theory (Asudeh et al. 2014, Findlay 2016).

In the causation-action construction, for example, the first verb specifies a
‘action’ component (what is done), the second a ‘causation’ component (what
happens because of what is done). If we take the general approach to complex
predicates proposed in Andrews (2018b), we could have a VP expanding to two
VPs, each producing an element of a set, with a ‘syncategoremantic’ meaning
constructor (one introduced by the c-structure rules) setting these up as the ac-
tion and causation subevents of the main event:

(49) VP ⟶ VP↓∈↑↓=%𝐹 VP↓∈↑↓=%𝐺𝜆𝑒.∃𝑒1(Action(𝑒, 𝑒1)) ∧ ∃𝑒2(Result(𝑒, 𝑒2)) :((%𝐹𝜎 ev) ⊸ %𝐹𝜎 ) ⊸ ((%𝐺𝜎 ev) ⊸ %𝐺𝜎 ) ⊸ (↑𝜎 ev) ⊸ ↑𝜎
This takes two predicates over events, and creates a single predicate that is true
of an event if it contains action and result subevents. This is only an initial sug-
gestion of how a worked out analysis might proceed, but I think it demonstrates
that Bodomo’s work provides an excellent basis to start out from.

6.3 Barayin

Barayin SVCs are analysed in considerable detail by Lovestrand (2018), using a
combination of a very carefully worked out major revision of the LFG version
of X-bar theory from Bresnan et al. (2016), and a development of the ‘connected
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s-structure’ (semantic structures) pioneered in Asudeh et al. (2014) and Findlay
(2016). The latter allows serial verbs to make various contributions to meaning,
sufficient for the range of these structures in Barayin, without needing to build
apparent complement structures as appears to happen in Romance, and, to a
lesser extent, Tariana.

The apparent syntactic form of the constructions is argued to be a ‘nonpro-
jecting word’ (Toivonen 2001) left-adjoined to the V, a typical example being:

(50) Barayin

a. S

NP
(↑ subj)=↓

duwa
lion

VP↑=↓
V↑=↓

V̂↑=↓
kol-eyi
go-ipfv

V↑=↓
d-eg-aga

kill-ipfv-dat.3pl

NP
(↑ obj)=↓

suu
animal

b. duwa
lion

kol-eyi
go-ipfv

d-eg-aga
kill-ipfv-dat.3pl

suu
animal

‘The lion went and killed an animal for them.’

The f- and s-structures of this example would be (not explicitly provided by
Lovestrand, but evident from other examples and the annotations for SV kol-o
(Lovestrand 2018: 221):

(51) ⎡⎢⎢⎢⎢⎢⎢⎣
subj [pred ‘lion’]
pred ‘kill’
obj [pred ‘animal’]
objrec [pred ‘pro’

pers 3
num pl

]
⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

rel kill
arg1 [rel lion]
arg2 [rel animal]
benef [rel they]
path [rel toward

arg1
arg2 there

]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
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In the semantics of the SV (first member of the SVC construction), there is also
a not-fully-formalized provision that the motion along the path can either be
simultaneous with or previous to the action of the main verb.

The potential problem of pred-clash is averted by the proposal that the SVs
have no pred-feature, which is workable because there are only a limited num-
ber of SVs, producing the following kinds of constructions, each discussed by
Lovestrand:

(52) a. Deictic (Associated Motion with deictic motion verbs such as kol-o
‘go’ as in the examples above).

b. Manner (gor-o ‘run’ or another manner of motion verb).
c. Stand (juk-o ‘stand’, incohative or indicating change in the narrative).
d. Take (pid-o ‘take’, indicating the agent grasping the patient).

Even if the inventory of possible SVs turned out to be at least somewhat open,
that fact that there does not appear to be any recursion in the constructionmeans
that the extra pred could be managed somehow, perhaps by a variant of the
‘EP’ proposal of Lovestrand (2020). A further unique and interesting feature of
this analysis is that it has been fully implemented in the XLE system. The use
of the connected s-structures has significant resemblances to both Butt’s use of
Jackendoff’s Lexical-Conceptual Structures, and Bodomo’s use of the unfinished
Cell Theory. This is clearly a promising area for future work.

6.4 Misumalpan

The last case I will consider is some so-called serial verb constructions in the
Misumalpan languages Miskitu and Sumu, presented as a kind of complex pred-
icate in Andrews & Manning (1999). The constructions at issue have the form
of consecutive clauses, expressing a chain of events, but they are interpreted in
a range of ways similar to more standard SVC structures with no marking of
the verbs (Salamanca 1988). This range of interpretations can be said to justify
considering them as SVC constructions regardless of whether we consider their
marking pattern to be in accord with (45) or not.

A fairly typical example is:

(53) Misumalpan (Hale 1991: 26, Andrews & Manning 1999: 93)
witin
he

ai
me

pruk-an
hit-obv.actual.3

kahw-ras
fall-neg

‘He hit me and I did not fall down.’ (Consecutive Reading)
‘He didn’t knock me down.’ (Causative SVC reading)
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The suffix -an above is the ‘obviative actual’, obviative indicating that the subject
of the clausewhose verb has themarking is different from that of the next, ‘actual’
being a tense. In the consecutive reading, the clauses indicate different events
that apply in sequence, and the negative affix applies to the second event. In
the causative SVC reading, the first clause is the event that causes the second to
happen, and the negative affix applies to the entire, complex event.

Andrews & Manning (1999) analyse these constructions as involving a rather
unusual pattern of attribute sharing, while Andrews (2018a) argues that no un-
usual syntactic structures are required, and that the interpretations can be ob-
tained by the use of glue semantics.

7 Conclusion

LFG analyses of complex predicates have been concerned primarily with the sym-
metrical sharing of attributes between different levels, and with the issues of
combining the argument structures of multiple verbs into a single one that is as-
sociated with one set of grammatical relations. A remaining challenge is a theme
that is more dominant in Minimalist analyses, which is the involvement of ‘re-
duced projections’, where some of the verbs do not appear to have all of the
functional projections that an independent main verb would have (Grano 2015,
Wurmbrand 2017). Negation, for example, is frequently impossible for the lower
component of a complex predicate (as in Romance), but this is not the case in
Urdu (Butt 1995: 49). There is clearly more to be done in this area, perhaps by an
elaboration of functional projections in c-structure, of types in glue semantics,
or a combination of both.
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Chapter 8

Coordination
Agnieszka Patejuk
Polish Academy of Sciences and University of Oxford

Coordination is a rich and complex topic. To avoid repeating what has been writ-
ten in many excellent textbooks and reference guides, this chapter takes a non-
standard approach. It starts by presenting the very basics of coordination in LFG,
it provides pointers to agreement phenomena related to coordination, and then it
proceeds to discuss selected less well-known coordination phenomena and their
treatment in LFG, including: non-constituent coordination, coordination of unlike
categories, coordination of unlike grammatical functions and coordination involv-
ing ellipsis.

1 Introduction

This section starts by introducing two key concepts of coordination in LFG: sets
and hybrid objects. Next, it briefly introduces distributivity, a key concept of
coordination, on the basis of feature resolution (for non-distributive attributes)
and dependent sharing (for grammatical functions, which belong to distributive
attributes). Finally, it presents single conjunct agreement as an alternative to
resolved agreement (under feature resolution).

Over time, different conventions have been used in f-structures. To avoid po-
tential confusion, the f-structures presented in this chapter have been normal-
ized: as a result, while f-structures in this chapter consistently use the same con-
ventions, they may look different than in original papers. Furthermore, to save
space, some f-structures have been simplified by removing attributes which are
not relevant in a given context (such as spec, for instance).

The following convention is used in c-structure rules in this chapter: if a cate-
gory on the right-hand side has no annotation, it is assumed to have the (co-)head
annotation (↓=↑).

Agnieszka Patejuk. 2023. Coordination. In Mary Dalrymple (ed.), Handbook
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Except for (189), all examples used in this chapter are either English or Polish.

1.1 Coordination basics: sets and hybrid objects

A basic LFG coordination rule is given in (1), where XP is a variable over cate-
gories: every instance of XP in (1) must be replaced by the same category (for
example NP).

(1) XP ⟶ XP↓∈↑ Conj XP↓∈↑
While the rule in (1) can only join two conjuncts, its slightly modified version
in (2) can join more than two conjuncts: XP+ corresponds to one or more occur-
rences of XP.1 Furthermore, the rule in (2) includes an optional preconjunction
(such as both in both… and… or either in either… or…):2

(2) XP ⟶ (PreConj) XP+↓∈↑ Conj XP↓∈↑
While there are various patterns of coordination (one conjunction, as many con-
junctions as conjuncts, one fewer conjunction than the number of conjuncts,
etc.), the basic annotations are the same: any (pre)conjunctions are co-heads
(↓=↑, omitted above following the convention that lack of annotation is equiv-
alent to having ↓=↑ annotation), while conjuncts are members of the set (↓∈↑)
corresponding to the coordinate structure.

Let us consider structures created by these rules, using the simplified lexical
entries below:

(3) John N (↑ pred)=‘John’
Mary N (↑ pred)=‘Mary’
and Conj (↑ conj)=and
both PreConj (↑ preconj)=both

(↑ conj)=𝑐 and
The structures in (4)–(5) can be generated by both rules in (1) and (2), while the
structures with the preconjunction in (6)–(7) can only be generated by the rule
in (2).

1Punctuation between non-final conjuncts is ignored in (2).
2While (2) overgenerates (both… and… can only be used with two conjuncts), some speakers
can use either… or… with more than two conjuncts (e.g. either X, Y or Z ).
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8 Coordination

(4) NP

NP

John

Conj

and

NP

Mary

(5) [{[pred ‘John’], [pred ‘Mary’]}
conj and

]
(6) NP

PreConj

both

NP

John

Conj

and

NP

Mary

(7) ⎡⎢⎢⎣
{[pred ‘John’], [pred ‘Mary’]}
preconj both
conj and

⎤⎥⎥⎦
The f-structures representing coordination are hybrid objects. This is because
they contain two types of objects: a set containing the individual conjuncts (sets
are represented using curly brackets; set elements may be typeset horizontally or
vertically) as well as attributes pertaining to the coordinate structure as a whole
(these include the attributes conj and preconj3 representing the conjunction
and the preconjunction, respectively).

1.2 Non-distributivity and feature resolution

As mentioned above, the lexical entries in (3) are simplified. The importance of
hybrid objects is clearer when more features are represented in the f-structure,
so let us extend the lexical entries in (8) by adding the num(ber) feature (while
still ignoring other features):

(8) John N (↑ pred)=‘John’
(↑ num)=sg

Mary N (↑ pred)=‘Mary’
(↑ num)=sg

3Some works use different attribute names, for instance coord-form and precoord-form.
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As shown in (9),4 even though both conjuncts are singular, the coordinate subject
as a whole is plural – as a consequence, the verb requires plural agreement:

(9) [[John] and [Mary]] sing/*sings.

(10) sing V (↑ pred)=‘sing〈(↑ subj)〉’
(↑ subj num) =𝑐 pl

sings V (↑ pred)=‘sing〈(↑ subj)〉’
(↑ subj num) =𝑐 sg

(11) shows how this is reflected in the f-structure: while individual conjuncts are
singular (their value of num is sg), the entire coordination is plural (its num is
pl):

(11) ⎡⎢⎢⎢⎣
{[pred ‘John’
num sg ], [pred ‘Mary’

num sg ]}
num pl
conj and

⎤⎥⎥⎥⎦
To obtain such a representation, the equation (↑ num)=pl must be placed some-
where in the grammar. While normally it would be part of more complex feature
resolution rules for number,5 it is put below in the simplified rule handling NP
coordination, see (12).

(12) NP ⟶ (PreConj) NP+↓∈↑ Conj↓=↑
(↑ num)=pl

NP↓∈↑
The prerequisite for this equation to work as desired is that the num attribute
must be non-distributive. This means that such an equation does not distribute
to individual conjuncts (which would clash with (↑ num)=sg in their lexical en-
tries), but instead it applies to the topmost f-structure corresponding to the entire
coordinate phrase, see (11).

Apart from num(ber), some typical non-distributive attributes (or features)
include gend(er) and pers(on). As mentioned above for num(ber), such non-
distributive attributes are subject to feature resolution: rules specifying which
value of these attributes is appropriate for the entire coordinate phrase, given
the values of these attributes of particular conjuncts. Feature resolution rules are
different for various attributes and may differ across languages. See Haug 2023
[this volume] for more discussion and references.

4Square brackets in examples indicate the boundaries of coordination and individual conjuncts.
5Such rules should consider the type of the conjunction (and vs. or). Even with and, it is not
always the case that the number should be plural: my doctor and best friend can refer to one
or two individuals.
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1.3 Distributivity and dependent sharing

The rules in (1)–(2) can also be used to join categories other than NPs. For in-
stance, (13) involves coordination of two sentences, while (14) involves two in-
stances of coordination, at two different levels: NP coordination (John and Mary)
described above (with the more specialised rule in (12)), and coordination of ver-
bal phrases (sing and walk).

(13) [[John sings] and [Mary walks]].

(14) [[John] and [Mary]] [[sing] and [walk]].

In (14) the coordinated nominal subject (John and Mary, see its partial f-structure
in (11)) is a shared dependent of the coordinated verbal phrases (sing and walk,
see (15)).

(15) [{[pred ‘sing〈subj〉’], [pred ‘walk〈subj〉’]}
conj and

]
Since grammatical functions are distributive, no special rules are required to han-
dle examples with a shared dependent such as (14). The equation (↑ subj)=↓ as-
signing the subj grammatical function to the NP in (16) distributes to each ele-
ment of the set corresponding to the VP.6 As a result, (11) becomes the subject of
both conjuncts in (15), yielding (17) which involves structure sharing, indicated
using boxed indices ( 1 ).

(16) S ⟶ NP
(↑ subj)=↓ VP

(17) ⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎢⎣
pred ‘sing〈 1 〉’

subj 1

⎡⎢⎢⎢⎣
{[pred ‘John’
num sg ], [pred ‘Mary’

num sg ]}
num pl
conj and

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦, [

pred ‘walk〈 1 〉’
subj 1

]⎫⎪⎬⎪⎭
conj and

⎤⎥⎥⎥⎥⎥⎥⎦
6Most recent analyses would use IP instead of S and I′ instead of VP. However, since these
distinctions are not the main focus of this chapter, the rules and c-structures from the literature
are not normalised.
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1.4 Single conjunct agreement

Single conjunct agreement (SCA) is an alternative agreement strategy available
under coordination in some languages. Instead of agreeing with the entire co-
ordinate phrase under feature resolution, under SCA the agreement target (for
example: the verb) agrees with one of the conjuncts of its agreement controller
(for verbs, typically the subject), usually the closest conjunct – this is known as
closest conjunct agreement (CCA). Though furthest conjunct agreement (FCA)
is also attested, it is rather rare (compared to CCA).

(18) is a Polish example showing resolved agreement (szli ‘walked’ is plural
masculine) as opposed to agreement with the closest conjunct (szła ‘walked’ is
singular and feminine):

(18) Polish
Szli/szła
walked.3.pl.m1/3.sg.f

[[Marysia]
Marysia.sg.f

i
and

[Janek]].
Janek.sg.m1

‘Janek and Marysia walked.’

See Haug 2023 [this volume] for more discussion of SCA and references.

2 Non-constitutent coordination

When discussing coordination, typically what is discussed is coordination of con-
stituents (typically of the same category and corresponding to the same gram-
matical function). Kaplan & Maxwell (1988) is the first published LFG analysis of
such coordination.

Maxwell & Manning (1996) is a seminal LFG work discussing non-constituent
coordination (NCC) where conjuncts do not correspond to constituents. Instead,
each conjunct corresponds to a sequence of constituents (or possibly their parts),
with no strict requirement of parallelism between conjuncts. Maxwell & Man-
ning (1996: 1) provide the following “grab-bag of other cases of coordination com-
monly negatively classified as non-constituent coordination” which are outside
of the scope of Kaplan &Maxwell (1988), labelling (19) as “conjunction reduction”
(CR), (20) as “Right-Node Raising” (RNR), (21) as “Gapping”, (22) as “Ellipsis” and
(23) as “non-symmetric coordination”:

(19) Bill gave [[the girls spades] and [the boys recorders]].
(Maxwell & Manning 1996: (2a))

(20) [[Bill likes], and [Joe is thought to like]] cigars from Cuba.
(Maxwell & Manning 1996: (2b))
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(21) [[Bill gave a rhino to Fred], and [Sue a camera to Marjorie]].
(Maxwell & Manning 1996: (2c))

(22) [[Bill likes big cars], and [Sally does too]].
(Maxwell & Manning 1996: (2d))

(23) Bill [[went] and [took the test]]. (Maxwell & Manning 1996: (2e))

In order to account for instances of CR and RNR, Maxwell & Manning (1996: 3)
propose to extend the analysis of coordination by allowing “the coordination
of partial expansions of c-structure rules”, namely partial expansions of VP rules
(such as (26) discussed below), pointing out that this solution makes it possible to
“maintain the simple and classic rule for coordination that only identical things
are allowed to coordinate”.7

2.1 Basics of the Maxwell & Manning (1996) analysis

Let us consider (24), where the NCC (to Mary on Wednesday and to Scott on Fri-
day)8 is surrounded by shared material: the subject (Fred) and the main verb
(lent) on the left and the object on the right (his Dubé torches). (25) is the tree
corresponding to (24).

(24) Fred lent [[to Mary on Wednesday] and [to Scott on Friday]] his Dubé
torches.

(25)
S

VP

w-VP

NP

his Dubé torches

x-VP-w

x-VP-w

PP

on Fri

PP

to Scott

Conj

and

x-VP-w

PP

on Wed

PP

to Mary

VP-x

V

lent

NP

Fred

(Maxwell & Manning 1996: (15))
7It can also be used to reanalyse unlike category coordination as same category coordination,
see Section 3.1.

8Wednesday and Friday are abbreviated in trees and f-structures to Wed and Fri, respectively.
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The following modified rules can be read off the tree in (25):9

(26) VP ⟶ VP-x x-VP-w w-VP

(27) VP-x ⟶ V

(28) x-VP-w ⟶ x-VP-w Conj x-VP-w

(29) x-VP-w ⟶ PP PP

(30) w-VP ⟶ NP

However, the rules above are not complete because f-descriptions are missing.
While the rule in (31) could normally be used, in order to handle the NCC in
(24), the rules in (28)–(30) must be annotated with f-descriptions as shown in
(32)–(34):

(31) VP ⟶ V PP
(↑ obl)=↓ PP∗↓∈(↑ adj)

NP
(↑ obj)=↓

(32) x-VP-w ⟶ x-VP-w↓∈↑ Conj x-VP-w↓∈↑
(33) x-VP-w ⟶ PP

(↑ obl)=↓ PP↓∈(↑ adj)

(34) w-VP ⟶ NP
(↑ obj)=↓

There is an important difference between “standard” rules such as (31) and
modified rules aimed at handling NCC. While in (31) subsequent dependents
have appropriate grammatical function annotations ((↑ obl)=↓ for the oblique PP,↓∈(↑ adj) for the modifier PP and (↑ obj)=↓ for the NP object), the corresponding
NCC partial categories in (26), x-VP-w and w-VP, have no annotation, which is
interpreted by default as the co-head annotation (↓=↑). As a consequence, the an-
notations assigning appropriate grammatical functions are instead equivalently
placed in (33) (for x-VP-wwhich rewrites to an oblique PP followed by a modifier
PP) and in (34) (for w-VP which rewrites to an NP object). Thanks to the different
placement of f-descriptions,10 such modified rules can account for NCC, unlike
the “standard” VP rule in (31).

9While Maxwell & Manning (1996) use “and” in their rules, it was replaced with “Conj” for
consistency.

10Moving f-descriptions in this way is crucial in some analyses of other phenomena, including
coordination of different grammatical functions (Section 4) and gapping (Section 5.3).
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To better understand the analysis ofMaxwell &Manning (1996), let us consider
its procedural intuition by inspecting partial f-structures created by these rules.

Each conjunct of NCC builds its partial f-structure using the rule in (33): (35)
corresponds to the first conjunct (to Mary on Wednesday), (36) to the second (to
Scott on Friday).

(35) [obl [pred ‘Mary’]
adj {[pred ‘on〈 4 〉’

obj 4 [pred ‘Wed’]]}]
(36) [obl [pred ‘Scott’]

adj {[pred ‘on〈 6 〉’
obj 6 [pred ‘Fri’]]}]

Next, (35) and (36) are added as set elements using the coordination rule in (32).11

(37) ⎡⎢⎢⎢⎣
{[obl [pred ‘Mary’]

adj {[pred ‘on〈 4 〉’
obj 4 [pred ‘Wed’]]}] , [obl [pred ‘Scott’]

adj {[pred ‘on〈 6 〉’
obj 6 [pred ‘Fri’]]}]}

conj and

⎤⎥⎥⎥⎦
Next, the VP rule in (26) unifies the partial f-structures of 3 co-heads: (38) corre-
sponds to VP-x; (37) is the set corresponding to NCC in x-VP-w; (39) is created by
the w-VP rule in (34). As mentioned in Section 1.3 when discussing (14), grammat-
ical functions are distributive; so is pred. Note that being a distributive feature
is consistent with being an instantiated feature: when pred is distributed, it is
uniquely instantiated in each conjunct.12 As a result, (38) and (39) distribute over
(37), yielding the f-structure in (40).

(38) [pred ‘lend〈subj,obj,obl〉’]
(39) [obj [pred ‘Dubé torches’]]
(40) ⎡⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
pred ‘lend〈subj, 2 , 3 〉’
obj 2 [pred ‘Dubé torches’]
obl 3 [pred ‘Mary’]
adj {[pred ‘on〈 4 〉’

obj 4 [pred ‘Wed’]]}
⎤⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎣
pred ‘lend〈subj, 2 , 5 〉’
obj 2
obl 5 [pred ‘Scott’]
adj {[pred ‘on〈 6 〉’

obj 6 [pred ‘Fri’]]}
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎥⎦
11Coordination of partial expansions such as in (32) is handled by the general coordination rule
in (1).

12This makes it possible to account for multiclausal coordination phenomena such as NCC, co-
ordination of different grammatical functions (Section 4.4), SGF (Section 5.1) and gapping (Sec-
tion 5.3).

317



Agnieszka Patejuk

One element is missing in (40): the shared subject (Fred), see the tree in (25).
Assuming a rule for S such as in (16), the annotation (↑ subj)=↓ distributes the
NP subject over the partial f-structure in (40), yielding the complete f-structure
in (41).

(41) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎣

pred ‘lend〈 1 , 2 , 3 〉’
subj 1 [pred ‘Fred’]
obj 2 [pred ‘Dubé torches’]
obl 3 [pred ‘Mary’]
adj {[pred ‘on〈 4 〉’

obj 4 [pred ‘Wed’]]}
⎤⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘lend〈 1 , 2 , 5 〉’
subj 1
obj 2
obl 5 [pred ‘Scott’]
adj {[pred ‘on〈 6 〉’

obj 6 [pred ‘Fri’]]}
⎤⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
An important thing to note about theMaxwell &Manning (1996) analysis of NCC
is that it creates multiclausal structures.13 This means that it is equivalent to a
coordination of two VPs, with two instances of a given verb – it is clear in (41),
where the set corresponding to coordination contains two clauses with different
instantiations of lend as the main verb.

2.2 Interaction with verbal coordination

(42) demonstrates an interesting issue arising when NCC (to Mary on Wednesday
and to Sue on Friday) co-occurs with verbal coordination, which is also repre-
sented as a set:

(42) John [[gave a book] or [lent a record]] [[to Mary on Wednesday] and [to
Sue on Friday]]. (Maxwell & Manning 1996: (43))

Strictly speaking, (42) ismore complex than necessary to show the issue at hand:14

[[gave a book] or [lent a record]] is another instance of NCC, which means that
more complex c-structure rules are needed to handle this example. (43) is the
“standard” VP rule which is split into partial VP rules in (44)–(48) in order to
handle NCC in (42).

(43) VP ⟶ V NP
(↑ obj)=↓ PP

(↑ obl)=↓ PP*↓∈(↑ adj)
13Multiclausal structures also arise under gapping (Section 5.3), in some instances of coordina-
tion of different grammatical functions (Section 4.4) and when unlike category coordination
is reanalysed as NCC (Section 3.1).

14The same issue arises in a modified version of (24) with simple coordination of verbs (gave or
lent):

(i) Fred [[gave] or [lent]] [[to Mary on Wednesday] and [to Scott on Friday]] his Dubé
torches.
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(44) VP ⟶ VP-x x-VP

(45) VP-x ⟶ VP-x↓∈↑ Conj VP-x↓∈↑
(46) VP-x ⟶ V NP

(↑ obj)=↓
(47) x-VP ⟶ x-VP↓∈↑ Conj x-VP↓∈↑
(48) x-VP ⟶ PP

(↑ obl)=↓ PP∗↓∈(↑ adj)

The procedural intuition of the analysis of (42) involves unifying two partial f-
structures in the VP rule in (44), both of which happen to be sets: (49) corresponds
to VP-x (gave a book or lent a record) built using the rules in (45)–(46), while (50)
corresponds to x-VP (to Mary on Wednesday and to Sue on Friday) built using
(47)–(48).

(49) [{[pred ‘give〈subj, 2 ,obl〉’
obj 2 [pred ‘book’] ] , [pred ‘lend〈subj, 3 ,obl〉’

obj 3 [pred ‘record’] ]}
conj or

]
(50) ⎡⎢⎢⎢⎣

{[obl [pred ‘Mary’]
adj {[pred ‘on〈 4 〉’

obj 4 [pred ‘Wed’]]}] , [obl [pred ‘Sue’]
adj {[pred ‘on〈 5 〉’

obj 5 [pred ‘Fri’]]}]}
conj and

⎤⎥⎥⎥⎦
As discussed in Section 2.1, when a set is unified with a non-set f-structure, the
non-set f-structure is distributed over the set. Maxwell & Manning (1996) discuss
the issue of unifying two sets15 on the basis of example (42), where the first set
contains elements labelled as 𝑓1 (gave a book) and 𝑓2 (lent a record), see the f-
structure in (49), while the second set contains 𝑓3 (to Mary on Wednesday) and𝑓4 (to Sue on Friday), see (50).

Maxwell & Manning (1996) point out that a possible but undesired result of
unifying (49) and (50) is set union, yielding an f-structure containing a set with
4 elements. This is schematically shown in (51), while the corresponding partial
f-structure is given in (52).

(51) ↑{𝑓1,𝑓2,𝑓3,𝑓4}
15The issue of unifying two sets also surfaces in other coordination phenomena, including multi-
clausal coordination of different grammatical functions (Section 4.4) and gapping (Section 5.3).
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(52) ⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎪⎨⎪⎪⎩
[pred ‘give〈subj, 2 ,obl〉’
obj 2 [pred ‘book’] ] , [pred ‘lend〈subj, 3 ,obl〉’

obj 3 [pred ‘record’] ],
[obl [pred ‘Mary’]
adj {[pred ‘on〈 4 〉’

obj 4 [pred ‘Wed’]]}] , [obl [pred ‘Sue’]
adj {[pred ‘on〈 5 〉’

obj 5 [pred ‘Fri’]]}]
⎫⎪⎪⎬⎪⎪⎭

conj or≠and
⎤⎥⎥⎥⎥⎥⎥⎦

(52) is ill-formed for three reasons.16 First, it is incomplete: 𝑓1 and 𝑓2 have a miss-
ing obl(ique) argument. Secondly, it is incoherent: 𝑓3 and 𝑓4 have no pred sub-
categorising for their obl arguments. Finally, it is inconsistent due to conflicting
values of the conj attribute: 𝑓1 and 𝑓2 are conjoined with or ((↑ conj)=or), while𝑓3 and 𝑓4 are conjoined with and ((↑ conj)=and). Unifying these f-descriptions
results in a clash (≠), see (52).

Maxwell & Manning (1996) explain that the desired result is to distribute one
set over the other, which yields a set containing 2 elements, each of which also
contains 2 elements. There are two ways in which this can be done.

The result of distributing the first set (containing 𝑓1, 𝑓2) over the second (con-
taining 𝑓3, 𝑓4) is schematically shown in (53). This yields the partial f-structure
in (54), where the top-level conjunction is and (it joins 𝑓3 and 𝑓4), while the con-
junction in embedded sets is or (it joins 𝑓1 and 𝑓2). The sentence in (55) provides
a natural language intuition of the f-structure in (54) (with the subject added in
brackets, since its contribution is not present in (54)).

(53) ↑{𝑓3{𝑓 ′1 ,𝑓 ′2 },𝑓4{𝑓 ″1 ,𝑓 ″2 }}

(54) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
pred ‘give〈subj, 2 , 3 〉’
obj 2 [pred ‘book’]
obl 3 [pred ‘Mary’]
adj { 4 [pred ‘on〈 5 〉’

obj 5 [pred ‘Wed’]]}
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎣
pred ‘lend〈subj, 9 , 3 〉’
obj 9 [pred ‘record’]
obl 3
adj { 4 }

⎤⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

conj or

⎤⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎢⎣
pred ‘give〈subj, 2 , 6 〉’
obj 2
obl 6 [pred ‘Sue’]
adj { 7 [pred ‘on〈 8 〉’

obj 8 [pred ‘Fri’]]}
⎤⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎣
pred ‘lend〈subj, 9 , 6 〉’
obj 9
obl 6
adj { 7 }

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj or

⎤⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
conj and

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
16These problems persist after the f-structure of the subject (John) is distributed over all set
elements.
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(55) (John) [[gave a book or lent a record] to Mary on Wednesday] and [[gave
a book or lent a record] to Sue on Friday].

By contrast, (56) schematically shows the opposite situation, where the second
set (containing 𝑓3, 𝑓4) is distributed over the first set (containing 𝑓1, 𝑓2). This
yields the partial f-structure in (57), where the top-level conjunction is or (it
joins 𝑓1 and 𝑓2), while the conjunction in embedded sets is and (it joins 𝑓3 and𝑓4). (58) provides the natural language intuition of (57).

(56) ↑{𝑓1{𝑓 ′3 ,𝑓 ′4 },𝑓2{𝑓 ″3 ,𝑓 ″4 }}

(57) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
pred ‘give〈subj, 2 , 3 〉’
obj 2 [pred ‘book’]
obl 3 [pred ‘Mary’]
adj { 4 [pred ‘on〈 5 〉’

obj 5 [pred ‘Wed’]]}
⎤⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎣
pred ‘give〈subj, 2 , 6 〉’
obj 2
obl 6 [pred ‘Sue’]
adj { 7 [pred ‘on〈 8 〉’

obj 8 [pred ‘Fri’]]}
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
pred ‘lend〈subj, 9 , 3 〉’
obj 9 [pred ‘record’]
obl 3
adj { 4 }

⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
pred ‘lend〈subj, 9 , 6 〉’
obj 9
obl 6
adj { 7 }

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
conj or

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(58) (John) [gave a book [to Mary on Wednesday and to Sue on Friday]] or

[lent a record [to Mary on Wednesday and to Sue on Friday]].

As shown above, due to the fact that there are two ways of distributing one set
over the other, (42) has two possible interpretations, depending on whether the
scope of disjunction is narrow ((53)–(54)) or wide ((56)–(57)). While this may
not be immediately obvious, there is a significant difference in truth conditions
between these two interpretations.

In (54) where disjunction has narrow scope, each woman (Mary, Sue) is given
a book or lent a record, while in (57) where disjunction has wide scope, both
women (Mary and Sue) are given a book or lent a record. This is why (57) could
be referred to as the symmetric reading – ifMary is given a book, Sue is also given
a book (and vice versa); the same applies to being lent a record. By contrast, (54)
does not require such symmetry: this reading is true when Mary (but not Sue) is
given a book and Sue (but not Mary) is lent a record (or the other way round).
While (54) is true in all situations when (57) is true, the opposite does not hold:
there are scenarios when (54) is true but (57) is not.
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While the grammar produces both solutions discussed above for (42), there
are different views on which of these is more natural. As reported in Maxwell
& Manning (1996: 13): “Blevins (1994) argues that the wide scope reading for the
disjunction is the most natural interpretation, but we tend to think the opposite”.

3 Coordination of unlike categories

While it has been claimed that coordination can only join identical categories
(Chomsky (1957: 36),Williams (1981); more recently Bruening&Al Khalaf (2020)),
many works have challenged such claims, showing that there is no such require-
ment (Peterson (1981), Sag et al. (1985), Bayer (1996); more recently Patejuk &
Przepiórkowski (2023)).

When discussing unlike category coordination, the following examples are
often used:

(59) Pat is [[a Republican] and [proud of it]]. (Sag et al. 1985: 117, (2b))

(60) Pat is [either [stupid] or [a liar]]. (Sag et al. 1985: 117, (2a))

(61) Pat has become [[a banker] and [very conservative]].
(Sag et al. 1985: 118, (3a))

(62) I consider John [[stupid] and [a fool]]. (Peterson 1981: (35))

(63) I consider that [[a rude remark] and [in very bad taste]].
(Sag et al. 1985: 118, (3b))

(64) We walked [[slowly] and [with great care]]. (Sag et al. 1985: 140, (57))

Except (64), which is an example of coordination of modifiers, all examples above
involve predicative complements.Modifiers and predicative complements are the
two most popular example types discussed in the literature on unlike category
coordination.

There are also examples where unlike category coordination corresponds to
a non-predicative argument. As discussed in Patejuk & Przepiórkowski (2023)
on the basis of examples below, some predicates require an argument defined in
terms of semantics rather than syntactic categories: expressing location (reside),
manner (treat), duration (last) etc. Such phrases may also act as modifiers: (64)
is an example of a manner modifier.

(65) [[That place] and [behind these shops]] are where many families reside.

(66) Do you treat the four museums [[individually] or [as a collective]]?

(67) Immunity may last [[10 years] or [longer]]
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There are also non-predicative arguments which are not defined semantically.
(68) is a famous example often used in the context of unlike category coordina-
tion.

(68) You can depend on [[my assistant] and [that he will be on time]].
(Sag et al. 1985: 165, (124b))

However, (68) is controversial/problematic because it involves a subcategorisa-
tion violation. While the conjunct closer to the head obeys its subcategorisation
requirements, (69), the other conjunct does not, see (70) – neither as a comple-
ment of the preposition on, nor as a direct complement of the verb:

(69) You can depend on my assistant.

(70) *You can depend (on) that he will be on time.

Normally each conjunct is expected to satisfy the subcategorisation requirements
of the verb it depends on – this is the case in two other famous examples from
Sag et al. (1985):

(71) Pat remembered [[the appointment] and [that it was important to be on
time]]. (Sag et al. 1985: 165, (123a))

(72) [[That Himmler appointed Heydrich] and [the implications thereof]]
frightened many observers. (Sag et al. 1985: 165, (123b))

The rest of this section focuses on examples which satisfy this constraint, so it
will not cover subcategorisation violations such as (68).

3.1 Unlike category coordination or ellipsis

One way to approach the phenomenon of unlike category coordination is to as-
sume that ellipsis is involved, so that what is coordinated are not unlike cate-
gories, but larger categories of the same type: for instance two (or more) cate-
gories such as S, CP or VP – with ellipsis of the verb in one of the conjuncts
(typically the second).

Maxwell & Manning (1996: 3) point out that the solution they propose for non-
constituent coordination (NCC, discussed in Section 2) could be used to avoid
unlike category coordination in examples such as John is a republican and proud
of it by “coordinating partial VPs rather than attempting to coordinate an NP and
an AP”, see the structures in (73)–(74).17

17The contribution of of it is consistently omitted in the following f-structures.
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(73) S

VP

x-VP

x-VP

AP

proud of it

Conj

and

x-VP

NP

a republican

VP-x

V

is

NP

John

(Maxwell & Manning 1996: (14))

(74) ⎡⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
pred ‘be〈 2 〉 1 ’
subj 1 [pred ‘John’]
xcomp 2 [pred ‘republican〈 1 〉’

subj 1
]⎤⎥⎥⎥⎦,

⎡⎢⎢⎢⎣
pred ‘be〈 3 〉 1 ’
subj 1

xcomp 3 [pred ‘proud〈 1 〉’
subj 1

]⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎦
As explained in Section 2, such an analysis produces multiclausal f-structures, as
shown in (74).

While reanalysing unlike category coordination as same category coordina-
tion of larger categories seems to be a possibility in some cases, there are situa-
tions where it has undesired consequences such as having a different reading. As
observed in Dalrymple (2017), examples with modifiers such as simultaneously
and alternately have different readings depending on whether unlike category
coordination is involved (see the bracketings in (75) and (77)), or an “ellipsis-
based”18 analysis is involved (compare (76) and (78), respectively):

(75) Fred is simultaneously [[a professor] and [ashamed of his work]].
(Dalrymple 2017: (16a))

(76) Fred [[is simultaneously a professor] and [is simultaneously ashamed of
his work]]. (Dalrymple 2017: (16b))

(77) Fred is alternately [[in a good mood] and [suicidal]].
(Dalrymple 2017: (17a))

(78) Fred [[is alternately in a good mood] and [is alternately suicidal]].
(Dalrymple 2017: (17b))

18This includes the NCC reanalysis proposed by Maxwell & Manning (1996).
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In the case of John is a republican and proud of it, the truth conditions are the
same no matter whether this string is analysed as coordination of unlike cate-
gories (giving rise to a monoclausal structure where the predicative complement
corresponds to unlike category coordination of an NP and an AP, see (79)) or as
same category coordination of VPs, as in (74), which is equivalent to multiclausal
John [[is a republican] and [is proud of it]].

(79) ⎡⎢⎢⎢⎢⎢⎣
pred ‘be〈 2 〉 1 ’
subj 1 [pred ‘John’]
xcomp 2 [{[pred ‘republican〈 1 〉’

subj 1
], [pred ‘proud〈 1 〉’

subj 1
]}

conj and
]
⎤⎥⎥⎥⎥⎥⎦

However, there is a clear difference when negation is involved. Consider the
string John is not a republican and proud of it. Under the NCC reanalysis of un-
like category coordination proposed in Maxwell & Manning (1996), this sentence
involves a coordination of two negated VPs – this corresponds to (80) which in-
volves a conjunction of two negated predicates, schematically shown in (81).

(80) John [[is not a republican] and [is not proud of it]].

(81) [¬A ∧ ¬B]
By contrast, under the analysis where genuine coordination of unlike categories
is involved, as in (82), the semantics, schematically shown in (83), involves a
negation of a conjunction – under De Morgan’s laws, this is equivalent to a dis-
junction of negations.

(82) John is not [[a republican] and [proud of it]].

(83) ¬[A ∧ B] ≡ [¬A ∨ ¬B]
As a consequence, the two analyses of the string John is not a republican and
proud of it have different meanings. Under the NCC analysis in (80), it can only
mean (it has only one reading where it is true): John is not a republican, he is not
proud of it ([¬A ∧ ¬B]). Apart from this reading, the following two readings are
also available under the unlike category coordination analysis in (82): John is a
republican, he is not proud of it ([A ∧ ¬B]); John is not a republican, he is proud
of it ([¬A ∧ B]). Even though these two are possible readings of this string, they
are not available under the NCC analysis.

An analogous issue arises in examples with modifiers such as (64). When nega-
tion is present (We did not walk slowly and with great care), different analyses also
have different meanings. While NCC in (84) has the meaning in (81) which has
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only one reading (he did not walk slowly, he did not walk with great care), unlike
category coordination in (85) has the meaning in (83) where two more readings
are possible (he walked slowly, he did not walk with great care; he did not walk
slowly, he walked with great care).

(84) We [[did not walk slowly] and [did not walk with great care]].

(85) We did not walk [[slowly] and [with great care]].

As shown above, while some examples of unlike category coordination can be
reanalysed as conjunction reduction without undesired side-effects (such as dis-
torted, bad semantics), it is not the case that all instances of unlike category coor-
dination can be reanalysed as conjunction reduction (using the analysis designed
for NCC). Let us therefore proceed to the discussion of how genuine unlike cat-
egory coordination can be handled in LFG.

3.2 Categories and c-structure labels

Once the false assumption that coordination can only join elements correspond-
ing to the same category is rejected, the following question immediately arises:
when unlike categories are coordinated, what is the category of the coordinate
phrase as a whole? Over time, there have been various answers to this question
– these are discussed below.

Peterson (2004) proposed that the category of unlike category coordination is
the same as the category of the first conjunct, as in the rule in (86):19

(86) X ⟶ X↓∈↑ Conj X↓∈↑ (Peterson 2004: (20))

As pointed out in Dalrymple (2017: 38): “This analysis makes the incorrect predic-
tion that the distribution of an unlike category coordination structure matches
the distribution of the category of the first conjunct.”20

While Peterson (2004) makes unlike category coordination endocentric in the
sense that the topmost category is the same as one of the conjuncts, Patejuk

19While Peterson (2004) uses the C category for the conjunction, it was replaced with Conj in
(86) for the sake of consistency as well as to avoid potential confusion (C is typically used for
complementisers).

20As noted in Bruening&Al Khalaf (2020), Peterson (2004) focuses on caseswhere the coordinate
phrase follows the selector, so the first conjunct is closest to the selector. However, there are
cases where coordination precedes the selector (see (72)), so the first conjunct would be farthest
from the selector (rather than closest). While this issue can be resolved by assuming that it is
the conjunct closest to the selector that corresponds to the topmost category, the point made
in Dalrymple (2017) would still hold.

326



8 Coordination

(2015) proposed to use a special category for unlike category coordination (XP
or UP), making it exocentric: the rule in (87) uses YP and ZP as variables for
different categories.

(87) XP ⟶ YP↓∈↑ Conj ZP↓∈↑ (Patejuk 2015: (4.8))

This proposal is complemented by the use of the distributive cat attribute in
f-structure, making it possible to impose category constraints at this level of rep-
resentation – rather than using CAT predicate (see Section 3.5.1) and c-structure
labels. Under the analysis of Patejuk (2015), the f-structure in (88) corresponds to
John is a republican and proud (of it).

(88) ⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘be〈 2 〉 1 ’
subj 1 [pred ‘John’]
xcomp 2

⎡⎢⎢⎢⎣
{[pred ‘republican〈 1 〉’

subj 1
cat n

], [pred ‘proud〈 1 〉’
subj 1
cat adj

]}
conj and

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎦

According to Dalrymple (2017: 38): “the proposal does not allow the possibility of
imposing the category requirements that were shown to be necessary […], since
on this view all unlike category coordinations have the same category. It also
makes it difficult to enforce category-function correlations and to control the
distribution of phrases of different categories, since there is no relation between
the category of the unlike category coordination structure and the categories
of the conjuncts.” This criticism only holds as far as c-structure is concerned
(so when the CAT predicate is used, which operates on c-structure labels; see
Section 3.5.1). Under the proposal of Patejuk (2015), the categorial constraints
discussed inDalrymple (2017) are imposed at the level of f-structure using the cat
attribute. As shown in (88), conjuncts corresponding to the xcomp grammatical
function have different categories: the value of cat is n for the noun republican
and adj for the adjective proud.

Dalrymple (2017) offers a novel, feature-based solution for choosing the c-
structure label of unlike category coordination. While it is conceptually simi-
lar to the proposal of Sag et al. (1985), it does not involve controversial feature
decomposition (see Bayer (1996) for an extensive critique) as features directly
correspond to basic syntactic categories, see (89):
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(89) Abbreviation Feature matrix
N [n+, v−, p−, adj−, adv−]
V [n−, v+, p−, adj−, adv−]
P [n−, v−, p+, adj−, adv−]

Adj [n−, v−, p−, adj+, adv−]
Adv [n−, v−, p−, adj−, adv+]

(Dalrymple 2017: (43))

These feature matrices correspond to lexical categories. The category of a coor-
dinate phrase is resolved in a different way (Dalrymple 2017: 48): “the category
of a coordinate phrase has the value + for a category feature if there is some
conjunct with the value + for that feature”. This makes it possible to provide a
simple, elegant account of unlike category coordination: the c-structure in (90)
corresponds to a Republican and proud of it, where the label of unlike category
coordination is [n+, adj+].
(90) [n+, adj+]

[n−, v−, p−, adj+, adv−]
proud of it

and[n+, v−, p−, adj−, adv−]
a Republican

(Przepiórkowski & Patejuk 2021: (5))

However, as noted in Przepiórkowski & Patejuk (2021: 208, fn. 4), under such
an analysis of coordination, same category coordination has a different category
than its conjuncts. For instance, in the case of NP coordination, while the cat-
egory of all NP conjuncts is [n+, v−, p−, adj−, adv−], the category of the
coordinate NP is [n+].

Also, Dalrymple (2017) does not discuss how functional categories such as CP
(complementizer phrase) or InfP (infinitival phrase) would be distinguished un-
der this account, which is relevant for unlike category coordination (such as CP
and NP, CP and PP, etc.).

Przepiórkowski & Patejuk (2021) offer an alternative solution to the problem
of the category of coordination of unlike categories. The analysis proposed in
Dalrymple (2017) is limited to categories, while some instances of unlike cate-
gory coordination require additional constraints, such as appropriate case, com-
plementizer or preposition form (see Section 3.5.2). As a consequence, in order
to account for unlike category coordination, it is not enough to state categorial
constraints using the built-in CAT predicate (see Section 3.5.1). Przepiórkowski &
Patejuk (2021) propose to remove c-structure labels altogether (which is formally
equivalent to having just one label) and instead use cat attribute in f-structure
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for imposing categorial restrictions (as in Patejuk (2015)). As an example, Prze-
piórkowski & Patejuk (2021) propose the rule in (91) as a replacement for the rule
in (92):

(91) • ⟶ •
(↓ cat) =𝑐 P↑=↓ •(↓cat) ∈𝑐 {P,N}

(↑ obj)=↓
(Przepiórkowski & Patejuk 2021: (35))

(92) P′ ⟶ P↑=↓ {NP|PP}
(↑ obj)=↓ (Przepiórkowski & Patejuk 2021: (32))

Under this proposal, as in Patejuk (2015), all constraints (related to categories
and other features such as case, complementizer or preposition form, etc.) are
imposed in f-structure.21 However, unlike in Patejuk (2015), there is no need for
arbitrary c-structure labels for unlike category coordination (such as XP or UP),
which was criticised in Dalrymple (2017).

Summing up, this subsection presented different approaches to the problem
of choosing the topmost category corresponding to coordination of unlike cate-
gories.

3.3 Categories and grammatical functions

Since imposing constraints in f-descriptions relies on grammatical functions to
identify the element to be constrained, there is the key question of which gram-
matical function is appropriate when coordinating unlike categories.

Answering this question can be non-trivial, partially because the choice of the
appropriate grammatical function can be controversial even outside of coordi-
nation. While LFG considers grammatical functions as primitives of the theory,
independent of the position in the c-structure and/or the c-structure category,
there have been some discussions and controversy concerning certain grammat-
ical functions. See Belyaev 2023 [this volume] for discussion and references.
Probably the least controversial (though not uncontroversial) grammatical func-

tions include the subj(ect) and the obj(ect). Still, there are different definitions
of obj: some (e.g. Patejuk (2015)) choose to define it as the grammatical function
which changes to subj when undergoing passivisation, while others (e.g. Börjars
& Vincent (2008)) do not consider this as a necessary characteristic.

21While Patejuk (2015) uses complex off-path constraints to formalise disjunctive constraints,
Przepiórkowski & Patejuk (2021) propose to reuse the local variable notation, which results in
simpler and more readable constraints – see the discussion in Section 3.5.2.
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There has been a lot of debate about complement clauses. Dalrymple & Lødrup
(2000) argue that different grammatical functions may be appropriate for comple-
ment clauses in different languages, considering obj(ect) and comp ((non-object)
closed clausal complement) and proposing criteria for distinguishing these. By
contrast, Alsina et al. (2005) argue for getting rid of comp and using obl(ique)
instead for non-object complement clauses (among other argument types). Fur-
thermore, Alsina et al. (2005) suggest that it should also be possible to get rid of
xcomp (open clausal complement).

On the basis of data fromPolish and English, Patejuk& Przepiórkowski (2014a)
argue that using xcomp for open (controlled) clausal complements can be prob-
lematic, because it is possible to coordinate infinitival phrases (open, controlled)
with non-predicative nominals which are closed (do not require control):

(93) Polish
Chcę
want

[[pić]
drink.inf

i
and

[papierosa]].
cigarette.acc

‘I want to drink and a cigarette.’ (Patejuk & Przepiórkowski 2014a: (1))

(94) My uncle said to hell with that and taught me [[karate], and [to fire
weapons]]. (Patejuk & Przepiórkowski 2014a: (27))

Patejuk & Przepiórkowski (2014a) argue that such examples provide independent
motivation to get rid of the xcomp: while it would be suitable for the controlled
infinitival conjunct (its subject is structure-shared with the matrix subject), it is
not suitable for the nominal conjunct which is not controlled and does not have
a subject.

Patejuk & Przepiórkowski (2014a) propose an analysis in terms of unlike cat-
egory coordination, choosing obj as the grammatical function corresponding to
coordination in (93).22 An important novel feature of this analysis is making
it possible to establish control into selected conjuncts. This is achieved using
the controller attribute (see Section 3.5.2 for detailed discussion), as shown in
(95)23 which corresponds to (93).

(95) ⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘want〈 1 , 2 〉’
subj 1 [pred ‘I’]
obj 2

⎡⎢⎢⎢⎣
{[pred ‘drink〈 1 〉’

subj 1
controller 1

],[pred ‘cigarette’
case acc
controller 1

]}
conj and

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎦

(Patejuk & Przepiórkowski 2014a: (26))
22If the ability to be passivised is a defining feature of obj, this argument should be an obl in
Polish.

23The conj attribute was added to this f-structure.
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Building on the proposals of Alsina et al. (2005) and Patejuk & Przepiórkowski
(2014a), Patejuk & Przepiórkowski (2016) reexamine the repertoire of grammat-
ical functions in LFG, providing additional arguments for getting rid of comp
and xcomp. They show that it is possible to coordinate categories that would
normally correspond to open and closed complements (which again leads to the
issue of control into selected conjuncts).

While Patejuk & Przepiórkowski (2016) focus on the discussion of arguments,
an analogous observation can be made with respect to adjuncts, where a similar
distinction is often made, splitting adjuncts into closed, not controlled (adj) and
open, controlled (xadj). In the Polish examples in (96)–(98), the first conjunct
would normally be classified as closed (adj), while the second conjunct would be
open (xadj). To account for such coordination, a common grammatical function
should be identified for such dependents:24

(96) Polish
Wychodziliśmy
left.1.pl.m1

[[szybko]
quickly

i
and

[unikając
avoiding

spojrzeń
gazes

innych]].
others

‘We were leaving quickly and avoiding peoples’ gazes.’

(97) Polish
Przyjechaliśmy
returned.1.pl.m1

do
to

Kotoru
Kotor

[[dosyć
pretty

późno]
late

i
and

[głodni
hungry.nom.pl.m1

jak
like

wilki]]…
wolves
‘We returned to Kotor pretty late and hungry as wolves…’ (Google)

(98) Polish
Gdy
when

[[niechętnie]
reluctantly

i
and

[zażenowany]]
embarrassed.nom.sg.m1

wchodził
entered.3.sg.m1

za
after

Nirą…
Nira

‘When, reluctantly and hungry, he entered following Nira…’ (NKJP)25

This observation is consistent with the general proposal of Patejuk & Przepiór-
kowski (2016: 549), who conclude that the repertoire of grammatical functions in
LFG could be limited to just three: subj(ect), obj(ect) (defined as the item that can

24In Polish, the verb agrees with its subject (which may be implicit, as in (96)–(98)), while pred-
icative adjectives agree with their controller (which may also be implicit, as in (97)–(98)).

25NKJP is the National Corpus of Polish (Przepiórkowski et al. (2011, 2012); http://nkjp.pl).
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undergo passivisation) and obl(ique) which serves as the elsewhere grammatical
function: “All other dependents, including adjuncts, may be called obliques, as
in Alsina (1996).” Control into selected conjuncts of obliques would be handled
in the same way as in (95).

Kaplan (2017) proposes that examples such as (99), analysed as unlike category
coordination in Patejuk & Przepiórkowski (2016), see the f-structure in (100),
could instead be analysed as non-constituent coordination (NCC, Maxwell &
Manning (1996); see Section 2 and Section 3.1), compare the f-structure in (101).26

(99) The majority want [[peace] and [to live a comfortable life]].
(Patejuk & Przepiórkowski 2016: (9))

(100) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘want〈 1 , 2 〉’
subj 1 [pred ‘majority’]
obj 2

⎡⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩[pred ‘peace’

controller 1
],⎡⎢⎢⎢⎣

pred ‘live〈 1 , 3 〉’
subj 1
obj 3 [pred ‘life’]
controller 1

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj and

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(101) ⎡⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎨⎪⎩[
pred ‘want〈 1 , 2 〉’
subj 1 [pred ‘majority’]
obj 2 [pred ‘peace’] ] ,

⎡⎢⎢⎢⎢⎣
pred ‘want〈 1 , 3 〉’
subj 1

xcomp 3 [pred ‘live〈 1 , 4 〉’
subj 1
obj 4 [pred ‘life’]]

⎤⎥⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎥⎦
(Kaplan 2017: (29))

While (100) involves one instance of the predicate want with a coordinate ob-
ject, the NCC strategy in (101) involves coordination of identical larger categories
(VPs), which results in amulticlausal analysis: there are two instances of the pred-
icate want, each with a different non-coordinate complement (obj vs. xcomp).

Kaplan (2017: 138) explains that normally the lexical entry in (102) cannot give
rise to the f-structure in (101) because “Disjunction in LFG normally has wide
scope. Thus either the obj frame or the xcomp frame would be distributed to
both elements of the coordination set, and in each case one of the elements will
fail the completeness/coherence tests.”

(102) want (↑ pred)=‘want〈subj,obj〉’∨ [(↑ pred)=‘want〈subj,xcomp〉’
(↑ xcomp subj)=(↑ subj)]

(Kaplan 2017: (24))

26The contribution of comfortable is ignored in (100)–(101).
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Kaplan (2017) offers two solutions to this problem. The first is to use the lexical
entry in (103) which uses functional uncertainty for grammatical functions (obj
or xcomp) plus an off-path constraint attached to xcomp establishing the subject
control relation:

(103) want (↑ pred)=‘want〈subj,{obj ∣ xcomp
(→ subj)=(← subj)

}〉’

(Kaplan 2017: (28))

There are two potential challenges for (103): it uses functional uncertainty con-
structively (disjunction over grammatical functions in pred) and it uses off-path
constraints constructively (introducing a defining control equation). However,
as mentioned in Patejuk & Przepiórkowski (2014a), while off-path constraints
are non-constructive in XLE (Crouch et al. 2011), the native platform for imple-
menting LFG grammars, this does not need to be the case in theoretical analyses
(they point out that drafts of the following works allow constructive off-path
constraints: Bresnan et al. (2016), Dalrymple et al. (2019)).

The second solution proposed by Kaplan (2017: 138, fn. 9) is to introduce a
new built-in template, distrib (see the discussion of (134) in Section 3.5.2), which
makes it possible to “declare the disjunctive entry for want [(102)] as a narrow-
scope distributive property”.

Both solutions proposed in Kaplan (2017) make it possible to reanalyse simple
cases of unlike category coordination as NCC (building on Maxwell & Manning
(1996)), though without the requirement of strict identity of grammatical func-
tions (due to the possibility of using different lexical entries for different con-
juncts). However, these solutions suffer from the same problems as NCC: they
cannot handle more complex cases of unlikes (involving negation or modifiers,
see the discussion in Section 3.1). There are no such issues with the analysis as-
suming unlike category coordination.

3.4 Coordinating predicative complements with participles

In early LFG work (Bresnan 1982, Kaplan & Bresnan 1982) the auxiliary be is
analysed as a raising verb. The f-structure in (104)27 corresponds to the sentence
The elephant was worshipped by the child, which involves passive voice: be is the
main verb (having a pred attribute, with be as its value), taking a raised subject
and a verbal complement (vcomp) corresponding to the passive lexical verb.

27Two errors in the original f-structure (Joan Bresnan, pc) were corrected in (104) by adding:
the non-semantic subj in the pred of be; structure-sharing of the subj of be and the subj of
worship.
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(104) ⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘be〈 2 〉 1 ’
subj 1 [pred ‘elephant’]
vcomp 2[pred ‘worship〈 1 , 3 〉’

subj 1
oblag 3 [pred ‘child’]]

tense past

⎤⎥⎥⎥⎥⎥⎥⎦
(Bresnan 1982: Figure 1.4b)

The early LFG analysis of progressive constructions is very similar. Kaplan &
Bresnan (1982) analyse the sentence A girl is handing the baby a toy using the
lexical entries for the present participle handing and the auxiliary is in (105)–
(106).28 These would give rise to the (simplified) f-structure in (107) where the
auxiliary is the main verb (note that its pred value is prog, unlike in the passive
(104)), taking a raised subject and a verbal complement (vcomp) corresponding
to the lexical verb.

(105) handing V (↑ pred)=‘hand〈(↑ subj)(↑ obj2)(↑ obj)〉’
(↑ participle)=present

(Kaplan & Bresnan 1982: (65))

(106) is V (↑ pred)=‘prog〈(↑ vcomp)〉(↑ subj)’
(↑ vcomp participle)=𝑐 present
(↑ vcomp subj)=(↑ subj)
(↑ subj num)=sg

(Kaplan & Bresnan 1982: (70))

(107) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘prog〈 2 〉 1 ’
subj 1 [pred ‘girl’]
vcomp 2

⎡⎢⎢⎢⎢⎢⎣
pred ‘hand〈 1 , 3 , 4 〉’
subj 1
obj 3 [pred ‘baby’]
obj2 4 [pred ‘toy’]
participle present

⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎦
Later, the standard LFG analysis of passive/progressive constructions has been
to treat the lexical verb as the main verb, while the auxiliary only contributes a
bundle of features (such as agreement features, tense, aspect, etc.) – it does not
have its own pred attribute. This results in a “flat” analysis (without embedding)
of such constructions: (108) is the flat, monoclausal counterpart of (104), while
(109) corresponds to (107).29

28The pred value in the lexical entry in (106) has been modified to include a non-semantic subj.
29Instead of obj2 used in early works for the secondary object, as in (107), (109) uses obj𝜃 .
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(108) ⎡⎢⎢⎢⎢⎢⎣
pred ‘worship〈 1 , 2 〉
subj 1 [pred ‘elephant’]
oblag 2 [pred ‘child’]
tense past
passive +

⎤⎥⎥⎥⎥⎥⎦
(109) ⎡⎢⎢⎢⎢⎢⎢⎣

pred ‘hand〈 1 , 2 , 3 〉
subj 1 [pred ‘girl’]
obj 2 [pred ‘baby’]
obj𝜃 3 [pred ‘toy’]
tense present
aspect prog

⎤⎥⎥⎥⎥⎥⎥⎦
With predicative complements, the copula has been analysed over time as a rais-
ing verb – taking a subject and a predicative complement: open (xcomp)30 or
closed (predlink), depending on the analysis. There have also been analyses
where the predicative item is the main predicate, while the copula only con-
tributes certain features (having no pred). See Dalrymple et al. (2004) for a com-
prehensive discussion of all the possibilities.

There is an interesting interaction between unlike category coordination and
constructions with an auxiliary (such as passive/progressive constructions). As
discussed in Peterson (1981, 2004), it is possible to coordinate a predicative com-
plementwith a present/passive participle, see (110)–(115). In order to avoid having
to analyse such examples as an instance of ellipsis (conjunction reduction result-
ing in a multiclausal structure),31 it is necessary to adopt a uniform analysis of
the linking word (as the main verb or not).

In English, many examples of unlike category coordination of a predicative
complement and a present participle are discussed in Peterson (1981). Using ex-
amples such as (112), among others, Peterson (1981) argues that these are not
instances of ellipsis (conjunction reduction) but genuine coordination of unlike
categories:

(110) The children were [[happy] and [smiling]]. (Peterson 1981: (9))

(111) John is [[awake] and [asking for you]]. (Peterson 1981: (10))

30While xcomp is category neutral, in early LFG (Bresnan 1982, Kaplan & Bresnan 1982) different
grammatical functions were used for different categories: acomp for adjectives, ncomp for
nouns, etc.

31This is also the case under the proposal of Kaplan (2017) to introduce the distrib template,
making it possible to treat disjunctive lexical entries as narrow-scope distributive properties
(see (134) in Section 3.5.2).
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(112) He was [both [happy] and [smiling]]. (Peterson 1981: (27))

Peterson (2004) provides more examples, including one with a passive participle,
(114):

(113) Bill could be [[a plumber] and [making a fortune]]. (Peterson 2004: (8c))

(114) I imagined John [[a convicted felon] and [imprisoned for life]].
(Peterson 2004: (8g))

(115) The children are [[awake] and [asking for you]]. (Peterson 2004: (45))

Peterson (2004) provides the f-structure in (116) as the representation of (115):

(116) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈 2 〉 1 ’
subj 1 [pred ‘children’]
xcomp 2

⎡⎢⎢⎢⎣
{[pred ‘awake〈 1 〉’

subj 1
],[pred ‘ask〈 1 , 3 〉’

subj 1
oblgoal 3 [pred ‘you’]]}

conj and

⎤⎥⎥⎥⎦
tense pres

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(Peterson 2004: (47))

While Peterson (2004) does not discuss the possibility of using the NCC analysis
of Maxwell & Manning (1996) for unlike category coordination, it seems clear
that he would not want to adopt it, because it results in a multiclausal f-structure
representation, equivalent to VP-level coordination – an elliptical analysis that
Peterson (2004) explicitly argues against.

Patejuk & Przepiórkowski (2014b) discuss similar data from Polish, focusing
on the coordination of adjectives and passive participles such as in (117), where
the first conjunct (zrobiony ‘made’) is a passive participle, the second (bezpieczny
‘safe’) is an adjective and the third (zarejestrowany ‘registered’) is a passive par-
ticiple with a by-phrase:

(117) Polish
Nasz
our

pas
runway.nom.sg.m3

jest
is

[[dobrze
well

zrobiony],
made.nom.sg.m3

[bezpieczny]
safe.nom.sg.m3

i
and

[zarejestrowany
registered.nom.sg.m3

przez
by

Urząd
Office.acc

Lotnictwa
Aviation.gen

Cywilnego]].
Civil.gen

‘Our runway is well made, safe and registered by the Civil Aviation
Office.’ (Patejuk & Przepiórkowski 2014b: (1))
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Using Polish negation data as independent evidence, Patejuk & Przepiórkowski
(2014b) argue for a unified treatment of być ‘be’ as a raising verb taking a comple-
ment which can be an adjective, a passive participle, or a coordination of these –
as in (117), which they analyse as (118). As a result, as in Peterson (2004), passive
and predicative constructions use the embedded representation (as opposed to
the flat representation using co-heads).

(118) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈 2 〉 1 ’
subj 1 [pred ‘runway’]
xcomp 2

⎡⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
pred ‘make〈 1 〉
subj 1

adj {[pred ‘well’]}
passive +

⎤⎥⎥⎥⎦,[
pred ‘safe〈 1 〉’
subj 1

],⎡⎢⎢⎢⎣
pred ‘register〈 1 , 3 〉
subj 1
oblag 3 [pred ‘cao’]
passive +

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Patejuk & Przepiórkowski 2014b: (53))

3.5 Disjunctive constraints

The main remaining question related to unlike category coordination is how to
impose disjunctive constraints (such as subcategorisation in examples discussed
earlier). Over time, there have been two main approaches to this issue. They may
also be used together.

3.5.1 CAT predicate

The first approach focuses on constraints related to c-structure categories, rely-
ing on the built-in CAT predicate for imposing such constraints, as defined in
(119):

(119) CAT(𝑓 , 𝐶) iff ∃𝑛 ∈ 𝜙−1(𝑓 ) ∶ 𝜆(𝑛) ∈ 𝐶
“CAT(𝑓 , 𝐶) is true if and only if there is some node 𝑛 that corresponds to𝑓 via the inverse 𝜙 correspondence (𝜙−1) whose label (𝜆) is in the set of
categories 𝐶 .” (Dalrymple (2017: (24)) after Kaplan & Maxwell (1996: 93))

Dalrymple (2017) shows how CAT can be used to account for disjunctive subcat-
egorisation requirements of the verb become: assuming that CAT is distributive,
each conjunct must satisfy the constraint imposed by CAT. As a result, (120) en-
sures that the predicative complement (predlink or xcomp, depending on the
analysis) of become must be an adjectival phrase (AdjP), a nominal phrase (NP),
or a coordination of these, as in (121).

(120) CAT((↑ predlink), {AdjP, NP}) (Dalrymple 2017: (26))
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(121) Fred became [[a professor] and [proud of his work]].
(Dalrymple 2017: (6a))

The CAT predicate is designed specifically for imposing constraints on c-struc-
ture categories. However, as discussed earlier, accounting for unlike category
coordinationmay require additional constraints, such as having a certain value of
case, preposition or complementiser form, etc., or introducing control equations
(see (93)–(94)).

Technically, features such as case, preposition form and complementiser form
can be added to c-structure category labels, resulting in complex categories such
as NP[case], PP[pform,case] or CP[compform], making it possible to impose ex-
tra constraints using the CAT predicate that is normally used only for category
labels. However, there are some issues with such a solution. First, it requires
copying f-structure information to c-structure, resulting in redundancy. More
importantly, such a solution would not be sufficient for more complex phenom-
ena such as structural case assignment to the object in Polish because its value of
case depends on the presence or absence of negation on the verb assigning case.
Simplifying, in Polish the structural object is accusative without negation, but it
is genitive if negation is present. This requires more complex constraints.

Consider again the example in (93) (with the corresponding f-structure in (95)),
where the object involves unlike category coordination. While the first conjunct
(pić ‘drink’) is a controlled infinitival phrase (InfP), the second conjunct (pa-
pierosa ‘cigarette’) is an NP bearing accusative case (as structural case when there
is no sentential negation). The simple CAT constraint in (122) restricts categories
corresponding to the object of the verb chcieć ‘want’ to InfP or NP. The version
using complex categories in (123) additionally restricts the case of the NP to ac-
cusative or genitive (the two possible values, as above).

(122) CAT((↑ obj), {InfP, NP})

(123) CAT((↑ obj), {InfP, NP[acc], NP[gen]})

While (122) does not restrict the value of case of the NP object in any way, (123)
restricts it to accusative or genitive, but the crucial constraint making the value
of case dependent on sentential negation is absent. Evenwith complex categories,
it is not sufficient to use the CAT predicate to express more complex constraints
necessary in unlike category coordination (such constraints are discussed in Sec-
tion 3.5.2).

Dalrymple (2017) offers a novel solution to the issue of the category of unlike
category coordination by replacing atomic c-structure labels (such as NP, AdjP,
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PP) with labels consisting of attribute-value structures (see Section 3.2). How-
ever, as discussed in Przepiórkowski & Patejuk (2021), such a solution would also
not be able to handle more complex disjunctive subcategorisation requirements
needed to account for unlike category coordination.

As an alternative, Przepiórkowski & Patejuk (2021) propose to remove cate-
gory labels from c-structure and move category information to f-structure (see
Section 3.2), so that all necessary constraints can be imposed at one level of rep-
resentation: f-structure. This is discussed in more detail in Section 3.5.2.

3.5.2 F-structure constraints

The second type of disjunctive constraints is related to f-structure. In order to
account for unlike category coordination, where each conjunct may satisfy a
different set of constraints, such disjunctive constraints must be interpreted dis-
tributively, so that the disjunction is evaluated separately for each conjunct.

Consider (124): the object of understand involves unlike category coordina-
tion – its first conjunct is an NP, while the second conjunct is a CP with the
complementizer that:

(124) I understand [[those concerns] and [that they are sincerely held]].
(Patejuk & Przepiórkowski 2023: (39))

Intuitively, the constraint in (125) should be appropriate to account for (124):

(125) [(↑ obj case)=𝑐 acc ∨ (↑ obj comp-form)=𝑐 that]
However, as observed in Przepiórkowski & Patejuk (2012) when discussing struc-
tural case assignment to Polish subjects which also involves disjunction,32 while
the intended effect of such a disjunctive constraint is for it to be evaluated in-
dependently for each conjunct, so that different conjuncts may have different
specifications, the actual effect is exactly the opposite: the disjunctive constraint
is evaluated once (one disjunct is chosen) and the result is distributed to all con-
juncts – as a consequence, all conjuncts must have the same specification. The
following formulae from Patejuk (2015) formalise this contrast:

(126) a. ∀𝑥 ∈ (↑ gf)[𝐴(𝑥) ∨ 𝐵(𝑥)] (intended)
b. ∀𝑥 ∈ (↑ gf) 𝐴(𝑥) ∨ ∀𝑥 ∈ (↑ gf) 𝐵(𝑥) (actual)

32In Polish the subject requiring structural case can be – simplifying – nominative or, if it is a
non-agreeing numeral, accusative, or a coordination of these. Apart from this, some predicates
may take verbal subjects (InfP or CP) which may be coordinated with NPs bearing structural
case.
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The “liberal” solution offered in Przepiórkowski & Patejuk (2012: 485) is to “un-
derstand (non-)distributivity not as a property of features, but as a property
of statements”. This involves making statements distributive by default – non-
distributive statements must be marked explicitly (with “@”). As Przepiórkow-
ski & Patejuk (2012: 485) point out, “An interesting consequence of this pro-
posal is that a given feature may behave distributively in some ways and non-
distributively in others.”, providing case as an example: while it is a non-distrib-
utive attribute in Polish, an additional distributive statement is used to ensure
that each of the conjuncts bears an appropriate value of case.

The second solution described33 in Przepiórkowski & Patejuk (2012: 486) is
called “conservative” as it does not require anymodifications to the LFG theory: it
relies on the existing mechanism of off-path constraints. A distributive attribute
(typically pred, as below) is used as an anchor, so that the disjunctive constraint
is distributed to each conjunct and evaluated independently: (127) is the off-path
counterpart of (125), achieving its intended effect. This solution is presented in
more detail in Patejuk & Przepiórkowski (2012a).

(127) (↑ obj pred )
[(← case)=𝑐 acc ∨ (← comp-form)=𝑐 that]

Note that (127) uses constraining equations. While “plain” (not off-path) con-
straints can be defining (=, introducing an attribute-value pair) or constraining
(=𝑐 , checking if a given attribute-value pair is present), there are different formal
views on off-path constraints. Some works assume these are non-constructive,
which means that off-path constraints can only be constraining, so it is not pos-
sible to have defining off-path constraints – this is consistent with how off-path
constraints work in XLE.34 However, some theoretical works assume that off-
path constraints can be constructive (see the discussion of (103) in Section 3.3),
making it is possible to use these for introducing new attribute-value pairs.

This issue (whether off-path constraints can be constructive or not) is of sig-
nificant importance in the context of unlike category coordination, since some
constraints are typically defining – this includes control equations in examples
such as (93), where one of the conjuncts requires control. As explained in Patejuk
& Przepiórkowski (2014a), the control equation in (128)35 would produce an ill-
formed, incoherent f-structure because the non-infinitival conjunct does not take
a subject. The disjunctive constraint in (129), aiming to address this issue, would

33As explained in Przepiórkowski & Patejuk (2012), this solution is the idea of Mary Dalrymple.
34https://ling.sprachwiss.uni-konstanz.de/pages/xle/doc/notations.html#N4.1.5b
35As mentioned in footnote 22, obl may be more appropriate than obj for the coordinate phrase
in (93).
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also not work – as explained above, instead of being distributed as in (126a), it
would be interpreted as in (126b): depending on which disjunct is chosen, one of
the conjuncts would not satisfy the chosen constraint. (130) is the off-path ver-
sion of (129) – whether it would have the intended effect depends on whether
off-path constraints can be constructive.

(128) (↑ subj)=(↑ obj subj)

(129) [(↑ obj cat)=𝑐 inf ∧ (↑ subj)=(↑ obj subj)] ∨ (↑ obj cat)≠ inf

(130) (↑ obj pred )
[(← cat)=𝑐 inf ∧ (← subj)=((obj ←) subj)]∨

(← cat)≠ inf

To avoid the potential issue with (130) (since off-path constraints are non-con-
structive in XLE, this is a real issue for implemented grammars), Patejuk & Prze-
piórkowski (2014a) describe an alternative solution, again due to Mary Dalrym-
ple: the idea is to use a dedicated attribute, controller, to host the controller.

Let us consider again the example in (93), where the complement of chcieć
‘want’ consists of an infinitival phrase controlled by the subject and a noun
phrase bearing structural case. Under this alternative proposal, instead of (128),
the lexical entry of chcieć introduces the modified control equation in (131). As
a consequence, the subject of chcieć is structure-shared with the controller
attribute of its obj complement. This does not trigger the coherence violation in
the NP conjunct that is caused by (128).

(131) (↑ subj)=(↑ obj controller)

In the absence of (128) the InfP conjunct would be incomplete (its subj needs to
be filled), so the constraint in (132) is used instead to satisfy completeness. When
used inside the InfP, (132) structure-shares the value of its controller attribute
with its subj, providing the InfP complement of chcieć with a subject.

(132) (↓ controller)=(↓ subj)

Together, (131) and (132) make it possible to satisfy completeness by providing
the InfP with a controller for its subject without violating coherence in non-
infinitival conjuncts in examples such as (93).36 This solution can also be used
for unlike modifiers in (96)–(98).

36The controller attribute could also be used to host the controller of predicative complements,
providing an alternative solution to the problem of predicative complements that have a subject
of their own such as gerunds or CPs (Dalrymple et al. 2004). While standard open complement
(xcomp(-pred)) analyses result in incoherence (two different values of subj – one internal vs.
one resulting from control), there would be no such problem when control is established via
controller.
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It is worth noting that the controller attribute introduced by (131) is repre-
sented in each conjunct, no matter whether a given conjunct requires control
(as the infinitival conjunct in (93)) or not (as the nominal conjunct in (93)). con-
troller would be present even if there is no conjunct requiring control. If this is
considered an issue, the restriction operator (\) can be used to remove the con-
troller attribute where is not necessary.

As mentioned above, the complement of chcieć ‘want’ may be an NP tak-
ing structural case (accusative or genitive, depending on the presence of sen-
tential negation) or a controlled InfP. This is formalised in (133) using off-path
constraints (non-constructive):

(133) (↑ obj pred )
[(← cat) =𝑐 inf ∧ (← subj) =𝑐 ((obj ←) subj)]∨

[(← cat) =𝑐 n ∧
[[¬((obj ←) neg) ∧ (← case) =𝑐 acc] ∨
[((obj ←) neg) =𝑐 + ∧ (← case) =𝑐 gen]]]

While off-path constraints make it possible to impose disjunctive constraints un-
der coordination, the resulting constraints are rather complex and hard to read. If
off-path constraints are non-constructive (as in XLE), this limitation forces a spe-
cial way of imposing constraints (defining constraints must be used elsewhere,
as shown above).

Alternative solutions include the “liberal” solution of Przepiórkowski & Pate-
juk (2012) discussed above (making distributivity a property of statements, so
that statements are distributive by default, while non-distributive statements
must be marked as such).

Kaplan (2017: 133–4, fn. 6) offers another alternative, proposing to formalise
the idea of the “liberal” solution of Przepiórkowski & Patejuk (2012) by introduc-
ing distrib, “an explicit operator declaring that an arbitrary description 𝑃 is a
distributive property when it is applied to an f-structure 𝑓 that happens to be a
set”:

(134) distrib(𝑓 , 𝑣 , 𝑃 )
Kaplan (2017: 134) adds: “In any invocation (perhaps notated as a built-in template
call) 𝑓 will be a designator (e.g. ↑) and 𝑃 will be a formula with a variable 𝑣 that
is bound in the scope of 𝑃 to either the non-set designated by 𝑓 or to each of its
elements in turn.”

(135) is the distrib template call corresponding to the off-path constraint in
(127), while (136) is the counterpart of (133). (136) is compatible with the con-
troller-based approach to establishing control relations shown in (131)–(132).
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(135) @distrib((↑ obj), %o, [(%o case)=𝑐 acc ∨ (%o comp-form)=𝑐 that])
(136) @distrib((↑ obj), %o,

[(%o cat)=𝑐 inf ∧ (↑ subj)=𝑐(%o subj)] ∨ [(%o cat)=𝑐 n ∧
[[¬(↑ neg) ∧ (%o case)=𝑐 acc] ∨ [(↑ neg) ∧ (%o case)=𝑐 gen]]])

However, since constraints imposed using distrib can be constructive, (137) can
be used instead. It introduces a standard defining control equation ((↑ subj)=(%o
subj) instead of (↑ subj)=𝑐(%o subj)), so there is no need to use the controller
attribute.

(137) @distrib((↑ obj), %o,
[(%o cat)=𝑐 inf ∧ (↑ subj)=(%o subj)] ∨ [(%o cat)=𝑐 n ∧
[[¬(↑ neg) ∧ (%o case)=𝑐 acc] ∨ [(↑ neg) ∧ (%o case)=𝑐 gen]]])

The last alternative solution, proposed by Przepiórkowski & Patejuk (2021), is
to reuse the formal device of local names (local variables) as a way of stating
distributive properties – (138) is the counterpart of (127), while (139) corresponds
to (133).

(138) (↑ obj)=%o ∧
[(%o case)=𝑐 acc ∨ (%o comp-form)=𝑐 that]

(139) (↑ obj)=%o ∧
[(%o cat)=𝑐 inf ∧ (↑ subj)=𝑐(%o subj)] ∨ [(%o cat)=𝑐 n ∧
[[¬(↑ neg) ∧ (%o case)=𝑐 acc] ∨ [(↑ neg) ∧ (%o case)=𝑐 gen]]]

As in the case of distrib proposed by Kaplan (2017), constraints imposed in this
way can also be constructive, so – as in (137) – it is possible to use (139) with a
defining control equation in order to avoid using the controller attribute to
establish control.

While the “liberal” solution of Przepiórkowski & Patejuk (2012) makes state-
ments (including disjunctive constraints) distributive (as in (126a); non-distributive
properties need to be marked explicitly), the solutions proposed by Kaplan (2017)
and Przepiórkowski & Patejuk (2021) are both “conservative” in the sense that
statements are non-distributive (see (126b)) unless they are stated using the dis-
trib template or local names, respectively.

4 Coordination of unlike grammatical functions

Coordination can be even more unlike than when unlike categories are involved:
in some languages it is possible to coordinate unlike grammatical functions un-
der some circumstances. This is very robust in Slavic, Romanian and Hungarian,
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but it is also possible, to a lesser extent, in other languages, including English.
This phenomenon has been discussed in the literature under different names, in-
cluding: “lexico-semantic coordination” (Sannikov 1979, 1980, Mel’čuk 1988), “hy-
brid coordination” (Chaves & Paperno 2007) and “heterofunctional coordination”
(Przepiórkowski 2022). While this type of coordination is sometimes referred to
as “wh-coordination” (Bîlbîie & Gazdik 2012) when the discussion is restricted
to interrogative items (as in (140)),37 there are many more possible types of con-
juncts, corresponding to different types of quantifiers: the universal quantifier
in (141), the existential quantifier (indefinite pronouns in (142), free choice pro-
nouns in (143)), n-words in (144) (existential quantifier in scope of negation), etc.
The basic generalisation is that this variety of coordination joins elements which
belong to the same (restricted) semantic type, but they correspond to different
grammatical functions.

(140) Polish
[[Kogo]
who.acc

i
and

[komu]]
who.dat

przedstawił?
introduced

‘Who did he introduce to whom?’ (Kallas 1993: 121, (241))

(141) Polish
Obiecać
promise

można
may

[[wszystko]
everything.acc

i
and

[wszystkim]].
everyone.dat

‘One may promise everything to everyone.’ (NKJP)

(142) Polish
[[Ktoś],
someone.nom

[gdzieś]
somewhere

i
and

[coś]]
something.acc

mocno
really

pokiełbasił.
messed up

‘Someone really messed something up somewhere.’ (NKJP)

(143) Polish
czy
prt

[[komukolwiek],
anybody.dat

[kiedykolwiek]
anytime

i
and

[do
for

czegokolwiek]]
anything

przydał się
come in handy

poradnik
guide

‘Has a(ny) guide ever come in handy to anybody for anything?’ (NKJP)

(144) Polish
[[nikogo]
nobody.gen

i
and

[nic]]
nothing.nom

nie
neg

może
can

tłumaczyć.
excuse

‘Nothing can excuse anybody.’ (NKJP)
37All examples used in this section are in Polish. Except for (148), all examples are from Patejuk
(2015). Some glosses and translations have been modified.
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4.1 Is this really coordination?

When discussing coordination of different grammatical functions, a fundamental
question arises: is this really coordination? For instance, in Polish the word i can
be a conjunction, but it can also be an interjection or a particle. So perhaps the
word that seems to be a conjunction in this construction is not a conjunction (but
some other element) and such examples do not involve coordination. Patejuk &
Przepiórkowski (2012b), Patejuk (2015), Patejuk & Przepiórkowski (2019) present
a range of arguments showing that coordination of different grammatical func-
tions is a genuine instance of coordination.

As Patejuk & Przepiórkowski (2019: 28) point out: “in all languages which al-
low for joining different grammatical functions the joining element has the same
form as a conjunction”. As shown below, different conjunctions may be used.

There are examples with unambiguous conjunctions, such as oraz in (145).

(145) Polish
[[kto]
who.nom

oraz
and

[kiedy]]
when

miałby
should

płacić
pay

za
for

postawiony
erected

budynek
building

‘Who and when would be supposed to pay for the erected building?’
(NKJP)

There are examples such as (146) where other interpretations exist, but these
are not appropriate in the given context. Apart from the conjunction, the only
alternative interpretation of lub is as the imperative form of the verb lubić ‘like’,
clearly not suitable in (146).

(146) Polish
Mile widziane
welcome

odpowiedzi
responses

merytoryczne,
substantive

bez
without

przypuszczeń
speculating

[[kto]
who.nom

lub
or

[czego]]
what.gen

będzie
aux

w
in

Wikipedii
Wikipedia

szukał.
seek

‘Welcome are substantive responses, without speculating who will seek
what in Wikipedia.’ (NKJP)

Some conjunctions have special requirements – for instance, ani ‘neither/nor’ be-
longs to n-words, so it needs negation to be licenced. As shown in (147), removing
negation results in ungrammaticality, which is consistent with the behaviour of
the conjunction ani.
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(147) Polish
Nigdy
never

nie
neg

wyjeżdżałyśmy
leave

na
for

wakacje,
holidays

bo
because

*(nie)
neg

miałyśmy
had

[[z
with

kim]
who.ins

ani
nor

[za
for

co]]…
what.acc

‘We would never go on holiday because there was nobody we could go
with and there was no money to go.’ (Joanna Bator, Ciemno, prawie noc,
119)

Some examples, apart from a conjunction, also include a preconjunction, as in
(148).

(148) Polish
…kiedy
when

wyjawisz
disclose

[nie
not

tylko
only

[kto],
who.nom

ale
but

i
and

[dlaczego]]
why

otrzymał
received

awans.
promotion
‘…when you explain not only who, but also why got promoted.’

(Patejuk & Przepiórkowski 2019: (9))

Finally, it is possible to coordinate more than two items – see (142) and (143).
Summing up, there is substantial evidence showing that different grammatical

functions are joined with a conjunction and the construction in question is a
variety of coordination.

4.2 How to represent such coordination?

Having established that coordination of different grammatical functions is in-
deed an instance of coordination, the next question is how it should be repre-
sented.

Patejuk & Przepiórkowski (2012b) offer an analysis with two possible represen-
tations: monoclausal (involving one clause, where all conjuncts are dependents
of the same clause) or multiclausal (involving more than one clause, where con-
juncts are dependents of different clauses; this is equivalent to clause-level coor-
dination with ellipsis). It may be the case that the two different representations
are needed in the same language, as in Polish.

Patejuk (2015) provides a critical review of various diagnostics/arguments for
determining the right representation for coordination of different grammatical
functions. While there are cases when it is necessary to adopt the multiclausal
representation (for instance, when the conjuncts cannot belong to the same clause,
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see Section 4.4), it is hard to rule out the multiclausal representation elsewhere,
unless it is assumed that ellipsis only operates under identity. Without this as-
sumption, it is difficult to argue against arbitrary ellipsis mechanisms (which
may be arbitrarily powerful). Due to this, it seems reasonable to assume that un-
less there are good reasons to adopt the multiclausal analysis, the monoclausal
analysis should be preferred by default as the more economical representation.

The analysis presented below is the one proposed in Patejuk (2015) (which
is an improved version of Patejuk & Przepiórkowski (2012b)). (149) is the top-
most rule corresponding to the coordination of different grammatical functions;
the two disjuncts on the right-hand side correspond to two different represen-
tations discussed in detail later: XPlxmtype is monoclausal (Section 4.3),38 while
XPlxbtype is bi/multiclausal (Section 4.4).

(149) anyLEXSEM ⟶ { XPlxmtype↓∈(↑ udf)
XPlxbtype }

The category anyLEXSEM is mostly intended to be used as the initial39 de-
pendent of S (or CP): (150) is a modified version of (16). Since conjuncts inside
anyLEXSEM have appropriate annotations (including GF), anyLEXSEM has no
annotation (equivalent to ↓=↑).
(150) S ⟶ anyLEXSEM VP

4.3 Monoclausal

Themonoclausal representation is appropriate for coordination of different gram-
matical functions when all conjuncts can be dependents of the same clause. This
has been the case in all examples so far. However, conjuncts do not have to be de-
pendents of the same head. There are examples where they depend on different
heads, as in (144) and below:

(151) Polish
[[Skąd]
whence

i
and

[jakie]]
what.acc

otrzymujemy
receive

informacje?
information.acc

‘What information and from where do we receive?’ (NKJP)

38udf (unbounded dependency function, Asudeh (2011)) is a discourse function used instead of
topic/focus so as to avoid representing information structure concepts in f-structure.

39Examples such as (147) show that such coordination can also be used non-initially.
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(152) Polish
[[Jakie]
what.acc

i
and

[kto]]
who.nom

może
can

ponieść
bear

konsekwencje?
consequences.acc

‘Who can suffer what consequences?’ (Google)

(153) Polish
[[Ile]
how much.acc

i
and

[czego]]
what.gen

znaleźli?
found

‘How much, and (of) what, did they find?’ (NKJP)

In (144) the first conjunct (nikogo ‘nobody’) is the object of the infinitival comple-
ment (tłumaczyć ‘excuse’), while the second conjunct (nic ‘nothing’) is the sub-
ject of the main verb (może ‘can’). In (151) the first conjunct (skąd ‘from where’)
is a modifier of the verb (otrzymujemy ‘get’), while the second conjunct (jakie
‘what’) is a modifier of the verb’s object (informacje ‘information’). (152) is similar
to (144) and (151): the first conjunct (jakie ‘what’) is a modifier of the object (kon-
sekwencje ‘consequences’) of the infinitival complement (ponieść ‘suffer’), while
the second conjunct (kto ‘who’) is the subject of the main verb (może ‘can’). (153)
is different because one conjunct depends on the other:40 while the first conjunct
(ile ‘how much’) is the object of the verb (znaleźli ‘found’), the second conjunct
(czego ‘what’) is the nominal complement of ile.41

The formalisation of Patejuk (2015) relies on the following components:

(154) XPlxmtype ⟶ XPlxmCtype [, XPlxmCtype]∗ Conj XPlxmCtype↓∈↑ ↓∈↑ ↓∈↑
(155) XPlxmCtype ⟶ { XPextrtype XPlxmtype }
(156) XPextrtype ⟶ XPtype↑=↓

((udf ∈∗ ↑) xpath gf+)=↓
(157) XPtype ≡ {NP|PP|ADVP|AP}type

(158) type ≡ { all | any | int | neg }

(159) xpath ≡ xcomp∗
40znaleźć ‘find’ cannot take a genitive partitive object, so czego cannot be analysed as its object:
*Czego znaleźli?

41In Polish, the numeral phrase is headed by the numeral which takes a nominal complement
(with agreeing numerals, it has the same case while with non-agreeing numerals it is genitive).
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(160) gf ≡ {subj|obj|obj𝜃 |obl|adj ∈}
All rules in (154)–(157) use the type variable defined in (158) – its value must be
the same on both sides of the rule. (154) is the topmost rule corresponding to
monoclausal (hence “m” in XPlxm) coordination of different grammatical func-
tions (“lx” in XPlxm stands for “lexico-semantic”, the term first used in Sannikov
(1979, 1980) to refer to such coordination). XPlxmtype rewrites to a sequence of
XPlxmCtype conjuncts (hence “C” in XPlxmC) – it is only possible to coordinate
conjuncts belonging to the same semantic type (listed in (158)). (155) rewrites
XPlxmCtype to XPextrtype (no embedding) or XPlxmtype, which makes it possible
to embed such coordination. (156) rewrites XPextrtype to XPtype – the metacate-
gory42 defined in (157) as a disjunction of categories of the same type.

Togetherwith (149)–(150), these produce the followingmonoclausal f-structure
for (151):

(161) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘receive〈 1 , 2 〉’
subj 1 [pred ‘pro’]
obj 2[pred ‘information’

case acc
adj { 3 } ]

adj { 4 }
udf

⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
{ 4 [pred ‘whence’

type int ], 3[pred ‘what’
case acc
type int

]}
conj and

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Patejuk 2015: (5.125))

To see how the monoclausal analysis of Patejuk (2015) works, let us consider its
procedural intuition showing how (161) is built using the rules in (149)–(150) and
(154)–(160).

(162) and (163) are the partial f-structures built by the words skąd and jakie,
respectively:

(162) [pred ‘whence’
type int ]

(163) [pred ‘what’
case acc
type int

]
42Unlike XPlxmtype , XPlxmCtype and XPextrtype , XPtype is a metacategory: ≡ is used instead of⟶ as the rewrite symbol in the rule defining XPtype , so the right-hand side categories in (157)
appear in c-structure instead of XPtype .
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These words are interrogative (their lexical entries specify the value of the type
attribute as int), so they correspond to categories ADVPint and APint , respec-
tively. According to (157), each of these categories is an instance of XPint meta-
category. Following (155)–(156), XPextrint rewrites to XPint and XPlxmCint to
XPextrint , so: XPlxmCint ⟶ XPextrint ⟶ XPint . Next, the rule in (154) adds
XPlxmCint conjuncts to a set, building the f-structure in (164), which contains
the f-structures in (162) and (163) as set elements. Then the rule in (149) rewrites
anyLEXSEM to XPlxmint with ↓∈(↑ udf) annotation. As a result, the f-structure
in (164) is added as a member of the udf set, see (165).

(164) ⎡⎢⎢⎢⎣
{[pred ‘whence’

type int ], [pred ‘what’
case acc
type int

]}
conj and

⎤⎥⎥⎥⎦
(165) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

obj [adj { 3 }]
adj { 4 }
udf

⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
{ 4 [pred ‘whence’

type int ], 3[pred ‘what’
case acc
type int

]}
conj and

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎥⎥⎥⎦

It is now possible to see and explain the effect of the rule in (156), where XPint
has two annotations. While ↑=↓ builds the f-structures in (162)–(163), which are
later used to build the coordinate f-structure in (164), ((udf ∈∗ ↑) xpath gf+)=↓
structure-shares the f-structure of each conjunct. (udf ∈∗ ↑) is the path to the
top-level f-structure containing the udf attribute, xpath defined in (159) pro-
duces any sequence (including zero) of xcomps (making it possible to embed
the f-structure inside verb chains), while gf+ produces any non-zero sequence
of gfs defined in (160). Together, these equations make it possible to structure-
share each conjunct inside the udf set with any grammatical function that can be
reached using this path. As a result of this annotation, in (165) the f-structure 4

corresponding to skąd is structure-shared with the element of the adj set at the
main level (via resolved ((udf ∈∗ ↑) adj ∈)=↓ annotation, equivalent to ↓ ∈ ((udf∈∗ ↑) adj)), while the f-structure 3 corresponding to jakie is structure-shared
with the element of the adj set of the obj attribute at the main level (via resolved
((udf ∈∗ ↑) obj adj ∈)=↓ annotation, equivalent to ↓ ∈ ((udf ∈∗ ↑) obj adj)).

Finally, using the rule in (150), the partial f-structure in (165) corresponding to
the coordination of different grammatical functions (skąd i jakie ‘where from and
what’) is unified with the partial f-structure in (166) corresponding to the rest of
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the sentence (otrzymujemy informacje ‘(we) get information’), yielding the final
f-structure in (161) – a monoclausal representation where all conjuncts belong to
the same clause (even though they depend on different heads).

(166) ⎡⎢⎢⎢⎣
pred ‘receive〈 1 , 2 〉’
subj 1 [pred ‘pro’]
obj 2 [pred ‘information’

case acc ]⎤⎥⎥⎥⎦
4.4 Multiclausal (including biclausal)

The multiclausal representation, unlike the monoclausal one, is appropriate for
instances of coordination of different grammatical functions where conjuncts are
dependents of different clauses. Such a representation is suitable when conjuncts
cannot be codependents (as in Polishwhere certain examples would otherwise be
ungrammatical). While it may also be preferred for other reasons (as in English
and other languages with optional arguments but without pro-drop), this will
not be discussed here for reasons of space.

In Polish, there are two cases where the multiclausal analysis of coordination
of different grammatical functions is necessary: coordination of the yes/no inter-
rogative particle czy with another interrogative item, as in (167), and coordina-
tion of relatives, see (168):

(167) Polish
Nie
neg

wiadomo
know

było,
was

[[czy]
prt

*(i)
and

[kiedy]]
when

wróci.
returns

‘It was not clear whether and when (s)he/it would return.’ (NKJP)

(168) Polish
SŁOWA
words

tej
this

księgi
book

pozwalają
let

budować
build

człowieka
man

[[któremu]
who.dat

*(i)
and

[z
with

którym]]
whom

jest
is

dobrze
good

żyć.
live

‘Words of this book let one build a man for and with whom it is good to
live.’ (NKJP)

Patejuk (2015) proposes two representations for multiclausal coordination of dif-
ferent grammatical functions: one involves as many clauses as conjuncts (Sec-
tion 4.4.1), while the other always involves two clauses (Section 4.4.2). While
only the “as many clauses as conjuncts” representation is appropriate for coor-
dination of relatives, coordination of czy with other interrogative items may be

351



Agnieszka Patejuk

analysed using either representation. The difference is visible with more than
two conjuncts, so let us consider an example with three conjuncts:

(169) Polish
[[Czy],
prt

[kiedy]
when

i
and

[kto]]
who.nom

zajmie się
take care

drogami
roads.ins

[…] nie
neg

wiadomo.
known

‘It is not known, whether, who and when will take care of the roads.’
(NKJP)

4.4.1 As many clauses as conjuncts

These rules produce the representation where it is possible to have more than
two clauses:

(170) XPlxb𝑟𝑒𝑙 ⟶ XPextrbicl𝑟𝑒𝑙 [, XPextrbicl𝑟𝑒𝑙]∗ Conj XPextrbicl𝑟𝑒𝑙↓∈↑ ↓∈↑ ↓∈↑
(171) XPlxbint ⟶ PARTbiclint [, XPextrbiclint]∗ Conj XPextrbicl𝑖𝑛𝑡↓∈↑ ↓∈↑ ↓∈↑
(172) PARTbicltype ⟶ PARTtype↑=↓

@prodrop

(173) XPextrbicltype ⟶ XPextrtype↓∈(↑ udf)
@prodrop

(174) prodrop ≡ ((↑ subj pred)=‘pro’)
((↑ obj pred)=‘pro’)
…
((↑ gf pred)=‘pro’)

(170)–(171) are the topmost rules handling bi/multiclausal (hence “b” in XPlxb,
while “m” stands for “monoclausal” in XPlxm) coordination of different gram-
matical functions where XPlxb rewrites to a sequence of conjuncts: relative
(XPextrbicl𝑟𝑒𝑙 ) in (170), or interrogative in (171) – with PARTbiclint (the yes/no in-
terrogative particle czy) as the first conjunct and XPextrbiclint as the remaining
conjuncts. According to (172)–(173), PARTbicltype and XPextrbicltype rewrite to
PARTtype and XPextrtype, respectively; both right-hand side categories contain
calls to the prodrop template defined in (174). It contains conjoined optional
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statements, so each call may optionally introduce various implicit arguments (in
case these are not filled locally, which would violate completeness).

Together with (149)–(150) and (156)–(160), rules in (171)–(174) produce the fol-
lowing multiclausal f-structure for (169) (leaving out the contribution of nie wia-
domo):

(175) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎣
pred ‘take_care〈 1 , 2 〉’
subj 1 [pred ‘pro’]
obl 2 [pred ‘roads’]
clause-type int

⎤⎥⎥⎥⎦,
⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘take_care〈 3 , 2 〉’
subj 3 [pred ‘pro’]
obl 2
adj { 4 }
udf { 4 [pred ‘when’

type int ]}
⎤⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎣
pred ‘take_care〈 5 , 2 〉’
subj 5
obl 2

udf { 5 [pred ‘who’
type int ]}

⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(Patejuk 2015: (5.239))

To better understand this multiclausal analysis, let us consider its procedural
intuition showing how the f-structure in (175) is built using the rules listed above.

(176)–(178) are the f-structures built by the words czy ‘whether’, kiedy ‘when’
and kto ‘who’ which correspond to categories PARTint , ADVPint and NPint , re-
spectively:

(176) [clause-type int]
(177) [pred ‘when’

type int ]
(178) [pred ‘who’

type int ]
According to (157), ADVPint and NPint are instances of the XPint metacategory.
The rule in (173) rewrites XPextrbiclint to XPextrint , while (156) rewrites XPextrint
to XPint (so: XPextrbiclint ⟶ XPextrint ⟶ XPint ). The rule in (172) rewrites
PARTbiclint to PARTint . The f-structures below built by these rules contain the
contributions of calls to the prodrop template as well as structure-sharing via
udf (resulting from the annotation in (156)): (179) corresponds to PARTbiclint ,
while (180)-(181) correspond to XPextrbiclint .

(179) [subj [pred ‘pro’]
clause-type int

]
(180) ⎡⎢⎢⎢⎣

subj [pred ‘pro’]
adj { 4 }
udf { 4 [pred ‘when’

type int ]}
⎤⎥⎥⎥⎦
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(181) [subj 5

udf { 5 [pred ‘who’
type int ]}]

(179) consists of (176) (contributed by czy, the first conjunct) and an implicit sub-
ject introduced by the first optional equation in the prodrop template defined
in (174). (180) consists of (177) (contributed by kiedy, the second conjunct) added
to the udf set using (173) as 4 and structure-shared using (156) as a member
of the adj set of the main-level f-structure; it also contains an implicit subject
introduced by prodrop. (181) consists of (178) (contributed by kto, the third con-
junct) added to the udf set as 5 and structure-shared with the value of the subj
attribute of the main-level f-structure. (181) does not contain any contributions
of prodrop – all statements in (174) are optional.

Using the rule in (171) which handles coordination of interrogative items cor-
responding to different grammatical functions, the f-structures in (179)–(181) are
added to a set, yielding the f-structure in (182) which corresponds to XPlxbint .
The rule in (149) rewrites any LEXSEM to XPlxbint without any annotation (so
it is interpreted as ↓=↑ by default).

(182) ⎡⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩[

subj [pred ‘pro’]
clause-type int

],⎡⎢⎢⎢⎣
subj [pred ‘pro’]
adj { 4 }
udf { 4 [pred ‘when’

type int ]}
⎤⎥⎥⎥⎦,[

subj 5

udf { 5 [pred ‘who’
type int ]}]⎫⎪⎬⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎦
(183) [pred ‘take_care〈subj, 2 〉’

obl 2 [pred ‘roads’] ]
Finally, using the rule in (150), the f-structure in (182) corresponding to the co-
ordination of different grammatical functions (czy, kiedy i kto ‘whether, when
and who’) is unified with the f-structure in (183) corresponding to the rest of the
sentence (zajmie się drogami ‘will take care of the roads’), yielding (175) as the fi-
nal f-structure for (169) – it is a multiclausal representation where each conjunct
belongs to a different clause.

While the multiclausal representation presented above is simple (there are as
many clauses as conjuncts), it has some shortcomings. Since each clause has its
own call to the prodrop template, this can result in multiple implicit pronouns,
as in (175) where the first two clauses have different implicit subjects – even
though they look the same, they are distinct entities. While this could be solved
by coindexation, such a representation is not economical.

354



8 Coordination

There is another issue related to economy of representation: while the yes/no
interrogative particle czy cannot be placed in the same clause as other inter-
rogative items (such as skąd ‘where’ or kto ‘who’), interrogative items other
than czy can be co-dependents, which means these could be placed in the same
clause. This observation is the reason for exploring the alternative multiclausal
(biclausal) representation discussed in Section 4.4.2 below.

4.4.2 Always two conjuncts

The following rules are used to obtain a biclausal representation of coordina-
tion of different grammatical functions – one that always involves two coordi-
nated clauses: the first clause contains PARTbiclint , while the second one con-
tains XPextrbiclint . If such coordination involves more than two conjuncts, as in
(169), the second clause is analysed an instance of monoclausal coordination of
different grammatical functions (XPlxmtype, see Section 4.3) – such cases involve
embedded monoclausal coordination in the second conjunct.

(184) XPlxbint ⟶ PARTbiclint↓∈↑ Conj XPextrbicl𝑖𝑛𝑡↓∈↑
(185) XPextrbicltype ⟶ { XPextrtype↓∈(↑ udf)

@prodrop

XPlxmtype↓∈(↑ udf)
@prodrop

}
Together with (149)–(150), (154)–(160), (172) and (174), the rules in (184)–(185) pro-
duce the f-structure in (186) for (169). (186) consists of two clauses: the first one
contains the yes/no interrogative particle czy, while the second clause involves
monoclausal coordination of kiedy ‘when’ and kto ‘who’ in the udf attribute,
whose elements are structure-shared with the relevant dependents of this clause
(adj and subj, respectively).

(186) ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎣
pred ‘take_care〈 1 , 2 〉’
subj 1 [pred ‘pro’]
obl 2 [pred ‘roads’]
clause-type int

⎤⎥⎥⎥⎦,
⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘take_care〈 3 , 2 〉’
subj 3
obl 2
adj { 4 }
udf {[{ 4 [pred ‘when’

type int ], 3 [pred ‘who’
type int ]}

conj and
]}

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭
(Patejuk 2015: (5.244))

The f-structures produced by the words czy, kiedy and kto are the same as in
(176)–(178).
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While the f-structure corresponding to PARTbiclint is the same as in (179), the
f-structure corresponding to XPextrbiclint is different from what is described in
Section 4.4.1. According to the rule in (185), XPextrbiclint rewrites to XPextrint
or XPlxmint . (169) involves three conjuncts: the first one (czy) corresponds to
PARTbiclint , while the remaining two must be analysed as XPlxmint – as mono-
clausal coordination of different grammatical functions described in Section 4.3.
Rules presented there produce the f-structure in (187) for kiedy i kto:

(187) ⎡⎢⎢⎢⎢⎢⎣
subj 3
adj { 4 }
udf {[{ 4 [pred ‘when’

type int ], 3 [pred ‘who’
type int ]}

conj and
]}

⎤⎥⎥⎥⎥⎥⎦
Using the topmost rule for biclausal coordination of different grammatical func-
tions in (184), the f-structures corresponding to PARTbiclint and XPextrbiclint ,
(179) and (187), respectively, are added to a set, producing the f-structure in (188)
for czy, kiedy i kto.

(188) ⎧⎪⎪⎨⎪⎪⎩
[subj 1 [pred ‘pro’]
clause-type int

],⎡⎢⎢⎢⎢⎢⎣
subj 3
adj { 4 }
udf {[{ 4 [pred ‘when’

type int ], 3 [pred ‘who’
type int ]}

conj and
]}

⎤⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

Finally, the f-structure in (188) corresponding to czy, kiedy i kto is unifiedwith the
f-structure in (183) corresponding to the rest of the sentence (zajmie się drogami),
yielding the f-structure in (186) as the final representation of (169).

Unlike (175) discussed in Section 4.4.1, the representation in (186) is biclausal:
the first clause contains the first conjunct (czy), while the second clause contains
the remaining conjuncts (second kiedy and third kto) analysed as monoclausal
coordination of different grammatical functions (Section 4.3). As a consequence,
(186) uses only one implicit argument (the subject of the first clause), making it
a more economic representation of (169) than (175).43

43The place where the conjunction is represented is another difference between (175) and (186).
While in (175) it joins the three clauses, in (186) it joins the last two conjuncts inside the udf
set in the second clause. Patejuk (2015: 131) addresses this issue by copying the conjunction
from udf to the clause level.

356



8 Coordination

5 Coordination and ellipsis

This section discusses selected phenomena involving multiclausal structures and
ellipsis. In German Subject Gap in Finite/Fronted (SGF) construction and Polish
“intertwined” coordination a dependent is shared by clauses headed by different
predicates, while gapping involves sharing at least the main predicate.

5.1 SGF: Subject Gap in Finite/Fronted construction

Frank (2002) offers an analysis of the German SGF:

(189) German
[[In
into

den
the

Wald
forest

ging
went

der
the

Jäger]
hunter

und
and

[fing
caught

einen
a

Hasen]].
rabbit

‘The hunter went into the forest and caught a rabbit.’
(Frank 2002: (4), from Wunderlich 1988)

As shown in (189), SGF involves coordination of clauses (headed by different
verbs) with a shared subject which is placed inside the first clause (rather than to
the left or to the right of the coordinated clauses, which would make dependent
sharing straightforward).

Examples such as (189) are handled using (190), a dedicated c-structure rule
for CP-level coordination which optionally structure-shares the gdf (grammati-
calised discourse function) inside the first conjunct so that it is distributed across
all conjuncts. While, following Bresnan (2001), gdf is defined in (191) as subj,
topic or focus, in German SGF it is further restricted – it must be the subject,
as explained in Frank (2002).

(190) CP ⟶ CP↓∈↑
((↓ gdf)=(↑ gdf))

Conj CP↓∈↑
(191) gdf ≡ {subj|topic|focus}

The structures below,44 created using (190), correspond to (189). Even though the
NP der Jäger belongs exclusively to the first conjunct in the c-structure in (193),
the corresponding f-structure fragment, 1 , is structure-shared by both conjuncts
in (192).

44(192)-(193) are a modified (normalised/translated) version of Frank (2002: (36)).
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(192) ⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
pred ‘go〈 1 , 2 〉’
subj 1 [pred ‘hunter’]
obl 2 [pred ‘into〈 3 〉’

obj 3 [pred ‘forest’]]
topic 2

⎤⎥⎥⎥⎥⎥⎦
, [pred ‘catch〈 1 , 4 〉’

subj 1
obj 4 [pred ‘rabbit’]]

⎫⎪⎪⎬⎪⎪⎭
conj and

⎤⎥⎥⎥⎥⎥⎥⎦
(193) CP

CP

C′
VP

NP

einen Hasen

C

fing

Conj

und

CP

C′
VP

NP

der Jäger

C

ging

PP

in den Wald

5.2 Sharing “intertwined” dependents

Discussing coordination data from Polish,45 Patejuk & Przepiórkowski (2015) of-
fer an analysis of “intertwined” dependents – dependents which are interpreted
as shared by all conjuncts, even though they are placed inside the first conjunct,
like the subject in German SGF discussed in Section 5.1. However, there are fewer
restrictions in Polish – unlike in German, it seems that any dependent may be
shared: subject in (194), object in (195) and even particles such as się, as in (196)
where it is a reciprocal marker (recp).

(194) Polish
[[Przyjechali
came.pl.m1

żandarmi]
soldier.nom.pl.m1

i
and

[chodzili
walked.pl.m1

od
from

domu
house

do
to

domu]].
house
‘Soldiers came and walked from house to house.’ (NKJP)

45Except for (203)–(204), all examples in Section 5.2 are from Patejuk & Przepiórkowski (2015).
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(195) Polish
[[Zakleiła
sealed.sg.f

kopertę]
envelope.acc

i
and

[wepchnęła
stuffed.sg.f

do
into

torebki]].
handbag

‘She sealed the envelope and stuffed it into the handbag.’ (NKJP)

(196) Polish
[[Całowali
kissed.pl.m1

się]
recp|recp i

and
[przytulali]]!
hugged.pl.m1

‘They were kissing and hugging each other!’ (Google)

While (194) and (195) could also be analysed as involving an implicit argument
(an instance of pro-drop) in the second conjunct coreferent (via coindexation)
with the appropriate argument (subject or object) in the first conjunct, this does
not apply to (196). This is because się is analysed as a marker: it is not put on the
list of arguments (the verbs in (196) only take a subject), so it cannot be analysed
as an implicit argument.

As discussed in Patejuk & Przepiórkowski (2015), się has many functions in
Polish: it can be a reflexive/reciprocal marker, an impersonal marker, or it can
be “inherent” – a semantically contentless particle that is required lexically by
certain predicates. In (196) the shared się has the same function (reciprocal) with
respect to both predicates (kiss and hug) – this is glossed as recp|recp where |
separates functions. In (197) the shared marker has a different function in each
conjunct – as shown in (198), the first conjunct requires inherent się (inh), while
the second conjunct takes reflexive się (refl):

(197) Polish
[[Śmiali
laughed.pl.m1

się]
inh|refl i

and
[pukali
knocked.pl.m1

w
in

głowy]].
heads

‘They were laughing and asking if somebody is nuts.’ (literally: ‘They
were laughing and knocking themselves on their heads.’)

(198) Polish
[[Śmiali
laughed.pl.m1

się]
inh

i
and

[pukali
knocked.pl.m1

się
refl

w
in

głowy]].
heads

On the basis of examples such as (197), Patejuk & Przepiórkowski (2015) argue
that the SGF analysis would not be appropriate: not only because się is not an
argument (it is analysed as a marker, so it is not on the list of arguments), but also
because it is a weak, unstressed form (as opposed to the pronoun siebie ‘self’),
so it cannot bear discourse functions such as topic or focus. Also, while the
SGF analysis involves distributing a designated grammatical function of the first
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conjunct (the subject) over the entire coordination, Patejuk & Przepiórkowski
(2015) show that structure sharing the f-structure contribution corresponding
to się would not be appropriate in (197), because the first conjunct requires a
different type of się than the second conjunct, as shown in (198).

In Patejuk & Przepiórkowski (2015), the word się introduces two kinds of con-
straints: (↑ sie present) = +, a defining equation marking that this word is pres-
ent in the f-structure, and a constraining equation ensuring that the type of się is
specified elsewhere (by the verb, if it is required lexically, or constructionally for
impersonal się). Verbs that lexically require się also introduce two constraints: a
constraining equation requiring the presence of this marker, (↑ sie present)=𝑐 +,
and a defining equation specifying the type of się: (↑ sie refl) = + for reflexive się
and (↑ sie inh) = + for inherent się. If one were to adopt an SGF-like analysis by
structure-sharing the sie attribute of the first conjunct with the entire coordina-
tion, the result would be incorrect. This is because the sie attribute contains the
contribution of się as well as the verb in the first conjunct, so it would not yield
an appropriate analysis of (197): the second verb would have multifunctional się
(inherent and reflexive), instead of having inherent się in the first conjunct and
reflexive się in the second conjunct. In principle, this problem with the SGF-like
analysis could be worked around by using the constraint (↓ sie present)=(↑ sie
present) instead of (↓ sie)=(↑ sie) when sharing się.

However, instead of an SGF-like analysis, Patejuk & Przepiórkowski (2015) pro-
pose an alternative solution by introducing a rule handling coordination with
“intertwined” dependents, see (199), where such dependents (DEP) are placed in
the c-structure at the same level as the conjuncts (IP) and the conjunction (Conj).
This way, the f-structure contribution of DEP, possibly disjunctive or underspec-
ified, can be resolved independently for each conjunct, making it possible to ac-
count for examples such as (197). The rules in (199)–(200) produce the structures
in (201)–(202) corresponding to (197).46

(199) IPtop ⟶ IP DEP Conj IP↓∈↑ ↓∈↑
(200) DEP ⟶ { ARG | MOD | RM }

(↑ gf)=↓ ↓ ∈ (↑ adjunct)

46Additional constraints are used to structure-share the implicit subject (see also: (195)–(196)).
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(201) IPtop

IP

PP

w głowy

I

pukali

Conj

i

DEP

RM

się

IP

I

Śmiali

(202) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘laugh〈 1 〉’

subj 1[pred ‘pro’
case nom
num pl

]
sie [inh +

present +]
⎤⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘knock〈 1 , 2 〉’
subj 1

obl 2 [pred ‘head’
pform w ]

sie [refl +
present +]

⎤⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(Patejuk & Przepiórkowski 2015: (64))

The defining equation (↑ sie present) = + introduced by się is distributed across
coordination in (201), together with the constraining equation requiring that the
type of się is specified ((↑ sie {refl|recp|inh})=𝑐 +). The latter is resolved inde-
pendently for each conjunct: the type of się is specified by the lexical entry of the
verb; it is inherent (inh) in the first conjunct, while in the second it is reflexive
(refl), as shown in (202).
The analysis of Patejuk & Przepiórkowski (2015) could be used for German SGF:

while the c-structure would be different, the corresponding f-structure would be
the same.

Apart from the analysis of shared się, there is one more situation which clearly
distinguishes between the effects of the analysis of Patejuk & Przepiórkowski
(2015) and an SGF-like analysis: when a shared dependent displays case syn-
cretism that is disambiguated by predicates requiring different values of case,
as in the following example:

(203) Polish
[[Marysia
Marysia.nom

lubi
likes

Janka]],
Janek.acc/gen

a
and

[Zosia
Zosia.nom

nienawidzi]].
hates

‘Marysia likes Janek, while Zosia hates him.’

In this example, the first verb (lubi ‘likes’) requires an accusative object (in the
absence of sentential negation), while the second verb (nienawidzi ‘hates’) re-
quires a genitive object – the form Janka is syncretic between accusative and
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genitive, so it can be used as the object of both predicates, despite their different
case requirements.

Except for word order, (203) is analogous to (204) (originally from Dyła (1984)):

(204) Polish
Kogo
who.acc/gen

[[Janek
Janek.nom

lubi]
likes

a
and

[Jerzy
Jerzy.nom

nienawidzi]]?
hates

‘Who does Janek like and Jerzy hate?’ (Dalrymple et al. 2009: (10))

Dalrymple et al. (2009) offer an analysis of (204) which involves a complex case
attribute (instead of atomic values used so far for case), making it possible to
account for case syncretism and feature indeterminacy. The lexical entry of the
noun kogo (the same applies to Janka in (203)) contains a disjunctive specification
of case: (↑ case {acc|gen}) = +, while lexical entries of verbs assign appropriate
values of case to their object: (↑ obj case acc) = + for lubi (when there is no sen-
tential negation) and (↑ obj case gen) = + for nienawidzi. Under such an analysis,
the f-structure in (205) corresponds to (204).47

(205) ⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎢⎢⎣
pred ‘like〈 1 , 2 〉’

subj 1 [pred ‘Janek’
case nom ]

obj 2 [pred ‘who’
case [acc +]]

⎤⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎣
pred ‘hate〈 3 , 4 〉’

subj 3 [pred ‘Jerzy’
case nom ]

obj 4 [pred ‘who’
case [gen +]]

⎤⎥⎥⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj and

⎤⎥⎥⎥⎥⎥⎥⎦
Coming back to (203): under an SGF-like analysis the accusative object of the
first conjunct is distributed over the entire coordination, so the object of the first
conjunct would be marked for accusative case, while the object of the second
conjunct would bemarked for accusative and genitive case – this is undesired. By
contrast, under the account of Patejuk & Przepiórkowski (2015) case is assigned
independently in each conjunct (rather than being copied from the first conjunct),
so the f-structure representation of (203) would be analogous to (205): the object
of the first conjunct would only be marked for accusative case, while the object
of the second conjunct would only bear genitive case.

5.3 Gapping

Gapping is a variety of clause-level coordination where certain elements of the
first conjunct (the non-gapped conjunct, the conjunct without a gap) are shared

47In Dalrymple et al. (2009) NPs lexically specify impossible values of case as −. To save space,
these attribute-value pairs are omitted in (205). For obj these are: nom −, dat −, inst −, loc−, voc −.
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(marked with underlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderlineunderline) with the second conjunct (the gapped conjunct, the con-
junct with some gap(s)). Minimally the main verb is shared, as in (206), but some
of its dependents may also be shared, as in (207) where the direct object (an apple)
is also shared.

(206) [[Marge gavegavegavegavegavegavegavegavegavegavegavegavegavegavegavegavegave an apple to Lisa], and [Homer a donut to Bart]].
(Patejuk & Przepiórkowski 2017: (1))

(207) [[Marge gavegavegavegavegavegavegavegavegavegavegavegavegavegavegavegavegave an applean applean applean applean applean applean applean applean applean applean applean applean applean applean applean applean apple to Lisa], and [Homer to Bart]].
(Patejuk & Przepiórkowski 2017: (2))

5.3.1 Basics of the Patejuk & Przepiórkowski (2017) analysis

Patejuk & Przepiórkowski (2017) offer an LFG analysis of gappingwhich relies on
two key features: the set-based representation of coordination and distribution.
The material in the first conjunct (the verb and all its dependents) is split into
two parts: shared and non-shared. The shared material is distributed over the
coordination of non-shared material, namely the set which contains non-shared
material from the first conjunct and the partial f-structure produced by depen-
dents in the second conjunct.

The analysis relies on the rules shown in (208)–(211). (208) is the main coordi-
nation rule for gappingwhere IP1 is the non-gapped conjunct (defined in (209)),48

while IP is the gapped conjunct (see (210)).49 Each dependent (DEP, see its def-
inition in (211)) of the non-gapped conjunct (IP1) may be shared or not. This is
achieved using the annotation (↑ (local))=↓ on DEP in (209), which resolves to
one of two possible annotations: ↑=↓ distributes the DEP over the entire coordi-
nation (so that it is shared by all conjuncts: non-gapped and gapped), while (↑
local)=↓ makes it belong to the non-gapped conjunct only (it is not distributed
over coordination in gapping). Finally, each dependent (DEP, in IP1 and IP) is
assigned appropriate f-structure annotation (including GF) in (211).

(208) IP ⟶ IP1 [, IP]* Conj IP↑=↓ ↓∈↑ ↓∈↑(↓ local) ∈ ↑
(209) IP1 ⟶ DEP*, I(↑ (local)) = ↓

48IP1 may contain negation: sentential negation is a prefix in Polish (though it may be separated
from the verb by whitespace), so it is part of I. However, negation in the gapped conjunct is
not a prefix (there is no verb, it is gapped) and it comes as the last element – this is why (210)
contains an extra NEG.

49The optional NEG (sentential negation) in (210) is required by Polish examples such as (226).
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(210) IP ⟶ [DEP*, (I)] (NEG)

(211) DEP ≡ { NP | PP | InfP | … }(↑ {subj|obj}) = ↓ (↑ obl) = ↓ (↑ xcomp) = ↓
Together, these rules give rise to (212) as the f-structure corresponding to (206).

(212) ⎡⎢⎢⎢⎢⎢⎢⎣
⎧⎪⎨⎪⎩ 0

⎡⎢⎢⎢⎣
pred ‘give〈 1 , 2 , 3 〉’
subj 1 [pred ‘Marge’]
obj 2 [pred ‘apple’]
obl 3 [pred ‘Lisa’]

⎤⎥⎥⎥⎦ ,

⎡⎢⎢⎢⎣
pred ‘give〈 4 , 5 , 6 〉’
subj 4 [pred ‘Homer’]
obj 5 [pred ‘donut’]
obl 6 [pred ‘Bart’]

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭

conj and
local 0

⎤⎥⎥⎥⎥⎥⎥⎦
(Patejuk & Przepiórkowski 2017: (19))

What follows is a procedural intuition of this analysis, showing how (212) is con-
structed.

(213) is the partial f-structure corresponding to the first (non-gapped) conjunct,
constructed using the rules in (209) and (211). Using (211), each dependent of the
first conjunct is assigned an appropriate GF, as shown in (214)–(216): Marge is
the subj(ect), an apple is the obj(ect), to Lisa is an obl(ique). According to (209),
the main verb is shared (by default, it has the co-head annotation: ↓=↑), while
each of its dependents (DEP) may be shared or not. In (206) the annotation of all
dependents resolves to (↑ local)=↓, so they are not shared. This results in the
partial f-structure in (213) corresponding to IP1.

(213) ⎡⎢⎢⎢⎣
pred ‘give〈subj,obj,obl〉’

local 0
⎡⎢⎢⎣
subj [pred ‘Marge’]
obj [pred ‘apple’]
obl [pred ‘Lisa’] ⎤⎥⎥⎦

⎤⎥⎥⎥⎦
(214) [subj [pred ‘Marge’]]
(215) [obj [pred ‘apple’]]
(216) [obl [pred ‘Lisa’]]
(217) is the partial f-structure corresponding to the second (gapped) conjunct,
constructed using the rules in (210) and (211). Using (211), each dependent (DEP)
is assigned an appropriate GF, as shown in (218)–(220). According to (210), all de-
pendents (DEP) of the gapped conjunct (IP) have the default co-head annotation,
so their partial f-structures are unified, yielding (217) as the partial f-structure
corresponding to IP (gapped conjunct).
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(217) ⎡⎢⎢⎣
subj [pred ‘Homer’]
obj [pred ‘donut’]
obl [pred ‘Bart’] ⎤⎥⎥⎦

(218) [subj [pred ‘Homer’]]
(219) [obj [pred ‘donut’]]
(220) [obl [pred ‘Bart’]]
The final step is to apply the gapping coordination rule in (208). While it does
two things at the same time, this will be presented as two separate steps for
the sake of exposition. The first effect of (208) is to produce (221) – the partial
f-structure corresponding to the coordination of non-shared material from both
conjuncts. As a result of the (↓ local) ∈ ↑ annotation on the non-gapped con-
junct (IP1) in (208), the content of its local attribute is added to the set (see (213)
for the f-structure of the non-gapped conjunct); the standard ↓∈↑ annotation on
the gapped conjunct (IP) adds its f-structure (see (217)) to the set.

(221) ⎡⎢⎢⎢⎢⎣
⎧⎨⎩ 0

⎡⎢⎢⎣
subj [pred ‘Marge’]
obj [pred ‘apple’]
obl [pred ‘Lisa’] ⎤⎥⎥⎦ ,

⎡⎢⎢⎣
subj [pred ‘Homer’]
obj [pred ‘donut’]
obl [pred ‘Bart’] ⎤⎥⎥⎦⎫⎬⎭

conj and

⎤⎥⎥⎥⎥⎦
The second effect of (208), resulting from the ↓=↑ annotation on IP1, is to dis-
tribute the partial f-structure in (213), corresponding to the shared material from
the first conjunct,50 over the f-structure in (221) which corresponds to the coordi-
nation of non-shared material from both conjuncts. The result of this operation
is (212): the final f-structure for (206).

5.3.2 Distribution under gapping: Interactions with other phenomena

Patejuk & Przepiórkowski (2017) discuss interactions between the proposed anal-
ysis of gapping, which relies on distribution, and other phenomena, including
subject-verb agreement, case assignment and unlike category coordination.

Unlike in (206)–(207), where the verb form used in the first conjunct (gave)
would also be appropriate in the second conjunct (if it was present), there are
examples where different agreement features would be required in different con-
juncts, as in (222) from Polish, see the corresponding f-structure in (223):

50Apart from the main predicate, this includes the local attribute – this is the desired result
(Section 5.3.2).
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(222) Polish
[[Lisa
Lisa.nom.f

lubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiła
liked.f

Nelsona],
Nelson.acc.m1

a
and

[Nelson
Nelson.nom.m1

(lubił)
liked.m1

Lisę]].
Lisa.acc.f
‘Lisa liked Nelson and Nelson (liked) Lisa.’

(Patejuk & Przepiórkowski 2017: (28))

(223) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘like〈 1 , 2 〉’

subj 1 [pred ‘Lisa’
case nom
gend f

]
obj 2 [pred ‘Nelson’

case acc
gend m1

]
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘like〈 3 , 4 〉’

subj 3 [pred ‘Nelson’
case nom
gend m1

]
obj 4 [pred ‘Lisa’

case acc
gend f

]
⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭
conj and
local 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Patejuk & Przepiórkowski 2017: (29))

The key feature of the analysis presented above is that it distributes the verb from
first conjunct over the entire coordination – as a result, all constraints imposed by
the verb are distributed. Assuming a standard account of S-V agreement, where
it is handled in the lexical entries of verbs (requiring the subject to satisfy cer-
tain agreement constraints, as in (224) where the subject must be singular and
feminine), such requirements are distributed to each conjunct, so the subject of
each conjunct must satisfy these requirements.

(224) (↑ subj num) =𝑐 sg ∧ (↑ subj gend) =𝑐 f
This is problematic in (222), where the verb lubiła ‘liked’ in the first conjunct
requires a singular feminine subject. While lubiła is compatible with Lisa in the
first conjunct, it is not appropriate for Nelson in the second (gapped) conjunct.
Though Nelson is singular, it is masculine – so it would be compatible with the
masculine verb form lubił.

Patejuk & Przepiórkowski (2017) offer a solution, presenting it as conceptually
similar to single conjunct agreement (see Section 1.4), where, instead of agreeing
with the entire subject, the verb may agree with a designated conjunct as the
agreement target. The proposed solution accounts for potential mismatches in S-
V agreement between the first conjunct (without a gap) and the gapped conjunct
using the local attribute, which contains the non-shared material from the first
conjunct. (225) below is a modified version of (224).
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(225) [%s = (↑ subj) ∨ %s = (↑ local subj)]∧[(%s num) =𝑐 sg ∧ (%s gend) =𝑐 f]
While (224) uniformly requires the subject to be singular and feminine, (225) has
a disjunctive specification of the agreement target (%s). The constraint in (225) is
distributed to all conjuncts, where it is resolved independently.When %s resolves
to (↑ subj), (225) has the same effect as (224), requiring the subject of the given
conjunct to satisfy these constraints – it is not satisfied in the second conjunct of
(222). However, when %s resolves to (↑ local subj) in the second conjunct, the
relevant agreement requirements are trivially satisfied, because they are checked
against the subj inside the local attribute (see the f-structure in (223)) – instead
of the subj attribute of the given conjunct.

The fact that constraints imposed by the verb are distributed to all conjuncts
and resolved independently in each conjunct makes it possible to account for
independent case assignment in gapping. Consider (226) with the corresponding
f-structure in (227).

(226) Polish
[[Lisa
Lisa.nom.f

lubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiłalubiła
liked.f

Nelsona],
Nelson.acc.m1

a
but

[Nelson
Nelson.nom.m1

Lisy
Lisa.gen.f

nie]].
neg

‘Lisa liked Nelson, but Nelson didn’t like Lisa.’
(Patejuk & Przepiórkowski 2017: (34))

(227) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘like〈 1 , 2 〉’

subj 1 [pred ‘Lisa’
case nom
gend f

]
obj 2 [pred ‘Nelson’

case acc
gend m1

]
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘like〈 3 , 4 〉’

subj 3 [pred ‘Nelson’
case nom
gend m1

]
obj 4 [pred ‘Lisa’

case gen
gend f

]
neg +

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
conj and
local 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Patejuk & Przepiórkowski 2017: (35))

As mentioned earlier (see Section 3.5.1), simplifying, in Polish objects marked for
structural case are required to bear accusative case in the absence of sentential
negation, while genitive case is required if negation is present. In (226) the object
of the first conjunct is accusative due to the lack of negation, while the object of
the gapped conjunct is genitive because negation is present there. The relevant
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disjunctive case constraint is evaluated independently in each conjunct, leading
to the f-structure representation in (227).
There is another interesting consequence of the fact that disjunctive constraints

imposed by the verb are distributed across coordination under gapping. If a given
verb allows for coordination of different categories – for instance, its object may
correspond to an NP or a CP, as in (228) – then the object of the first conjunct
may be an NP, while the object of the gapped conjunct may be a CP, as in (229),
whose f-structure is given in (230).

(228) Polish
Lisa
Lisa.nom

chciała
wanted

[[książkę]
book.acc

i
and

[żeby
that

ktoś
somebody.nom

ją
she.acc

przytulił]].
hug
‘Lisa wanted a book and that somebody hug her.’

(Patejuk & Przepiórkowski 2017: (38))

(229) Polish
[[Lisa
Lisa.nom

chciałachciałachciałachciałachciałachciałachciałachciałachciałachciałachciałachciałachciałachciałachciałachciałachciała
wanted

książkę],
book.acc

a
and

[Maggie
Maggie.nom

żeby
that

ktoś
somebody.nom

ją
she.acc

przytulił]].
hug

‘Lisa wanted a book and Maggie wanted that somebody hug her.’
(Patejuk & Przepiórkowski 2017: (39))

(230) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0

⎡⎢⎢⎢⎢⎢⎣
pred ‘want〈 1 , 2 〉’

subj 1 [pred ‘Lisa’
case nom ]

obj 2 [pred ‘book’
case acc ]

⎤⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘want〈 3 , 4 〉’

subj 3 [pred ‘Maggie’
case nom ]

obj 4

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘hug〈 5 , 6 〉’

subj 5 [pred ‘sb’
case nom]

obj 6 [pred ‘she’
case acc ]

comp-form that

⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
conj and
local 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Patejuk & Przepiórkowski 2017: (41))
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6 Conclusion

On the basis of various phenomena, this chapter discussed the possibilities cre-
ated by the two key concepts related to coordination in LFG: the set-based repre-
sentation (conjuncts are elements of a set) and distribution whose effects are im-
portant at two levels (attributes vs. properties). The distinction between distribu-
tive and non-distributive attributes is crucial not only for phenomena related to
agreement (including feature resolution), it also makes it possible to share parts
of f-structure (enabling dependent sharing). This chapter also discussed distribu-
tion at the level of properties (complex statements), showing that it is necessary
to account for disjunctive subcategorisation constraints in coordination, which
include not only category, but also features such as case, preposition/comple-
mentiser form, etc.

Apart from run-of-the-mill coordination, this chapter presented a range of
more challenging coordination phenomena, including non-constituent coordina-
tion (NCC), coordination of unlike categories, coordination of different grammat-
ical functions (showing the difference betweenmonoclausal andmulticlausal rep-
resentation) and phenomena associated with ellipsis such as German SGF, shar-
ing intertwined dependents and gapping. Selected interactions between these
phenomena have also been discussed.

Despite its considerable size, this chapter could only discuss a selection of top-
ics related to coordination. Feature resolution was only mentioned very briefly,
on the assumption that it is more closely related to agreement than coordina-
tion. A key issue which has not been touched upon here is the semantics of
coordination. Dalrymple et al. (2019: Chapter 16) is an excellent chapter devoted
to coordination in LFG (with a different selection of phenomena, providing rich
references) which extensively covers these two topics. It is remarkable in that it
includes semantics as its key component, together with a formalisation in Glue.

Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

m1 human masculine (virile) gender
m3 inanimate masculine gender
prt particle
inh inherent
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Chapter 9

Clause structure and configurationality
Avery D. Andrews
The Australian National University

LFG differs strongly from Mainstream Generative Grammar in basing its theory of
clause structure on overt surface appearance, as would be input to a parser, rather
than the outputs of a derivational process that might produce these structures. This
leads to a number of differences, such as a much smaller number of functional pro-
jections, and more emphasis on a typology of overt structures, including the inclu-
sion of special provisions for ‘non-configurationality’. In this chapter, we examine
LFG analyses resulting from this perspective from the beginning of LFG in Bresnan
(1982b) through to the theory as presented in Bresnan et al. (2016).

1 Introduction

Because LFG is based on using phrase-structure rules (PS rules, with a substan-
tial involvement of universal principles) to provide a direct description of overt
structure, with more abstract levels such as f-structure determined by annota-
tions on these rules, they carry a major burden in describing the organization
of clause-structure. In particular, it is not possible to invoke ‘movement’ mecha-
nisms to get things into their surface positions. Rather, with one plausible minor
exception,1 the PS rules have to put everything in the exact positions where they
are found overtly, albeit with the possible help of filtering by other components
of the grammar.

Partly for this reason, in LFG. the treatment of clause structure has been from
the beginning closely involved with the concept of ‘non-configurationality’, a
term coined by Hale (1981) to refer to situations where linear order does not de-
termine grammatical relations in any clear way, and where, in addition, referring

1“Second position” items, as discussed below.
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expressions and other clausal constituents are sometimes discontinuous. Trans-
formational Grammar and its more direct descendants, sometimes called ‘Main-
stream Generative Grammar’, avoided having a problem with this by proposing
that underlying clause structures were transformed into overt ones by the appli-
cation of ‘scrambling’ rules (in later work, sometimes relegated to the ‘phonol-
ogy’). But when phrase structure rules are to be used for providing a direct char-
acterization of overt structures (with filtering by other components), this is not
possible.

Another relevant issue is the position of subjects. If a language appears to have
verb phrases that exclude an apparent ‘subject’ NP argument, then the PS rules
have to provide a position for NP external to VP, while if a putative subject is
freely intermixed with other arguments, then we probably do not want to have a
full-sized VP containing the verb and other arguments, but rather have the verb
and the arguments appear directly under S.2 The theory should then plausibly
provide two possibilities along the lines of (a) and (b) below, where (a) puts an
NP in front of a VP, while (b) has no VP:3

(1) a. S ⟶ NP VP

b. S ⟶ NP∗ V NP∗
A comma could also be included in the first rule to allow the NP to precede or
follow the VP, as in Makua (Stucky 1983).

A further general consequence of the archicture is that because many phenom-
ena including agreement, case-marking and anaphora can be largely or entirely
described in terms of the more abstract level of f-structure, the sources of evi-
dence for phrase structure are more limited than they are in Mainstream Gener-
ative Grammar. We cannot, for example, easily use coreference phenomena to
motivate phrase structures in which one object in a double object construction
c-commands another, but would need a very extensive (and therefore fragile)
argument to show that other levels such as f-structure are not sufficient.

In this chapter, I take a predominantly historical approach to clause structure
in LFG, on the basis that a reader might want to engage in literature from any

2As we shall see, languages sometimes have a smaller verbal phrase containing the verb and
certain other material, but not, normally, the object; this is sometimes treated as a VP, and
sometimes as a different kind of verbal phrase, often symbolized as V.

3We don’t use the ‘ID/LP’ notation of Gazdar (1982), first applied to LFG by Falk (1984), to allow
the daughters of S to appear an any order in (1b) (S ⟶ NP∗, V) because of the plausibility of
interpreting this as a possibly null string of NPs, either before or after one V. There are issues
worth looking into further here, but not in this chapter.
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time from the early 1980s to the present, and therefore find useful some discus-
sion of what kinds of proposals were being made at different times. I will divide
the history of clause structure in LFG into three periods so far, with the possi-
bility of a new one starting now. In the first, from the beginnings of LFG in the
early 1980s to the early 1990s, some version of the X-bar theory was assumed, but
there was little explicit discussion about exactly what that version was. The 90s
constitute a transitional period, in which both the ‘extended projections’ from
Minimalism and ideas from Optimality Theory are taken on. The third period
plausibly begins with Bresnan’s (2001) theory of structure-function mappings,
which can be seen as a consolidation of the work of the transitional period, based
on a division between ‘endocentric’ and ‘exocentric’ structure, the former obey-
ing the X-bar theory with functional structures, the latter not, along with some
principles derived from Optimality Theory, such as Economy of Expression. This
approach has persisted with little alteration through Bresnan et al. (2016) to the
present. Since it is the result of multiple analyses of different languages by a num-
ber of people, I will call it the ‘2001 Synthesis’. More recently, a fourth periodmay
have begun with Lowe & Lovestrand (2020) and Lovestrand (2022), a thorough
revision of the underlying phrase-structure theory making greater use of archi-
tectural ideas of LFG rather than simply applying some version of mainstream
X-bar theory. However there hasn’t yet been substantial work on a variety of
clause structures in this new approach.

In this chapter, I consider early LFG in the first section, the transitional period
in the second, and the 2001 Synthesis in the third. Then, in the fourth section, I
review some of the earlier and transitional systems in light of the 2001 Synthesis,
and discuss the revisions that are thereby motivated, and conclude with a specu-
lation about S derived from a modification in the new X-bar framework made in
Lovestrand (2022).

2 Early LFG

In early LFG, it was assumed that some version of the X-bar theory was cor-
rect, but no attempt was made to seriously formalize or revise the proposals that
were standard at the time. Bresnan (1982a: 354-356), which also appeared in the
foundational LFG collection Bresnan (1982b), developed a fairly permissive the-
ory of ‘structure-function mappings’, many provisions of which have persisted
until now. This theory constrains how c-structure nodes can be annotated to
produce f-structures, and shows the influence of Ken Hale’s ideas about ‘con-
figurational’ vs. ‘non-configurational’ languages. The other papers in the 1982b
collection tended to conform to these ideas without discussing them explicitly.
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In these papers, the languages treated as configurational (where grammatical
relations are largely coded by phrase-structure position) were English, French,
Russian and Icelandic, all of them analysed as SVO, while the one analysed as
non-configurational was Malayalam, predominantly verb-final. Most of the SVO
languages were analysed with distinct S and VP rules like these:

(2) a. S ⟶ NP
(↑ subj)=↓ VP↑=↓

b. VP ⟶ V↑=↓ NP
(↑ obj)=↓ …

But for Icelandic, Andrews used a flat S rule with subject first (consistent with
Bresnan’s 1982a: 354/2964 schema, which he does not however cite or discuss).

From that time to the present, a major concern of LFG authors has been to
marshal arguments that c-structure relationships were neither a necessary nor
sufficient basis for assigning grammatical relations in the general manner sug-
gested by Chomsky (1965) and persisting through to Chomsky (1981), which ap-
peared in the early days of LFG, and beyond. So considerable attention was paid
to arguing for the nonexistence of a VP node in languages that appeared not to
have a VP constituent, and a contrastive sketch of configurational English versus
non-configurational Warlpiri constitutes the first chapter of the high-level LFG
textbook (Bresnan et al. 2016).

In the following two subsections, we consider first Malayalam, and then Warl-
piri, the other non-configurational language to which considerable attention was
paid in this period; discussion of Warlpiri was included in Bresnan (1982a) and
several other chapters in the Bresnan (1982b) collection.5

2.1 Malayalam

Non-configurational Malayalam, an essentially verb-final language, was anal-
ysed by Mohanan (1982) using the clausal category S, introducing its arguments
as an unstructured, possibly empty, string of NPs. It was proposed to have a verb-
final S rule, with the NPs introduced by a rule whose first version was (Mohanan
1982: 507):

(3) S ⟶ NP∗ V

4The page before the ‘/’ is for the journal version, the one after for the page in the 1982 volume.
5Warlpiri is discussed in Simpson & Bresnan (1983), but the focus of that article is grammatical
relations rather than clause structure as such.
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Annotations for this version of the rule were not specified. Later (Mohanan 1982:
542–643), a series of annotations are proposed associating specific grammatical
functions with cases and other properties such as animacy, for example:

(4) (↑ obj)=↓
(↓ case)=acc
(↓ anim)=+

This is one of the alternative annotations to the NP in rule (3), allowing any
NP in the series to have any grammatical function, subject to filtering by other
constraints of LFG.

The flatness of the structure given by (3), with its absence of a VP dominat-
ing objects, is motivated by several arguments, one of which is the fact that the
bearers of the grammatical relations can appear in any order. But the most im-
portant one, according to Mohanan (1982: 526-533), is the workings of a clefting
phenomenon which allows all and only direct daughters of the S to be clefted,
but not subconstituents of anything, such as possessors or objects of preposi-
tions. The construction is effected by suffixing -aanə ‘is’ to the last word of the
clefted constituent, and -ṯə ‘is’ to the verb. Some relevant examples are:

(5) Malayalam (Mohanan 1982: 528-529)
a. Kuṭṭi

child
iṉṉale
yesterday

ammakkə
mother.dat

anaayey-aaṇə
elephant-is

koṭuṯṯa-ṯə.
gave-it

‘It was an elephant that the child gave to the mother yesterday.’
b. kuḷaṯṯil

pond
wecc-aaṇə
at-is

jooṇinte
John.gen

kuṭṭi
child

aanaye
elephant

ṇuḷḷia-ṯə.
pinched-it

‘It was at the pond that John’s child pinched the elephant.’
c. *kuḷaṯṯil

pond
aaṇə
is

weccə
at

jooṇinte
John.gen

kuṭṭi
child

aanaye
elephant

ṇuḷḷia-ṯə
pinched-it

In (a), the object is clefted, in (b) the PP, but when we try to cleft the object of the
PP (or, not shown, the possessor of the object), the result is bad. The proposed
generalization is that you can cleft a direct constituent of S, but not a subcon-
stituent of S, which precludes the existence of a VP sitting on top of the verb and
its object.

There are two further significant elaborations in Mohanan’s analysis. First,
it turns out that Malayalam is not actually strictly verb-final: in main clauses,
the verb can be followed by additional NPs, but this normally requires putting
a heavy nuclear pitch on the verb, wiping out the word melodies on the follow-
ing NPs, and lengthening the vowel of the verb, evidently with some kind of
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contrastive meaning (Mohanan 1982: 511). This is furthermore not possible with
certain kinds of subordinate clauses. Mohanan suggests an analysis involving a
‘scrambling rule’, which applies to the S rule, but this is not an option that is avail-
able in the LFG formalism, and these NPs need to be introduced in their surface
positions, presumably with annotations connecting them to discourse functions
(Zaenen 2023 [this volume]).

The second elaboration is that there is a kind of verb phrase, but it contains
only the verb and certain additional elements, such as NPs and PPs used to form
Copula Constructions and Complex Predicates (Mohanan 1982: 513-534). An ex-
ample is:

(6) S

N

N

kaʐuṯa
donkey

V

N

Det

orə̄
one

N

mrəgan
animal

V

aaṇə
is

‘The donkey is an animal.’ (Mohanan 1982: 513–534)

These are plausibly VPs (maximal projections of V, Malayalam having only one
phrasal projection layer), which are however very restricted in what kinds of
constituents and bearers of grammatical relations they can introduce. On the
other hand, some superficially similar complex verbal constituents in other lan-
guages do not appear to contain anymaximal projections, and so can be analysed
as V0 nodes with adjoined ‘non-projecting’ lexical nodes (Toivonen 2001), also
discussed in Belyaev 2023 [this volume]. One example is Complex Predicate con-
structions in Japanese (Ishikawa 1985, Matsumoto 1996), discussed in Andrews
2023 [this volume], and another is Warlpiri preverbs, considered shortly below.

Another important characteristic of Malayalam and other non-configurational
languages is that all or most arguments of verbs can be freely omitted, and un-
derstood as if they were represented by pronouns. Mohanan (1982: 544) discusses
this briefly, and provides a few examples including:
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(7) Malayalam (Mohanan 1982: 544)
Roṭṭi
bread

ewiṭe?
where?

Kuṭṭi
Child

ṯiṉṉu.
ate.

‘Where is the bread? The child ate it.’

The LFG treatment of this kind of phenomenon uses lexical rules of ‘anaphoric
control’, developed in Bresnan (1982a), which optionally add a pronominal f-
structure specification to the lexical entries of verbs. In the above case, this would
be (↑ obj pred)=‘pro’. In Malayalam, anaphoric control applies to the grammati-
cal relations subj, obj, and obj𝜃 (‘indirect object’; obj2 in the original). Anaphoric
control is not restricted to non-configurational languages, and is subject to nu-
merous variations in different languages. In English, anaphoric control is pre-
dominantly used with subjects of nonfinite verbs, but also applies in some other,
more limited, circumstances. For example, an inanimate subject can be omitted
but understood as if it refers to something that the group of people being ad-
dressed are looking at:

(8) Looks bad! [said by one of a group of people staring at an engine with
smoke coming out of it]

The typological range of such constructions and their semantics deserves further
investigation in LFG.

2.2 Warlpiri

A more extreme form of non-configurationality was addressed in the compre-
hensive analysis of Warlpiri provided by Simpson (1983), later published with
substantial revisions as Simpson (1991), and also discussed by Nordlinger 2023
[this volume]. Warlpiri differs from Malayalam (and Japanese) in a number of
ways:

(9) a. In finite clauses, there is no constraint on NPs coming after the verb.
b. NPs can be discontinuous, with different components appearing

separated by other constituents of the clause.
c. There is an ‘auxiliary’, obeying a complex ‘second position’

constraint.

All of these phenomena are illustrated in this example:
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(10) Warlpiri
Kurdu-jarra-rlu
child-du-erg

ka-pala
prs-du

maliki
dog(abs)

wajilipi-nyi
chase-npast

wita-jarra-rlu.
small-du-erg

‘(The) two small children are chasing the dog.’
‘(The) two children are chasing the dog and they are small.’

The theoretically most interesting point is (9b).
Hale (1981) described the two nominals ‘child’ and ‘small’ in (10) as being inter-

pretable in two ways, one being the ‘merged’ interpretation, shown in the upper
gloss, where the two components are interpreted in the same way as a normal
NP in English, and the other being the ‘unmerged’ interpretation, shown in the
lower gloss, in which the second nominal is interpreted as a secondary predicate
giving additional information.

To capture the merged interpretation, Simpson proposed that an NP (in her
analysis, for Warlpiri, an N, the language having no evidence for either a speci-
fier level for lexical projections, or any kind of DP) could expand to an adjunct
alone with no head (as well, as of course, to a single head), so that two indepen-
dently introduced components of an f-structural NP-correspondent could merge,
as reflected in the annotations on the tree for example (10):6

(11) S

(↑ subj)=↓
N

↑=↓
N

(↑ pred)=‘child’
(↑ case)=erg
(↑ num)=du

kurdu-jarra-rlu

↑=↓
AUX

(↑ asp)=prs
(↑ subj pers)=1
(↑ subj num)=du

ka=pala

(↑ obj)=↓
N

↑=↓
N

(↑ pred)=‘dog’
maliki

↑=↓
V

↑=↓
V

(↑ pred)=‘chase〈(↑ subj),(↑ obj)〉’
(↑ tense)=npst
(↑ pred)=‘pro’
wajili-pi-nyi

(↑ subj)=↓
N

↓ ∈ (↑ adj)
N

(↑ pred)=‘small’
(↑ case)=erg
(↑ num)=du
wita-jarra-lu

(Simpson 1991: 283)

The annotations on the first and last Ns allow them to unify into a single f-
substructure, the value of subj:

6Note that Simpson assumed a rule or convention that would copy agreement features from the
f-structure correspondent of an NP down to those of its adj-members. There is furthermore a
problem with the positioning of AUX that we will consider shortly.
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(12) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj
⎡⎢⎢⎢⎣
pred ‘child’

adj {[pred ‘small’
case erg ]}

case erg

⎤⎥⎥⎥⎦
pred ‘chase〈(↑ subj),(↑ obj)〉’
asp prs
tense npst
obj [pred ‘dog’]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Similarly to Malayalam, Warlpiri also makes extensive use of anaphoric control,
although many arguments not expressed as NPs will receive morphological reg-
istration in the AUX constituent, which we will discuss shortly.

There are two further characteristics of Simpson’s analysis that interact with
each other, and have been important in later developments. The first is that sim-
ilarly to Malayalam, Simpson analyses Warlpiri as having an inner VP, symbol-
ized as V, containing the verb and certain other elements, especially ‘preverbs’,
as discussed in Simpson (1991: 111). However none of these items can contain
complex phrasal constituents, and it is therefore probably better to treat them as
non-projecting words adjoined to V.

The second additional feature of Warlpiri, already seen in the Warlpiri tree
structure (11), is the ‘AUX’ constituent. This was postulated for Warlpiri7 in the
classic article of Hale (1973: 310), as a constituent containing three kinds of con-
stituents, all optional. First comes a ‘complementizer’, which has a variety of
functions, later called the ‘augment’ by Laughren (2002). We will follow this us-
age. Next comes the ‘base’, which is one of the tense-aspect markers -ka ‘present
imperfective’ or -lpa ‘past imperfective’.8 Finally come agreement markers, for
subject and object. Hale (1973: 312) proposed that if the augment+base sequence
was less than two syllables in length, then the auxiliary could not appear in initial
position, but only after some other, evidently first, element of the clause.9

Simpson (1991: 83) proposes that the underlying position of the AUX is initial,
as specified by this rule:

7AUX as a node-type was widely proposed at that time for the analysis of many other languages,
including English, as discussed extensively for example by Akmajian et al. (1979).

8Hale treated the future marker kapi as a base, but Legate (2008) shows that it is actually an
augment.

9With the exception that certain items, such as topics set off with a pause, were seen as appear-
ing outside the basic clause structure, allowing the AUX to appear in apparent third position
if these items were included.
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(13) S ⟶ (AUX) 𝛼 (𝛼)∗𝛼 = V,N, Particle
(↑ aspect) ↔ (↑ tense)
Assign (↑ g)=↓ freely
(where g stands for any grammatical function)

The second line tells us that 𝛼 can be any of three kinds of constituents, while
the third adds the information that aspect is specified if and only if tense is, a
move that has the effect of requiring a verb to be present if an AUX is, by mecha-
nisms we will not consider here. Finally, the last two lines allow constituents to
be annotated freely as either heads (↑=↓) or arguments bearing any grammatical
function, providing a high degree of non-configurationality, including generat-
ing multiple N nodes with the (↑ subj)=↓ annotation, allowing NP-splitting.

AUX is then put into second position in most examples by first allowing all
AUXs to be classified as enclitics, but obligatorily so for the ones with monosyl-
labic bases (Simpson 1991: 69). Then the clitics are postposed to a position after
the first phonological unit by a rule of sentence-phonology:

(14) Encliticization Rule:
]AUX [𝛼] [𝛼]∗ → 𝛼+AUX [𝛼]∗
(the ‘]’ in front of AUX represents that the AUX has enclitic status)

It is perhaps worth noting that for all examples where AUX appears in second
position, the trees are also written with AUX in second position, including the
effects of the Encliticization Rule in the diagram. In later work, various aspects
of this proposal are questioned and revisions proposed, as we will see later, in
Section 3.2 of this chapter.

A final observation I will make about Warlpiri concerns the treatment of dis-
continuous NPs. The LFG analysis permits an NP to be split into any number of
separated components, all of which can contribute to a single f-structure with
a nominal pred-feature, subject to no constraints of any kind. There is consid-
erable work showing that this appears to be false, including Schultze-Berndt &
Simard (2012), Schultze-Berndt (2022) and Louagie & Verstraete (2016). Rather,
discontinuous NPs appear to be associated with a range of specific discourse
functions (and to furthermore be rather rare, probably not more than 1% of NPs),
and examples where an NP is split into three or more components at the same
level in f-structure (e.g. demonstrative, modifier(s) and head noun) do not appear
to be attested in the literature so far. Unfortunately, none of this recent literature
discusses Warlpiri, but I am aware of no triply split NPs in Simpson (1983, 1991),
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Nash (1986) or Laughren (1989),10 nor in the discussion of discontinuous NPs in
Latin and Classical Greek provided by Devine & Stephens (2000). Therefore, the
proposition that discontinuous constituents are limited to two components is a
proposition worth further investigation.

Similarly to Mohanan, Simpson provides some arguments for a flat structure
and no VP, but they are more complex than Mohanan’s cleft argument, one in-
volving coreference, another involving nonfinite constructions. These will not
be discussed here.

Concluding our discussion of the first period, we find a basic distinction be-
tween configurational and non-configurational encoding, the former associated
with SVO languages, usually associated with a VP, the latter with verb-final or
verb-anywhere languages, often with flat structure. It was usual to assume some
kind of X-bar theory, without being very specific about the details. There were
however some intimations of later developments, such as Falk’s (1984) analysis of
the English Auxiliary system, in which, influenced by Jackendoff (1977), he treats
auxiliaries as a lexical category M, taking VP as a complement and the subject
as a specifier. This can be seen as an early version of the idea of the functional
projection IP, with its binary branching auxiliary structure as opposed to the flat
ternary structure NP AUX VP proposed for S by Akmajian et al. (1979), which is
taken up in the third period, the 2001 Synthesis (Section 4).

3 The transitional period

The characteristics of the transitional period are (a) the introduction of the con-
cept of ‘functional categories’ from the GB andMinimalist frameworks, a feature
which has remained; (b) considerable experimentation with ideas from Optimal-
ity Theory, which appears to have fallen off to some degree, although it is still
being explored (Kuhn 2023 [this volume]). The dating of the period is difficult,
since the use of functional categories could be said to have been anticipated by
Falk (1984), while drafts of what I take to be the initiation of the third period, Bres-
nan (2001), were available to some workers as early as 1996 (Nordlinger 1998: 15).
But I will here take it to begin with Kroeger (1993),11 where the functional cate-
gories I and C are adopted from Government-Binding theory, and continue until
the publication of Bresnan (2001). Many of the features of what I will in the next

10Who also provides an example of discontinuous participial VPs, which Simpson (1991) argues
are nominalized.

11The Stanford PhD thesis upon which the book is based is from 1991.
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section call the ‘2001 Synthesis’ are present in the analyses of the transitional pe-
riod, to the point that some discussions could be put in either section. But here
we take an essentially chronological view surveying phenomena that lead to the
2001 Synthesis, presenting the resulting system in Section 4, together with some
new analyses as well as possible updates to older ones.

3.1 Kroeger (1993) on Tagalog

Tagalog is a verb-initial language with preverbal discourse positions, and, accord-
ing to Kroeger, no evidence for a VP, and some evidence against (we will consider
a different view below), but evidence for some other predicate phrases, namely,
PP, AP and NP. Kroeger analyses these patterns by taking from Chung & Mc-
Closkey (1987) the idea of a special category ‘S’ that can constitute a predication
(‘small clause’) without providing TAM information, and combining this with
the notion of a ‘functional projection’ IP, where the S appears as the comple-
ment of I. He also departs from Chung & McCloskey to allow S to expand to a
lexical predicate and multiple arguments, rather than only to a subject NP and a
predicate phrase.

For clauses with an aspect-marked verb, this verb appears in the I head of the
functional projection IP (INFL for Kroeger), while the arguments and adjuncts
appear in free order under S, although there are some tendencies (p. 111):

(15) a. The ‘Actor’ (non-nominative Agent marked with ng, or ni if a proper
name) tends to come first.

b. The ‘Nominative’ (marked with ang, or si if a proper name) tends to
come after the other arguments.

c. “Heavier” NP’s tend to follow “lighter” NPs.

Kroeger does not actually give a structure for a sentence with multiple NP argu-
ments: the closest is one with a clitic Actor and a focussed adjunct in the specifier
of IP. Clitics are however subject to very interesting positional restrictions which
in this case put the clitic ko after the SPEC of IP, as indicated in this example
(Kroeger 1993: 129), where the original tree has INFL rather than just I:12

12The clitic rule, discussed in Kroeger (1993: 119-123), is: “Clitics appear immediately after the
first daughter of the smallest maximal projection that contains them” (but there are some ap-
parent exceptions). The ‘object-focus’ suffix glossed ov indicates that the Patient of the verb
is the ‘grammatical subject’, traditionally called the ‘focus’ in Philippine linguistics, analysed
by Kroeger as the subj grammatical function in his LFG analysis.
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(16) Tagalog
a. [Para

for
kay=Pedro]
dat=Pedro

ko
1sg.gen

binili
prf.buy.ov

ang=laruan.
nom=toy

‘For Pedro I bought the toy.’

b. IP

PP

para kay=Pedro
for dat=Pedro

I′
I

binili
prf.buy.ov

S

NP

ko

NP

ang=laruan
nom=toy

In this tree, the ko is ascribed to a position under S where a full NP argument
could appear (initial in accord with the ordering tendencies noted above), with
the arrow indicating some kind of clitic displacement to after the first constituent
of IP. Another thing to note is the use of prime notation rather than bars, so I′
instead of I. In this chapter, I will use whichever notation is employed by the
original author.

Since functional projections have both the head and the complement anno-
tated with ↑=↓, there is no problem with assembling the f-structure for a c-struc-
ture such as (16b). The initial PP is an instance of what Kroeger and much sub-
sequent work has called ‘Adjunct Fronting’, which applies to the bearers of non-
core GFs, that is, adjuncts, oblique arguments and adverbials (Kroeger 1993: 43).
We can analyse this by allowing SPEC of IP to receive one of the non-term gram-
matical functions, together with some sort of focus-like discourse function. I
can’t find an explicit statement of this in the literature, but it appears to be an im-
plication of the discussion in Kroeger and other sources such as Gerassimova &
Sells (2008) that the construction is clause-bounded, since only subjects are said
to be extractable from subordinate clauses, and only from ones that are them-
selves subjects (Kroeger 1993: 210, 215-221).

So we can propose an annotated structure like (17) below for the example, with
the clitic ko placed overtly in its second position, without concern here for what
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constraints put it there, an issue discussed extensively by Kaufman (2010), but
too complex to attempt to provide an updated account of here. We will notate it
as ‘a-sb’, for the non-subject Agent in Philippine languages, following the choice
of Manning (1996) for the Agent in syntactically ergative languages such as Inuit:

(17) IP

↓ ∈ (↑ adj)
(↑ foc)=↓

PP

para kay=Pedro
for dat

(↑ a-sb)=↓
Cl

I
ko

↑=↓
I′

↑=↓
I

binili
prf.buy.ov

↑=↓
S

(↑ subj)=↓
NP

ang=laruan
nom=toy

Given appropriate lexical entries, this will produce the following f-structure:13

(18)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

foc [pred ‘for’
obj [pred ‘Pedro’]]

subj [pred ‘toy’
case nom
spec def

]
pred ‘buy⟨(↑ a-sb) (↑ subj)⟩’
asp prf

a-sb
⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
num sg
case gen

⎤⎥⎥⎥⎦
adjuncts {[ ] }

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
13This structure uses the older treatment of discourse functions such as focus as grammatical
functions in f-structure, along the lines of Bresnan (2001: 97-98) or Bresnan et al. (2016: 97).
Kroeger (1993) does not provide any specific f-structures. For contemporary views, see Zaenen
2023 [this volume].
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In addition to verbal clauses, there are clauses with adjectival, nominal and prepo-
sitional predicates. Kroeger argues that these show a different pattern, where
some phenomena of clitic placement are said to show that the main predicate
can either appear on its own as first daughter of S, or as head of a phrase that
contains its complements, with the subject final under S in the former case, as
indicated by these (somewhat abbreviated) structures (Kroeger 1993: 133):

(19) a. S

XP
(pred)

NP
(subj)

b. S

X0 YP YP

Unfortunately, Kaufman (2010: 259-260), working within the Minimalist frame-
work, finds that the clitic facts cited by Kroeger14 do not appear to be represen-
tative, in ways that undermine Kroeger’s analysis. Since this is of some interest
for the history of the subject, I think it is worth considering the examples, in the
hope that it will be further investigated in LFG.

What Kroeger says is that with nominal, adjectival and propositional phrasal
predicates, a personal pronoun clitic can appear either at the end, or after the
predicate word, illustrated here for PP:

(20) Tagalog
a. Galing

from
sa=Maynila
dat=Manila

siya.
3sg.nom

‘He is from Manila.’
b. Galing

from
siya
3sg.nom

sa=Maynila.
dat=Manila

‘He is from Manila.’

But with a verbal main predicate, the sentence-final position is impossible:

14Originally from Schachter & Otanes (1972) and Sityar (1989).
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(21) Tagalog
a. ??Hinangkan

prf.kiss.dv
ng=nanay
gen=mother

ako.
1sg.nom

‘I was kissed by mother.’
b. Hinangkan

prf.kiss.dv
ako
1sg.nom

ng=nanay.
gen=mother

‘I was kissed by mother.’

This is to be explained by:

(22) a. A principle to the effect that the clitics are placed after the first
constituent in the domain they apply to, which is the IP.

b. The two constituent structures in (19) are available for nonverbal
predicates, but only the flat one of (19b) for verbal predicates.

However, Kaufman finds that there is no significant difference between the clitic
final position for verbal and nonverbal predicates: both are pretty bad. He also
argues that Kroeger’s generalization about where the clitic goes is insufficient,
and proposes something different, well beyond the scope of this chapter. This
leaves the flat rule (19b) motivated by the evidence, but not (19a), for Tagalog.

Nevertheless, there is motivation for structures of the general form of (22a)
elsewhere in the Austronesian language family: Dalrymple and Randriamasi-
manana use it in their XLE grammar of Malagasy,15 and Liu (2017) presents
an LFG analysis of Squliq Atayal arguing on various grounds for this structure.
Finally, Kaufman & Chen (2017) review a rather long tradition of argumenta-
tion in Austronesian historical syntax for the position that structures with a
clause-initial predicate phrase and a following subject are the original form of
the ‘Philippine type’ of which Tagalog is the most often discussed exemplar.

It is perhaps worth emphasizing that the ‘subject’ in Philippine languages is
not the classic subject of western European languages with its strong associa-
tion with semantic Agent properties, but rather the ‘Pragmatic Peak’ of Foley &
Van Valin (1984), drawing heavily on earlier work by Paul Schachter and Edward
Keenan (Keenan 1976, Schachter 1977), or the ‘g-subject’ ofManning (1996). These
have an association with topic-like pragmatic functions, but not with agentivity.
Indeed, the constructions with patient as subject tend to be more common than
those with agent, and are closer in form to the proposed diachronic original, as
discussed by Kaufman & Chen (2017).

15http://users.ox.ac.uk/~cpgl0015/pargram/; argumentation is however not provided.
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A final point is that above IP, arguably the domain of clitic positioning, there
are projections treated by Kroeger as CP, and irrelevant to clitic positioning (re-
sulting in ‘third position’ phenomena), and this general approach is also adopted
by Kaufman (2010).

3.2 Warlpiri: non-configurationality in Australian Languages

Austin & Bresnan (1996) update Simpson’s (1983, 1991) analysis of Warlpiri to use
the functional projection IP to house the material constituting the auxiliary, and
also give an extended treatment of Jiwarli. Two important differences between
Warlpiri and Tagalog with respect to I are:

(23) a. In Warlpiri, the verb does not appear in I.16

b. I nodes in Warlpiri that meet a certain condition, to be discussed
immediately below, cannot appear initially, at least in a
phonologically independent clause.

c. Most items, including the verb, can appear in front of the auxiliary
material (contents of I). This analysis proposes two mechanisms for
how this happens: NPs appearing in SPEC of IP, and a prosodic
inversion operation for verbs and preverbs.

The nature of condition (b) calls for some discussion.
As mentioned above, earlier work fromHale (1981) to Simpson (1991) proposed

that the AUX had to appear in second position if the augment+base was mono-
syllabic, but Laughren (2002) shows that the bisyllabicity condition is not correct,
on the basis that the complementizer yi- ‘for, since’ followed by a null base can
appear initially, as long as the entire auxiliary, including agreement markers, is
bisyllabic (all the other augments are bisyllabic). This is also the case for the
present imperfective base -ka, but apparently not for the past imperfective base
-lpa.17 So I suggest that the actual condition is a combination of phonology and
morphology:

(24) In order for I to be overtly initial in Warlpiri, its contents must:
a. be at least bisyllabic
b. be phonologically well-formed as a word (initial -lp clusters are not

allowed)

16Legate (2008) proposes in her Mimimalist analysis that the verb can be attracted to I, but in
LFG, there is no advantage to be obtained by allowing it to appear there, as we will see below.

17But the existence of possible exceptions is discussed in Laughren (2002: 125, footnote 19).
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c. have an overt augment+base (either augment or base is sufficient, as
long as something appears).

I will call an auxiliary that meets these conditions ‘heavy’, and one that doesn’t,
‘light’. So our basic generalization is that only heavy auxiliaries can be initial in
the sentence.

With this issue considered, we examine the basic sentence structure that Aus-
tin & Bresnan (1996) propose for Warlpiri, with an initial NP in the SPEC of IP
position, and auxiliary material in the following I:

(25) IP

NP

kurdu-jarra-rlu
child-du-erg

I′
I

ka=pala
prs=3du.subj

S

NP

maliki
dog.abs

V

wajilipi-nyi
chase-npst

NP

wita-jarra-rlu
small-du-erg

This illustrates the first mechanism whereby the auxiliary material can appear
in second position, but is not plausible for cases when the verb is in first posi-
tion, because a lexical category should not be able to occur in SPEC position in
Warlpiri (Austin & Bresnan 1996: 226).

To deal with verb-initial sentences, Austin & Bresnan propose the rule of pro-
sodic inversion from Halpern (1995), which moves the contents of I to a position
after the verb, or, sometimes, after the initial part of a complex verb. This divi-
sion of labor permits the inversion rule to apply to a considerably more restricted
range of cases than Simpson’s Encliticization, removing the need for it to swap
the auxiliary around multiword phrases.

Examples of multiword phrases are modifier+modified nominal constructions
with case marking, on either only the last or both elements, and also coordinate
NPs (auxiliaries in boldface to make the examples easier to follow):
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(26) Warlpiri
a. Kurdu(-ngku)

child(-erg)
wita-ngku=ka
small-erg=prs

maliki
dog(abs)

wajilipi-nyi
chase-npst

‘The small child is chasing the dog.’
(Nash 1986: 159-160, citing Hale (1981))

b. Karnta-ngku
woman-erg

manu
and

ngarka-ngku=pala
man-erg=3.du.subj

kurdu
child.(abs)

nya-ngu
see-pst

‘The man and the woman saw the child.’ (Nash 1986: 177)

Since these multi-word NPs can be generated in a position before I, we do not
need to have any rule putting the auxiliary after them.

However, sentences with something other than an NP appearing before the
auxiliary pose some tricky problems. If all and only the things found in this po-
sition were verbs, we could suggest that a V could optionally be adjoined to I,
appearing in front of the auxiliary material. But this proposal faces two prob-
lems. One is that if the preverb appears in its normal position before the verb,
then the auxiliary can appear between them, as long as it doesn’t contain an
augment (but polysyllabic auxiliaries with base ka are fine.):18

(27) Warlpiri (Austin & Bresnan 1996: 227)

a. Rambal-luwa-rnu=rna=rla=jinta
mistake-shoot-pst=1sg.subj-1sg.dat-dd

marlu-ku
kangaroo-dat

b. Rambalpa=rna=rla=jinta
mistake=1sg.subj-3sg.dat-dd

luwa-rnu
shoot-pst

marlu-ku
kangaroo-dat

‘I shot at a kangaroo and failed.’

If the auxiliary intervenes, a preverb whose stem ends in a consonant must end in
the stem-extender -pa, which it can do anyway. This indicates that one require-
ment for intervention is that the preverb must be construed as in some sense
being an independent word.

Another is that for those ‘productive’ preverbs that can appear after or before
the verb, the auxiliary material seems to almost obligatorily appear after just the
verb rather than after the whole verb+preverb combination when the preverb
comes second (Simpson 1991: 117):

18The suffix -jinta glossed dd indicates that this is a ‘failed effect’ construction discussed in Hale
(1973: 336), in which the object is marked dative, indicating that the action indicated by the
verb did not succeed.
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(28) Warlpiri (Nash 1986: 52)
Yani=rli
go-npst=12

wurulypa
seclusion

‘Let’s go and hide.’

Nash observes that the ordering yani-wurulypa=rli occurs once in a text, but
seems much less common than the other possibilities, while Simpson character-
izes it as “hardly ever found, and it is usually rejected by speakers”. This is a
problem for any analysis which puts V in front of I in c-structure, unless we
assume a category other than V to dominate the V+Preverb order.19

So the conclusion is that an inversion rule along the lines of Simpson’s encliti-
cization is needed, but applying in a narrower range of cases, more consistent
with being a morphological or phonological operation. Austin & Bresnan (1996)
assume that it is the ‘prosodic inversion’ of Halpern (1995), which only applies
as a last resort. This is supposed to explain why the clitics can’t be inserted into
phrasal units as in (27), but there is a problem here in that the structure in which
the phrasal NP is sitting in SPEC of IP is different from one where it is initial in
S right after I, so it is not clear that a ‘last resort’ restriction can apply in a well-
defined manner.20 A further problem is that it appears to be fine for a heavy
auxiliary to appear after the verb (Laughren 2002: 97), so a last resort restriction
won’t work.

What I suggest is an inversion rule which can be formulated like this:

(29) I V/Pvb
1 2 ⇒ 2+1

Subject to restrictions that need further investigation.

The category restriction is sufficient to prevent I from being inserted into an
NP (a restriction documented at considerable length by Laughren), and another
restriction, not formalized here, states that an auxiliary with an augment cannot
be inserted into a verb.

A final problem discussed by Laughren (2002) and Legate (2008) concerns ev-
idence that there is more than one functional projection dominating S, in spite
of no evidence of two distinct head positions being occupied in the same clause.
This is the interaction of topicalization and focus in questions. In (30) below, we
see the auxiliary between the topic and a question word:

19On the other hand, Laughren (2002: 100) provides such an example without comment, but with
a heavy auxiliary which could not be inserted into the verb.

20And it is furthermore clear that it is in general not impossible for second-position clitics to be
inserted into otherwise intact NPs; this is for example rather common with -que ‘and’ in Latin.
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(30) Warlpiri (Legate 2008: 34)
Kuturu-ju
nullanulla-top

ka=npa=nyanu
prs.ipfv=2sg.nom=anaphobj

nyarrpara-wiyi
where-first

marda-rni?
have-npst

‘Where do you have this nullanulla of yours?’

And in (31a-c) below, we see that a potentially interrogative word can be inter-
preted as either interrogative or indefinite if it appears right after an auxiliary,
but only interrogative if before, while (31d) shows that if a potential question
word appears further into the clause, after the auxiliary and the verb, it can only
be interpreted as indefinite:

(31) Warlpiri
a. Kaji=ka=rna

nfactc=prs.ipfv=1sg
nyarrpara-kurra
where-all

ya-ni.
go-npst

‘I might go somewhere.’/‘Where might I go?’ (Legate 2008: 17)
b. Nyarrpara-kurra

where-all
kaji=ka=rna
nfactc=prs.ipfv=1sg

ya-ni.
go-npst

*‘I might go somewhere.’/‘Where might I go?’ (Legate 2008: 17)
c. Nyiya=rlangu

what-for.example
kaji=ka=rlu
nfactc=prs.ipfv=3pl.obj

nyina
be.npst

wampana-piya-ju.
spectacled.hare.wallaby-like-top
‘What ones for example might be like this spectacled hare wallaby?’
(Legate 2008: 18)

d. Kaji=lpa=ngu
nfactc=pst.ipfv=2sg.obj

wanti-yarla
fall=irr

nyiya-rlangu
what-for.example

milpa-kurra.
eye-all
‘If something fell into your eyes …’
*‘What might have fallen into your eyes?’ (Legate 2008: 18)

I tentatively suggest the following analysis. The auxiliary appears in a fixed posi-
tion, which Austin & Bresnan call I, although C would also work. The interroga-
tive/indefinite pronouns are interpreted as interrogative if they appear ‘external
to S’, indefinite if ‘internal’. ‘Internal to S’ means that they appear inside the
lowest S in a stack of S’s to which things have been adjoined (and are therefore
not themselves adjoined), ‘external to S’ outside of the lowest in such a stack, so
either adjoined to a S or in some higher projection. In Warlpiri, there are two
ways in which this can happen: they can appear in Spec of CP, giving rise to
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(31b-c) above, or adjoined to S, giving rise to the interrogative interpretation of
(31a), where an internal position is also possible, giving rise to the indefinite in-
terpretation. But in the case of (31d), the pronoun can only be internal to S, so
only an indefinite interpretation is possible. However, for this to be the case we
need a bit more, namely a restriction on adjunction to S, that it can only add a
question-focus, which is easy to arrange with appropriate annotations.21 Finally,
in the case of (30), the Spec of CP position is occupied by the topic, so adjunction
to S, and consequent position right after the auxiliary, is the only possibility for
an interrogative reading (the only one that makes sense in the context).

The essential difference between the present LFG analysis and Legate’s is that
in the LFG analysis, the auxiliary appears in one position, and interrogatives
in two, one on on either side of the auxiliary, while in Legate’s, interrogatives
appear in one position, while auxiliaries can appear overtly in two. I am aware
of no clear theory-independent empirical evidence distinguishing between these
possibilities; they are each motivated by what appears to work out best given the
resources of the theory.

3.3 Russian

Although Russian has sometimes been presented as non-configurational, King
(1995) argues that it is configurational, but with provisions that make the word
order considerablymore flexible than in English. She provides first a Government
and Binding (GB) analysis, and then an LFG one, which leans heavily on the GB
analysis for data and associated discussion.

She analyses Russian clauses as having CP, IP and VP layers, with two bar
levels in each. The outer level of the VP introduces subjects, and there is one
further layer over CP, which is available only inmain clauses. This is for ‘external
topics’, which have an initial XP, set off by a pause, with possibly an anaphoric
pronoun later in the clause (King 1995: 202):

(32) Russian
a. Gleb,

Gleb,
ja
I

ego
him

ne
not

ljublju.
like

‘Gleb, I don’t like him.’

21I do not know what happens if there is more than interrogative word; typologically, there are
various possibilities.
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b. Opera,
opera

net
not

drugogo
other

vida
type

musykal’nogo
musical

iskusstva,
art

kotoryj
which

privlekal
attract

by
would

k
to

sebe
itself

takoe
such

vnimanie.
attention.

‘Opera, there is no other kind of musical art which would attract such
attention to itself.’

She analyses this with an ‘expression phrase’ rule (Banfield 1982, Rudin 1985) as
follows, outside the X-bar system (similarly in her GB analysis):

(33) EP ⟶ XP
(↑ e-top)=↓ CP↑=↓

King (1995: 105) suggests that these external topics do not fall under the X-bar
system in Government-Binding theory, and does not attempt to assimilate them
to X-bar theory in LFG either, but I suggest that perhaps the rule in (33) could
be replaced by ‘Chomsky-adjunction’ to CP,22 with some kind of further restric-
tion, perhaps essentially semantic, preventing them from occurring in embedded
positions (King 1995: 106):

(34) CP ⟶ XP
(↑ e-top)=↓ CP↑=↓

Russian is not a full pro-drop language, so that an NP coreferential with an e-top
is normally expressed.

In C we find the complementizer što and the question-marker li, most frequent
in embedded questions, while in SPEC of CP we find question words: all question
words in multiple wh-questions (King 1995: 215), unlike in English where only
one appears. This is illustrated in the following example (King 1995: 216, ↑=↓
annotations omitted):23

(35) Russian
a. kogda

when
kto
who(nom)

udaril
hit

Boris-a
Boris-acc

‘Who hit Boris when?’

22Meaning that it has one CP node as sister, another as mother, with identical feature-
composition.

23In the tree, the annotation over the first constituent should be ↓ ∈ (↑ adjuncts), but in the
structure I give the original.
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b. CP

(↑ adj)=↓↓ ∈ (↑qfoc)
AP

kogda
when

(↑ subj)=↓↓ ∈ (↑qfoc)
NP

kto
who

C′
IP

I′
I

udaril
hit.pst

VP

V′
(↑ obj)=↓

NP

Borisa
Boris.acc

Yes-no questions can bemarked either by intonation, or with themarker li, which
appears in second position, after either an XP or the verb. An XP in front of li
is interpreted as a focus, with the body of the question presupposed (King 1995:
236–237, King 1994), and items in SPEC of IP are Topics, as indicated by the
annotation:

(36) Russian:
a. Knigu

book.acc
li
Q

ona
she.nom

pročitala?
read.pst

‘Was it a book that she read?’
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b. CP

(↑ obj)=↓↓ ∈ (↑qfoc)
NP

N

knigu
book.acc

C′
C

li
Q

IP

(↑ subj)=↓↓ ∈ (↑ topic)
NP

ona
she.nom

I′
I

pročitala
read.pst

If the yes-no question has no focus, then the verb appears before li, and King
proposes that the verb is adjoined to C:

(37) CP

C′
C

I

pročitala
read.pst

C

li
Q

IP

(↑ subj)=↓↓ ∈ (↑ topic)
NP

ona
she.nom

I′
(↑ obj)=↓

NP

N

knigu
book.acc

This solution avoids the issue of putting a nonmaximal projection in specifier
position, and is independently motivated by the absence of the focus-presupposi-
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tion articulation that appears when there is an XP in the specifier position. For-
mally, it could also be applied to Warlpiri, but without the additional motivation,
insofar as is now known, and the problem of insertion of the auxiliary into com-
binations of verb and preverb would remain unsolved.

Moving down into IP, what we find here is ‘internal topics’ normally followed
by contrastive foci, but with the possibility of some topics, especially pronouns,
to come after the foci. Both contrastive foci and post-focus topics bear gram-
matical functions in their clause, and therefore do not cooccur with resumptive
pronouns. The ordering phenomena are also connected to the issue of ‘emotive’
vs. ‘non-emotive’ sentences, an important topic in Russian syntax that does not
get much discussion in King’s LFG analysis (although more in the GB one). After
considering various proposals, including recursive right-branching, King’s final
proposal is to use the ID/LP rule format (King 1995: 208), previously mentioned
in footnote 3, where the ‘<’ symbol in (b) means that the item in front of < must
appear before the one after, if both occur in the structure:

(38) a. IP ⟶ XP∗,
(↑ gf)=↓↓ ∈ (↑ df)

I′↑=↓
b. top < cfoc, XP < I′

A constraint putting the I′ after the XPs has been added, and ‘df’ (discourse
function) is assumed to comprise ordinary topics (top but not etop), and con-
trastive foci (cfoc). This formulation allows for considerable flexibility in word
order, even though the language is fundamentally configurational. The big dif-
ference between King’s IP rule for Russian and Bresnan’s for English is that in
Russian, any gf that is also topic or focus can appear in Spec of IP, while in
English, only subjects can. King (1995: 133) notes that preverbal subjects tend to
appear less markedly topicalized than other preverbal items, and discusses some
possible reasons for this, including the tendency for arguments to be ordered
consistently with the thematic hierarchy, which would put Agentive subjects,
the most frequent kind, at the top, and therefore tending to be first.

In I itself appear finite verbs, either main verbs as in example (36), or the fu-
ture auxiliary budet ‘be’, used to form imperfective futures, with the main verb
appearing as head of VP:
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(39) IP

(↑ subj)=↓↓ ∈ (↑ topic)
NP

Anna
Anna.nom

I′
I

budet
will

VP

V
čitat’

read.inf

(↑ obj)=↓
NP

knigu
book.acc

This leads on to the structure of VP.
A somewhat unusual feature of King’s analysis is that it introduces subjects

not only as SPEC of IP, but also as SPEC of VP, along with other governed GFs
that appear in V′ as usual, leading to this rule (King 1995: 209):24

(40) a. VP ⟶ (XP)
(↑ subj)=↓ V′↑=↓

b. V′ ⟶ V↑=↓ XP∗
(↑ gf)=↓

The evidence for this comes from various kinds of sentences where the subject
is not also a topic, discussed more in King’s GB analysis than in the LFG version.

One kind of example is ‘thetic sentences’, which assert that something hap-
pened, with no NP or other constituent singled out as the topic. The order in
such examples is VSX∗, as illustrated in the example below, as answer to the
question ‘what happened yesterday’ (King 1995: 101):

24King omits the Kleene star on the complements in (b), presumably as a typographical error.
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(41) IP

(↑ adj)=↓↓ ∈ (↑ topic)
AdvP

včera
yesterday

I′
I

prislal
sent

VP

(↑ subj)=↓
NP

muž
husband

V′
(↑ obj)=↓

NP

den’gi
money

‘Yesterday (my) husband(foc) sent(foc) (me) money(foc).’

The placement of the subject in SPEC of VP rather than SPEC of IP causes it to be
interpreted as Focus rather than Topic, leading to a thetic interpretation of the
clausal material excluding včera ‘yesterday’. We will see later in Section 5.3 that
this analysis can be assimilated to that of other languages within the 2001 Synthe-
sis presented in that section, by having the complement of I be (configurational)
S rather than VP with internal subject.

3.4 German

German as analysed by Choi (1999)25 resemblesWarlpiri in arguably having only
one functional projection,26 but differs in a number of respects:

(42) a. Verbs can appear in the functional projection (and, often, must), but
otherwise appear finally in VP.

b. There is no NP-splitting.
c. There is some evidence for an S node, although this is challenged by

the later work of Berman (2003).

25A revised version of her 1996 Stanford dissertation of the same title.
26A possibly confusing factor is that the German problem in Bresnan et al. (2016: 375-379) as-
sumes that the auxiliary haben in final position is an occupant of I, but makes no argument for
this analysis, which Choi explicitly rejects (Choi 1999: 33). Berman (2003: 31-32), citing Choi,
also discusses the lack of evidence for I.
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The functional projection in these works is labelled “C′”,27 and houses comple-
mentizers in subordinate clauses, and the topmost (main) verb in matrix clauses.
Otherwise, the verb appears clause-finally, and the so-called “auxiliaries” are
treated as main verbs taking VP complements. Full clauses consist of an S with
an NP VP structure. A sample main clause with the auxiliary sollte is:

(43) German
a. Nachher

later
sollte
was.supposed.to

der
the

Kurier
courier.nom

dem
the

Spion
spy.dat

den
the

Brief
note.acc

zustecken.
slip
‘Later, the courier was supposed to slip the letter to the spy.’

b.
CP

AdvP

nachher
later

C′
C

sollte
was.supposed.to

S

NP

der Kurier
the courier.nom

VP

VP?

V

NP

dem Spion
the spy.dat

V

NP

den Brief
the note.acc

V

zustecken
slip

27Presumably because it contains some traditional complementizers, such as dass ‘that’, although
this choice is essentially arbitrary.
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This structure is extrapolated from Choi (1999: 19, ex. 7a) on the basis of later
examples such as Choi (1999: 27, ex. 20). The nested V nodes are postulated to
introduce the complements of V, a feature of the 2001 Synthesis which appears
to be arbitrary, as we will discuss in Section 4.

The question-marked VP solely dominated by another VP is motivated by the
fact that the verbs traditionally called ‘auxiliaries’ in German (sein ‘be’, haben
‘have’, werden ‘become’, and the modals such as sollen ‘should’, which also has
other meanings) appear syntactically to be plausibly taken to be the complement
of the auxiliary sollen in C, whose VP appears immediately over the one with
the question-marks. On the other hand, LFG for some time has been strongly
oriented towards structure minimization principles, and the upper VP, which
would be annotated ‘↑=↓’, is not doing anything, and is therefore highly likely
to be omitted, and indeed seems to be omitted by Choi in the somewhat later
abbreviated structure (17) on p. 26.

A typical subordinate clause structure is:

(44) German (Choi 1999: 27, ex. 20)
a. dass

that
der
the

Kurier
courier.nom

nachher
later

dem
the

Spion
spy.dat

den
the

Brief
note.acc

zustecken
slip

sollte
was.supposed.to
‘that the courier was supposed to slip the note to the spy later’

b. CP

C

dass
that

S

NP

der Kurier
the courier.nom

VP

VP

AdvP

nachher
later

VP

V

NP

dem Spion
the spy.dat

V

NP

den Brief
the note.acc

V

zustecken
slip

V

sollte
was.supposed.to
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Here we see the complementizer occupying C, and the VP complement to the
auxiliary sollte, at the end.

Although this analysis is in accord with the 2001 Synthesis, to be discussed in
the next section, a later analysis by Berman (2003) rejects certain aspects of it,
especially the arguments for putting the subject under S, as we will consider in
Section 5.4 below.

3.5 Korean

The languages we have seen so far have one or two functional projections over
S or equivalent, but Choi (1999) presents Korean as having none: S expands to
NP followed by VP. She finds no evidence for I or C, since the functions of these
projections are expressed by formatives on the verb, removing the need for any
phrase structure positions to house them, and no other kinds of evidence for their
existence.

She provides three arguments for VP (Choi 1999: 43–47), of which I will give
two. One of them is that there is a contrastive focus-marking particle nun which
can be attached to either an object NP or the verb to make either the attached-to
constituent or the entire VP the focus, but not the entire clause including the
subject. Illustrating the two readings for marking on the object, we have:

(45) Korean
Mary-ka
Mary-nom

chayk-un
book-top

ilk-nun-ta
read-prs-dcl

‘Mary reads nothing but books.’
(Mary does nothing but read books)
(Choi 1999: 45, example 52; note that Choi glosses the marker as ‘top’
even though its function here is described as contrastive focus.)

Another argument is phonological: syllable-initial obstruents become voiced af-
ter a vowel in a phonological phrase, and this happens between an object and the
following adverb caypalli, but not a subject; here, the segments voiced for this
reason are italicized:28

(46) Korean
a. Cwuni-ga

Cwuni-nom
kong-ul
ball-acc

jaypalli
quickly

jab-a.
catch-prs

‘Cwuni catches balls quickly.’

28Choi uses underlining to indicate the non-phonemic voicing, rather than different segmental
phonetic symbols.
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b. Kong-ul
ball-acc

Cwuni-ga
Cwuni-nom

caypalli
quickly

jan-a.
catch-prs

‘Balls Cwuni catches quickly.’

This treatment contrasts with that of Sells (1994), who proposes that Korean has
an ‘inner VP’ (similar to the combinations of verb and preverb inWarlpiri) which
can be plausibly analysed as a V0 with adjoined non-projecting words, but no S
vs. VP distinction. Instead, following Fukui (1986), all arguments are attached by
phrase structure rules expanding VP to XP and VP, recursively. Sells’s argument
for the VP seems convincing, but not those for the binary branching structures
for the arguments (Sells 1994: 353, fn. 2). Later, in Bresnan (2001), a branching VP
like that of Sells was accepted, but with no serious attempt to show that it was
superior to the more traditional flat VP assumed by Choi.

Another important characteristic of Choi’s phrase structures is the absence
of verbal functional projections. She considers an analysis in which tense and
the declarative markers are treated as inhabitants of I and C, respectively, and
morphologically fused with the verb, but rejects such analyses on the basis of vi-
olating the LFG principle that inflected words are inserted under single terminal
nodes in the c-structure. One could propose that these projections do exist, but
are fused with the verb via lexical sharing, but then there would be the problem
of the nonexistence of any evidence for the syntactic autonomy of the two com-
ponents, of the kind that the mechanism of lexical sharing was devised in order
to explain.

As a consequence of the absence of C and I, we cannot use SPEC positions
of these projections to house preposed items to provide a treatment of scram-
bling as found in (46b). Choi does not in fact present any c-structures for scram-
bled sentences in Korean, but states (Choi 1999: 9) that this is to be the structure
for scrambling, and illustrates them for German (Choi 1999: 127, ex. 17a) with
left-adjunction to S. This illustrates the principle that LFG does not propose a
functional projection if there is no material that can occupy the head of that pro-
jection (in any structure; it is allowed for the head position to be unoccupied in
some structures).

Furthermore, since there is no IP, we can’t use SPEC of IP to house the subject,
so Choi proposes S expanding to NP and VP. Therefore, the structure of (46b) is:
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(47) S

(↑ obj)=↓
NP

kong-ul
ball-acc

↑=↓
S

(↑ subj)=↓
NP

Cwuni-ka
Cwuni-nom

↑=↓
VP

↓ ∈(↑ adj)
AdvP

caypalli
quickly

↑=↓
V

↑=↓
V

cap-a
catch.prs

Caypalli is not one of the adverbs listed by Sells as restricted to immediately pre-
verbal position, so we introduce it here as a daughter of VP rather than adjoined
to V. The general question of VP versus V is a difficult one, which the new phrase
structure theory of Lowe & Lovestrand (2020) might allow us to eliminate and
thereby solve, but this is beyond the scope of this chapter.

4 The 2001 synthesis

And now we turn to the system presented in Bresnan (2001), foreshadowed at
various points in the preceding discussion, and largely unchanged in its successor
(Bresnan et al. 2016), which will be the source of our page reference citations. We
have already introduced many elements of this proposal, so it is time to develop
it more systematically. The basic ingredients, some of which are present in all of
the intermediate stage analyses, are:

(48) a. the 3-level X-bar theory of Chomsky (1970), with one lexical and two
phrasal levels, with the option for a language to have only two levels
(one lexical and one phrasal), as in Warlpiri;

b. the modified system of category features (for nouns, verbs, etc.) from
Jackendoff (1977) and Bresnan (1982a);
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c. functional (extended) projections in the version of Grimshaw (2000),
in which the extended projections share category features with their
complements, which facilitates keeping the number of phrasal
projections to 2. These are normally called I (as in Warlpiri), or C (as
in German);

d. the existence of a category S, outside of the X-bar system, which can
either be non-configurational, as proposed for Tagalog and Warlpiri,
or configurational as will be proposed for Welsh and some minor
constructions in English;

e. principles of structure-function mapping that limit what kinds of
grammatical functions can be introduced in what positions;

f. the claim that phrases in the X-bar system are ‘endocentric’, while S
is ‘exocentric’.

A new feature of the 2016 version relative to the 2001 version is the ‘non-
projecting words’ of Toivonen (2001), discussed in Belyaev 2023 [this volume],
which have a category feature but are adjoined to another phrasewithout project-
ing anything themselves. Another feature of both versions that is not widespread
in X-bar theory is the treatment of multiple complements. Bresnan et al. (2016:
127) observe that there are two possible treatments of complements, (49a) below
with a nested structure, (49b) with a flat one:

(49) a. X′ ⟶ X′, YP
b. X′ ⟶ X, YP∗

(49b) is what the older LFG literature assumed, (49a) what Bresnan (2001) and
Bresnan et al. (2016) propose, on the basis of supporting a ‘flexible definition of an
endocentric complement’ (Bresnan 2001: 118, Bresnan et al. 2016: 123).29 Option
(a) constitutes the choice that Choi makes for German in example (43), and works
well when the complements can be ordered freely, but it is not clear to me how it
is to account for the ordering restrictions in double object constructions, where
the obj tends to precede an obj𝜃 ; the relevant restrictions can be easily stated,
either with conventional phrase structure rules as in most early LFG, or with the
ID/LP format (briefly mentioned in footnote 3). I suggest this is an issue best left
for future investigation.

A further theme that interacts with the X-bar principles is a tendency to re-
duce the complexity of c-structure to a minimum. Two of the more important
conditions are:

29Bresnan et al. (2016), fn. 50 refers to footnote 41, but that appears to be be irrelevant; the
relevant definition appears on the page following fn. 41.

408



9 Clause structure and configurationality

(50) a. A c-structure position is not postulated unless there is a class of items
that can fill it.

b. In any specific structure, all nodes are optional.

(50a) prevents us from postulating a functional projection such as ‘T’ for topic,
or ‘E’ for ‘evidential’, unless we can find a class of items that plausibly appear in
their head positions, while (50b) allows us to leave out items in specific cases, as
will be discussed below.

The optionality of c-structure positions is an aspect of an important more gen-
eral principle, Economy of Expression (Bresnan et al. 2016: 90):

(51) Economy of Expression:
All syntactic phrase structure nodes are optional and are not used unless
required by independent principles (completeness, coherence, semantic
expressivity).

A consequence of this principle is that the traditional principle of ‘S as the “initial
symbol” in a phrase-structure derivation of a sentence’ is abandoned: a ‘sentence’
can phrase-structurally be an S, an IP, or a CP, depending on the language and
details of the particular sentence. I suggest that this involves a shift from a tra-
ditional ‘syntactic’ notion of sentence-hood to a more ‘semantic one’, since glue
semantics (Asudeh 2023 [this volume]) can connect these multiple superficial
syntactic structures to a single semantic type. Further reductions in the complex-
ity of c-structure are achieved by the reworking of X-bar theory developed in
Lovestrand & Lowe (2017), but these have not yet been applied to a substantial
typological variety of clause structures so as to produce results with differently
organized overall structure, and therefore will not be discussed here.

The c-structure principles interact with a set of structure-function mapping
principles, which constrain the relationship between the c-structures and the f-
structures. The principles (Bresnan et al. 2016: 105-109) assert that:

(52) a. C-structure heads are f-structure heads.
b. Complements of functional categories are f-structure co-heads.
c. Specifiers of functional categories are the grammaticalized discourse

functions, such as subj, foc, top.
d. Complements of grammatical categories are the non-discourse

argument functions, such as obj, obj𝜃 (but not subj).
e. Constituents adjoined to phrasal constituents are optionally

nonargument functions, either adjuncts or nonargument discourse
functions.
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This principle does not apply to S, whose daughters can bear any grammatical
function.

Some simple effects of these principles apply in the structure for ‘Mary swims’:30

(53) IP

NP

Mary

VP

V0
swims

(Bresnan et al. 2016: 120)

The NP ‘Mary’ can be a subject because it is external to the VP in SPEC of IP posi-
tion, while the other nodes will bear the ↑ = ↓ equation and so will correspond to
the single f-structure that the NP’s f-structure correspondent is subj of. Turning
to Economy, unfilled heads and intermediate level nodes that dominate nothing
but their head are eliminated, and the IP, VP, and V nodes will all correspond to
the same f-structure.

The CP level appears in complement clauses, where the complementizer is
head of C, and in certain other structures such as questions, where we get a CP
level with an auxiliary verb filling C, a kind of analysis that is strengthened by the
fact that an auxiliary can replace the complementizer if in a somewhat archaic/
solemn variant of conditional clauses:

(54) Has he called?

(55) a. If he had called, I would have answered.
b. Had he called, I would have answered.

For (54), given the preceeding, the plausible structure is:

30The Bresnan (2001) version has S instead of IP, but this is rejected due to the lack of independent
evidence for S in English main (indeed, finite and most nonfinite) clauses in English.
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(56) CP

C′
C

has

IP

NP

N

he

VP

V

called

The IP provides the location of the subject, which has no alternative locations in
English finite clauses.31 The conditional clause in (55b) has the same structure,
with the preposed auxiliary replacing the overt complementizer that appears in
(55a).

In the systematization of Bresnan et al. (2016: 103), the functional projections
are distinguished from the lexical ones by having values 1 or 2 for a feature F,
whose value is unspecified for lexical projections. This implies that the choice of
C or I in the 1 level languages such as Warlpiri and German is arbitrary, with a
further consequence that any tendency in two-level languages to express some
things in C and others in I is probably functional in origin. It is of course also
possible for there to be no verbal functional projections at all, as argued by Choi
for Korean, and is plausibly also the case for Malayalam and Japanese.

5 Applications to languages

In this section we consider the application of the 2001 synthesis to various lan-
guages, startingwithWelsh, and then reviewing some of the previous oneswhich
call for comment. Malayalam and Korean fit without further discussion, and so
are omitted here.

31But, as we will see shortly, certain nonfinite ‘small clauses’ arguably use S rather than IP. The
exact nature of the connection between ‘finiteness’ and IP deserves further investigation.
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5.1 Welsh

The basic structure for a main clause is:

(57) IP

I′
I

Aux/V

S

NP VP

If there is no auxiliary, the finite verb appears at the front of the sentence, in the
I position, as shown in (58a) below, very similarly to King’s (1995) analysis of
Russian. But if there is an auxiliary, the auxiliary appears in I, the verb initially
in V of VP, again similarly to Russian, as shown in (58b), but with the VP under S
dominating the subject, rather than a two-level VP (Bresnan et al. 2016: 131-133):

(58) a. IP

I

gwelodd
see.3.sg.pst

S

NP

Siôn
John

VP

NP

ddraig
dragon

‘John saw a dragon.’
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b. IP

I

gwnaith
do.sg.pst

S

NP

Siôn
John

VP

V

weld
see

NP

draig
dragon

‘John saw a dragon.’

One issue here is how a VP can appear sitting over only an NP in (58a). This
goes against the idea that an endocentric category needs to have a head, while
the presence of a VP is motivated by the range of things that can appear in the
position after the subject, where overt VPs sometimes appear over the same ma-
terial.

This problem is averted by the ‘Extended Head Principle’ (Bresnan et al. 2016:
135-137), which in effect says that a phrase can have a ‘displaced head’, as long
as that head appears within a higher phrase having the same f-structure corre-
spondent. The definition of ‘extended head’ is:

(59) Given a c-structure containing nodes 𝒩 and 𝒞 and a c- to f-structure
correspondence 𝜙, 𝒩 is an extended head of 𝒞 if and only if 𝒩 is the
minimal node in 𝜙−1(𝜙(𝒞)) that c-commands 𝒞 without dominating 𝒞.
(Bresnan et al. 2016: 136)

and the principle is:

(60) Every (phrasal)32 lexical category has an extended head

Although we have discussed only I, Welsh also has a functional projection C,
containing complementizers as discussed by for example Roberts (2005). There-
fore it is a 2-level language like English, but differs from English in that the com-
plement of I is S rather than VP. This is required because in Welsh, the position
of the subject is after the auxiliary rather than before it. ‘I+S’ languages, such as

32This qualification is absent from the original, but seems to me to make the principle work
properly.
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for example Tagalog, also often have the property that S can have PP, AP, and
NP as well as VP as the predicate phrase, but this does not appear to be the case
for Welsh, since it uses a copula in sentences where these play the semantic role
of predicate.33 Welsh also differs from English (and is similar to most other Ger-
manic languages) in that all verbs can appear in I, rather than only a restricted
class of ‘auxiliaries’.

5.2 More English

As observed above, the fact that English puts the subject in front of I rather than
after it indicates that it has VP rather than S as complement of I, an analysis cor-
roborated by the fact that a verb is obligatory in finite clauses (recalling that IP
shares category features with its complement, so excludes a non-verbal comple-
ment). But nevertheless, as observed by Chung &McCloskey (1987), English does
arguably have nonfinite clauses where S expands to NP subject and a predicate
phrase, which can be NP, AP, VP or PP. These so-called ‘small clauses’ are used
in English to express a combination of incredulity and often dismay (Akmajian
1984):

(61) a. What?? Him an alcoholic??
b. What?? Her sick with the flu??
c. What?? Him run(ning) a company??
d. What?? That guy in the White House??

Along with nonfiniteness comes accusative case on the subject and no agree-
ment with any verbal element. This is evidence that in English, nominative case
on NPs is a marker of finiteness on the clause, somewhat in the manner of the
proposals of Pesetsky & Torrego (2007) within the Minimalist program, although
an LFG analysis would have quite a different implementation, similar to the treat-
ment of ‘modal case’ in Tangkic languages, as presented in somewhat different
forms by Andrews (1996) and Nordlinger (1998). In these languages, nominative
forms would have an equation specifying an appropriate tense feature value for
whatever they were subject of.

Another plausible case for S would be gerundive nominalizations with ac-
cusative (rather than genitive) subjects, as analysed by Schachter (1976):

33Bresnan et al. (2016: 130) suggest that Welsh has these as possible predicates under S, but no
examples are provided, and Welsh appears in fact to use a copula. See Borsley (2019) for a
recent discussion of Welsh copular clauses in the framework of HPSG.
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(62) John giving/*give an invited talk might be a good idea

A potential issue with having NP expanding to S here is that the predicate phrase
of the S is restricted to being a VP whose verb is marked with -ing. But this can
be accommodated by including an appropriate constraining equation in the c-
structure rule:

(63) NP ⟶ S↑=↓
(↓ vform) =𝑐 ing

The constraining equation will require the predicate of the S to be a verb, as well
as a verb marked with -ing. Taking this analysis further would require entering
the realm of ‘mixed category constructions’, beyond the scope of this chapter. But
there is clearly a question of what causes S to have a rather limited distribution
in English, as opposed to other languages such as Welsh or Tagalog.

5.3 Russian revised

Moving on to Russian, King’s analysis, discussed in Section 3.3, diverges from
the previous analyses we have discussed in this section in using a two-level VP,
with the top level introducing a subject. This difference can be easily eliminated
by replacing the upper level VP with S, but is there any serious motivation for
doing that?

The structure-function mapping principles listed in (52) are not entirely clear
on this: (52c) says that specifiers of functional categories are the grammaticalized
discourse functions, which suggests no, but grammaticalized discourse functions
can also be adjoined (52e), which suggests possibly yes. A general point that sug-
gests that the S analysis is correct is that the question of what should appear in
the specifier of VP in many languages, such as English, has always been rather
controversial. Fukui (1986) proposes that only functional, not lexical, categories,
have specifiers, and this appears to be consistent with what we have seen here.
On the other hand, specifier is at least a somewhat plausible place to locate quan-
tity and degree modifiers of nouns and adjectives, but there could be a weaker
position that specifiers of lexical categories do not supply arguments to those
categories, but serve different functions when they exist at all.

If we accept this reanalysis, a natural concomitant is to place postposed fo-
cussed subjects and certain other NPs under S, following the VP:

(64) S ⟶ (XP)
(↑ subj)=↓ VP↑=↓ XP∗

(↑ gf)=↓
(↑ foc)=↓
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King (1995: 210) put these under V′ in order to treat examples such as:

(65) Russian (King 1995: 209)
Kupila
bought

plat’e
dress

Inna.
Inna

‘Inna.foc bought a dress.’

But this actually does run against the structure-function mapping principle (52d).
Using S in this way gives us a version of King’s analysis that is clearly within the
framework of the 2001 Synthesis.

5.4 German again

German, however, presents a problem. Choi’s treatment was within the Synthe-
sis, in spite of originating in 1996, but Berman (2003) eroded an important as-
pect of it, that subjects appear under S. In particular, following Haider (1990,
1995), she concluded that various kinds of presumed subjects were included in
VP-preposing, including the rather hard to dismiss unergatives, which cannot be
construed as nominative objects, as is possible for some of the other examples:

(66) German (Berman 2003: 36)
Kinder
children

gespielt
played

haben
have

hier
here

noch
still

nie.
never

‘Children have never played here.’

Her solution was to introduce all arguments, including subjects, under VP in
nested VPs, her VP not being clearly distinct from Choi’s V, with a complex verb
at the bottom, as discussed in a considerable amount of literature in different
frameworks.34

Unfortunately, she did not provide an actual tree for this example ((28b) in the
text, nor for the similar (28a)), but I suggest:

34For example Wurmbrand (2017) in Minimalism, Zaenen & Kaplan (1995) in LFG.
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(67) German

CP

VP

VP

NP

N

Kinder
children

V

gespielt
played

V

haben
have

C’

VP

AdvP

hier
here

VP

AdvP

noch nie
never

(VP)

Where the parenthesized (VP) is an informal notation for the fact that the head
of the unparenthesized VP above it is supplied by the Extended Head Principle
from the Spec of CP position.

This would seem to call for revision of Choi’s structures for German such as
(44a), but, on the other hand, the VP-internal subjects appear to be restricted; for
example, they must be indefinite. So it is not excluded that there is both an S
where most subjects reside, as proposed by Choi, and subjects appearing in the
VP, as proposed by Haider. Alternate word orders are also produced by ‘scram-
bling’, with strong effects on information structure, as extensively discussed by
Choi.

5.5 Final remarks

We can sum up the discussion in the previous subsections into a set of rules
for when to posit S as opposed to VP as complement of I and in some other
environments.

(68) a. If SPEC of IP has a subject position, and subjects appear there, rather
than in the complement of I, then the complement of I is VP or
possibly other maximal lexical projections.

b. If subjects appear in the complement rather than in the SPEC of IP,
then the complement of I is S.
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c. This can happen in two ways: either S is non-configurational,
introducing predicates and arguments in variable order (with the
possibility of the predicates being ordered at the end or beginning of
S), or S is configurational, dominating NP and a predicate phrase
(maximal projection).

In this context, we interpret ‘subject’ as the core grammatical function (Bresnan
et al. 2016: 97) that is also a discourse (topic) grammatical function (Bresnan et
al. 2016: 100). We also of course assume S when there is no evidence for I, as in
Korean.

The organization of functional projections, on the other hand, is to be ascer-
tained by the arrangements of elements marked by verbal features with respect
to other members of the clause, with a general tendency for there to be more in-
tervening items when the projections precede the main verb position than when
they follow, leading to a tendency for verb-final languages to appear to lack ver-
bal functional projections.

It is clear that many of the languages we have considered are due for care-
ful reanalysis, due to unresolved issues and discrepancies between earlier and
later versions of LFG, and also taking into account the new phrase structure
theory of Lowe & Lovestrand (2020). Of particular interest would be the nature
of clitic placement in Tagalog, and the issue of flat versus nested structure in
non-configurational languages such as Tagalog and German, where the order of
arguments is free, but the predicate is fixed at one end or the other.

A major study of clause structure that we have not tried to work through is
Sells (2001) on Swedish, for the reason that this makes heavy use of Optimality
Theory in ways that have not become mainstream in LFG. However, word order
and clause structure in Scandinavian languages is an extremely complex and
interesting area that deserves further investigation.

I will conclude with a speculation about the nature of nonconfigurationality.
This is that nonconfigurational S is what ensues diachronically when a language
makes such extensive use of discourse-conditioned preposing that the learner
gives up trying to analyse it, but instead returns as c-structure something that
is essentially a list of fragments, similar to what the XLE system (Forst & King
2023 [this volume]) does when it can’t find a parse. But the syntax does find
an f-structure for the c-structure fragment list appearing under S. The idea of
non-configurational S as a kind of partial failure of c-structure parsing would be
consistent with the revision of the theory of Lowe & Lovestrand (2020) proposed
in Lovestrand (2022), whereby non-configurational S has no category feature
value.
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Chapter 10

Unbounded dependencies
Ronald M. Kaplan
Stanford University

The basic grammatical representations and formal operations of Lexical Functional
Grammar are designed to take advantage of the fact that most syntactic dependen-
cies apply to nearby elements of the string, constituent structure, or functional
structure. As is well known, languages also exhibit phenomena with syntactic re-
lations that hold over wider and potentially unbounded domains. The earliest LFG
approaches to such unbounded dependencies were modeled after the phrase struc-
ture solutions of other frameworks. But it is now generally recognized that the
functional configurations enshrined in f-structure support the simplest descrip-
tions and explanations of the ways that such dependencies interact with the local
organization of clauses and sentences. This chapter surveys many of the theoreti-
cal, empirical, and technical issues that have been discussed in the LFG literature
and in the linguistic literature more broadly. Modern LFG accounts of unbounded
dependencies make use of functional uncertainty with off-path annotations, care-
fully defined technical devices that integrate well with other aspects of the LFG
formalism.

1 Introduction

Grammatical representations and the operations defined on them are designed
to take advantage of the fact that most syntactic dependencies (such as agree-
ment, government, and control) are local. Typically, they can be defined on string-
adjacent elements or on elements that can be made tree-adjacent with hierarchi-
cal structures of modest and definite depth. It is also well known, however, that
languages exhibit some phenomena that require the capability to describe syntac-
tic relations that hold over wider domains. With such unbounded dependencies,
a grammatical function assigned within an embedded clause is correlated with
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a configuration of items that appear elsewhere in the sentence and perhaps far
away from the other words and phrases that make up that clause. Constructions
with different patterns of unbounded dependencies have posed descriptive and
explanatory challenges to most grammatical theories. This is because the corre-
lations can be sensitive in intricate ways not only to internal properties of the
clause and properties of the external configuration, but also to syntactic proper-
ties of the intervening material.

There is a substantial literature that aims to identify principles that apply
broadly, if not universally, to condition the appearance of unbounded depen-
dencies and also to identify the dimensions of variability across constructions
and languages. This chapter surveys just some of the major descriptive and the-
oretical challenges that these dependencies have presented and sketches how
they have been, or in some cases might be, addressed with the tools and tech-
niques of Lexical Functional Grammar. Section 2 sets the stage for this discussion
with some simple examples of the topicalization construction. These show that a
phrase at the front of a sentence is interpreted as an argument of a distant predi-
cate and its syntactic features are governed by that predicate. Kaplan & Bresnan
(1982) proposed an LFG account of unbounded dependencies based on the cat-
egories and dominance relations of c-structure. Section 3 outlines that original
proposal but then summarizes the considerations that led Kaplan&Zaenen (1989)
to conclude that these dependencies are better described in functional terms, as
instances of “functional uncertainty”. Functional uncertainty is a straightforward
extension to the notation of functional descriptions and has now become the stan-
dard mechanism for characterizing unbounded dependencies in LFG grammars.

English constituent questions (Section 4) are slightly more complicated than
topicalizations because of the additional requirement that an interrogative pro-
noun exists at an uncertain position inside the initial question phrase. In tradi-
tional treatments the topicalized and question phrases correspond to the values
of distinguished f-structure attributes, topic and focus respectively, that serve
as signals for the discourse entailments of these constructions. It has been argued
that those entailments properly belong to a separate component of grammar, In-
formation Structure (Zaenen 2023 [this volume]), and this suggests (Section 5)
removing such grammaticized discourse functions from f-structure in favor of
explicit mappings to i-structure made possible by LFG’s Correspondence Archi-
tecture.

The English tough construction (Section 6) is of interest because its unbounded
dependency is introduced by an annotation in a lexical entry rather than a c-
structure rule, and also because the shared f-structure element is governed by
predicates in two different clauses. This may lead to a connectivity problem
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wherein a sentence is grammatical even though the two clauses assign incompat-
ible values to some features, case in particular. This section outlines several so-
lutions to that problem. Connectivity is also a potential issue for relative clauses,
since as in tough constructions the relativized NP appears to play a role in two
clauses. Relative clauses have the additional complexity, like constituent ques-
tions, that an initial topic phrase must contain a relative pronoun at some uncer-
tain position. Relative clauses are discussed in Section 7.

Section 8 covers a collection of constraints that may be layered on top of
the basic constructions previously described. For some constructions in some
languages the form of a clause may change if a dependency passes through it.
Some clauses and some configurations are impervious to unbounded dependen-
cies, forming what are traditionally known as islands. And there are also linear
order constraints that seem to tie the functionally-specified unbounded depen-
dencies more closely to the sequence of words in the sentence. The last section
discusses possible LFG accounts for parasitic gaps and other multiple gap con-
structions, a dependency pattern that is unexpected and problematic for almost
every grammatical theory.

2 Topicalization: A simple unbounded dependency

Typical examples of unbounded dependencies are topicalization, constituent ques-
tions, and relative clauses in English and other languages. What is important in
these constructions is that an element in a matrix clause bears a grammatical
function governed by the verb in a clause that may be arbitrarily far away in the
sentence. This is exemplified by the topicalization in (1).

(1) Mary, John claimed that Bill said that Henry called.

In (1), Mary is understood as the object of called but it occurs outside the embed-
ded clause that contains that verbal predicate. Hence local functional equations
are not able to describe the dependency nor can it be inferred from the local c-
structure hierarchy. Without further specification the embedded f-structure will
be incomplete. Of course the grammar can include a local functional dependency
with a long sequence of attributes to share information between the higher and
lower clauses in this particular sentence. But the hallmark of dependencies of this
type is that they tend to be unbounded in the sense that the embedding structure
can be arbitrarily deep, as the following variant of (1) suggests:

(2) Mary, John claimed that Bill said that Henry expected to call.
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There is little morphological marking on the elements of English topicaliza-
tion. But in other languages it is very clear that the external item must have the
markings that go along with the clause-internal grammatical function to which
it is assigned. The following German example is an illustration of such a correla-
tion:

(3) German (Berman 2003)
Den
the.acc

Peter
Peter

glaube
believe

ich
I

hat
has

die
the

Maria
Maria

eingeladen
invited

‘Peter, I think that Maria has invited.’

Here den Peter is in the accusative because einladen ‘invite’ takes an accusative
object. Case marking is not the only connectivity effect. Reflexivization con-
straints also register the external element as fulfilling a function in the embedded
f-structure, as shown in the following Icelandic example:

(4) Icelandic
Sjálfum sér
Himself

held
think

ég
I

ekki
not

að
that

Jón
John

geðjist.
likes.

‘I don’t think that John likes himself.’

In Icelandic, elements that are coreferent with the subject of their clause need to
take a reflexive form (sjálfum in this example) that is distinct from a nonreflexive
pronoun (hann). This requirement must be satisfied even when the subject is
realized outside of the clause.
As a first approximation, the obviousway to handle such interactions is through

the kind of structure sharing that is used in LFG descriptions of raising construc-
tions (Vincent 2023 [this volume]). There it is also the case that an f-structure
element plays two roles, e.g. subject of a lower clause and object of a higher one.
What is different in the case of unbounded dependencies is the fact that the in-
ventory of possible f-structure paths between higher and lower elements cannot
in principle be characterized by finite sequences of intermediate functions.

3 LFG formalizations

LFG has two types of syntactic representations and it is not clear a priori whether
unbounded dependencies should be modeled in the c-structure or in the f-struc-
ture.
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3.1 Early approach based on c-structure

In Kaplan & Bresnan (1982) unbounded dependencies were modeled via the c-
structure spine as in many other frameworks of that period. The representation
for sentence (1) is shown in Figure 1.1

In this formulation the linkage between the clause-external item and its clause-
internal function is specified by the c-structure rules in (5). This analysis depends
on the fact that the obj function is assigned to an NP under VP (5c) and that any
NP can expand to an empty “trace” node, indicated by e in (5b).

(5) a. CP ⟶ NP(↑ topic)= ↓↓= ⇓

C′↑=↓
b. NP ⟶ e↑= ⇑

c. VP ⟶ V↑=↓ NP
(↑ obj)=↓

The double arrows ⇑ and ⇓ are metavariables, like ↑ and ↓, that denote the f-
structures corresponding to c-structure nodes in particular configurations. In the
annotations on a daughter category in a given rule, ↑ refers to the f-structure
corresponding to the mother node, and ↓ refers to the f-structure correspond-
ing to the daughter. In contrast, the double arrows (called “bounded-domination
metavariables”) match nodes that are separated in the c-structure but are related
through a longer dominance path. Thus the NP in front is a sister of a clause that
contains the trace node, and the dominance path between the nodes is allowed be-
cause it does not contain other nodes that encode so-called island constraints (see
Section 8.2). The dotted line in Figure 1 connects the two c-structure nodes with
matching double arrows. The c-structure-to-f-structure correspondence then in-
duces the sharing relationship depicted in the f-structure. The topic function

1The nodes in this c-structure are labeled with modern X′ categories instead of the traditional
categories found in earlier LFG papers (e.g. Kaplan & Bresnan 1982, Kaplan & Zaenen 1989).
But I depart from common X′ assumptions in showing c-structures that are not cluttered
with nodes that are nonbranching, nonmajor, nonlexical, and functionally transparent (anno-
tated with ↑=↓). Other categories (like C′ and VP′) can appear as macro arguments, phantom
categories, or metacategories in c-structure grammar specifications (Kaplan & Maxwell 1996,
Crouch et al. 2011) and thus can still be used to express generalizations over the context-free
rules that describe well-formed c-structures. In that regard they have the same explanatory
value as the names and arguments of the f-structure templates discussed by Dalrymple et al.
(2004). These reduced c-structures are compatible with Bresnan’s (2001) notion of economy
and with Lovestrand & Lowe’s (2017) theory of minimal phrase structure.
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CP

⇓ NP

N

Mary

IP

NP

N

John

VP

V

claimed

CP

C

that

IP

NP

N

Bill

VP

V

said

CP

C

that

IP

NP

N

Henry

VP

V

called

NP ⇑
e

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

topic [pred ‘Mary’]
pred ‘claim⟨subj comp⟩’
subj [pred ‘John’]
comp

⎡⎢⎢⎢⎢⎣
pred ‘say⟨subj comp⟩’
subj [pred ‘Bill’]
comp [pred ‘call⟨subj obj⟩’

subj [pred ‘Henry’]
obj

]
⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Figure 1: Long-distance relation in c-structure induces f-structure shar-
ing for sentence (1), following Kaplan & Bresnan (1982).

records the special significance of the external constituent as a placeholder for
subsequent interpretation by other components of grammar, but it is not here
involved in establishing the syntactic connection; Section 5 revisits the gram-
matical status of the discourse attributes topic and focus.

In this example the nodes that are linked by the double-arrows are both la-
beled by the same c-structure category NP, but this is not a necessary property
of the topicalization construction. Indeed, Kaplan & Bresnan (1982) noted that in
some cases instead the nodes are required to have categories that mismatch, as
illustrated in (6). Examples (6a-b) show that a CP complement can appear within
a clause immediately after think but not after think of. In contrast, a CP comple-
ment in topicalized position is acceptable only when it is linked to the canonical
NP position after of (6c-d).

(6) a. He didn’t think that he might be wrong.
b. * He didn’t think of that he might be wrong.
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c. * That he might be wrong he didn’t think.
d. That he might be wrong he didn’t think of.

In the face of examples such as these, Kaplan & Bresnan (1982) embellished their
node-linking notation to enable a more intricate relationships of nodes and cat-
egories.

It became apparent through subsequent research, however, that constraints
on unbounded dependencies are generally more sensitive to functional rather
than to c-structure properties. Kaplan & Zaenen (1989) point out that in Icelandic,
for example, binding into comps is possible but binding into adjunct clauses is
restricted, even when these two types of embeddings have similar c-structures.
They consider the following sentences:

(7) Icelandic
a. Jón

John
var
was

að
at

þvo
wash

gólfið
floor.the

eftir
after

að
that

María
Maria

hafði
had

skrifað
written

bréfið.
letter.the

‘John was washing the floor after Maria had written the letter.’

b. þu
You

vonaðist
hoped

til
for

að
that

hann
he

fengi
will.get

bíl.
car

‘You hoped that he would get a car.’

They argue that both embedded clauses are introduced with a PP that is the
c-structure sister of the main verb, but the f-structures for these sentences are
different. In the first example the embedded clause is not an argument of the
main verb whereas in the second one it is. This difference correlates with the
binding contrast illustrated in (8).

(8) Icelandic
a. *Þessi

this
bréf
letter

var
was

Jón
John

að
at

þvo
wash

gólfið
floor.the

eftir
after

að
that

María
Maria

hafði
had

skrifað.
written

‘This letter, John was washing the floor after Maria had written.’

b. Hvaða
Which

bíl
car

vonaðist
hoped

þú
you

til
for

að
that

hann
he

fengi.
will.get

‘Which car did you hope that he would get?’

These Icelandic contrasts and the English examples (6) together suggest that
the constraints on unbounded dependencies cannot easily be stated in terms of
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c-structure categories and configurations. In both cases a more natural account
can be formulated in terms of functional properties, the difference between ar-
guments and adjuncts, in the Icelandic case, and the restriction against the comp
function with the predicate think in the English case.

In general, unbounded dependencies are acceptable only if they assign clause
internal functions that satisfy the subcategorization requirements of the embed-
ded predicates. The topicalization example (1) is grammatical because the pred-
icate call subcategorizes for the function obj; the putative topicalization (9c) is
ungrammatical because arrive is intransitive.

(9) a. I think Henry will call Mary.
b. * I think Henry will arrive Mary.
c. * Mary I think Henry will arrive.

The fact that subcategorization in LFG is defined at the level of f-structure via
the Completeness and Coherence Conditions provided strong motivation for in-
vestigating a functional approach to unbounded dependencies.

Additional motivation comes from the fact that unbounded dependencies re-
semble more local dependencies in the way that they interact with coordinate
structures. Sentence (10a) is grammatical because dedicate subcategorizes for
both an obj and an oblique function obl𝜃 while (10b) is unacceptable because
bake does not subcategorize for obl𝜃 . Grammatical functions in LFG distribute
to all of the conjuncts of a coordination set (Bresnan et al. 1985, Kaplan&Maxwell
1988b, Dalrymple & Kaplan 2000, Patejuk 2023 [this volume]), and thus the coor-
dination (10c) fails Coherence just as in the uncoordinated case. The topicaliza-
tion (10d) is also ungrammatical, and the simplest explanation is that the within-
clause function of the external phrase is distributed in the ordinary way across
both predicates.

(10) a. John dedicated a pie to Bill.
b. * John baked a pie to Bill.
c. * John dedicated and baked a pie to Bill.
d. * To Bill, John dedicated and baked a pie.

3.2 Uncertainty of function assignments

Based on these considerations, Kaplan & Zaenen (1989) developed an approach
that refers mainly to f-structure notions to characterize the nature of unbounded
dependencies. The f-structure sharing induced by the domination metavariables
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CP

NP

N

Mary

IP

NP

N

John

VP

V

claimed

CP

C

that

IP

NP

N

Bill

VP

V

said

CP

C

that

IP

NP

N

Henry

VP

V

called

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

topic [pred ‘Mary’]
pred ‘claim⟨subj comp⟩’
subj [pred ‘John’]
comp

⎡⎢⎢⎢⎢⎣
pred ‘say⟨subj comp⟩’
subj [pred ‘Bill’]
comp [pred ‘call⟨subj obj⟩’

subj [pred ‘Henry’]
obj

]
⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Figure 2: Unbounded relation for sentence (1) defined directly in f-
structure via the path of blue attributes (after Kaplan & Zaenen 1989).

for the particular example in Figure 1 can be specified directly by the f-description
annotation in the alternative rule (11a). This is true even if a c-structure rule
such as (5b) is not used to provide a trace NP. Instead, a traceless c-structure
configuration is licensed by the alternative VP rule (11b), independently needed
for the analysis of clauses with intransitive verbs.

(11) a. CP ⟶ NP(↑ topic)= ↓(↑ comp comp obj)= ↓ C′↑=↓
b. VP ⟶ V↑=↓

The grammatical functions on the longer path in (11a) match the blue attributes
in the f-structure in Figure 2 and thus establish the intended link for sentence (1).

For the dependency in sentence (2), however, a longer equation with an addi-
tional xcomp is required, and it is not clear at the position of the topic NP which
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of the two equations should be chosen to fit the f-structure embeddings of the
following clause. In fact, since there is no bound in principle on the depth of
an unbounded dependency, there would be infinitely many equations to choose
from to account for all possible linkages to the within-clause function of the ex-
ternal NP.

Kaplan & Zaenen (1989) addressed the unbounded uncertainty of the within-
clause function assignment by extending the notation and interpretation of LFG’s
functional descriptions. Kaplan & Bresnan (1982) introduced the basic format and
satisfaction condition for function-application expressions of single attributes in
(12a) and for notational convenience provided the left-associative extension to a
path of attributes in (12b), with (12c) defining the base case of an empty string.
Condition (12d) is satisfied by members of a set of f-structure elements, and the
later addition (12e) is the foundation for LFG’s distributive theory of coordination,
as illustrated in (10) above.

(12) Satisfaction conditions for attributes

a. (𝑓 𝑎) = 𝑣 iff 𝑓 is an f-structure, 𝑎 is an attribute and ⟨𝑎, 𝑣⟩ ∈ 𝑓 .
b. (𝑓 𝑎𝜎) = 𝑣 iff 𝑎𝜎 is a string of attributes and ((𝑓 𝑎) 𝜎) = 𝑣 .
c. (𝑓 𝑒) = 𝑣 iff 𝑓 = 𝑣 (𝑒 denotes the empty string).

Satisfaction conditions for sets
d. 𝑣 ∈ 𝑓 iff 𝑓 is a set and 𝑣 belongs to 𝑓 .
e. (𝑓 𝑎) = 𝑣 iff 𝑓 is a set and(𝑔 𝑎) = 𝑣 for all 𝑔 ∈ 𝑓 if 𝑎 is a distributive attribute⟨𝑎, 𝑣⟩ ∈ 𝑓 if 𝑎 is a nondistributive attribute.

Kaplan&Zaenen (1989) first generalized from the single-string specification (12b)
to sets of attribute strings as in (13a).

(13) Functional uncertainty

a. If Paths is a set of attribute strings,(𝑓 Paths) = 𝑣 iff ((𝑓 𝑎) Suff (𝑎, Paths)) = 𝑣 , where
Suff (𝑎, Paths) = {𝜎 ∣ 𝑎𝜎 ∈ Paths}.

(the suffixes of strings in Paths that begin with attribute 𝑎)
b. (𝑓 ∈) = 𝑣 iff 𝑣 ∈ 𝑓 for the special “attribute” ∈.

The uncertainty about which pathsmight result in complete and coherent within-
clause function assignments is represented under this formulation by the choice
between alternative strings in such a path language. A language containing at
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least the strings comp comp obj and comp comp xcomp obj, for example, would
account for both topicalization sentences (1–2). According to (13b), if the special
attribute ∈ on a path coincides with a set of f-structures, the path can continue
through any one of the set’s freely chosen elements.

A finite enumeration of path-strings is in essence only a succinct way of speci-
fying a finite disjunction; it would not yet express the unbounded nature of these
dependencies. But Kaplan & Zaenen (1989) went further and allowed path-sets
to be regular languages containing possibly an infinite number of strings. Such
languages can be specified as regular expressions that appear in the annotations
in rules and lexical entries. Rule (14) extends the particular annotation in rule
(11) to account not only for examples (1–2) but also for topicalizations with comp
embeddings of arbitrary depth.

(14) CP ⟶ NP(↑ topic)= ↓(↑ comp∗ obj)= ↓ C′↑=↓
Each of the infinitely many paths in this uncertainty language begins with some
number of comps, what Kaplan and Zaenen called the “body”, and finally ends in
obj (the “bottom”). Rule (15) covers a larger set of English topicalization patterns
by relaxing the category of the external phrase and enlarging the set of paths in
the uncertainty language.2

(15) CP ⟶ XP(↑ topic)= ↓(↑ TopicPaths)= ↓ C′↑=↓
where TopicPaths is {comp, xcomp, adj (∈)}∗ [gf–comp]

As discussed by Kaplan and Zaenen, CP is a possible realization for the generic
XP category in this rule and thus provides the c-structures for the topicalized
complements of think in (6c–6d). The relative-difference [gf–comp] at the bot-
tom of every uncertainty path disallows comp but includes obj, subj, obl𝜃 , adj,
and every other function. The short, bottom-only path-string comp is thus not

2In movement-based frameworks the clause-external c-structure phrase in topicalization and
other constructions is often referred to as the “filler” of the dependency and the string position
of a putative trace node is known as the “gap”. That conventional terminology translates to
the LFG functional account with the proviso that the filler refers not to the external phrase but
to its corresponding f-structure, and the gap is the within-clause function assignment of that
f-structure. The canonical string position for the gap function (or the position of the empty
node in a trace-based analysis) is often marked by an underscore, just as a reader’s guide to
the intended interpretation.
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available for the inadmissible example (6c). Adding xcomp to the body of this
expression allows for the bottom function to be embedded under a mixture of
tensed and infinitival complements. Given (13b), the adj and ∈ options provide
an analysis for the English sentences (16) (examples from Dalrymple 2001); pre-
sumably adj would not appear in the language of Icelandic paths.

(16) a. Julius teaches his class in this room.
b. This room Julius teaches his class in.
c. In this room Julius teaches his class.

Further extensions and restrictions on the TopicPaths and other path language
are discussed in later sections.

Functional uncertainty has become the primary technical device for describing
unbounded dependencies in LFG. Uncertainty languages can be defined by the
primitive regular-expression operators of concatenation, union (curly braces), op-
tionality (parentheses), and Kleene-star and Kleene-plus repetition. Indeed, since
the regular languages are closed under intersection and complementation, a col-
lection of attribute paths can be specified by any Boolean combination of the
same regular predicates that are allowed in the right sides of LFG c-structure
rules (see Kaplan & Maxwell 1996, Crouch et al. 2011). This includes the rela-
tive difference operator [gf–comp] above and its equivalent but more succinct
term-complement predicate \comp. Path languages that describe a wide range of
constructions in different languages can thus be expressed as the composition
of separate, simpler formulas that encode independent linguistic generalizations,
as illustrated in later sections. Also of importance, it has been shown that the sat-
isfiability of functional descriptions remains decidable when the LFG formalism
is extended with regular path languages (e.g. Kaplan & Maxwell 1988a, Backofen
1993).

4 Constituent questions

Constituent questions in English resemble topicalization in that the f-structure of
a clause-external phrase is assigned a grammatical function at some level inside
its sister clause. The possibilities for the dependency path between the filler and
its within-clause function are similar, but there is an additional requirement that
the filler either must be an interrogative (wh) pronoun or must contain one. The
examples of indirect questions in (17) illustrate some of the possibilities.
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(17) I wonder ...
a. who John thinks Henry will call.
b. which lawyer John thinks Henry will call.
c. whose friend John thinks Henry will call.
d. whose lawyer’s friend John thinks Henry will call.
e. from whom John thinks Mary will get a call.
f. when John will call Mary.
g. * this lawyer John thinks Henry will call.
h. * he John thinks Henry will call.

Kaplan & Bresnan (1982) proposed the attribute focus (distinct from the top-
icalization attribute topic) as a placeholder for the communicative entailments
of the question construction, and a separate attribute q to place the interrogative
pronoun in a canonical position for later interpretation. An f-structure configu-
ration with these attributes for the embedded question in (17b) is shown in (18).

(18) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

focus
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
pred ‘lawyer’
num pl

spec [pred ‘which’
prontype wh ]⎤⎥⎥⎥⎦

⎫⎪⎬⎪⎭
q
pred ‘think⟨subj comp⟩’
subj [pred ‘John’]
comp

⎡⎢⎢⎢⎣
pred ‘call⟨subj obj⟩’
tense future
subj ‘Henry’
obj

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
focus is represented here as taking a set of f-structures as its value. It can thus
hold the contributions of additional English question words that might appear in
situ (19a) or the multiple question words in initial position that other languages
might allow (19b).

(19) a. I wonder who John thinks would like to get what.
b. Hungarian (from Mycock 2007)

Ki
who-nom

ki-t
who-acc

ki-nek
who-dat

mutat-ott
introduce-past-def.3sg

be?
vm

‘Who introduced who to who?’
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The f-structure (18) for the embedded question (17b) is assigned by rule (20).
The FocusPaths uncertainty resolves to the blue attribute sequence that relates
the entire filler f-structure to its within-clause (non-comp) function, as for topical-
ization. The green path, taken fromWhPaths, establishes q as an element inside
the filler. The intersection with WhPro further ensures that q is an interroga-
tive pronoun: given the off-path =𝑐 constraint, the f-structure at the end of any
WhPaths string is acceptable only if it also includes the feature [prontype wh].
Off-path annotations are discussed in Section 8.1 and defined there in (55).

(20) CP ⟶ XP↓∈ (↑ focus)(↑ FocusPaths)= ↓(↑ q)=(↓ WhPaths & WhPro)
IP↑=↓

where FocusPaths is {comp, xcomp,adj (∈)}∗ \comp
WhPaths is {spec∗,obj}
WhPro is gf∗ gf(→ prontype)=𝑐 wh

In fuller treatments, of course, the uncertainty languages FocusPaths and Wh-
Paths are supplemented with appropriate configurations of obliques, adjuncts,
and other grammatical functions.

The initial phrase of the English c-structure configuration is the probable cause,
the trigger, for introducing the FocusPaths uncertainty expression, and this
must then resolve to the proper within-clause grammatical function for that fo-
cus phrase. In Mandarin interrogative pronouns appear in situ, at the position
in the embedded clause where the proper function is assigned by normal clause-
level rules. Huang (1993) discusses the following example.

(21) Mandarin
Zhangsan
Zhangsan

xiwang
hope

Lisi
Lisi

gen
gen(with)

shei
who

xue
learn

yuyanxue?
linguistics

‘With whom does Zhangsan hope that Lisi will learn linguistics?’

An unbounded uncertainty is not needed here to establish the within-clause
function, and indeed there is no natural place in the c-structure to specify a
FocusPaths connection as in (20). But Huang notes that the pronoun must still
be linked to some enclosing f-structure in order to establish the necessary scope
for semantic and discourse interpretation. He proposes to include in the lexical
entry of an interrogative pronoun an uncertain path language that resolves to
a higher-level f-structure. Along the lines of that proposal, the lexical entry (22)
places the interrogative pronoun in the focus set of a clause from which it is
accessible through a path in the collection of (Mandarin-specific) FocusPaths.
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10 Unbounded dependencies

(22) shei: ↑ ∈ ((FocusPaths ↑) focus)
This makes use of the formal device of inside-out function application (23a), orig-
inally introduced by Kaplan (1988) and subsequently extended by Halvorsen &
Kaplan (1988) to uncertain path languages (23b).

(23) Inside-out function application

a. (𝜎 𝑓 )=𝑔 iff 𝜎 is an attribute string and (𝑔 𝜎)=𝑓 .
b. (Paths 𝑓 )=𝑔 iff Paths is a set of attribute strings and (𝑔 Paths)=f.

In this case also there is an explicit probable cause for the uncertainty, the inter-
rogative lexical entry. In contrast, there is typically no local evidence to trigger
the inside-out uncertainties that are attached to empty nodes in trace-based the-
ories of unbounded dependencies (e.g. Bresnan 2001, Bresnan et al. 2016).

5 Grammaticized discourse functions?

Kaplan & Bresnan (1982) introduced the attributes topic and focus to distin-
guish the fillers of the different unbounded dependency constructions as sepa-
rate from the establishment of their within-clause grammatical functions. These
f-structure attributes were presumed to represent the syntactic features needed
for subsequent interpretation by semantic and discourse components of gram-
mar, and they were maintained as “grammaticized discourse functions” in some
later work (e.g. Bresnan & Mchombo 1987). Other chapters describe the sub-
sequent development of explicit theories of semantic representation (Asudeh
2023 [this volume]) and information structure (Zaenen 2023 [this volume]) and
how LFG’s Correspondence Architecture (Kaplan 1987, 1995) provides a uniform
framework for integrating such independent modules with the core components
of syntax. The literature surveyed in those chapters and also Dalrymple et al.
(2019) suggest that the entailments of discourse functions like topic and focus
can be spelled out in information structure (i-structure) features such as ±new
and ±prom(inent) and by other potential i-structure concepts that help in man-
aging how semantic content is transmitted from speaker to hearer.

With respect to the external phrases of topicalization and question formation,
if their different discourse entailments can be carried over to i-structure, there
may no longer be motivation to mark those with the distinguished topic and fo-
cus attributes in f-structure. Thus, to record the external element in either con-
struction, Asudeh (2004, 2012) proposed just one “overlay function” udf (for “Un-
bounded Dependency Function”), Alsina (2008) suggested the attribute op (for
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“operator”), and Dalrymple et al. (2019) used the attribute dis (for “dislocated”).
Snijders (2015) goes even further, questioning whether the filler f-structure of
either construction is needed other than at its within-clause position. This is-
sue was foreshadowed in King’s (1997) earlier and more general argument that
discourse focus should be represented in the independent information-structure
module. If the discourse functions do not interact with other syntactic features
and if the i-structure discourse status of the within-clause function can be sig-
naledwithout them, then the f-structure clutter of these grammaticized functions
can be eliminated entirely. In the following, I explore this possibility.

The Correspondence Architecture is designed to encourage theoretical mod-
ularity, allowing different components of linguistic description to be organized
in their own most natural ways and avoiding the complexity and confusion that
comes from mixing conceptually unrelated primitives in a single representation.
Dalrymple &Nikolaeva (2011) propose to relate f-structure to i-structure with the
correspondence functions diagrammed in (24) (see also Dalrymple et al. 2019).
The projection 𝜎 maps from units of f-structure to meaning constructors in se-
mantic structure, and the projection 𝜄 maps meaning constructors into correlated
properties in information structure.

(24) I-structure correspondences (from Dalrymple & Nikolaeva 2011)

c-structure f-structure s-structure i-structure
𝜙 𝜎 𝜄

Given this arrangement andwithout involving any special features in f-structure,
the composition of projections 𝜄 ∘ 𝜎 ∘ 𝜙 can be used to express the fact that the
filler in the topicalization construction is interpreted as an i-structure topic.

The abstract interface between the syntactic and information modules, accord-
ing to this organization, is made explicit in the revision of the topicalization rule
(15) shown in (25a). The topic function assignment has been replaced by the
invocation of the topic template defined in (25b) (for more on the explanatory
value of templates, see the discussion in Dalrymple et al. 2004).

(25) a. CP ⟶ XP
@(topic ↑ ↓)(↑ TopicPaths)= ↓ C′↑=↓

b. topic(scope topic) ≡ @(i-topic scope𝜎 𝜄 topic𝜎 𝜄)
The template i-topic is a placeholder for a separate i-structure theory of topic
whose details are hidden from the syntactic modules, but substituting the f-struc-
ture designators ↑ and ↓ for the template parameters scope and topic makes clear
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that the information needed to interpret the topic is carried by the external
phrase.3 The subscript 𝜎 𝜄 is the conventional way of notating the composition
of projections in LFG annotations. In comparison to the structures shown in Fig-
ure 2 for sentence (1), this gives rise to the three-module relationships in (26).

(26) CP

NP

N

Mary

IP

NP

N

John

VP

V

claimed

CP

that Bill said thatHenry called

𝜙
⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘claim⟨subj comp⟩’
subj [pred ‘John’]
comp

⎡⎢⎢⎢⎢⎢⎣
pred ‘say⟨subj comp⟩’
subj [pred ‘Bill’]
comp [pred ‘call⟨subj obj⟩’

subj [pred ‘Henry’]
obj [pred ‘Mary’] ]

⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎦
𝜄 ∘ 𝜎

i-topic(scope topic)

Note that there is no topic and no structure sharing in this f-structure. The filler
f-structure appears only at the position of its within-clause function, with the
projection lines indicating how the c-structure phrases relate indirectly through
the f-structure to the topic in i-structure.

Rule (27a) is a similar revision of the constituent question rule (20). The three-
place template FocusQ defined in (27b) makes properties of the interrogative
pronoun available for i-structure interpretation in addition to information about
the focus constituent and its scope.

(27) a. CP ⟶ XP
@(FocusQ ↑ ↓ (↓ WhPaths & WhPro))(↑ FocusPaths)= ↓ IP↑=↓

b. FocusQ(scope focus q) ≡ @(i-FocusQ scope𝜎 𝜄 focus𝜎 𝜄 q𝜎 𝜄)
This results in the relationships shown in (28) for the indirect question (17a).

3Of course the original f-structure topic attribute, should that be useful, can be easily resur-
rected by the alternative definition (i).

(i) topic(scope topic) ≡ (scope topic)= topic

(ii) topic(scope topic/focus) ≡ topic ∈ (𝑠𝑐𝑜𝑝𝑒 dis)
Definition (ii) produces the common dis representation that Dalrymple et al. (2019) specify for
both topic and focus. The set value suggests that syntactically the topic is not easily accessible.
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(28) CP

NP

Det

which

N

lawyer IP

John thinks Henrywill call

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘think⟨subj comp⟩’
subj [pred ‘John’]
comp

⎡⎢⎢⎢⎢⎢⎢⎣

pred ‘call⟨subj obj⟩’
tense future
subj ‘Henry’

obj
⎡⎢⎢⎢⎣
pred ‘lawyer’
num pl

spec [pred ‘which’
prontype wh ]⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

𝜄 ∘ 𝜎
i-FocusQ(scope focus q)

There is no set-valued focus attribute and again no structure sharing in this sim-
plified f-structure: the discourse entailments of this construction are off-loaded
to the separate i-structure module. This is attractive because it exploits the Cor-
respondence Architecture to simplify syntactic representations, but the full con-
sequences of this arrangement remain to be investigated.

6 The tough construction

The English tough adjectives (easy, hard, difficult, impossible...) induce unbounded
dependencies with only one uncertainty, as for topicalization, but they differ
from both topicalization and constituent questions in that a single phrase con-
tributes information to grammatical functions that are governed by predicates in
two clauses. These adjectives subcategorize for a subject and an open to-comple-
ment. If the complement has a simple transitive predicate, the adjective’s subject
is understood as the complement’s object and its object must otherwise not be
realized. The basic pattern is displayed in (29).

(29) a. Moths seem tough to kill.
(cf. It seems tough to kill moths.)

b. Moths are tough (for someone) to kill.
c. * Moths are tough to kill moths.
d. * Moths are tough to arrive.

It is also generally accepted that the adjective’s subj can serve as an obj in a
clause embedded at an uncertain depth within the immediate complement, as
illustrated by the examples in (30).

(30) a. Moths are tough to plan to kill.
b. This book is hard to get her to avoid reading. (Dalrymple & King

2000)
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c. Kim would be difficult for me to persuade Robin to attempt to deal
with. (Hukari & Levine 1991)

d. Mary is tough for me to believe that John would ever marry. (Kaplan
& Bresnan 1982)

e. Kim is difficult to sit next to. (Grover 1995)

This unbounded dependency also differs from topicalization in that the uncer-
tainty is keyed by the lexical entries of adjectives in this particular class rather
than by a rule that describes a generic configuration of c-structure phrases. The
uncertainty language itself is also quite different. The paths beginwith sequences
of xcomps that do not alternate with comps (31a-b), and they end only with obj,
not just any non-comp grammatical function (31c-d). The bottom obj can be pre-
ceded by an oblique (30c), a comp (30d), or a member of a set of adjuncts (30e).

(31) a. * Mary is tough that John would ever marry.
b. * Mary is difficult for me to believe that John wanted to plan to marry.
c. * Tuesday would be difficult to take the exam. (Dalrymple & King

2000)
d. * Mary is tough for me to believe would ever marry John.

These possibiliites are expressed in the lexical uncertainty shown in (32).

(32) tough A (↑ pred)= ‘tough⟨xcomp⟩subj’(↑ subj)=(↑ xcomp ToughPaths)
where ToughPaths = xcomp∗ {obl𝜃 , comp,adj ∈} obj

This gives rise to the outer connection shown in (33), the f-structure correspond-
ing to sentence (30a) (the inner line indicates the local functional control relation
for plan).

(33) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj [pred ‘moth’
num pl
case nom

]
pred ‘tough⟨xcomp⟩subj’
xcomp

⎡⎢⎢⎢⎢⎣
subj [pred ‘pro’]
pred ‘plan⟨xcomp⟩subj’
xcomp [subjpred ‘kill⟨subj obj⟩’

obj
]
⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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The tough uncertainty establishes an identity between the subj of the adjective
and an obj somewhere within its complement. The effect is that the predicate and
all other f-structure properties of the matrix subj appear also in the embedded
obj. The examples in (34) suggest that this might lead to inconsistent values for
a shared case feature.

(34) They/*Them are tough to kill.

It is tough to kill *they/them.

This connectivity problem has received some attention in the literature (e.g.
Hukari & Levine 1991, Dalrymple &King 2000). Dalrymple &King 2000 proposed
to avoid this problem by removing the functional identity of the two f-structure
values. Rather than linking the tough subj directly to an embedded obj, they
depend on an obligatory anaphoric relation between the subj and a grammati-
cized pronominal topic in tough’s immediate complement. It is then the topic
f-structure that the uncertainty identifies with an embedded obj, as spelled out
in (35a).4 This two-step connection preserves the intended semantic entailments
while the appeal to the referential component of grammar suppresses the propa-
gation not only of case but also of all other syntactic features. The entry in (35b)
achieves the same effect without relying on anaphora or an explicitly grammati-
cized topic simply by asserting that the subj and the embedded obj share only
the same uniquely instantiated pred.5

(35) a. tough A (↑ pred)= ‘tough⟨xcomp⟩subj’(↑ xcomp topic pred)= ‘pro’(↑ xcomp topic)=(↑ xcomp ToughPaths)
b. tough A (↑ pred)= ‘tough⟨xcomp⟩subj’(↑ subj pred)=(↑ xcomp ToughPaths pred)

@(topic (↑ xcomp) (↑ subj))
The lexical entry (35a) would assign the f-structure (36a) to sentence (29b), with
the dashed lines representing an anaphoric relationship. Entry (35b) would as-
sign the f-structure (36b).

4Dalrymple & King (2000) assign the function comp instead of xcomp to the immediate com-
plement, for reasons that are not relevant to the current discussion. They also argue that the
tough subj is thematic, but here I follow the raising/non-thematic representation suggested by
Kaplan & Bresnan (1982). With respect to the issues of unbounded dependencies, this is also a
difference of no consequence.

5Since subj is generally assumed to map to a position of i-structure prominence, invoking the
topic template in (35b) may not be necessary for proper interpretation.
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(36) a. Anaphoric binding to subj b. pred sharing of subj and obj⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj [pred ‘moth’
num pl
case nom

]
pred ‘tough⟨xcomp⟩subj’
xcomp

⎡⎢⎢⎢⎢⎢⎣
topic [pred ‘pro’

case acc ]
subj [pred ‘pro’]
pred ‘kill⟨subj obj⟩’
obj

⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj [pred ‘moth’
num pl
case nom

]
pred ‘tough⟨xcomp⟩subj’
xcomp

⎡⎢⎢⎢⎣
subj [pred ‘pro’]
pred ‘kill⟨subj obj⟩’
obj [predcase acc]

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Each of these solutions supports the intended semantic interpretationwhile avoid-
ing the case conflict. But each allows for free variation of all other syntactic fea-
tures, even inherent features like gender or person that may enter into patterns
of agreement that case does not participate in.

A more precise alternative is based on the restriction operator defined in (37).
This permits relaxing the compatibility requirement for specific features (like
case) while still enforcing consistency of all otherwise unmentioned features.

(37) Definition of restriction: (Kaplan & Wedekind 1993)
If 𝑓 is an f-structure and 𝑎 is an attribute, then the restriction of 𝑓 by 𝑎 is
the f-structure 𝑓 \a = {⟨𝑠, 𝑣⟩ ∈ 𝑓 | 𝑠 ≠ 𝑎}.

An f-structure 𝑓 restricted by an attribute 𝑎 contains all the attribute-value pairs
of 𝑓 except for the attribute 𝑎 and its value. This formal device was used by Zae-
nen & Kaplan (2002) to suppress unwanted case conflicts in German functional
control. It is applied in (38) to exclude case from the unbounded lexical uncer-
tainty that holds between the tough subj and the embedded obj. That particular
incompatibility is thereby eliminatedwhile all other features are shared (andmay
conflict).

(38) tough A (↑ pred)= ‘tough⟨xcomp⟩subj’(↑ subj)\case = (↑ xcomp ToughPaths)\case
@(topic (↑ xcomp) (↑ subj))

The logical f-structure relationships that the case restriction induces are shown
explicitly in (39):
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(39) Functional binding of case-restricted subj⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj [pred ‘moth’𝑖
num pl
case nom

]
pred ‘tough⟨xcomp⟩subj’
xcomp

⎡⎢⎢⎢⎢⎣
subj [pred ‘pro’]
pred ‘kill⟨subj obj⟩’
obj [pred ‘moth’𝑖

num pl
case acc

]
⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⊒ [pred ‘moth’𝑖

num pl ]

On the right is the case-restricted f-structure that is shared across the functional
uncertainty. It subsumes the subj and xcomp obj values, causing them to have
all of the same syntactic features except for case.

The same logical relations are depicted more intuitively with the abbreviatory
graphical convention shown in (40). While the gray brackets in this diagram are
not formally part of the linguistic representation, they highlight that the func-
tional identity induced by the restricted unbounded dependency holds only be-
tween the enclosed proper subsets of the features of the subj and xcomp obj
f-structures.

(40) Functional binding of case-restricted subj (succinct)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj [[pred ‘moth’
num pl ]

case nom
]

pred ‘tough⟨xcomp⟩subj’
xcomp

⎡⎢⎢⎢⎣
subj [pred ‘pro’]
pred ‘kill⟨subj obj⟩’
obj [ [ ]

case acc]
⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In sum, the English tough construction involves an unbounded connection

between two grammatical functions, the subj in the matrix clause and an obj
embedded in its complement. While this has the potential of creating an unde-
sired f-structure conflict between the values of the clause-specific case features,
that potential conflict can be avoided if an anaphoric relationship disrupts the
functional identity across the clauses or if only the pred value is shared. An al-
ternative solution uses the f-structure restriction operator to suppress only the
case feature without disturbing other patterns of agreement.
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7 Relative Clauses

English relative clauses blend the double function assignments of the tough con-
struction with the double uncertainties of constituent questions, as exemplified
in (41).6

(41) The shop [[the owner of which] [Sue knows ]] sells books.

With respect to function assignments, shop is understood as both the subject
of the matrix predicate sells and the (oblique) object of owner. With respect to
uncertainties, the f-structure of the clause-initial owner phrase is the object of
knows in this example but it could also bind to a function in a deeper complement.
And the relative pronoun which can also appear at an arbitrary depth inside the
clause-initial phrase. The examples (42a–42d) of what Ross (1967) called “Pied-
piping” show some of the positions possible for the relative pronoun; example
(42e) shows that the relative pronoun must appear somewhere.

(42) a. The man who we elected ...
b. The woman to whom we gave the book ...
c. The boy whose book Bill said was stolen ...
d. Reports the height of the lettering on the covers of which the

government prescribes ... (Ross 1967)
e. * The shop the owner of the car Sue knows sells books.

F-structure (43) lays out the significant grammatical relationships of sentence
(41). The uncertainty of the within-clause function for the clause-initial phrase is
resolved by the blue obj path in RelTopicPaths, and that phrase also maps to the
i-structure topic. The relative pronoun is identified as the head of the clause (the
solid line) by virtue of the attributes on the green path from RelHeadPaths. The
dashed line between the head and the nominal predicate indicates a connection
of obligatory anaphoric control, as in the tough f-structure (36a), that avoids any
case-like inconsistencies that might stem from the double function assignment.

6As mentioned earlier, the underscore indicating the position of the ‘gap’ is provided only as
a reader’s guide to the intended interpretation. As discussed in Section 8.3, it is quite a sepa-
rate question whether it should also indicate the presence of an empty node in the syntactic
representation.
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(43) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘sell⟨subj obj⟩’
tense present

subj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘shop’
def +
num sg
case nom

adj

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

head [pred ‘pro’
prontype rel ]

pred ‘know⟨subj obj⟩’
tense present

subj [pred ‘Sue’
num sg
case nom

]
obj

⎡⎢⎢⎢⎢⎣
pred ‘owner⟨obl𝜃 ⟩’
obl𝜃 [obj ]
num sg
def +
case acc

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
obj [pred ‘book’

num pl
case acc

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

i-topic

This f-structure is derived by the rules and lexical entry in (44). According to
rule (44a), the f-structure of a single relative clause is added to the adjunct set
of the NP; the recursion through the NP category allows for NP’s with multiple
clauses. Rule (44b) describes the internal structure of the relative clause itself.
The f-structure of the clause-initial phrase is linked to its within-clause function
through a path in RelTopicPaths and is also projected to the i-structure topic by
the topic template. The head at the top is set to the relative pronoun required
at the end of one of the RelHeadPaths. The dashed anaphoric connection is not
established in the syntax.

(44) a. NP ⟶ NP↑=↓ CP↓∈ (↑ adj)
b. CP ⟶ XP

@(topic ↑ ↓)(↑ RelTopicPaths)= ↓(↑ head)=(↓ RelHeadPaths & RelPro)
C′↑=↓
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where RelTopicPaths is {comp, xcomp, ...}∗ \comp
RelHeadPaths is {spec∗, [(obl𝜃 ) obj]∗}
RelPro is gf∗ gf(→ prontype)=𝑐 rel

c. which Pro (↑ pred)= ‘pro’(↑ prontype)=rel

Sentence (45) exemplifies a pattern for English relative clauses that is not de-
rived by rule (44b).

(45) The books (that) the shop sells are expensive.

The embedded clause in this sentence does not begin with an external XP topic
phrase. Rather, the XP position of (44b) is either filled with the complementizer
that or is left completely empty, and in either case there is no explicit relative
pronoun to trigger an anaphoric interpretation. The alternative CP expansion in
(46) accounts for these c-structure configurations, simulates the anaphoric link
by introducing a null pronoun, and identifies directly the within-clause function
for the value of the head attribute.

(46) CP ⟶ that | 𝑒
@(topic ↑ (↑ head))(↑ RelTopicPaths)=(↑ head)(↑ head pred)= ‘pro’

C′↑=↓
This produces (47) as the f-structure for the relativized matrix subject NP in (45)
(now omitting the projection arrows that presumably map the head by default
to the i-structure topic).

(47) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘book’
num sg
def +
case nom

adj

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

head [pred ‘pro’ ]
pred ‘sell⟨subj obj⟩’
tense present

subj
⎡⎢⎢⎢⎣
pred ‘shop’
num sg
def +
case nom

⎤⎥⎥⎥⎦
obj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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The head ‘pro’ is an essential ingredient of this commonly accepted anal-
ysis of relative clauses. On this account the semantic connection between the
head noun and its role within the clause is established without a direct syntac-
tic relationship. This has the advantage that unwanted inconsistencies of any
double-function syntactic feature values cannot arise (cf. the anaphoric solution
for tough). However, Falk (2010) puts forth several arguments against what he
describes as this “anaphorically mediated” analysis.

On one line of attack he points to the contrast in (48). While the word headway
in the idiom make headway can be the head of a relative clause (48a), it cannot
otherwise be an antecedent for a referential pronoun (48b).

(48) a. Mary praised the headway that John made.
b. * Mary always praises headway when John makes it.

As another argument, he notes (citingMaxwell 1979) that languageswith pronoun-
less relative clauses are quite common among the 49 languages listed in the NP
accessibility database of Keenan & Comrie (1979). He illustrates this with exam-
ples from a number of languages, including the ones in (49) (that is a comple-
mentizer in the English translations, not a pronoun).

(49) a. Hebrew (from Falk 2010)
meabed
processor

hatamlilim
def.texts

s̆e
comp

Bill
Bill

maadif.
prefers

‘the word processor that Bill prefers’

b. Japanese (from Keenan & Comrie 1979)
Watashi
I

wa
top

sono
that

otoko
man

ga
nom

tataita
struck

inu
dog

o
acc

miru.
see

‘I see the dog that the man struck.’

Some languages allow relative clauses with or without relative pronouns, like
English, but relative pronouns simply do not exist in Japanese and other lan-
guages. Falk thus suggests that relative clauses without mediating pronouns are
the typical case cross-linguistically, and that English examples like (41) are more
the exception than the rule. A general account of head dependencies, he con-
cludes, should not rely on the machinery of anaphoric binding.

Falk (2010) thus proposes an anaphorically-unmediated account of the connec-
tion between the f-structure of the relativized NP and the head f-structure of the
clause. The restriction operator is used to prevent selected features from clash-
ing, along the lines of the tough analysis in (38) above. His proposal in essence
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10 Unbounded dependencies

is to augment the relative clause introduction rule (44a) with an equation that
identifies the NP’s (restricted) f-structure with the (restricted) head of the clause
(50).7

(50) NP ⟶ NP↑=↓ CP↓∈ (↑ adj)↑\{case,adj} = (↓ head)\{case,adj}
This permits the case feature of the NP and the relative head to disagree; the
relative-containing adj set is also restricted to avoid the technical confusion of
circularity. The modified rule figures in the derivation of relative clauses with
or without relative pronouns. English clauses with pronoun-containing initial
XP phrases are still derived by rule (44b), but the relative pronoun no longer
introduces its own pronominal pred (51a). Instead the head explicitly shares the
head noun’s pred, thus establishing the semantic connection. Rule (46) is also
simplified, since the null ‘pro’ is not needed to compensate for the absence of an
initial XP (51b).

(51) a. which Pro (↑ prontype)=rel
b. CP ⟶ that | 𝑒

@(topic ↑ (↑ head))(↑ head)=(↑ RelTopicPaths) C′↑=↓
With these revisions the f-structure (52a) is provided for the relativized NP shop
in (41) and (52b) is provided for book in (45).

(52) a. b.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[pred ‘shop’
num sg
def +

]
case nom

adj

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

head [[ ]
prontype rel]

pred ‘know⟨subj obj⟩’
tense present

subj [pred ‘Sue’
num sg
case nom

]
obj

⎡⎢⎢⎢⎣
pred ‘owner⟨obl𝜃 ⟩’
obl𝜃 [obj ]
num sg
def +

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[pred ‘book’
num sg
def +

]
case nom

adj

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

head
pred ‘sell⟨subj obj⟩’
tense present

subj
⎡⎢⎢⎢⎣
pred ‘shop’
num sg
def +
case nom

⎤⎥⎥⎥⎦
obj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
7The attribute head is neutral with respect to Falk’s semantically-oriented oper attribute and
the attribute relpro that aligns more with previous anaphora-based solutions.
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In these structures the link between the restricted head f-structures is strictly
local. The links within the clause are unbounded, as indicated by the colored
attributes from paths in the RelTopicPaths and RelHeadPaths uncertainty lan-
guages.

8 Further constraints on uncertainty paths

In modern LFG theory the admissibility of particular unbounded dependencies
is determined first and foremost by the attribute strings in the uncertainty path-
languages. But these dependencies have been challenging for linguistic descrip-
tion because they are also conditioned in different constructions and different
languages by second-order interactions with other structural properties. Depen-
dencies and the phrases they pass through must sometimes be aligned with re-
spect to special morphological or phonological feature values (Section 8.1). Sepa-
rate dependencies in some languages cannot pass through the same f-structures,
giving rise to island effects (Section 8.2). Unbounded dependencies are of course
related indirectly toword order by virtue of a grammar’s normal c-structure rules
and f-structure annotations, but they may also be sensitive to additional linear
order constraints (Section 8.3).

8.1 Marking of intervening f-structures

Zaenen (1983) discussed a number of languages in which f-structures on a path
between a filler and its clause-internal function differ in form from f-structures
that are not in the domain of an unbounded dependency. She specifically con-
sidered Irish and Kikuyu, but since then many more cases have been discussed
in the literature (see e.g. van Urk 2020). Here I focus on just the Irish examples
of the phenomenon, as illustrated by the contrasts in (53) (data originally from
McCloskey 1979).8

(53) Path-dependent complementizer selection in Irish
a. Deir

Say
siad
they

goN/*aL
that

síleann
thinks

an
the

t-athair
father

goN/*aL
that

bpósfaidh
will-marry

Síle
Sheila

é.
him

‘They say that the father thinks Sheila will marry him.’

8In the linguistic literature the complementizer a is typically written as aL or aN, indicating
that it triggers a lenition mutation or a nasalization mutation on the following word.

452



10 Unbounded dependencies

b. An
The

fear
man

aL/*goN
that

deir
say

siad
they

a
that

shíleann
thinks

an
the

t-athair
father

aL/*goN
that

phósfaidh
will-marry

Síle.
Sheila

‘The man that they say that the father thinks Sheila will marry .’

Embedded complements not on a binding path (53a) are introduced by the com-
plementizer goN and not aL, while aL is required for complements that the rela-
tive-clause dependency passes through (53b). This pattern has a simple account
if all and only intervening f-structures on a dependency path are marked with a
distinguishing diacritic feature [ubd gap] (for “gapped unbounded dependency”).
That feature would then be available for checking by the complementizers’ lexi-
cal annotations (54).9

(54) Irish complementizers
aL C (↑ ubd)
goN C ¬(↑ ubd)

The positive existential constraint would not be satisfied if aL appears with a
comp that does not have a ubd feature, and the negative existential for goN would
fail if that feature is present.

Working within the original Kaplan & Bresnan (1982) c-structure formulation
of unbounded dependencies (Section 3.1), Zaenen (1983) added the f-structure
marking feature (bnd in her account) at sentential bounding nodes in a successive-
cyclic fashion. In themodern functional framework, a basic uncertainty leaves no
footprints as it passes through the intervening f-structures along a path, but its
presence can be made known by adding off-path annotations to the attributes of
the regular expression. Off-path constraintswere formalized originally by Kaplan
& Maxwell (1996) and Crouch et al. (2011); see also Dalrymple et al. (2019).

An off-path annotation is a functional description attached to an attribute in an
ordinary functional designator, much like traditional descriptions are attached
to c-structure categories. The difference is that an off-path annotation can use
metavariables ← and → instead of (or in addition to) ↑ and ↓. These are instan-
tiated to the f-structure containing the annotated attribute and the value of that
attribute in the containing f-structure, respectively. A formal definition is given
in (55).

9This is a respelling of the ldd (“long distance dependency”) feature that appears in Dalrymple
et al. (2019) and elsewhere. Ash Asudeh (p.c.) argues that ubd is a more accurate designation,
since some instances of these constructions are actually quite short. Falk (2009) proposes a
feature whpath for related path-marking purposes.
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(55) Off-path annotations(𝑓 𝑎𝐷 ) = 𝑣 iff (𝑓 𝑎) = 𝑣 and 𝐷←/𝑓→/𝑣 is satisfied, where𝐷 is a functional description and𝐷←/𝑓→/𝑣 is the result of substituting 𝑓 for ← and 𝑣 for → in 𝐷.

This definition extends the notation and meaning of primitive function-applica-
tion designators (12a) and thus immediately carries over to the path languages
of functional uncertainties (cf. (13a)).

Off-path annotations were first used in a functional account of Irish comple-
mentizer marking that was developed in unpublished research by Mary Dalrym-
ple, Ronald Kaplan, JohnMaxwell, and Annie Zaenen; Dalrymple (2001) provided
the first published account of this approach. In essence, the uncertainty expres-
sion defined in (56a) inserts the ubd feature at every intervening f-structure with-
out imposing any further restrictions on the grammatical functions along the
path. The RelTopicPaths schema (56b) then applies regular-language intersec-
tion to mark the attributes of whatever path language is separately specified.

(56) a. Mark = gf∗(← ubd)=gap
gf

b. RelTopicPaths = [ ... ] & Mark

The off-path annotation adds the ubd features parallel to the comps in (57), the
f-structure for (the English gloss of) sentence (53b), and the lexical constraints
(54) then assure the proper distribution of complementizers.

(57) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[pred ‘man’
num sg
def +

]

adj

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

head
pred ‘say⟨subj comp⟩’
subj [pred ‘pro’

num pl ]
comp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘think⟨subj comp⟩’
subj [pred ‘father’

num sg
def +

]
comp [pred ‘marry⟨subj obj⟩’

subj [pred ‘Sheila’]
obj

]
ubd gap

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
ubd gap

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Asudeh (2012) discusses the more complicated relative clause patterns of Irish
described byMcCloskey (2002). Generally, the head nominal is assigned a within-
clause function that has no surface realization (a gap), as in (57), if every inter-
vening clause is marked with aL. But if the nasalization mutation triggered by aN
appears at any clause along the way, then additional ubd marking is suspended
and the head must bind to an explicit resumptive pronoun found in that clause or
below. McCloskey (2002) illustrates this pattern with the relative clause in (58).

(58) Irish
aon
any

duine
person

a
aL

cheap
thought

sé
he

a
aN

raibh
was

ruainne
scrap

tobak
tobacco

aige
at-him

‘anyone that he thought had a scrap of tobacco’

This motivates the more elaborate version of the marking language shown in
(59a). Here the f-structures on an arbitrary (possibly empty) prefix of an un-
certainty path are marked with the feature [ubd gap], as before. But at any
point along the path the marking value for embedded f-structures can option-
ally switch to res(umptive). Intersecting the language Resolve in (59b) forces
the uncertainty to resolve to a resumptive pronoun only when the res value has
been chosen.

(59) Irish gap marking (with resumptives)

a. Mark = gf∗(← ubd)=gap
( gf∗(← ubd)=res

)

b. Resolve = gf∗ gf(← ubd)=res iff (→ prontype)=𝑐 res
c. RelTopicPaths = [ ... ] & Mark & Resolve

The lexical annotations (60) then make sure that the complementizers along the
way are properly correlated with how the uncertainty is resolved at the bottom.

(60) aL C (↑ ubd)=𝑐 gap
aN C (↑ ubd)=𝑐 res

For the relative clause (58) this analysis gives rise to the abbreviated f-structure
(61).
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(61) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[pred ‘person’]
adj

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

head [[ ]
prontype res]

pred ‘think⟨subj comp⟩’
subj [pred ‘pro’]
comp

⎡⎢⎢⎢⎣
pred ‘have⟨subj obj⟩’
subj
obj [pred ‘scrap’]
ubd res

⎤⎥⎥⎥⎦
ubd gap

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Asudeh (2012) provides an alternative treatment of this and other patterns of

Irish relatives. On his account the entire head f-structure, not just an atomic
feature, is instantiated at every clause along the path. In this successive cyclic
comp-to-comp arrangement, the head appears in the aN -complementizer clause
in particular, and the pronoun binding is then set up there by a new uncertainty
launched by aN ’s lexical annotations. The marking strategy (59a), by compari-
son, offers the transition from gap to pronoun as a feature-controlled choice at
any point within a single uncertainty language. It allows both the gap and the
pronoun to be bound in the same end-to-end fashion, without any intermediate
landing sites. This produces a less cluttered f-structure while making the claim
that features of the particular head do not interact with properties of any inter-
mediate clauses.

For Irish it is the selection of complementizers that interacts with unbounded
dependency paths. The Kikuyu data cited by Zaenen (1983) and Dalrymple (2001)
show that the verbs in intervening f-structures may also be sensitive to the pres-
ence of a dependency. This effect may be seen also in English: unbounded depen-
dencies freely propagate through the complements of some verbs (62a) while (at
least for some speakers) the complements of other verbs act as barriers (62b).

(62) a. Mary, we thought that Henry called.
b. * Mary, we whispered that Henry called.

Verbs like think are called bridge verbs, while whisper belongs to the class of
nonbridge verbs. If the simpler Mark in (56a) is applied to the sets of English un-
certainty paths, then the difference in behavior is accounted for by the negative
existential in (63b).10

10Dalrymple et al. (2019) formalize the bridging restriction by pairing a negative defining equa-
tion (↑ ldd)=– on whisper with an off-path negative value constraint (↑ ldd)≠– in the un-
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(63) a. think V (↑ pred)= ‘think⟨subj comp⟩’
b. whisper V (↑ pred)= ‘whisper⟨subj comp⟩’¬(↑ ubd)

This captures the syntactic difference between bridge and nonbridge verbs, but
that difference may be a structural reflection of a more basic semantic or prag-
matic difference. Erteschik-Shir (1973) suggested that verbs that imply the man-
ner of saying something are more likely to form islands than verbs that simply
describe what is being said. It is not clear whether the various constraints on un-
bounded dependencies that can be formalized with LFG’s syntactic machinery
are better explained by appeal to other components of grammar, or to principles
of cognition, pragmatics, or computation.

In these illustrations the unbounded dependency announces itself by the value
it defines for the special ubd feature, and that value can then be examined to limit
the f-structures that the dependency passes through. English adjuncts appear to
interact with unbounded dependencies in a different way. Sentence (64a) was
cited earlier to show that adjuncts can be topicalized and that the topicalization
path-language (for English, not Icelandic) should include adj (∈) as an option.
But the ungrammaticality of example (64c) indicates that an additional restriction
must be imposed on the general pattern (examples from Dalrymple 2001).

(64) a. This room Julius teaches his class in .
b. We think that David laughed after we selected Chris.
c. * Chris, we think that David laughed after we selected .

This difference has been ascribed to the fact that the adj clause is tensed in (64c)
but not (64a), although there may be other pragmatic or semantic factors also at
work (see Toivonen 2021 and references cited there).

Taking the bridge verbs as a model, tensed adjuncts could be excluded from
unbounded dependencies by adding a negative existential constraint ¬(↑ ubd)
to every tensed verb. But it is more economical to leave all the verbs alone and
instead to refine just the uncertainty so that it cannot pass to or through a tense-
marked adj element. The path language (65a) and the intersection (65b) impose
that constraint on TopicPaths (Dalrymple 2001 and Dalrymple et al. 2019 formu-
late tac in a slightly different but equivalent way).

certainty. The ldd feature thus always appears in the complement f-structures of nonbridge
verbs, even if not in the context of an unbounded dependency. In the solution outlined here
that feature appears always and only along a dependency path and is available there for the
bridge verb to test.
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(65) Tensed Adjunct Constraint11

a. tac = \ [ adj(→ ∈ tense)]∗
b. TopicPaths = [ {comp, xcomp,adj (∈)}∗ \comp] & mark & tac

The tac restriction can be applied with a similar intersection to FocusPaths and
the path languages of other constructions, as appropriate.

However, examples (66) indicate that grammaticality is not correlated with
the presence of absence of the tense feature. The participial adjunct in (66a) is
untensed and therefore the inadmissible dependency in (66b) would not be ruled
out by the Tensed Adjunct Constraint.

(66) a. The cat slept after devouring the rat.
b. * What did the cat sleep after devouring ?

Instead, what is common to the ungrammatical examples in (64) and (66) is the
presence of a subject, either derived from an explicit phrase (64c) or inserted as
an anaphorically controlled null pronoun (66b). Unbounded dependencies may
thus be more sensitive to the constraint as formulated in (67).

(67) Subject Adjunct Constraint
sac = \ [ adj(→ ∈ subj)]∗

Like many other conditions, restrictions on adjunct dependencies seem to be
language-particular and not universal. Swedish for example seems to be more
flexible than English in this regard (see Müller 2019). It is an advantage of the
LFG approach that such constraints can be expressed easily within the formalism
without appeal to extragrammatical (and often false) general principles.

8.2 Classical island constraints

Early interest in unbounded dependencies was mainly stimulated by the con-
straints on them that were first described in detail by Ross (1967).Workingwithin
a framework of transformational rules, Ross gave a list of “island” configurations
that block the movement of constituents from one clause to another. He observed
in particular that sentential subjects, coordinate structures, and complex NPs all
seem to interfere with unbounded relationships, as the contrasts in (68) suggest
(after Ross 1967).

11Intersection and term-complementation of off-path annotations can be reduced to more prim-
itive expressions by noting the equivalences of 𝑎𝐷1 & 𝑎𝐷2 and 𝑎𝐷1 ∧ 𝐷2and of \ [ 𝑎𝐷 ] and { \𝑎𝐷 , 𝑎¬𝐷}.
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(68) Sentential Subject Constraint
a. The reporters expected that the principal would fire some teacher.
b. The teacher who the reporters expected that the principal would

fire ...
c. That the principal would fire some teacher was expected by the

reporters.
d. * The teacher who that the principal would fire was expected by

the reporters ...

Coordinate Structure Constraint
e. Henry plays the lute and sings madrigals.
f. * The lute which Henry plays and sings madrigals ...
g. * The madrigals which Henry plays the lute and sings ...

Complex NP Constraint
h. Phineas knows a girl who is jealous of Maxime.
i. * Who does Phineas know a girl who is jealous of ?
j. * Maxime, Phineas knows a girl who is jealous of .

It appeared that transformations cannot move the constituents of sentential sub-
jects (68a–68d), that parts of individual conjuncts in a coordination cannot be
moved (68e–68g), and that the complex NPs of relative clauses also form a bar-
rier (68h–68j). Ross formulated these island constraints in phrase-structure terms
and appealed to extra-grammatical (and presumably universal) stipulations to im-
pose them on the otherwise unfettered operation of individual transformational
rules.

Later transformational accounts maintained the view that unbounded depen-
dencies are allowed except when they would cross into phrasal islands, and
this conception was carried over into the early c-structure-based LFG approach.
Kaplan & Bresnan (1982) and Zaenen (1983) provided a grammar-internal way of
limiting the range of the bounded-domination metavariables ⇑ and ⇓ and thus
enabled more fine-grained characterizations of island configurations. They per-
mitted particular categories in c-structure rules to be marked as “bounding cat-
egories”, and nodes licensed by those categories were not allowed on the domi-
nance paths connecting co-instantiations of ⇑ and ⇓. For example, the ungram-
maticality of (68i) would follow on that theory if the CP under NP in rule (44a)
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is marked as a bounding category. But there is no need for such categorial dis-
tinctions in the modern LFG theory of unbounded dependencies, since the vo-
cabulary of grammatical functions and features provides a natural platform for
expressing such island-like restrictions.

Ross’ Sentential Subject Constraint, for instance, can be expressed by the term-
complement formula (69a). This defines paths of arbitrary length that do not
pass through subjects and that bottom out in any grammatical function. And
the constraint could then be enforced by intersecting this with any other long
distance regular language, as in (69b). Any paths with subj-containing prefixes
would no longer be available.

(69) a. ssc = \subj∗ gf
b. RelTopicPaths = [ ... ] & ssc (English)
c. RelTopicPaths = subj+ (Tagalog)

This restriction would be helpful for English relatives if there is an explanatory
advantage in stating the basic path language in a simple but overly general way
(e.g. [gf∗ \comp]). But it would not be needed if the regular expression for the
basic uncertainty defines the admissible paths more precisely. Either way, this is
clearly not a universal constraint: Kroeger (1993) observes that the path language
for Tagalog unbounded dependencies contains only subjects, as in (69c). Such
an extragrammatical condition may have been the only way of regulating the
operation of transformational rules, but it serves no particular purpose in the
setting of functional uncertainty.

Coordinate structures in LFG are represented formally as conjunct-containing
sets under distributive attributes, and their behavior with respect to f-structure
well-formedness is specified in (12e), repeated here for convenience. A set satis-
fies a distributive f-structure property if all of its elements satisfy that property.
While this account of coordination is defined only for local f-structure configu-
rations, unbounded dependencies simply inherit that local behavior by virtue of
the incremental, single-attribute expansion of functional uncertainty as spelled
out in (13a), also repeated.

(12e) (𝑓 𝑎) = 𝑣 iff 𝑓 is a set and(𝑔 𝑎) = 𝑣 for all 𝑔 ∈ 𝑓 if 𝑎 is a distributive attribute⟨𝑎, 𝑣⟩ ∈ 𝑓 if 𝑎 is a nondistributive attribute.

(13a) If Paths is a set of attribute strings,(𝑓 Paths) = 𝑣 iff ((𝑓 𝑎) Suff (𝑎, Paths)) = 𝑣 .
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The pattern of coordinate structure violations illustrated in (68e-g), and in (10)
above, follows immediately from this independent theory of coordination: with-
out further stipulation, a dependency that crosses into a coordination cannot
affect just one of the conjuncts.12

An NP is “complex” for Ross if it immediately dominates a clausal category
(CP now, S as originally formulated). The essence of the Complex NP Constraint
is that no unbounded dependency can relate an element outside such an NP to
an element inside the dominated clause. Examples (68i) and (68j) are ungram-
matical on this theory because the relativized NPs are complex in this way and
thus are opaque to the question and topicalization dependencies. Our framework
offers a different account of their ill-formedness: the clauses are represented in
f-structure as adjuncts of the head noun girl and so do not satisfy Subject Ad-
junct Constraint installed in the English FocusPaths and TopicPaths path sets.
As noted above, tac is not universal, it applies in English but not for instance to
Swedish dependencies. It is not surprising that the Complex NP Constraint also
does not seem to operate in Swedish (Müller 2019).

The CNPC characterizes English relative clauses (with assignments to adj) as
islands for unbounded dependencies. It does not cover other cases where depen-
dencies seem to be mutually exclusive. Example (70b) shows that two question
dependencies cannot overlap, (70c) shows that a topicalization cannot pass into
a question, and (70d) shows that a question also obstructs a relative clause de-
pendency. None of these involve complex NPs.

(70) a. Phineas wonders which girl is jealous of Maxime.
b. * Who does Phineas wonder which girl is jealous of ?
c. * Maxime, Phineas wondered which girl is jealous of .
d. * The girl that Phineas wondered who is jealous of left.

On one approach the path languages for each of the outer dependencies can be
conditioned against tell-tale properties of the innner question f-structure, pre-
suming that those are recognizable and independently motivated (for example,

12The suffix language for a chosen attribute must propagate into each conjunct, but Kaplan &
Zaenen (1989) note that the residual uncertainties are then not required to resolve all in the
same way:

(i) Mary, John expected to see and give the book to .

Here the set of xcomp suffix paths resolves to obj in the first complement but obl𝜃 in the
second. In contrast, Saiki (1985) observes that some Japanese relative clauses are constrained
so that the dependencies in all conjuncts must resolve either to a subject or to a non-subject.
This constraint can be imposed by intersecting [gf∗ subj | gf∗ \subj] with the basic Japanese
path specification.
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if a grammaticized focus attribute is still needed for some other reason). Falk
(2009) proposes instead to make use of the path-marking feature ubd (his wh-
path) that is already needed for verb and complementizer selection. It is the
inner construction that then determines whether to protect itself from other un-
bounded dependencies. English embedded questions thus become dependency
islands when a negative ubd constraint is added to the rule (71) that introduces
them.

(71) CP ⟶ XP
@(FocusQ ↑ ↓ (↓ WhPaths & WhPro))(↑ FocusPaths)= ↓¬(↑ ubd)

IP↑=↓
It may not be an accident that the constraint that blocks an outer unbounded
dependency co-occurs with an equation that launches an inner one, as in this
rule. Some but not all languages may use this as a strategy to keep at bay the
confusion of too many overlapping uncertainties.

8.3 Constraints on linear order

In the unbounded dependency constructions examined so far, an uncertainty is
launched from an overt c-structure constituent or lexical item and binds the con-
tent of that element to a remote position in f-structure. The uncertainty is outside-
in for most of the constructions, where the external element is realized perhaps
far away from the normal c-structure location of its within-clause function as-
signment. The uncertainty is inside-out when the overt element of a dependency
is in situ, as in the Mandarin example (21). These purely functional accounts go
through without making reference to c-structure positions that correspond to
the other, covert ends (bottom or top) of the dependencies. So far there has been
no need for the phonologically empty nodes or traces that have been an essential
ingredient of other theories of syntactic binding.

However, there are well known cases to suggest that the bottom end of an
outside-in uncertainty must be grounded at a specific c-structure position, that
the external elementmust be associatedwith awithin-clause c-structure position
in addition to a within-clause function. The weak crossover pattern in (72), first
discussed byWasow (1979), has received themost attention. Controlling for other
possibly relevant factors, this shows an interaction between the linear position
of the pronoun and the within-clause position where the obj or obl𝜃 function
assigned to who would normally be expressed. The pronoun his and who cannot
refer to the same individual if the pronoun comes before the assumed within-
clause position of who:
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(72) Weak crossover (examples from Dalrymple et al. 2001)
a. * Who𝑖 did his𝑖 mother greet ?

(cannot mean: Whosei mother greeted himi?)
b. * Who𝑖 did Sue talk to his𝑖 mother about ?

c. Who𝑖 did Sue talk to about his𝑖 mother ?

The English contrast in (73) has also been taken as evidence that within-clause
locations must be assigned to the external elements of question and tough con-
structions (see Kaplan & Bresnan (1982) and references cited therein). Sentence
(73b) is uninterpretable because the link from sonata to its putative within-clause
position crosses over the link from the overt appearance of violin to its covert lin-
ear position.

(73) Nested syntactic dependencies
a. Which violin is this sonata easy to play on .

b. * Which sonata is that violin easy to play on .

The ordering patterns illustrated by these examples are not found in all lan-
guages. Maling & Zaenen (1982), for example, note that crossing dependencies
are acceptable in Norwegian and only dispreferred in Swedish. It must therefore
be possible to parameterize or otherwise express these restrictions in the gram-
mars of individual languages.

8.3.1 Ordering by (empty) trace nodes

Bresnan (2001) proposed to handle the linear ordering facts of weak crossover
within a larger cross-linguistic theory of anaphoric binding.13 She expands the
NP at the within-clause position to an empty string, and then arranges for the 𝜙

13For the general theory of anaphoric binding this proposal is part of, see Rákosi 2023 [this
volume]. On the Bresnan (2001) theory a pronominal cannot be more “prominent” than its po-
tential antecedents, where prominence for a given language may be based on relative positions
on a hierarchy of grammatical functions (subj is more prominent than obj), on a hierarchy of
thematic roles (agent is more prominent than patient), or on the linear order of correspond-
ing c-structure nodes. Only the linear prominence condition is relevant for these particular
examples of weak crossover in English.
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correspondence function to map both the trace node and the NP at who to the
same f-structure (e.g. obj or obl𝜃 ). That many-to-one correspondence is set up by
converting the uncertainty from outside-in to inside-out and shifting its launch
site to the new trace node, as illustrated in (74).14

(74) a. CP ⟶ XP
@(FocusQ ↑ ↓ (↓ WhPaths & WhPro))(↑ FocusPaths)= ↓¬(↑ ubd)

IP↑=↓
b. NP ⟶ 𝑒↑= (FocusPaths ↑)

With node mappings set up in this way, the weak crossover constraint on linear
order can be stated in terms of the f(unctional)-precedence relation defined in
(75): a pronoun cannot f-precede its antecedent.15

(75) Functional precedence (Bresnan 2001)𝑓 f-precedes 𝑔 (𝑓 <𝑓 𝑔) iff the rightmost node in 𝜑-1(𝑓 ) c-precedes the
rightmost node in 𝜑-1(𝑔).

However, separating the uncertainty specification from the dependency’s overt
element comes at a descriptive cost. Without some further stipulation the gram-
marwould accept a phrase in the XP position of (74a) evenwhen it corresponds to
no FocusPath trace node in the clause c-structure and thus is assigned nowithin-
clause function. This issue has been addressed by introducing a global condition
on well formed f-structures, the Extended Coherence Condition. This was first
proposed by Zaenen (1985); this version is taken from Dalrymple (2001):16

14This analysis was also carried over into Bresnan et al. (2016), but the later co-authors are not
in full agreement about the status of empty elements and whether dependencies should run
outside-in or inside-out (Ash Asudeh, p.c.).

15Bresnan’s f-precedence definition (75) differs from the proposals of other authors. It compares
the positions of only the right-most nodes of the inverse-𝜙 images, while Kaplan & Zaenen
(1989) and others take into account all nodes in the correspondence.

(i) Functional precedence (Kaplan & Zaenen 1989)𝑓 <𝑓 𝑔 iff for all 𝑛1 ∈ 𝜑-1(𝑓 ) and all 𝑛2 ∈ 𝜑-1(𝑔), 𝑛1 c-precedes 𝑛2 (𝑛1 <𝑐 𝑛2).
These definitions are equivalent for purposes of this discussion.

16If grammaticized discourse functions are not represented in f-structure, the intuition behind
this constraint would have to be reformulated as a condition on i-structure correspondences.
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(76) Extended Coherence Condition
focus and topic must be linked to the semantic predicate argument
structure of the sentence in which they occur, either by functionally or
anaphorically binding an argument.

This important requirement can be reconstrued as a well-formedness condition
on grammars rather than on representations. Functional binding is guaranteed
if a simple existential constraint (77) is attached by convention as an additional
annotation to the filler XP in (74a).

(77) Extended coherence constraint(gf ↓)
Depending on how the relationships of anaphoric binding are made formally
explicit, a similar constraint can be defined for those linkages.

Another convention is needed to prevent the proliferation of trace nodes at dif-
ferent c-structure positions whose inside-out uncertainties would bind a single
filler to the same or different within-clause functions (but see Section 9). One mo-
tivation for Bresnan’s Economy of Expression principle (78) is to exclude deriva-
tions that contain such unwarranted trace bindings.17

(78) Economy of Expression (Bresnan et al. 2016)
All syntactic phrase structure nodes are optional and are not used unless
required by independent principles (completeness, coherence, semantic
expressivity).

Extended Coherence and Economy help to control the promiscuous behavior of
trace-launched uncertainties, those that are not directly associated with overt
triggering configurations.18

17Separately, Dalrymple et al. (2015) present a critical discussion of Economy as a general prin-
ciple of syntax.

18Although it has not been explored in the literature and I am not advocating for it here, there
is a trace-based alternative that may be somewhat less unattractive. On this analysis the trace
is used only to establish a within-clause linear position for the uncertainty: it does not serve
as a launching site. The uncertainty remains with the overt external element, but each path
language (e.g. FocusPaths) is intersected with the off-path annotations in Locate (i) to guar-
antee that it ends at a function assigned at a c-structure trace node. The bookkeeping feature
trace is defined at all and only trace nodes.

(i) Locate = gf∗ gf(→ trace)(→ ubd)=gap

NP ⟶ 𝑒(↑ trace)=+(↑ ubd)
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As a final observation, it is also not clear whether or how well the Bresnan
account of weak crossover ordering extends to characterize the nested depen-
dency pattern in examples (73), given that the path languages for the question
and tough constructions are not the same. Careful regulation of empty-node or-
dering offered a solution to the sonata/violin contrast in the original LFG theory
of unbounded dependencies (Kaplan & Bresnan 1982), but the c-structure stipula-
tions of that theory do not naturally carry over to the path languages of modern
approaches.

8.3.2 Ordering by coarguments

Dalrymple et al. (2001) use a different definition of linear prominence based on
the notion of coargumenthood and a relation between the pronoun and the f-
structure that contains thewh-term (called the “operator”).With this formulation
they show that the linear order constraints of weak crossover can be modeled
without appealing to traces. They define coarguments as the arguments and ad-
juncts of a single predicate19 and propose that both of the following prominence
conditions must be satisfied:

(79) Let CoargOp and CoargPro be coargument f-structures such that
CoargOp contains the within-clause function of the operator (wh-term)
and CoargPro contains the pronoun. Then:

Syntactic [= Functional] Prominence: An operator O is more prominent
than a pronoun P if and only if CoargOp is at least as high as CoargPro
on the functional hierarchy.

Linear Prominence: An operator O is more prominent than a pronoun P
if and only if CoargOp f-precedes CoargPro.

The key idea is that Linear Prominence depends on the f-precedence relations of
the coarguments, the clause-internal f-structure sisters that contain the operator
and pronoun. The positions of the nodes that the outside-in uncertainty maps
to the coarguments in the weak crossover example (72a) are indicated in (80a).
Note that CoargOp is located only at the leading position because its function obj
is not projected from any clause-internal (trace) node. This sentence meets the
Linear Prominence requirement, but fails the Syntactic Prominence test because
obj is lower than subj on the function hierarchy.

19Dalrymple et al. (2019) note that “co-dependent” may be a more accurate label for this concept,
since adjuncts are included along with arguments. Here I continue to use the terminology of
the original paper.
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(80) a. * Who𝑖 did [his𝑖 mother] greet?
CoargOp CoargPro

b. * Who𝑖 did Sue talk [to his𝑖 mother] about?
CoargPro CoargOp

c. Who𝑖 did Sue talk to [about his𝑖 mother]?
CoargOp CoargPro

For examples (72b) and (72c) the oblique functions are at the same position on
the functional hierarchy so they both meet the Syntactic Prominence condition.
This grammaticality difference follows from the locations of the within-clause
coargument nodes as annotated in (80b) and (80c) respectively. CoargPro is the
oblto of talk in (80b) (because his is contained in the to-phrase) and CoargOp is
the oblabout (because the outside-in uncertainty resolves to that function). The
sentence is ungrammatical because the nodesmapping to CoargPro andCoargOp
are in the wrong order. The Coargs and their order are switched in the grammat-
ical sentence (80c).

On this proposal, the operator’s within-clause function is first determined by
an outside-in uncertainty. After that the coarguments are identified in the clause
at which the paths to the operator and pronoun functions first diverge. Linear or-
der is then defined on the nodes that map to those overt, lexicalized coargument
functions. Weak crossover is the target of this particular account, but coargu-
ment precedence may apply more generally. The nested dependency constraint
(73) may follow from a different coargument ordering requirement once the coar-
gument functions are identified for the violin and sonata phrases.

(81) a. [Which violin] is [this sonata] easy to play on?
1 2/Coarg2 Coarg1

b. * [Which sonata] is [that violin] easy to play on?
1/Coarg1 2 Coarg2

The formal details of such an ordering principle have not yet been worked out.

8.3.3 Ordering by subcategorizing predicates

The subcategorizing predicate for a given grammatical function is the seman-
tic form that licenses that function in a local f-structure, via the Coherence and
Completeness conditions. The value of those conditions in linguistic description
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is obvious, but Kaplan & Maxwell (1988a) noted that they are also key to the
computationally efficient resolution of functional uncertainties. A typical uncer-
tainty allows for the full array of grammatical functions each of which must be
hypothesized in principle at every level of embedding. The overall computational
complexity is much reduced if that exploration is deferred until the subcategoriz-
ing predicate is reached: the possible realizations can then be limited to all and
only the functions that it governs. Kaplan (1989a) made a related psycholinguistic
processing observation: the results of early trace-inspired measures of word-by-
word cognitive load experiments (Kaplan 1974, Wanner & Maratsos 1978) could
also be attributed to additional activity when the subcategorizing predicate is
first encountered. It was not recognized in these early studies that subcatego-
rizing predicates could also be the basis for a trace-free account of linear order
grammaticality conditions.

Pickering & Barry (1991) made a much more systematic sentence-processing
argument that overt subcategorizing predicates and not empty categories deter-
mine how external elements are integrated into embedded clauses. Adopting
their Direct Association Hypothesis, Dalrymple & King (2013) sketch an account
of nested dependencies that depends on the linear order of the predicates that
subcategorize for the bottom functions of overlapping uncertainty paths. They
use the term “anchor” for the subcategorizing predicate of the bottom function,
as illustrated in (82).20

(82) Anchor ordering
a. [Which violin] is [this sonata] easy to play on?

1 2 Anchor2 Anchor1

b. * [Which sonata ] is [this violin] easy to play on?
1 2 Anchor1 Anchor2

In (82a) violin is anchored at the on predicate, as indicated by the arrow, because
the outer uncertainty resolves to on’s obj. Similarly, the anchor for sonata is play.
The anchoring predicates are the same in (82b), but they occur in the opposite
linear order. Dalrymple and King make precise what it means for two dependen-
cies to interact (intuitively, that the outer dependency unfolds through a clause

20This notion of “anchor” should not be confused with the formal definition used in the decid-
ability proofs for LFG parsing and generation (Kaplan & Wedekind 2023 [this volume]).
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containing the inner one). The difference between (82a) and (82b) then follows
from their nesting condition: if two dependencies 1 and 2 interact, then Anchor1
must not precede Anchor2. Nadathur (2013) accounts for the linear order of weak
crossover by a separate anchor-ordering constraint: the anchor of the operator
must precede the pronoun.

Although Dalrymple & King (2013) and Nadathur (2013) do not give a detailed
specification of their outside-in, anchor-based approaches to linear order, the
basic notions are easy to represent within the existing LFG formalism. First, the
anchor of an uncertainty path is the pred of the f-structure one up from the
bottom. The off-path annotation on the path language (83) picks out that pred
and adds it as a diacritic feature to the f-structure at the top of the path, where
the uncertainty is launched.

(83) Anchor = gf∗ gf(↑ anc) = (← pred)
The effect of intersecting anchorwith any other path language (e.g. FocusPaths
or ToughPaths) is to make the within-clause anchor directly available at the top,
presumably at the operator’s f-structure.

Second, pred semantic forms in LFG are composite entities that encapsulate
succinctly a collection of syntactic and semantic properties. These are accessible
by distinguished attributes rel, arg1, arg2, etc. Semantic forms are also instan-
tiated, and Kaplan & Wedekind 2023 [this volume] make explicit that the instan-
tiating index of a pred is the value of another distinguished attribute source.
Moreover, the value of source is the daughter node, formally denoted by ∗, at
which the pred is introduced into the f-description. Thus a defining equation (84)
is implicitly carried along with every pred.

(84) pred instantiation (from Kaplan & Wedekind 2023 [this volume])(↑ pred source)=∗
A pred-precedence relation (85) follows naturally from the immediate connec-
tion between instantiated semantic forms and c-structure nodes: semantic forms
are ordered by the c-structure order of their instantiation source nodes.

(85) pred precedence𝑝1 <𝑝 𝑝2 iff (𝑝1 source) <𝑐 (𝑝2 source).
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This is a simpler relation than f-precedence since it is defined directly on single-
ton nodes, not on 𝜙−1 sets of nodes. Finally, the path language (86) encodes the
nested-order constraint.

(86) Nested = gf∗(↑ anc) ≮𝑝 (→ anc) gf(↑ anc) is the anchor of the outer uncertainty (on in (82a), play in (82b)). That
remains constant as the uncertainty unfolds. If the outer uncertainty (the wh
phrase) overlaps an inner uncertainty (easy), the ordering conditionwill compare
their two anchors. The nesting follows from the fact that the hierarchical posi-
tions of the anchors in f-structure are reversed relative to the linear c-structure
order. The nested-order constraint can be imposed (for a language where it ap-
plies) by intersecting (86) with the path languages for the various constructions.

The c-structure and f-structures for the nested sentence (82a) are sketched in
(87). The attributes and anchor are blue for the outer question dependency and
green for the inner easy dependency. The outer path overlaps the inner path
at the xcomp of easy and then diverges. At that point (↑ anc) in the question
uncertainty denotes the on semantic form with source node 𝑛𝑜 and the source of(→ anc), the play form, is node 𝑛𝑝 . The nesting test succeeds because 𝑛𝑜 does
not precede 𝑛𝑝 . For the ungrammatical (82b) the anchors are reversed (88) and
the test fails.

(87) CP

NP

Which violin

C′
C

is

IP

NP

this sonata

AP

A′
A

easy

VP

to V′
V

play𝑛𝑝
PP

P

on𝑛𝑜

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

anc ‘on⟨obj⟩’𝑛𝑜
pred ‘easy⟨xcomp⟩subj’
subj [pred ‘sonata’

case nom ]
xcomp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

anc ‘play⟨subj obj⟩’𝑛𝑝
pred ‘play⟨subj obj⟩’𝑛𝑝
subj [pred ‘pro’]
obj

adj
⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
pred ‘on⟨obj⟩’𝑛𝑜
obj [pred ‘violin’

spec [pred ‘which’
prontype wh ]]⎤⎥⎥⎥⎦

⎫⎪⎬⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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(88) CP

NP

Which sonata

C′
C

is

IP

NP

this violin

AP

A′
A

easy

VP

to V′
V

play𝑛𝑝
PP

P

on𝑛𝑜

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

anc ‘play⟨subj obj⟩’𝑛𝑝
pred ‘easy⟨xcomp⟩subj’
subj [pred ‘violin’

case nom ]
xcomp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

anc ‘on⟨obj⟩’𝑛𝑜
pred ‘play⟨subj obj⟩’𝑛𝑝
subj [pred ‘pro’]
obj [pred ‘sonata’

spec [pred ‘which’
prontype wh ]]

adj {[pred ‘on⟨obj⟩’𝑛𝑜
obj ]}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

9 Multiple gap constructions

It is unremarkable in LFG that a given subsidiary f-structure may appear as the
values of several attributes at different levels inside a higher structure. This is a
consequence of the equality relation in functional descriptions and is the basis
for accounts of functional control, agreement, distributed coordination, and the
unbounded dependency of tough adjectives (and other unbounded dependencies
if grammaticized discourse functions are retained in f-structure). Other identi-
ties might be consistent with the set of assertions in an f-description, but the
linguistically-relevant minimal models contain only those that follow from the
basic propositions and the transitivity of equality. This simple picture is violated
by the well-known instances wherein a single unbounded-dependency filler ap-
pears to resolve to more than one (uncoordinated) within-clause grammatical
function (in LFG terms) or somehow binds to more than one trace position (in
other frameworks).

Sentence (89) from Engdahl (1983) is a paradigmatic example of such amultiple
gap dependency.

(89) Which articles did John file without reading ?

This is understood as asking about a particular set of articles that were filed by
John but not read by him. The second gap is usually described as “parasitic” on
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the first because of the contrast in (90) (following the literature, the parasitic gap
is now labeled with the subscript 𝑝).
(90) a. * Which articles did John file the book without reading 𝑝 ?

b. Which articles did John file without reading more than their
titles?

Example (90a) is ungrammatical for the usual reason that its putative gap is in
an island-forming adjunct with respect to unbounded dependencies (in an LFG
analysis its FocusPaths uncertainty would not satisfy the path language sac, the
Subject Adjunct Constraint (67)). (89) shows that that barrier is inactive in the
presence of the earlier gap, and (90b) shows that resolving to the direct object
does not require the support of an adjunct gap.

Multigap dependencies have received relatively little attention in LFG com-
pared to other grammatical frameworks. If an outside-in uncertainty is used to
characterize an unbounded dependency, the natural interpretation is that the
minimal model for the resulting f-description will establish only one within-
clause function for the clause-initial phrase. And even if some technical adjust-
ment is made to allow for multiple function assignments in general, it would
still be necessary to account for the fact that the sac constraint of the normal
FocusPaths can be abrogated just in (89) and similar multigap configurations.

Alsina (2008) discusses parasitic gaps in the context of a new general archi-
tecture for structure sharing in LFG. On his proposal the f-structure for a sen-
tence is not the minimal model for an f-description derived from the annotations
of particular c-structure rules. Rather, the universe of all formally well-formed
f-structures, with unlimited structure-sharing relationships, is filtered by a col-
lection of restrictive principles, and the sentence is assigned all and only the
f-structures that are not thereby eliminated. As an example, the filter (91a) disal-
lows structure-sharing of an op and subj at the same level (recall that op(erator)
is the undifferentiating attribute that Alsina uses to represent the filler in f-
structure).

(91) Alsina’s (2008) “Same-clause op-subj ban”

a. * [opsubj ]
b. For all f-structures 𝑓 , (𝑓 op) ≠ (𝑓 subj).

A formal expression of this principle is given in (91b). The basic proposition is ex-
pressed in the ordinary notation of functional annotations. But this differs from
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the annotations of the conventional LFG architecture in that the f-structure vari-
able is instantiated by universal quantification over the space of all f-structures
and not by mapping particular c-structure nodes through the 𝜙 correspondence.
Alsina (2008) argues that this new architecture and the set of principles he puts
forward can provide a unified treatment of bounded (raising) and unbounded
dependencies, and that appropriate f-structures can be assigned to sentences
with parasitic gaps. This architecture and its principles have not yet been widely
adopted, however.

Falk (2011) addresses the multigap problem by an alternative analysis within
the conventional LFG architecture. He reasons that if a single uncertainty can
license only one dependency and if a sentence has multiple dependencies for
one filler, then the f-description for that sentence must have multiple uncertain-
ties. Further, since the number of dependencies in a multigap sentence is deter-
mined by the number of within-clause functions assigned to a given filler, the
uncertainties for those dependencies must be introduced inside-out at each of
the gap locations and not outside-in at the single clause-initial phrase. Thus, he
proposes a trace-based, inside-out analysis that freely anticipates any number of
unbounded dependencies, even though there may be no local evidence to trig-
ger the empty c-structure nodes. Falk reviews much of the literature on parasitic
gaps and other multiple gap constructions, suggesting that many of their restric-
tions are due to mixtures of pragmatic and processing factors and others are the
result of syntactic constraints carried by the inside-out uncertainty paths with
their off-path annotations.

The key fact about parasitic gaps is that they are, indeed, parasitic. That fact
is not exploited directly by either the Alsina (2008) or Falk (2011) solutions to the
multigap problem. In an intuitively straightforward account, an outside-in un-
certainty launched at the filler phrase would resolve to the main gap (obj in (89))
in the ordinary one-to-one way. But then, optionally, a secondary uncertainty
would be launched to bind that same filler also to the grammatical function of
the parasitic gap. This is what happens if the para path language (92a) is imposed
by intersection on the FocusPaths uncertainty (92b).

(92) a. para = gf∗ \subj
(→= (← adj ∈ gf+))

b. FocusPaths = [...] & para & sac

If FocusPaths resolves to a non-subj within-clause function, the right arrow →
in the optional off-path annotation denotes the top-level filler f-structure. Thus,
if the option is taken, this equation launches a new uncertainty that must resolve
to some function inside one of the elements of an adj set. By virtue of the left
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arrow ←, that adj must be an f-structure sister of the non-subj. The non-subj
restriction is included in this example to illustrate one way of accounting for the
ungrammaticality of (93); obviously, other factors may also be at work.

(93) *Which articles did you say got filed by John without him
reading 𝑝 ?

(from Engdahl 1983)

The underlying idea of this solution is that a single filler can be bound to two gaps
within an outside-in, one-to-one setting if one uncertainty is allowed to launch
another one. The details of an analysis along these lines remain to be developed.

In fact, Falk (2011) notes that parasitic gaps may be a special case of a more
general pattern of multiple-gap constructions. Sentences (94b–94c) show that
each of the gaps in (94a) can be filled without the support of the other one.

(94) a. Who did you tell that you would visit ?
b. Who did you tell that you would visit your brother?
c. Who did you tell your brother that you would visit ?

This pattern can be assimilated to the para outside-in off-path solution simply by
enlarging the path language of the secondary uncertainty. For this example comp
obj would be added as an alternative to the paths beginning with adj. There is
still an asymmetry between the dependencies for the two gaps: only the primary
uncertainty (resolving to the shorter path) is launched from the top, while the
secondary one is optionally introduced at the bottom of the first. On this theory
what distinguishes adjunct parasitic gaps from other multiple gap examples is
just the adjunct island created by the intersection of sac with the primary path
language; that constraint is not incorporated into the secondary uncertainty.21

21Further research and consideration of more examples might show that multiple gaps operate
symmetrically and that the sequential chaining of secondary uncertainties is therefore inade-
quate. That would add weight to Falk’s (2011) preference for an inside-out solution. Another
possibility, indifferent as to inside-out or outside-in, is to extend the interpretation of uncer-
tainty languages in general so that multiple gaps are no longer seen as exceptional:

(i) Multi-gap functional uncertainty
If Paths is a set of attribute strings and ∅ ⊂ P ⊆ Pref (Paths),(𝑓 Paths) = 𝑣 iff ((𝑓 𝑎) Suff (𝑎, Paths)) = 𝑣 for all 𝑎 ∈ P

where Pref (Paths) = {𝑎 ∣ 𝑎𝜎 ∈ Paths}.
(the set of single-attribute prefixes of strings in Paths)

A subset P of the available attributes would be selected at each point as an uncertainty un-
folds, and the uncertain suffix of each of those attributes must recursively resolve. This is an
easy adjustment, technically, but it may be difficult to define path languages so that P subsets
properly handle any cross-path interactions.
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10 Summary

Unbounded dependencies interact in complicated ways with the syntactic prop-
erties that define the local organization of clauses and sentences. This chapter
provides a sample, clearly incomplete, of the many theoretical and empirical is-
sues that have been discussed in the LFG literature and in the linguistic literature
more broadly. The earliest LFG approaches to such dependencies were modeled
after the phrase structure solutions of other frameworks, but it is now generally
recognized that the functional configurations enshrined in f-structure support
the most natural and direct descriptions and explanations. Accounts based di-
rectly on f-structure were made possible by extending the basic LFG formalism
with the technical device of functional uncertainty.

Functional uncertainty permits the backbone dependencies of topicalization,
constituent questions, relative clauses, and the tough construction to be stated
as regular languages containing the f-structure paths that connect fillers to their
within-clause functions. But unbounded dependencies are additionally challeng-
ing because they can be sensitive to various features of the f-structures they pass
through. The intervening f-structures may be marked in distinctive ways, they
may form dependency-blocking islands, and there may be restrictions based on
linear order. This chapter has suggested that many of these ancillary effects can
be accounted for by attaching off-path annotations to the uncertainty-path at-
tributes.

In sum, the combination of functional uncertainty with off-path annotations
is an expressive tool for describing the rich and varied properties of unbounded
dependencies. It integrates well with the other formal devices of LFG theory, and
it is the foundation for modern LFG treatments of these phenomena.
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Chapter 11

Negation
Oliver Bond
University of Surrey

Negation is one of the few grammatical features observed in all languages. While
typically thought of as a property of predicates, it can be manifested in a wide
range of structural positions associated with verbs (typically, V, I or Î or as a verbal
adjunct, represented as NEG), but is also observed on other parts of speech (e.g. D/
N, C, P and CONJ) and is sometimes expressed across two or more nodes within
c-structure (e.g. Butt et al. 1999, Alsharif & Sadler 2009, Laczkó 2014, Bond 2016,
Alruwaili & Sadler 2018).

In the most straightforward cases there is one representation of negation at f-
structure, with a binary feature indicating the presence or absence of this value.
However, distributional differences between superficially similar negators, and ev-
idence from structures with multiple negative forms within a single clause, suggest
that more than one feature may be necessary to account for the syntactic and se-
mantic effects observed in negative contexts. For instance, when a negation scopes
over a sub-constituent in c-structure (so-called constituent negation or cneg)
which is part of a finite syntactic structure which is also negated (known as even-
tuality negation or eneg) two representations of negation appear to be required
within the same f-structure (Przepiórkowski & Patejuk 2015). The distribution of
Negative Concord Items (NCIs), Negative Polarity Items (NPIs) and case-forms li-
cenced by negation also suggests thatmultiple featuresmust also play an important
role in accounting for restrictions on the occurrence of certain forms in antiveridi-
cal contexts (Sells 2000, Camilleri & Sadler 2017).

1 Introduction

No theoretical model of language is complete without a way to represent nega-
tion or the range of grammatical effects that it induces in linguistic structures.

Oliver Bond. 2023. Negation. In Mary Dalrymple (ed.), Handbook of Lexical
Functional Grammar, 483–522. Berlin: Language Science Press. DOI: 10.5281/
zenodo.10185956
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Superficially, this is necessary because negation is one of the few grammatical
categories that is uncontroversially universal in nature. Yet, as we will see, this
does not mean that negation is especially uniform across languages: the cross-
linguistic manifestations of negation are diverse and the structural consequences
associated with the presence of negation are manifold and varied.1

For the purposes of the current chapter, I take negation to be the formal man-
ifestation of a semantic operator ¬ that combines with an argument A to form a
complex semantic expression ¬A. In propositional logic, negation combines with
a propositional argument P to form ¬P. The presence of negation indicates that
the conditions under which the proposition P is true are not satisfied at reference
time.

Consider the proposition P given in (1):

(1) P : Eva is an experienced astronaut.

The truth conditions for the proposition P in (1) are notmet if Eva is considered
to be an inexperienced astronaut, or if she isn’t an astronaut at all. In such cases
we can say that P is false, and express this using negation.2 An important logical
property of negation, is that if P is false, ¬P must be true. Similarly, if ¬P is true,
P must be false. ¬P can also be paraphrased as “it is not the case that P”, as shown
for (1) in (2). The ability to form this paraphrase has been proposed as a rough
semantic test for what Jackendoff (1969) calls sentential negation.

(2) ¬P : It is not the case that Eva is an experienced astronaut.

Jackendoff’s concept of sentential negation is associated with a wide-scope
reading of negation. Negation is maximally wide-scoping when the whole propo-
sition – including the subject – is in the scope of negation.3 In practice, in natu-
ral languages, the subject is usually an established discourse referent outside the

1For instance, negation is frequently seen as an important diagnostic tool for discriminating
between different lexical categories (e.g. Stassen 1997) or structures (e.g. Brown & Sells 2016),
where differential behaviour under negation is used to support linguistic argumentation. At the
same time, what we intuitively think of as negation is, itself, commonly subject to diagnostics,
which attempt to distinguish negatives from affirmatives, or to distinguish different subtypes
of the phenomena (e.g. Jespersen 1917; Klima 1964; Jackendoff 1969; de Haan 1997; Zanuttini
2001; Giannakidou 2006; Przepiórkowski & Patejuk 2015).

2In this chapter, I discuss only contradictory negation. See Horn (2020) for a recent discussion.
3In strictly semantic terms, the scope of negation describes its operational domain. It is said to
be wide, rather than narrow, when other semantic operations occur before negation applies.
Negation with propositional scope is also commonly referred to as external negation be-
cause the negative operation is external to the proposition.
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scope of negation (Keenan 1976; Givón 1979). Consequently, the negative struc-
tures that are typically reported in grammars and general discussions of negation
are examples of predicate negation, where negation is an evaluation of the
relationship between the subject and the predicate.4 What sentential negation
and predicate negation share in common is that the main predicate is within the
scope of negation, and the negative operator scopes over other predicate level
operators (see Payne 1985; Acquaviva 1997, De Clercq 2020).

Some examples of clauses in which the predicate is negated can be seen in
(3)-(5) from Polish, Modern Standard Arabic and Eleme (Niger Congo, Ogonoid;
Nigeria). In the Polish example in (3) negation is marked with a negative particle
nie (see Section 2.1). In (4), from Modern Standard Arabic, negation is expressed
by a negative auxiliary laysuu (see Section 2.3). In the Eleme example in (5), nega-
tion is signalled through morphological means, and the affirmative verb form is
quite distinct from the form employed in the negative (see Section 2.2).

(3) Polish (Przepiórkowski & Patejuk 2015: 324; own data)
a. Janek

Janek.nom
lubi
likes

Marię.
Maria.acc

‘Janek likes Maria.’
b. Janek

Janek.nom
nie
neg

lubi
likes

Marii.
Maria.gen

‘Janek doesn’t like Maria.’

(4) Modern Standard Arabic (Alsharif & Sadler 2009: 23; own data)
a. al-awlad-u

the-boys-nom
ya-ktub-uu-n
3m-study.ipfv-3mp-ind

The boys write/are writing.
b. al-awlad-u

the-boys-nom
lays-uu
neg-3mp

ya-ktub-uu-n
3m-write.ipfv-3mp-ind

The boys do not write/are not writing.

(5) Eleme (Bond 2016: 283; own data)
a. òsáro

Osaro
è-dé-a
3[sg]-eat-hab

òfĩ ́
mango

‘Osaro (usually) eats mango.’

4cf. Jespersen’s (1917) nexal negation, Klima’s (1964) sentence negation, and Payne’s (1985)
standard negation.
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b. òsáro
Osaro

è-dé∼dè
3[sg]-neg∼eat[hab] òfĩ ́mango

‘Osaro doesn’t (usually) eat mango.’

As well as having means to negate the main predicate of the clause, languages
frequently have negators with distinct behavioural properties that do not have
scope over the finite predicate and hence can be said to have low(er) negative
scope (De Clercq 2020). Negators of this type are typically bundled together
in descriptions as examples of constituent negation. The term ‘constituent
negation’ has its origins in the work of Klima (1964), who formulated a range of
now famous tests to distinguish it from negation with scope over the predicate
(see Payne 1985, de Haan 1997 and De Clercq 2020 for discussion). An example
of constituent negation in English can be seen in (6). Here a verbless secondary
predication modifying a noun is in the scope of negation, but not the main pred-
icate. Such negators are said to have narrow scope.

(6) Dora found a job [not far away].
(cf. Dora found a job that is not far away.)

It is common to find that negators used to negate predicates may also be used
in narrow scope negation (De Clercq 2020). The following Hungarian data from
Laczkó (2014: 306–7) illustrate predicate negation (7a) and narrow-scope nega-
tion over the object referent (7b). Small caps indicate focussed elements. In (7a)
negation scopes over the predicate, or put another way, the truth conditions for
the relationship between the predicate and its subject are not met. In (7b), narrow
scope negation indicates that it is the relationship between the object referent
and the rest of the assertion that is relevant.

(7) Hungarian (Laczkó 2014: 306–307)
a. Péter

Peter.nom
nem
not

hívta
called

fel
up

a
the

barátjá-t.
friend.his-acc

‘Peter didn’t call up his friend.’
b. Péter

Peter.nom
nem
not

a
the

barátjá-t
friend.his-acc

hívta
called

fel
up

‘It wasn’t his friend that Peter called up.’

In (8) these two strategies are combined within the same clause, providing
evidence for the need to be able to simultaneously distinguish these types of
negation within formal models (see Section 3 for discussion).
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(8) Hungarian (Laczkó 2014: 306–7)
Péter
Peter.nom

nem
not

a
the

barátjá-t
friend.his-acc

nem
not

hívta
called

fel.
up

‘It wasn’t his friend that Peter didn’t call up.’

Cross-linguistically, narrow-scope negation is formally distinguished fromwider-
scoping predicate negation by a variety of means, including differences in syntax,
the use of different negators or prosodic alternations, etc.

Other examples that are described as constituent negation involve negative
quantifiers modifying a noun, as in (9). In such cases the negation of the predicate
is achieved through a more complex process of logical implication:

(9) Dora found no [reason to worry].
(cf. Dora didn’t find a reason to worry.)

Informally, we can say of (9) that if Dora found no reason to worry, the rea-
sons to worry equal zero, therefore Dora didn’t find any (i.e. > 0) reason to worry.
Quantifiers interact with negation in a number of complex ways and the lit-
erature on this topic is extensive (see Krifka 1995; de Swart 2009; Penka 2010
amongst others). While negation and quantification have been subject to some
discussion in the LFG literature (Fry 1999; Dalrymple 2001: 291–295; 309–311), I
will leave this topic aside.

While syntax and semantics often align, the scope of negation should really
be considered to be a semantic phenomenon (see Penka 2016 for an overview of
negation in formal semantics), and must be analysable within the semantic com-
ponent of grammar in parallel to considering how this is played out in syntax and
prosody. In practice, when authors talk about scope, they often treat it as a syn-
tactic phenomenon because of differences in the syntactic domain in which the
effects of negation can be observed (see Reinhart 1979; Szabolcsi 2012). Because
of this, the term scope is typically also used to refer to the syntactic domain in
which the effects of negation are observed. However, it is useful to untangle these
two properties of negative clauses. This is – in theory – easy to do in a model
like LFG because syntax and semantics are dealt with in separate, yet parallel
modules of grammar. Establishing the extent to which the two are independent
is one of the major goals of investigating the syntax-semantics interface.

It should be clear from this brief overview that an adequate discussion of the
topic necessitates not only an exploration of the formal devices used to express
negation (and the domains in which the effects of negation are observed), but
also how this relates to the semantic interpretation of the utterance.
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Most analyses of negation in LFG to date have focussed on the syntactic prop-
erties of negation constructions by examining the role of negation in c-structure
and f-structure, most notably Sells (2000) on Swedish, Alsharif & Sadler (2009) on
Arabic, Przepiórkowski & Patejuk (2015) on Polish and Camilleri & Sadler (2017)
on Maltese. Despite a growing body of work in this domain (some of which is
briefly outlined in Dalrymple et al. 2019: 67–69), negation has remained focussed
on the syntactic properties and effects of negation. A rare exception is Dalrym-
ple & Nikolaeva (2011) who briefly discuss the semantic contribution of negation
within the context of information structure, while Bond (2016) examines issues
related to the morphological expression of negation (Section 2.2).

Negation is manifested using a variety of formal devices which differ accord-
ing to the extent towhich this affects (i) syntactic constituency of negative clauses
and (ii) the domains in which operations sensitive to negation occur. In what
follows, we first look at the arguments that support possible representations of
syntactic components of grammar (Section 2) before exploring the representa-
tion of negation in a component of grammar unique to LFG, namely f-structure
(Section 3).

2 Representations of negation as a formative

Negation of verbal predicates can be manifested in a wide variety of ways, most
commonly by (adverbial) particles (Section 2.1), changes in verbal morphology
(Section 2.2) or through the use of a negative auxiliary (Section 2.3). A combina-
tion of these strategies is also widely attested (Section 4).

2.1 Negative particles

A large body of cross-linguistic work (Dahl 1979; Dryer 1989; Payne 1985; Mi-
estamo 2005; Dryer 2013) indicates that the most common way in which the
world’s languages express the negation of propositions about (epistemically un-
modified) dynamic events, i.e standard negation (Payne 1985; Miestamo 2005)
or ‘clausal negation in declarative sentences’ (Dryer 2013) ) is through the use of a
uninflecting negative particle. This is observed in at least 44% (n=502) of Dryer’s
2013 sample of 1157 languages. Further languages in his sample including a parti-
cle as part of a more complex strategy consisting of multiple formatives (n=119),
and others still classified as unclear with respect to whether they are particles
or uninflecting negative auxiliary verbs (n=73).5 Given their isomorphic nature,

5The numbers from the World Atlas of Language Structures reported here are those from Dryer
(2013); those presented in the earliest editions were lower due to a programming error.
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Bond (2013) takes the expression of negation through the use of particles to be a
property of canonical negation.

In typological work on negation, the term particle is used as a general term
for an independent word whose distribution is not better characterised in ref-
erence to a larger class of items, and includes negators described as negative
adverbs. The syntactic status of negative particles (in this typological sense) has
been one of considerable attention within the theoretical syntactic literature (see
Pollock 1989; Haegeman 1995; Zanuttini 1997; Rowlett 1998 among others), in-
cluding LFG (see Butt et al. 1999; Przepiórkowski & Patejuk 2015). This is in part
motivated by the fact that the negative particle in English (and similar forms
in related languages) are usually described as adverbs. While they frequently
share some of the properties of adverbs in the language in which they are found,
they also tend to have special syntactic characteristics that make them distinct.
These characteristics, such as restrictions on their syntactic position, or the in-
ability to be modified, make them unlike regular phrasal heads (e.g. Butt et al.
1999: 141–142). Crucially, these properties differ even among closely related lan-
guages, demonstrating that adopting the category ‘particle’ in broadscale typo-
logical work presents a convenient opportunity to be vague rather than explicit
about the syntactic properties of any given negative formative. For instance, tak-
ing a minimalist approach, Repp (2009) argues that while both are described as
adverbs in their respective descriptive traditions, German nicht and English not
have different syntactic behaviour. The former is proposed to be a simple ad-
verbial adjoining to the verb phrase (VP) while the latter is a functional head
projecting a NegP. Butt et al. (1999: 141–142) conclude that nicht and not both be-
long to a special category neg that distinguishes them from other adverbs, with
the differences in their distribution encoded in c-structure rules.

In many Chomskian treatments of negation in English, not is the specifier of
NegP, a separate negative projection (see Pollock 1989; Repp 2009; amongst oth-
ers). Even if the validity of the NegP approach seems appropriate in some anal-
yses, the existence of such a functional head for all instances of negation would
not be consistent with the lexicalist approach to syntax. Negation is commonly
expressed through morphological alternations that suggest this is a considerably
less useful tool for accounting for negation in languages where the category is
expressed through non-concatenative morphology (Section 2.2).

This leads to us to the first problem of determining how negative particles
should be represented in the X-bar theory employed to represent c-structure in
most LFG work. Given that negation can be associated with almost any part of
speech, and a functional projection in LFG is not required for the purposes of
movement, is a NegP motivated within a declarative theory of syntax at all?
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There are several possibilities with respect to dealing with this issue: first, that
a node in constituent structure is required that has the properties of a regular
phrasal head (e.g. AdvP), second that a special functional head is required (i.e.
NegP), or third that the negative particle occupies a non-projecting phrase (in
the sense of Toivonen 2003).

The first major paper dedicated to tackling negation with the LFG framework
is Sells (2000), who proposes an account of negation in Swedish. Therein, he con-
siders whether a NegP is required to account for the distribution of the negative
adverb inte. He reviews the evidence in favour of positioning the Swedish neg-
ative adverb inte inside or outside the VP, concluding that neither the negation
adverb inte nor negative quantifiers can appear within the VP. Sells observes
that the unmarked position for negation is to the left of VP, though positions
higher up in IP and CP are also possible. He concludes that inte occupies a spe-
cial neg node in c-structure, but argues against the view that a NegP is required
to account for its syntactic properties.

As with Swedish inte, English not is usually described as an adverb, but they
have different distributions. Since not must be preceded by a tensed auxiliary
verb when expressing sentential negation, as in (10), Dalrymple (2001: 61) as-
sumes that it is adjoined to the tensed verb in I, as illustrated in (11). A similar
structure is proposed in Bresnan (2001a).

(10) David is not yawning.

(11) English non-projecting negative particle not (based on Dalrymple 2001:
61)

IP

NP

N

David

I′
I

I

is

N̂eg

not

VP

V

yawning

While brief, Dalrymple’s (2001: 61) analysis captures an observation that some
negative particles are non-projecting categories that are not heads of phrases,
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but adjoin to heads. Toivonen (2003) proposes that non-projecting categories
have distinct characteristics that make then unlike regular phrases:

• They are independent words which do not project a phrase.

• They must adjoin to X0 (i.e. at the lexical level).

• They cannot take complements or modifiers.

In (11), Neg is not a NegP, but a non-projecting word adjoined to I.
A similar analysis of negative particles is proposed by Alsharif & Sadler (2009)

and Alsharif (2014), who examine negation in Modern Standard Arabic (MSA).
MSA has three negative particles used with imperfective predicates laa, lam and
lan. The particles differ according to the grammatical categories with which they
combine. Each occurs with a verbal element as the main predicate: laa occurs
with the indicative imperfective, lam with the jussive imperfective expressing
negation in the past, and lan with the subjunctive imperfective, expressing nega-
tion in the future (Alsharif & Sadler 2009: 8). Regardless of combinatorial po-
tential, their default syntactic distribution is the same – immediately before the
auxiliary – as illustrated in (12).6

(12) MSA (Benmamoun 2000: 95 cited in Alsharif & Sadler 2009: 7-8)
a. t-tullaab-u

the-students-nom
laa
neg

ya-drus-uu-n
3m-study.ipfv-3mpl-ind

‘The students do not study/are not studying.’
b. t-tullaab-u

the-students-nom
lan
neg.fut

ya-dhab-u
3m-go.ipfv-mpl.sbjv

‘The students will not go.’
c. t-tullaab-u

the-students-nom
lam
neg.pst

ya-dhab-uu
3m-go.ipfv-mpl.juss

‘The students did not go.’

Given strong adjacency restrictions between the particle and the following
auxiliary verb, Alsharif & Sadler (2009) propose they are non-projecting cate-
gories adjoined to I. The c-structure representation for (13) (without the time
adverbial) is given in (14). Syntactically, the particle laa occupies a node Î that
is defined according to that on which it is structurally dependent, I.

6I have adjusted the glosses in these examples to correct segmentation issues in the original
examples.
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(13) MSA (Alsharif & Sadler 2009: 7)
Zayd-un
Zayd-nom

laa
neg

y-aktub-u
3m-write.ipfv-3ms.ind

al-yawm-a
the-day-acc

al-risalat-a
the-letter-acc

Zayd is not writing the letter today.

(14) MSA non-projecting negative particle laa (Alsharif & Sadler 2009: 14)

IP

NP

N

Zaydun

I′
I

Î

laa

I

y-aktub-u

S

VP

NP

al-risalat-a

The lexical entry for laa is given in (15).

(15) laa Î (↑ tense past) ≠ +
(↑ pol) = neg

(Alsharif & Sadler 2009: 16)

It specifies that its f-structure has the polarity value neg , but also that it cannot
have the tense value past. Equations of this type can be used to account for the
distribution of different negative forms within the same language, as indicated
by the lexical entries in (16) and (17) for lam and lan.

(16) lam Î (↑ tense past) = +
(↑ pol) = neg
(↑ mood) =𝑐 juss

(Alsharif & Sadler 2009: 16)

(17) lan Î (↑ tense fut) = +
(↑ pol) = neg
(↑ mood) =𝑐 sbjv

(Alsharif & Sadler 2009: 16)
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The possibility within LFG to formulate different lexical entries for different
negators provides an additional opportunity to account for differences in their
behavioural distribution and the features with which they are compatible.

2.2 Negative verbal morphology

Negation is indicated by verbal morphology in at least 36% of the word’s lan-
guages (Dryer 2013).7 There is a slight preference for prefixation of negative af-
fixes over suffixation (Dryer 2013), which reflects a general cross-linguistic pref-
erence for negators to precede the verb (Dryer 1989).

In a lexicalist approach to syntax like LFG, it is notionally straightforward
for negation to be expressed morphologically, but there is little consensus about
how morphology itself should be modelled. The main issue is that affixes are
often presented as having lexical entries that are distinct from their hosts. This
suggests that an incremental model of morphology has been used in which mor-
phosyntactic information gets added incrementally as morphemes are added to
a stem (see Camilleri & Sadler (2017: 158) on the lexical entries for Polish nie
discussed in Section 3.3). However, there are strong arguments for adopting a
realizational approach in accounting for morphology, whereby a word’s associa-
tion with certain morphosyntactic properties licenses morphological operations.
Under an approach of this kind, having distinct lexical entries for negative mor-
phemes is highly questionable.

The first detailed LFG analysis of negation expressed through morphologi-
cal means is provided in Bond (2016), who examines the expression of nega-
tion through tone and reduplication within Eleme (Niger-Congo, Cross River,
Ogonoid) spoken in Rivers State, Nigeria. Like many other languages across
Africa, Eleme has a multitude of means for expressing negation, many of which
involve negation morphology. Negation in Eleme is distinctive from a cross-
linguistic perspective in that in addition to affixation, negation of verbal predi-
cates is also indicated though other morphological means, notably tonal alterna-
tions and stem reduplication. Two of the basic alternations, between perfectives
and habituals are shown in (18) and (19).

Negation of perfectives is realised using a set of prefixes with the shape rV́-.
The quality of the vowel is dependent on several factors: (i) the person and num-
ber of the subject, (ii) vowel harmony with the initial segment of the verbs stem
(Bond 2016: 280).8 The negative prefix is obligatorily realised on Negative Per-

7This is a conservative figure calculated from the addition of two categories in Dryer’s sample
of 1157 languages: negative affix (n = 395) and variation between negative word and affix (n =21).

8There is also intra-speaker variation in the realisation of the initial consonant, which varies
between an alveolar nasal and alveolar approximant.

493



Oliver Bond

fective verb forms.9 It is the only clear exponent of negation in (18b). However,
in certain discourse contexts, prefixation is accompanied by pre-reduplication of
the initial mora of the verb stem – shown in parentheses in (18b). This results
in full reduplication of monomoraic stems and partial reduplication of bimoraic
stems (see Bond 2016: 281 for examples).

(18) Eleme (Bond 2016: 281)
a. ǹ-sí

1sg-go
‘I went.’

b. rĩ-́(si)∼sí
neg.1sg-(neg)∼go
‘I didn’t go.’

Habitual predicates in Eleme are distinguished by the presence of a Habitual
suffix -a on the lexical verb stem, as in (19a). Negative Habituals are formed
through the obligatory pre-reduplication of the first mora of the verb stem, as
in (19b). The presence of the Habitual suffix -a is not attested in Negative Habit-
uals, giving rise to an asymmetric pattern of negation in the sense of Miestamo
(2005). Negative Habituals do not have a negative prefix. In (19b), negation is
expressed though stem reduplication and tone.

(19) Eleme (Bond 2016: 278)
a. ǹ-sí-a

1sg-go-hab
‘I (usually) go.’

b. ǹ-sí∼sì
1sg-neg∼go
‘I don’t (usually) go.’

Some examples of transitive constructions are given in (20).

(20) Eleme (Bond 2016: 283; own data)
a. òsáro

Osaro
ré-de∼dé
neg.3sg-(neg)∼eat[hab] òfĩ ́mango

‘‘Osaro didn’t eat (any) mango.’

9Perfectivity is a default category in Eleme and is not overtly realised on verb stems by segmen-
tal morphology.
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b. òsáro
Osaro

è-dé∼dè
3[sg]-neg∼eat[pfv] òfĩ ́mango

‘Osaro doesn’t (usually) eat mango.’

The examples show that there is no single affix that can be picked out for
accounting for negation in Eleme, rather a number of different morphological
processes are responsible for deriving negative verb stems (and a distinct theory
of morphology is required to account for that because LFG does not yet have its
own established native approach). In languages like Eleme, the feature respon-
sible for contributing negation to the f-structure for clauses of this type comes
directly from the lexical entry for the verb. Lexical entries for these verb forms
are given in (21) and (22):

(21) rédedé V (↑ pred) = ‘eat〈subj,obj〉’
(↑ pol) = neg
(↑ asp) = pfv
(↑ subj pers) = 3
(↑ subj num) = sg

(22) èdédè V (↑ pred) = ‘eat〈subj,obj〉’
(↑ pol) = neg
(↑ asp) = hab
(↑ subj pers) = 3
(↑ subj num) = sg

The c-structure for (20b) is provided in (23).

(23) C-structure containing an Eleme Negative Habitual verb èdédè
IP

NP

N

Osaro

VP

V

èdédè

NP

N

òfĩ ́
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The central claim about negative verbs of this kind, whether negation is ex-
pressed by affixation, stem modification, reduplication, tone or any other mor-
phological means, is that morphological negators do not occupy a syntactic node
distinct from the element of which they are part, and any morphological expo-
nent that can be identified as marking negation should be understood to be a
property of a verb form (i.e. part of a paradigm) rather than having its own dis-
tinct lexical entry.

HPSG analyses of the morphological expression of negation (e.g. Borsley &
Krer 2012, Kim 2000, Kim 2021) likewise propose that morphological exponence
is dealt within the lexical component of grammar and, therefore, individual mor-
phological exponents have no syntactic status distinct from the word of which
they are part. Kim (2000) proposes that negationmarked by affixation is achieved
by a lexical rule (see Kim 2021 for a summary). The view of morphology proposed
in Bond (2016) is a more complex one, chosen to deal with non-concatenative ex-
ponents as well as more straightforward instances of affixation. However, the
basic underlying assumption is the same; morphology is governed by autono-
mous, non-syntactic principles (Bresnan & Mchombo 1995).

In derivational theories of syntax in which morphology is considered to be
a post-syntactic process, there is no divide between the construction of words
and sentences. In Distributed Morphology (DM), for instance, words are formed
through syntactic operations like Merge and Move. Negative affixes – like other
affixes expressing inflectional information – are realisations of abstract mor-
phemes that are merged with roots. No suchmotivation for morphological opera-
tions needs to be justified within a lexicalist theory like LFG. There are two main
approaches to accounting for reduplication in DM (see Frampton 2009, Haugen
2011 for discussion). Reduplication is proposed either to result from a readjust-
ment operation on some stem triggered by a (typically null) affix, or through the
insertion of a special type of affix which is inserted into a syntactic node in order
to discharge somemorphosyntactic feature(s), but which receives its own phono-
logical content, distinct from its base. Recent proposals concerning the analysis
of tone expressing grammatical categories can be found in Rolle (2018) and Pak
(2019). See Chung (2007) on negation and suppletive forms in DM. A combination
of these approaches would be required to account for morphologically complex
expressions of negation like those seen here.

2.3 Negative auxiliaries

Negative auxiliaries are widely attested in the world’s languages. Alongside the
negative particles discussed in Section 2.1, MSA also has a negative auxiliary
laysa employed in negative imperfectives.
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Alsharif & Sadler (2009) argue that laysa is a fully projecting I, taking a range
of complements. Unlike the particles discussed in Section 2.1, it is not subject to
verb-adjacency restrictions, as illustrated in (24).10 If the negative auxiliary verb
is preceded by its subject, it agrees with it in gender and number. If the subject
follows the auxiliary, number agreement is defective, and a default singular form
is used.

(24) MSA (Alsharif & Sadler 2009: 23)
a. al-awlad-u

the-boys-nom
lays-uu
neg-3mp

ya-ktub-uun
3m-write.ipfv-3mp-ind

The boys do not write/are not writing.
b. lays-a

neg-3ms
al-awlad-u
the-boys-nom

ya-ktub-uun
3m-write.ipfv-3mp-ind

The boys do not write/are not writing.

The corresponding c-structures for the examples in (24) are given in (25) and
(26).

(25) MSA negative auxiliary laysa in S-AUX order (Alsharif & Sadler 2009: 23)

IP

NP

N

al-awlad-u

I′
I

I

lays-uu

S

VP

V

ya-ktub-uun

10The gloss in (24b) has been corrected from the original source to show that number on the
negative auxiliary is defective when it precedes the subject (Alsharif & Sadler 2009: 7).
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(26) MSA negative auxiliary laysa in AUX-S order (Alsharif & Sadler 2009: 23)

IP

I′
I

laysa

S

NP

al-awlad-u

VP

V

ya-ktub-uun

The differences between the behaviour of the negative particles (see discussion
in Section 2.1) and the negative auxiliary in MSA are captured by differences in
their lexical entries. The lexical entry for laysa is provided in (27).

(27) laysa I (↑ tense past) = −
(↑ tense fut) = −
(↑ pol) = neg
(↑ subj pers) = 3
(↑ subj gend) = masc
V ∈ cat(↑) ⇒ (↑ asp) =𝑐 prog

(Alsharif & Sadler 2009: 24)

Dalrymple & Nikolaeva (2011: 87) propose that English didn’t also occupies the
I node in c-structure (cf. not as a non-projecting head adjoined to I in Section 2.1).

3 Representations of negation as a feature

Negation is usually thought of as a property of a predicate, closely associated
with verbal elements within the clause. Within f-structure representations, nega-
tion is typically represented in one of three distinct ways: as a feature-value pair
(Section 3.1), as an adjunct with a negative value (Section 3.2), or by recognis-
ing that negation may be represented by multiple features within the same f-
structure (Section 3.3).
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3.1 Single feature-value pair

The majority of LFG analyses of negation treat negation as a value of predicate-
level feature pol(arity). Like other attributes in the f-structure such as [tense]
and [asp], the [pol] specification has more than one possible value, either rep-
resented as a binary feature (i.e. = ±pol or ±neg), or a feature with multiple
values, e.g. [aff] and [neg]. The former approach is used by King (1995), Niño
(1997), Butt et al. (1999), Bresnan (2001b: 183) and Dalrymple & Nikolaeva (2011:
87) , while Alsharif & Sadler (2009) and Bond (2016) employ the multiple value
approach (i.e. pol: neg). Falk (2001: 12, 149) uses neg+ and pol: neg within the
same book.

In each case, it is always possible to identify an inherently negative element;
this element always contributes the specification [pol−], [neg +] or [pol neg] to
f-structure. They are all used to represent exactly the same thing, using different
notation systems. In the lexical entries so far, I have used the attribute pol, with
the value neg, to account for sentential negation.

In the illustrations of the different proposals that follow, I use the representa-
tion system proposed in the original analysis.

Let’s start by considering the English example in (28) from Dalrymple & Niko-
laeva (2011: 87), with the f-structure in (29).

(28) John didn’t love Rosa.

(29) ⎡⎢⎢⎢⎣
pol −
pred ‘love〈subj, obj〉’
subj [pred ‘John’]
obj [pred ‘Rosa’]

⎤⎥⎥⎥⎦
Here, the only representation of negation in the f-structure is with the feature

pol (Dalrymple & Nikolaeva 2011: 87). The ‘−’ specification indicates that it does
not have affirmative polarity.

3.2 Adjunct value

In contrast to introducing negation through a binary feature (e.g. neg), in some
LFG analyses, negation is introduced as an appropriate element of the adj(unct)
feature, as illustrated in (31) for (30), discussed in Przepiórkowski & Patejuk (2015:
323–324).11

11Przepiórkowski & Patejuk (2015) state that, within PARGRAM, the majority of XLE implemen-
tations of negation to date take this approach, but this is not reflected in the LFG literature, in
which verbal negation is nearly always represented by a feature in works that predate their
paper (e.g. Sells 2000, Alsharif & Sadler 2009).
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(30) John doesn’t like Mary.

(31) ⎡⎢⎢⎢⎢⎢⎣
pred ‘like〈subj, obj〉’
subj [pred ‘John’]
obj [pred ‘Rosa’]
adj {[pred ‘not’

adj-type neg ]}
⎤⎥⎥⎥⎥⎥⎦

Here, the adj(unct)-type feature enables the syntactic properties of negative ad-
juncts to be distinguished from other adjuncts.12 One rationale for adopting this
approach is that it makes it easy to represent multiple negation (via multiple neg-
ative elements of the adj set). This is the approach taken by Laczkó (2014) in his
account of negation in Hungarian, where both predicate negation and narrow-
scope negation are treated as adjuncts because they can co-occur, as in (32) re-
peated from (8).

(32) Hungarian (Laczkó 2014: 307)
Péter
Peter.nom

nem
not

a
the

barátjá-t
friend.his-acc

nem
not

hívta
called

fel.
up

‘It wasn’t his friend that Peter didn’t call up.’

Importantly, both instances of nem occur in the same clause, although not in
the same f-structure (cf. the bi-clausal translation in English). The simplified f-
structure in (33), representing (32), is consistent with the essence of Laczko’s
(2014) analysis of similar sentences.13

(33) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘call.up〈subj, obj〉’

subj [pred ‘Peter’
case nom ]

obj
⎡⎢⎢⎢⎣
pred ‘his friend’
case acc

adj {[pred ‘not’
adj-type neg ]}⎤⎥⎥⎥⎦

adj {[pred ‘not’
adj-type neg ]}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
12An anonymous reviewer points out that there are added complications associated with this
model in accounting for the presence of do in English negatives if not is added as an adjunct.

13Laczko’s (2014) formalisations are somewhat idiosyncratic in that his f-structure representa-
tions deviate from those typically seen in the LFG literature.While he does not actually provide
an f-structure containing two instances of nem, there is much more analysis included in the pa-
per than can be discussed here, and readers are directed to his paper for an extensive discussion
of negation in Hungarian.
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One of the major issues with this approach concerns how to limit the number
of instances of the adjunct with clauses. Przepiórkowski & Patejuk (2015) report
that in a later presentation, Laczkó (2015) revises his account, suggesting that
two binary features may be necessary to account for the negation in Hungarian.
He proposes distinguishing between ±pol and ±neg, where each is a different
feature (rather than different ways of notating the same feature).

3.3 Multiple feature-value pairs

Building on the observations made by Laczkó (2015) for Hungarian, Przepiórkow-
ski & Patejuk (2015) propose that two different types of binary-valued attributes
are required to account for negation in Polish. This distinction is motivated by
(i) the distinctive behaviour of two sets of negative constructions in which the
negator nie exhibits different degrees of syntactic independence, and (ii) the pos-
sibility that two instances of negation can occur within the same clause. This
leads them to propose two distinct features known as eventuality negation
(eneg) and constituent negation (cneg).

While typically represented orthographically as a separate word, manifesta-
tions of nie can be broadly distinguished as ‘bound’ and ‘independent’. Bound
nie has a strong adjacency requirement with its host, and is described as a prefix
that forms a prosodic unit with the stem to which it attaches (Kupść & Przepiór-
kowski 2002; Przepiórkowski & Patejuk 2015: 324). Negation expressed by pre-
fixal nie cannot scope over co-ordinands, demonstrating that its semantic effects
are bounded. It triggers a range of syntactic effects: first, it requires that other-
wise accusative arguments of the element that is negated occur in the genitive
case (the so-called ‘genitive of negation’), seen in (34a), and second, it licences a
syntactic domain in which negative indefinites occur, shown in (34b).

(34) Polish (Przepiórkowski & Patejuk 2015: 324)
a. Janek

Janek.nom
nie
neg

lubi
likes

Marii.
Maria.gen

‘Janek doesn’t like Maria.’
b. Nikt

nobody.nw.nom
nie
neg

lubi
likes

nikogo.
nobody.nw.gen

‘Nobody likes anybody.’

Bound nie is associated with eventuality negation, so called because it is used
to negate eventualities (i.e. events and states). The syntactic properties associated
with eneg are observed when nie is realised on verbs, adjectives and deadjectival
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adverbs, and it is for this reason that they favour the adoption of the term even-
tuality negation over sentential negation or predicate negation (Przepiórkowski
& Patejuk (2015: 324–326) for discussion of this). Negative indefinite pronouns
(see Section 5.2) are also licensed by the preposition bez ‘without’, leading Prze-
piórkowski & Patejuk (2015: 326) to suggest that this also introduces a value for
the eneg feature.

In contrast to the bound realisation, independent nie may be separated from
the constituent over which it scopes (Przepiórkowski & Patejuk 2015: 329), indi-
cating that it is not a morphological exponent of negation. This structural differ-
ence is reflected in a number of associated effects. Unlike the bound negator, it
can scope over co-ordinands, and it does not licence negative case alternations
or negative indefinites, as shown by the ungrammaticality either of the genitive
object Marii or an negative indefinite pronoun object, in (35).

(35) Polish (Przepiórkowski & Patejuk 2015: 326)
Nie
neg

Janek
Janek.nom

lubi
likes

Marię
Maria.acc

\ *Marii
Maria.gen

\ *nikogo
nobody.nw.acc/gen

(lecz
but

Tomek).
Tomek.nom
‘It is not Janek that likes Maria (but Tomek).’

Crucially, the two different types of negation are sometimes attested in super-
ficially similar environments, as seen with infinitival clauses. In (36), in which
the infinitival clause, but not the head of the main predicate is within the scope
of negation, the genitive of negation is not permitted. This is an example of cneg.
In (37), where the negated infinitival clause functions as the post-verbal subject,
only genitive case is permitted: this is an example of eneg. Similar effects are
observed with the licensing of negative indefinites (Przepiórkowski & Patejuk
2015: 327).

(36) Polish (Przepiórkowski & Patejuk 2015: 326)
Ma
has

skakać,
jump.inf

a
and

nie
neg

pisać
write.inf

wiersze
poems.acc

\ *wierszy.
poems.gen

‘He is to jump, and not to write poems.’ [of a sportsman]

(37) Polish (Przepiórkowski & Patejuk 2015: 327)
Poetyckim
poetic.ins

marzeniem
dream.ins

Karpowicza
Karpowicz.gen

było:
was

nie
neg

pisać
write.inf

wierszy
poems.gen

\

*wiersze.
poems.acc
‘The poetic dream of Karpowicz was not to write poems.’
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Building on these observations, Camilleri & Sadler (2017: 158) propose the fol-
lowing (basic) lexical entries for the two types of negation, in order to provide
an explicit characterisation of their differences:

(38) nie: eneg (↑ eneg) = +
(Camilleri & Sadler 2017: 158)

(39) nie: cneg (↑ cneg) = +
(Camilleri & Sadler 2017: 158)

In their formalisation, the lexical entries are identical other than the feature
they introduce. However, since nie is a prefix when introducing the eneg value,
and is therefore part of the morphology of the verb, this should not be considered
to have a lexical entry that is distinct from that of the verb form of which it
is part (cf. Bond’s 2016 analysis of negative verbs forms in Eleme, discussed in
Section 2.2). A minimal lexical entry for niepisác is provided in (40).

(40) niepisác V (↑ pred) = ‘write〈subj, obj〉’
(↑ eneg) = +

These two different features are required to account for the fact that both types
of negation may occur in the same clause, as shown in (41) (cf. ‘The Catholic
Church not cannot...’). Przepiórkowski & Patejuk (2015: 327) do not distinguish
the two types of negation in their glossing.

(41) Polish (Przepiórkowski & Patejuk 2015: 327)
Kościół
church.nom

katolicki
catholic.nom

nie
neg

nie
neg

portrafi,
can

ale
but

nie
eneg

chce.
want

‘It’s not that the Catholic Church cannot, but rather that it doesn’t want
to.’

Przepiórkowski & Patejuk (2015: 327) propose the following f-structure to ac-
count for the first part of (41):

(42) ⎡⎢⎢⎢⎢⎣
eneg +
cneg +
pred ‘can〈subj, xcomp’〉
subj [pred ‘Catholic Church’]
xcomp [...]

⎤⎥⎥⎥⎥⎦
Other scholars have also observed that more than one negation may be re-

quired within a clause (e.g. Butt et al. 1999, Sells 2000, Laczkó 2014). We now
explore this subject in Section 4 in relation to bipartite negation, and in Section 5
in relation to antiveridical contexts.
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4 Multipartite negation

In many languages, negation is reflected in the formal properties of multiple ele-
ments with the clause. For instance, Standard (Written) French usually requires
the use of preverbal ne and post-verbal pas in the formation of negative clauses.14

In a very brief analysis, Butt et al. (1999: 142–143) propose that both elements
should be represented in f-structure, with the initial component ne contributing
a neg feature, and pas contributing a related feature neg-form, as illustrated for
(43) in (44) from Dalrymple et al. (2019: 67).

(43) French (adapted from Butt et al. 1999: 143, following Dalrymple et al.
2019: 67)
David
David

n’
neg

a
have

pas
postneg

mangé
eaten

de
of

soupe.
soup

‘David did not eat any soup.’

(44) ⎡⎢⎢⎢⎢⎣
neg +
neg-form pas
pred ‘eat〈subj, obj〉’
subj [pred ‘David’]
obj [pred ‘soup’]

⎤⎥⎥⎥⎥⎦
In the analysis of Butt et al. (1999: 142–143), the marker providing the neg +
feature at f-structure may only appear if the neg-form feature, contributed by
the other negative particle, is present.

Their proposal aims to capture the view that (i) two distinct manifestations of
negation are required to negate a clause, (ii) that there is an asymmetry between
the roles of the negators in terms of their featural specification, and (iii) that the
presence of ne is dependent on the presence of some other negative formative.
This helps to account for the distribution of ne in clauses like (45), where it co-
occurs with the adverb jamais ‘never’.15 However, their analysis does not deal
with the use of pas as the only negator of a clause, as typically found in spoken
French varieties. In such cases, pas must either be treated as separate negative
item that contributes a neg feature without ne, or a more serious revision to this
analysis is required.

14This is not true of colloquial varieties of French, in which pas is usually used without ne.
15However, jamais only has this interpretation within the context of negation, meaning ‘ever’ in
non-negative contexts. If their analysis is correct, a separate lexical entry must exist for jamais
when it is not negative, or this proposal requires revision in some other way.
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(45) French (adapted from Butt et al. 1999: 143)
David
David

ne
neg

mange
eat

jamais
postneg.never

de
of

soupe.
soup

‘David never eats soup.’

Working with HPSG, Kim (2000, 2021) takes a different approach to analysing
the distribution of ne and pas in spoken French, proposing that ne-pas are part
of a single lexical entry, and in this sense parallel the type lexical entry for not
in English.

Expression of negation by multiple negative formatives is extremely common
in the Niger-Congo languages of Africa. For instance, this is the case in Ewe
(Niger-Congo, Kwa; Ghana), where negation is simultaneously expressed by a
negative particle mé that precedes the VP and a post-VP particle o, that follows
objects and adverbial elements within the VP, as illustrated in (46).16 Both neg1
and neg2 are obligatory.17

(46) Ewe (Collins et al. 2018: 333–334, 361)
a. Kofi

Kofi
mé-ɖu
neg1-eat

nú
thing

o
neg2

‘Kofi didn’t eat.’
b. nye-mé-ƒo

1sg-neg1-hit
nu
mouth

kplé
with

Kofí
Kofi

o
neg2

‘I didn’t speak with Kofi.’
c. Kofí

Kofi
mé-wɔ-a
neg1-do-hab

é-ƒé
3sg-poss

aƒéme-dɔ́
home-work

gbeɖé
ever

o
neg2

‘Kofi never does his homework.’

When an auxiliary is present, it hosts the negative marker, as in (47) with the
future auxiliary -á and in (48) with the ‘not yet’ auxiliary kpɔ́:

16Although Collins et al. (2018) adopt an orthographic convention in which mé is written as
a prefix, their description, taken together with discussion in Ameka (1991: 64–69) and Aboh
(2010: 64–69), suggests that mé occupies a node in syntax distinct from its host. Ameka (1991:
64–69) notes that mé usually encliticises to the verb.

17This is unlike typical examples of negative concord, in which so called n-words are licensed
only in the presence of sentential negation, and can be the answer to a sentence fragment
question (see Section 5.2). Most fragment answers obligatorily require the presence of o, but
this is because it occurs together with an NPI, not an n-word (Collins et al. 2018: 350–354).
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(47) Ewe (Collins et al. 2018: 360)
nye-mé-á
1sg-neg1-fut

yi
go

China
China

gbeɖé
ever

o
neg2

‘I will never go to China.’

(48) Ewe (Ameka 1991: 50)18

nye-mé
1sg-neg

kpɔ́
mod

wɔ
do

dɔ
work

lá
def

o
neg2

‘I have not had the opportunity to do the work’

Collins et al. (2018) analyse sentences such as those in (46) as having a structure
in which neg1 and neg2 are not part of the same inflectional phrase. In their
analysis, neg2 occupies a syntactic position outside the TP (this would be an IP
in a typical LFG analysis), in the specifier position of a C (see Collins et al. 2018:
293 for the structure). The c-structure in (49) reflects the principal aspects of their
descriptive analysis, although the neg1 particle mé is analysed as adjoined to I
(rather than as the specifier of T), in a similar way to the analysis from Alsharif &
Sadler (2009) discussed in Section 2.1. Assuming that o takes an IP complement,
neg2 is rendered here as C (rather than in the specifier position of an empty C).

(49) Ewe bipartite negation based on Collins et al. (2018: 293)

CP

IP

DP

N

Kofi

I′
I

Î

mé

I

ɖu

VP

DP

N

nú

C

o

18The glosses have been adjusted slightly to reflect the conventions in Collins et al. (2018), but
the text line remains unchanged.
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As with French, the question arises as to whether these two manifestations of
negation should be represented in f-structure by multiple features, or whether a
single feature is sufficient. I propose that it is the latter that is true; despite having
multiple attestations within the clause, only one f-structural representation of
negation is required, as illustrated by the f-structure in (50).19

This corresponds to the f-structure in (50).

(50) ⎡⎢⎢⎢⎢⎣
eneg +
compform neg
pred ‘eat〈subj, obj〉’
subj [pred ‘Kofi’]
obj [pred ‘thing’]

⎤⎥⎥⎥⎥⎦
Crucially, both negative elements are obligatory, but, in the analysis I propose
for Ewe in (50), the negative particles constrain a single attribute-value pair. This
type of analysis is commonly encountered when dealing with features in LFG –
for instance when featural specifications of a gf (e.g. subj) are specified by both
the predicate and its subject noun phrase (see Dalrymple 2001: 100–104 for an
introduction). Because it is possible and indeed common for two f-structure de-
scriptions to constrain the same attribute value pairs, it should not be particularly
strange that negation can also behave in this way. In other languages, where the
value of the pol feature must be contributed by a single form, and where multi-
ple contributions are consequently disallowed, then an instantiated symbol can
be used as the value of the pol attribute. See Section 5.2 for an example of the
usage of this symbol.

In order to ensure that both elements are present in a well formed negative
sentence, a constraining equation needs to be specified to impose an additional
requirement on the minimal solution obtained from the defining equations in the
f-description. A complete analysis of these structures requires that the presence
of o is constrained (since it is obligatory here). Without a very detailed examina-
tion of the Ewe negation system, it is difficult to say exactly what type of con-
straint might be most appropriate. However analyses of other languages with
bipartite negation have involved the addition of a special feature in f-structure,
neg-form, which must be contributed by the second negative formative (see Sec-
tion 3.1).

19Cf. the representation of clitic doubling in Dalrymple (2001: 79–81).
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5 Negative Sensitive Items

Much of the theoretical literature on the syntax of negation examines the distri-
bution of so-called Negative Sensitive Items (NSIs), that is, words whose distri-
bution is sensitive to the presence of negation within a clause. Here we consider
three types of sensitivity. The first, which I will refer to as Polarity Sensitive
Cases (PSCs) is discussed in Section 5.1. Two further main types of NSIs are dis-
tinguished in the literature: Negative Concord Items (NCIs), introduced in Sec-
tion 5.2, and Negative Polarity Items (NPIs), discussed in Section 5.3.

5.1 Polarity Sensitive Case

Polarity Sensitive Cases are observed when the case-marking of an argument
is sensitive to the polarity of its clause. The most well-known example of this
is seen in the genitive of negation in Slavic languages (e.g. Neidle 1988, Brown
1999). The basic contrast in case assignment is illustrated by (51) and (52) from
Patejuk & Przepiórkowski (2014) using Polish examples from the Polish National
Corpus.

(51) Polish (Patejuk & Przepiórkowski 2014: 431)
Poczytam
read.1sg

książkę.
book.acc

‘I’ll read a book.’

(52) Polish (Patejuk & Przepiórkowski 2014: 431)
Nie
read.3pl

poczytają
neg

książki
book.gen

czy
or

gazety.
newspaper.gen

‘They won’t read a book or a newspaper.’

Patejuk & Przepiórkowski (2014) propose that structural case assignment gener-
alisations of this type could be formalised using constraints placed in the lexical
entries of verbs that follow this pattern.

The strcase constraint in (53) indicates that verbs that follow structural case
assignment rules follow different disjunctive constraints, labelled as affirma-
tive and negative. Note that in Patejuk and Przepiórkowski’s (2014) analysis,
negation is assumed to be a binary feature represented by the attribute neg in
f-structure.

(53) strcase ≡ [affirmative ∨ negative]

(54) affirmative ≡ [¬(↑ neg) ∧ (↑ obj case) =c acc]
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(55) negative ≡ [(↑ neg) =c + ∧ (↑ obj case) =c gen]

The affirmative constraint in (54) ensures that when there is no negation in
the f-structure of the head (¬(↑ neg)) , the object is marked for accusative case:
(↑ obj case) =c acc. The negative constraint in (55) ensures that when the f-
structure of the head is negative ((↑ neg) =c +), the object is marked for genitive
case: (↑ obj case) =c gen.

Patejuk & Przepiórkowski (2014) demonstrate that while such constraints can
account for simple cases of structural case assignment, case assignment in con-
structions with control or raising verbs combining with (open) infinitival argu-
ments (i.e. xcomps) do not follow these constraints. Consider (56). In this ex-
ample, the verb chcesz ‘want’ takes an infinitival complement whose subject is
controlled by the subject of the higher verb.

The verb subcategorising for the object (i.e. the infinitival verb poczytać ‘read’)
is not negative, yet the genitive of negation is still required because chcesz ‘want’
is negative. Negation is present in (56), but it is ‘non-local’ to the infinitival clause
of the verb subcategorising for the object.

(56) Polish (Patejuk & Przepiórkowski 2014: 432)
Nie
neg

chcesz
want.2sg

poczytać
read.inf

Kodeksu.
Code.gen

‘You don’t want to read the Code.’

While the genitive of negation is possible when negation is non-local, they
observe that there appears to be some variation as to whether the lower object
should occur in the accusative or in the genitive, citing semantic and structural
or linear distance factors as potentially important.

For instance, in (57), the object is marked for accusative case (książkę ‘book’),
even though there is (non-local) verbal negation present higher in the structure of
the sentence (at the main verb chce ‘wants’). This illustrates that the presence of
negation in a higher clause is not sufficient to ensure that the genitive of negation
occurs.

(57) Polish (Patejuk & Przepiórkowski 2014: 432)
Mama
mum

nie
neg

chce
want.3sg

iść
go.inf

poczytać
read.inf

książkę.
book.acc

‘Mum doesn’t want to go and read a book.’

To account for this difference in case-marking, they propose that the con-
straints in (53)–(55) could be rewritten as (58)–(60).
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(58) strcase ≡ [affirmative ∨ negative]

(59) affirmative ≡ [¬(↑ neg) ∧ (↑ obj case) =c acc]

(60) negative ≡ [((xcomp* ↑) neg) =c + ∧ (↑ obj case) =c gen]

The constraint in (59) states that accusative case is necessarywhenever there is
no local negation, while (60) indicates that genitive case is possible whenever sen-
tential negation is available somewhere in the verb chain, locally or non-locally.
Specifically, this is achieved by using an inside-out path ((xcomp* ↑) neg) =c +
whichmakes it possible to reach into any number of successive higher predicates
subcategorising for an infinitival complement (i.e. an xcomp), and check if any
of these predicates is negated.

5.2 Negative Concord Items

In many languages negation may be expressed through the use of negative in-
definite pronouns such as English nothing and Polish nikt ‘nobody’. Haspelmath
(1997) argues that there are three main subtypes of construction involving nega-
tive indefinite pronouns. First, in some languages there are negative indefinites
that always co-occur with verbal negation, e.g. the Polish ni- series, as in (61).

(61) Polish (Haspelmath 1997: 194)
a. Nikt

nobody
nie
neg

przyszedł.
come.pst.3sg

‘Nobody came.’
b. Nie

neg
widziałam
saw

nikogo.
nobody

‘I saw nobody.’

The second type of negative indefinites do not usually co-occur with verbal nega-
tion, e.g. the Standard British English no-series: Nobody came and I saw nobody.
If they do co-occur, they are rejected by speakers, or are interpreted as having a
‘double negative’ reading cf. Nobody didn’t come (=Everybody came).20

His third type of negative indefinites sometimes co-occur with verbal negation
and sometimes do not, e.g. the Spanish n-series, exemplified in (62).21

20Negative indefinites in the no-series in some other varieties of English do not behave in this
manner, and thus they belong to one of the other types.

21The fact that the languages used to exemplify these types all come from European languages
indicates the prevalence of indefinite pronouns in this area. It is largely unknown to what
extent indefinite pronouns might be restricted by areal or genetic factors.

510



11 Negation

(62) Spanish (Haspelmath 1997: 201)
a. Nadie

nobody
vino.
came

‘Nobody came.’
b. No

neg
vi
I.saw

a
acc

nadie.
nobody

‘I saw nobody.’

The role that a negative pronoun plays in negating a clause depends on its abil-
ity to appear independently of another negation strategy. Negative pronouns like
those in Polish which do not appear without an expression of negation are Neg-
ative Concord Items (NCIs), sometimes known as n-words. By definition, NCIs
never occur outside of negative contexts, and when they combine with other ex-
pressions of negation, they contribute to a single semantic negation (Labov 1972).
NCIs must combine with sentential negation as in (34b) and (61) with Polish nikt
‘nobody’. NCIs are important tools for investigating the domains in which nega-
tion has structural affects. The following definition, based on Giannakidou (2006:
328), is adopted by Camilleri & Sadler (2017: 150):

(63) An n-word or NCI is understood to be an expression α that can be used
in structures containing sentential negation or another α -expression to
yield a reading equivalent to one logical negation, and which can provide
a negative fragment answer.

Because NCIs in Polish always occur with another negator, the lexical entries
for n-words such as nikt ‘nobody.nom’ and nikogo ‘nobody.acc/gen’ must in-
clude a constraining equation that ensures their f-structure is specified for even-
tuality negation (Przepiórkowski & Patejuk 2015: 331):

(64) nikt N (↑ case) = nom
((xcomp* gf+ ↑) eneg) =c +

(65) nikogo N (↑ case) ∈ {acc, gen}
((xcomp* gf+ ↑) eneg) =c +

There is much more to say about how differences in the distribution of NCIs
cross-linguistically could be modelled in LFG, but I leave this aside as a topic for
further investigation.
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5.3 Negative Polarity Items

Negative Polarity Items (NPIs) are a set of elements that, while not inherently
negative, are licensed within a set of restricted contexts including negative ones.
Examples from English include the indefinite quantifier any and the adverb yet,
as illustrated in (66).

(66) a. Isaac wouldn’t give her any/*Isaac would give her any.
b. Eva hasn’t finished yet/*Eva has finished yet.

Since NPIs are also observed in a range of other syntactic contexts, such as
comparatives, modal and conditional contexts and polar interrogatives, as in
(67), they are not inherently negative, and the term, attributed to Baker (1970)
by Haspelmath (1997), is somewhat misleading.

(67) a. Would Isaac give her any?
b. Has Eva finished yet?

However, assuming that all items described as NPIs can be minimally licensed
in negative contexts, they can be further divided into two main types, that may
exist within one and the same language:

• Weak Negative Polarity Items: NPIs that exhibit a range of non-negative
contexts of use. These are sometimes referred to as Affected Polarity
Items (api) (Giannakidou 1998).

• Strong Negative Polarity Items: NPIs that are only licensed in antiveridical
contexts (Giannakidou 1998), i.e. sentential negation and ‘without’ clauses
(cf. eventuality negation).

For Weak Polarity Items, such as those in (66) and (67), negation is a sufficient,
but not necessary condition for the licensing. For Strong Negative Polarity items,
the context must be antiveridical (see Zwarts 1995 and Giannakidou 1998).

Consider the technical definition in (68) from Giannakidou (2002), who treats
veridicality as a propositional operator:

(68) A propositional operator F is veridical iff Fp entails p: Fp → p; otherwise
F is nonveridical. Additionally, a nonveridical operator F is antiveridical
iff Fp entails not p: Fp → ¬p.
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A veridical context is one in which the semantic or grammatical assertion
about the truth of an utterance is made. The presence of a veridicality entails that
the truth conditions for the underlying proposition are met, while non-veridical
expressions do not entail that the truth-conditions for the underlying proposition
have been met. Though (69a) is veridical, with or without the auxiliary, (69b-69c)
are both nonveridical.

(69) a. I (do) like her.
b. I might like her.
c. I don’t like her.

Nonveridical operators are antiveridical if (and only if) the truth conditions
for the underlying proposition are not met, as in (69c). Strong NPIs are sensitive
to such environments.

These differences in behaviour raise important questions about how best to
account for the distribution of NSIs and in which structures of grammar – es-
sentially – to what extent can and should the distribution of NCIs and NPIs be
accounted for through c-structure and f-structure representations. Problems of
this kind have been addressed by Sells (2000) in relation to Swedish, and Camil-
leri & Sadler (2017) with respect to Maltese.

Camilleri & Sadler (2017) examine the relationship between sentential nega-
tion in Maltese and the set of negative sensitive items (NSIs). They demonstrate
that the n-series of negative indefinites in Maltese exhibit mixed behaviour with
respect to the environments in which they occur (Camilleri & Sadler 2017: 154–
156). Themajority of items can occur in a range of non-veridical contexts, and are
not limited to antiveridical ones, exemplifying properties consistent with being
classified as weak NPIs. However two NSIs show a more limited distribution: the
determiner ebda is strictly limited to antiveridical contexts (and thus is a Strong
NPI), while ħadd is largely restricted outside of antiveridical contexts, showing
less categorical behaviour.

In finite verbal predicates in Maltese, negation is expressed through the use
of the particle ma together with a verbal form inflected with the suffix -x, as
illustrated in (70) and (71).22

(70) Maltese (Camilleri & Sadler 2017: 147)
Ma
neg

qraj-t-x
read.pfv-1sg-nvm

il-ktieb.
def-book

‘I didn’t read the book.’
22I have adjusted the glosses in these examples so that -x is glossed as nvm rather than neg, to
reflect the final analysis proposed by Camilleri & Sadler (2017). .
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(71) Maltese (Camilleri & Sadler 2017: 147)
Ma
neg

n-iekol-x
1-eat.ipfv.sg-nvm

ħafna.
a.lot

‘I don’t eat a lot.’

Imperfectives can also be negated using a different strategy otherwise associ-
ated with non-verbal predicates and non-finite forms. In (72) , m(a)- is prefixed
to a form identical to a nominative pronominal, which, like the verbs in (70) and
(71), is suffixed with -x. This pronominal may occur in a default third person sin-
gular masculine form, or vary according to the features of the subject, as shown
here.

(72) Maltese (Camilleri & Sadler 2017: 148)
Mhux
neg.3sgm.nvm

~
~
minix
neg.1sg.nvm

n-iekol
1-eat.ipfv.sg

ħafna.
a.lot

‘I am not eating a lot.’

Although the formation of negative indicative clauses of the type in (70) and
(71) involves both the particlema and the suffix -x, verb forms only inflected with
-x cannot license a domain in which items from the n-series or any NSI are per-
mitted. Rather, such items are in complementary distribution with -x. Camilleri
& Sadler (2017: 150) consequently propose that ma expresses eventuality nega-
tion (eneg), that introduces a syntactic requirement for a further element, which
they call a non-veridical marker (nvm). In examples like (70) and (71), the pres-
ence of -x on the verb satisfies this requirement, while in examples like (73) it is
satisfied by the presence of an NCI, such as xejn ’nothing’.

(73) Maltese (Camilleri & Sadler 2017: 159)
Ma
neg

qraj-t
read.pfv-1sg

xejn.
nothing

‘I read nothing.’

Examples such as (74) indicated that the NCI satisfying this requirement need
not be local, and can be deeply embedded.

(74) Maltese (Camilleri & Sadler 2017: 153)
Ma
neg

smaj-t
hear.pfv-1sg

li
comp

qal-u
say.pfv.3-pl

li
comp

qal-t-i-l-hom
say.pfv.3sgf-epent.vwl-dat-3pl

li
comp

gèand-hom
have-3pl.gen
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j-i-xtr-u
3-frm.vwl-buy.ipfv-pl

xejn.
nothing

‘I didn’t hear that they said she told them they have to buy anything.’

This is prohibited if the embedded clause containing the negative indefinite
is itself marked with ma. Camilleri & Sadler (2017) propose the following lexical
entries to account for this:

(75) xejn N (↑ nvm) = +
(Camilleri & Sadler 2017: 159)

(76) -x (↑ nvm) = +
¬(↑ {xcomp|comp|adj}* gf+ nvm) = +
¬(→ eneg)

(Camilleri & Sadler 2017: 160)

The entry for xejn in (75) ensures that its f-structure has the nvm value +. The
entry for -x – which should really be understood to be part of the lexical entry
for the verb form of which it is part – does a similar thing. It ensures that its
f-structure instantiates the nvm feature with the value +. But the second line of
(76) further stipulates that this form is incompatible with any xcomp, comp, adj
or grammatical function with nvm+ (e.g. xejn), except embedded clauses which
are themselves marked for sentential negation.

The entry for ma in (77) contributes the eneg feature with the value +. The
underscore following the + marks the feature as ‘instantiated’. This means it is
required to be uniquely contributed, so expressed only once in the f-structure.
It also places the requirement that an element nvm is present, but this may be
non-local or local. The path definition for gf is given in (78).

(77) ma eneg (↑ eneg) = +_
{ (↑ {xcomp|comp|adj}*

¬(→ eneg)
gf+ nvm) | (↑ nvm) } =c +

(Camilleri & Sadler 2017: 160)

(78) gf ≡ { subj | obj | obj𝜃 | obl | poss | adj
¬(→ tense)

∈ }

Camilleri & Sadler’s (2017) observation that some formal elements that at first
sight look like negator (e.g. -x) may actually be better described as non-veridical
markers is an important development not only in terms of descriptive linguistics,
but also in the context of how co-occurrence of different elements in negative
construction can be constrained.
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6 Conclusion

Negation is found in every language, yet can be manifested in a vast number
of ways and forms that can occur in practically every position in c-structure.
While Chomskian models of syntax usually adopt an approach in which nega-
tors head their own functional projection NegP, with LFG, negators occupy the
structural position that most closely accounts for their distribution. This allows
for an approach in which cross-linguistic variation in the distribution and cate-
gory of negative word forms is captured using existing means for determining
and modelling constituency. Indeed, in many languages negators exhibit proper-
ties of non-projecting heads, indicating that adopting a single functional phrase
type fails to capture the variation encountered across languages.

While a range of approaches have been proposed to model the featural proper-
ties of negation, recent research into modelling negation with LFG suggests that
two different f-structure features are required to account for the distribution of
negative forms and the syntactic and semantic domains that they license. These
are known as eneg, or eventuality negation, and cneg or constituent negation.
The presence of eneg is typically associated with a broader range of syntactic
and semantic effects than cneg. The pragmatic distribution is also different, with
cneg notably employed in cases where there is a negated proposition.

While they typically occur independently of one another, a formal analysis of
negation requires the availability of both features for negation, such that both
may simultaneously be present in f-structure. The distribution of Negative Con-
cord Items (NCIs), Negative Polarity Items (NPIs) and case-forms licensed by
negation also suggests that multiple features must also play an important role
in accounting for restrictions on the occurrence of certain forms in antiveridical
contexts.

As a lexicalist model of grammar, many facets of the distribution of negative
formatives are accounted for by their lexical entry. This is most clearly observed
when the presence of one negator places a stipulation on the occurrence of an-
other, or some other marker of non-veridicality.
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Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

aff affirmative
api Affected Polarity

Item
cneg constituent

negation
eneg eventuality

negation
epent.vwl epenthetic vowel
frm.vwl form vowel
hab habitual
juss jussive
mod modal
MSA Modern Standard

Arabic
NCI Negative Concord

Item
neg1 first negative

formative in
multipartite
expression of
negation

neg2 second negative
formative in
multipartite
expression of
negation

NegP negation phrase
NPI Negative Polarity

Item
NSI Negative Sensitive

Item
nvm non-veridical marker
nw n-word
pol polarity
postneg post verbal negator
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Chapter 12

Noun phrases in LFG
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In this chapter we consider the analysis of noun phrases in LFG. As a preliminary,
in Section 1 we go through a number of criteria that can be used to distinguish noun
phrases from other phrase types. Degree of configurationality at clause level and its
consequences for c-structure is a well-studied phenomenon in the LFG literature,
and in Section 2we evaluate how the conclusions drawn for clausal structure can be
applied to noun phrases. In Section 3 we review the different approaches that have
been taken to the functional structure and argument structure of noun phrases. In
Section 4 we explore briefly how discourse functions may be expressed within the
noun phrase.

1 Defining noun phrases

Before discussing the syntax of noun phrases, it is helpful to consider briefly the
definition or delimitation of the category: how do we know what is and is not a
noun phrase, and what are the essential properties of the class of noun phrases?
In regard to most relevant phenomena in most languages, there is little difficulty
in distinguishing a particular class of words which we label as “nouns” in dis-
tinction from verbs and other categories such as adjectives, adverbs, adpositions
etc. We informally utilize different criteria in making these distinctions: the core
meaning and basic function of the words, their morphology and the structure of
the phrases they head. Some words, and some phrases, may be more problem-
atic, however, aligning with our basic category of nouns in some respects, but

Kersti Börjars & John J. Lowe. 2023. Noun phrases in LFG. inMaryDalrymple
(ed.), Handbook of Lexical Functional Grammar, 523–561. Berlin: Language
Science Press. DOI: 10.5281/zenodo.10185958
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not in others. Moreover, if we want to talk about the properties and analysis of
noun phrases crosslinguistically, we need to be clear about the criteria used for
categorization, and to ensure that our criteria for categorization are applicable
crosslinguistically.

According to Kornfilt & Whitman (2011: 1297–1298), approaches to categoriz-
ing phrases and words can be broadly divided into two types: “distributionalist”
approaches define categories with exclusive reference to syntactic criteria, while
“essentialist” approachesmake use of nonsyntactic criteria, such as lexical seman-
tics. Some approaches to categorization make use of both types of criteria; this
is true, for example, of Baker’s (2003) theory of syntactic categories.

Given the separation of syntax and semantics in the LFG architecture, “essen-
tialist” criteria have relatively little weight in the definition of categories in LFG.
As discussed by Lowe (2020), there are three types of “distributionalist” criteria
commonly used for defining categories in LFG, by authors such as Spencer (2015)
and Bresnan et al. (2016); we discuss each of these in turn.

The first type of criteria is the internal syntax of the phrase in question; that is,
what sorts of words and phrases may appear together with the head inside the
phrase in question. For example, we might say that noun phrases typically may
contain determiners (in those languages that have them) and adjectives, while
other types of phrase cannot contain these. There may also be differences in the
configurational possibilities of different phrase types. For example, under some
approaches to the phrase structure of English, noun phrases are the only lexical
phrase type which contain a specifier (e.g. Dalrymple 2001); for others (e.g. Falk
2001b) no lexical phrases may contain specifiers, while functional phrases can.
We discuss the phrasal structure of noun phrases in detail in Section 2.

Furthermore, there may be differences between phrases of different categories
in terms of the grammatical functions which can appear with them, i.e. in terms
of which grammatical functions a head of a particular category may or may
not subcategorize for. Given the LFG architecture and the concept of structure-
function mapping principles (Bresnan et al. 2016: 105, 117, see also Section 3),
these issues are related to configurational differences between phrase types, but
are not fully defined by them. For example, a grammatical function poss for the
possessor in a noun phrase is often assumed, and sometimes contrasted with
subj, such that poss may be a grammatical function exclusively associated with
noun phrases, and subj a grammatical function exclusively associated with verb
phrases. Similarly, it is widely assumed that nouns and adjectives do not, at least
usually, subcategorize for obj (though see Mittendorf & Sadler 2008, Al Sharifi &
Sadler 2009, and Vincent & Börjars 2010 for obj with adjectives and Lowe 2017 for
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further discussion). We discuss grammatical functions within the noun phrase in
detail in Section 3, and discourse functions within the noun phrase in Section 4.

The second type of criteria used for defining categories within LFG is the ex-
ternal syntax of the phrase in question (labelled “distribution” by Lowe 2020).
This means that there are a certain set of positions within other phrase types
where noun phrases may appear, and others where they may not. For example,
in English, noun phrases may appear in the specifier of IP, in the complement
position of VP and PP, but not in the complement position of AdjP or NP (though
see references to obj with adjectives above).

The third type of criterion used for defining categories in LFG is the mor-
phosyntax of the head of a phrase (or of the phrase itself): typically languages
show differences between the morphosyntactic properties of, say, nouns, adjec-
tives, and verbs. In many Indo-European languages, for example, nouns inflect
for case and number, while verbs inflect for tense/aspect, person and number;
adjectives inflect for case and number, but also inflect for gender, which is an
inherent property of nouns.

The use of all three types of criteria is widespread in LFG approaches to cate-
gorization. Although each of the criteria can be problematic when applied in in-
dividual cases, in most cases the three types of criteria align unproblematically,
such that it is relatively easy to distinguish broad categories of noun phrases,
adjective phrases, verb phrases, etc. For example, while there are differences in
the internal syntactic possibilities of noun phrases and verb phrases, there is
also a degree of overlap: some noun phrases may be indistinguishable from verb
phrases, purely in terms of their internal syntax. In such cases, however, external
syntax and morphosyntactic criteria may help to distinguish noun phrases from
verb phrases.

In rare cases there are serious mismatches between the criteria for categoriza-
tion. This is perhaps most common in the case of noun-verb mixed categories:
phrases which show properties of both noun and verb categorization. We avoid
discussions of such mixed categories in this paper (for discussion see Lowe 2020),
restricting ourselves to phrases which can (fairly) unambiguously be defined as
purely noun phrases based on the sorts of criteria discussed above.

2 Configurationality and noun phrases

In this section we investigate the analysis of the surface configurational struc-
ture, the c-structure, of noun phrases in LFG. We consider how generalizations
developed for degrees of configurationality at clausal level can be applied to noun
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constituents and how these can be represented at c-structure (cf. Andrews 2023
[this volume]).

Abney (1987) changed the way in which noun phrases are analysed within
mainstream generative approaches to syntax. Projecting functional categories
at clausal level had been introduced in the work that led to the publication of
Chomsky (1986), and Abney’s work was intended as “a defense of the hypothesis
that the noun phrase is headed by a functional element (...) D, identified with the
determiner. In this way, the structure of the noun phrase parallels that of the
sentence, which is headed by Infl(ection)” (Abney 1987: 3).

In this chapter, we will make comparisons between clausal and nominal con-
stituents, but not with the aim of emphasizing parallels. Within LFG, the ap-
proaches to c-, f- and a-structure have been developed more on the basis of
clausal structures than anything else, and we will explore the extent to which
the resulting assumptions can be applied also to noun constituents. Our aim here
is not to provide full analyses of any language, but to illustrate how a particular
interpretation of a data set might be analysed in LFG.

Three levels of configurationality are generally distinguished within LFG at
clausal level: configurational, illustrated in (1), part-configurational (3) and non-
configurational (5), with S being an exocentric clause-level category (Andrews
2023 [this volume]). If we assume a corresponding exocentric category NOM for
noun phrases, then we can set up the parallel noun phrase structures in (2), (4)
and (6). Different combinations of these options may be motivated for different
languages; for discussion see Nordlinger (1998) and Bresnan et al. (2016: 118–9).
Specifiers of functional projections are assumed to be either syntactically promi-
nent, illustrated here with subj and poss, or information-structurally prominent
functions, here we have used df for discourse function (see Snijders 2015, Bres-
nan et al. 2016: 104–11 and Dalrymple et al. 2019: 121–6). As we will see in Sec-
tion 3, functions such as subj and poss may be seen to have a dual role in this
respect. We will return to what df may mean for noun phrases in Section 4. In
(1) – (4), we have only annotated the specifier node, for information about an-
notations and how they work, see Belyaev 2023c: Section 4.2 [this volume] and
Belyaev 2023a: Section 4.1 [this volume].
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(1)

IP

XP
(↑ subj)=↓ I′

I VP

(2)

DP

XP
(↑ poss)=↓ D′

D NP

(3)

IP

XP
(↑ df)=↓ I′

I S

… X(P) X(P) X(P) …

(4)

DP

XP
(↑ df)=↓ D′

D NOM

… X(P) X(P) X(P) …

(5)

S

… X(P) X(P) X(P) …

(6)

NOM

… X(P) X(P) X(P) …

2.1 Degrees of configurationality

Criteria commonly applied to strings to establish degrees of configurationality
are (i) word order, (ii) capacity for discontinuity, and (iii) structural vs. non-
structural determination of grammatical functions (for an excellent summary of
arguments, see Nordlinger 1998).1

1The concept of null anaphora is also called upon quite widely to justify a configurational analy-
sis of languages like Warlpiri that are characterized by freedom of word order (see for instance
Jelinek 1984, Hale 1993). This approach has been criticized by Austin & Bresnan (1996) for lack-
ing empirical support when a broader set of languages is considered, and we will not consider
this further here.
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English is a language in which noun phrases display strict word order and
relatively little discontinuity. Examples of discontinuity such as (7) are generally
not taken to indicate non-configurationality, but are assumed to be due to a more
general principle of extraposition due to weight. Noun phrase internal grammati-
cal functions such as poss are generally marked by structural position in English
(though see Section 3 for more detailed discussion).

(7) A book was published last year on a new theory.

English noun phrases can therefore be assumed to be thoroughly configurational
and best represented by a tree such as (2), though we will return to the issue of
functional categories in Section 2.2.

Turning now to the other end of the configurationality spectrum, for a number
of languages which may at first sight appear to have non-configurational noun
phrases, it has been argued that they do not in fact have noun phrases at all (see
for instance Blake 1983). A string of elements that refer to the same referent – we
will use the term nominal string for these – whether continuous or not, may in
some languages be best analysed as a number of independent nominal elements
in apposition. In order to find a language with non-configurational noun phrases
we must therefore first make sure that there is reason to assume that there are
noun phrases in the language. Louagie & Verstraete (2016), in an evaluation of
claims about non-configurationality in noun phrases in Australian languages,
propose five criteria for establishing whether nominal strings form noun phrases:
(i) contiguity, (ii) word order, (iii) diagnostic slots, (iv) phrasal case marking and
(v) intonation.

Contiguity (i) is a necessary but not sufficient criterion; where the elements
do occur together, they could still be assumed to occur in apposition, just as in
the discontinuous examples. For our purposes, (relative) freedom of word order
(ii) within a string for which there is other evidence of it forming a constituent
will be taken as evidence of a flat structure. Some of the languages we will con-
sider have an identifiable position (iii) at clausal level in which only a single
constituent can occur, hence if a nominal string can occur in this position it can
be assumed to form a structural unit. In a similar vein, if case is marked only
once in a nominal string (iv), this string can be assumed to form a constituent. If
a nominal string has a single intonation contour (v), it can be assumed to form a
noun phrase (see also Schultze-Berndt & Simard 2012). The conclusion Louagie
& Verstraete draw is that statements about the lack of noun phrase constituents
in Australian languages have been overstated, but this is to some extent depen-
dent on how they apply the criteria. For instance, whereas discontinuity has been
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taken as evidence against constituency, they say that “the existence of discontin-
uous constructions is not invariably an argument against NP constituency” (2016:
28).

With respect to Warrongo (Pama-Nyungan), Louagie & Verstraete (2016: 35)
conclude: “This is really the only type of language where flexibility provides ev-
idence against constituency.” This is based on the description by Tsunoda, who
argues on the basis of evidence such as (8) that “the relative order of NP con-
stituents is not fixed and it is difficult to generalize about it” (2011: 347).2

(8) Warrongo

a. yarro-∅
this-acc

gajarra-∅
possum-acc

ngali-ngo
1du-gen

‘this possum of ours’ (Tsunoda 2011: 348)

b. yarro-∅
this-acc

ngaygo
1sg.gen

gajarra-∅
possum-acc

‘this possum of mine’ (Tsunoda 2011: 348)
c. yino

2sg.gen
gornggal-∅
husband-acc

ngona-∅
that-acc

nyon.gol-∅
one-acc

jarribarra-∅
good-acc

‘that one good husband of yours’ (Tsunoda 2011: 347)
d. ngaygo

1sg.gen
yarro-∅
this-acc

jarribara-∅
good-acc

wobirri-∅
English.bee-acc

‘this nice English bee of mine’ (Tsunoda 2011: 347)

Though nominal strings in Warrongo are generally contiguous, there are ex-
amples of discontinuity, as exemplified in (9).

(9) Warrongo

a. yinda
2sg.erg

gagal-∅
big-acc

wajo-ya
burn-imp

bori-∅.
fire-acc

‘Make a big fire.’ (Tsunoda 2011: 349)

b. gajarra-∅
possum-acc

nyola
3sg.erg

ganyji-n
carry-nfut

goman-∅.
another-acc

‘She carried [i.e. brought] another possum.’ (Tsunoda 2011: 349)

2We use the Leipzig glossing rules also when these have not been used in the source of the
example. For a number of glosses used in our sources, there is no equivalent in the Leipzig
glossing rules, and we have maintained the original. This applies to the following: an action
nominal, dub dubitative, emph emphatic, min minimal, pot potential, only restrictive and seq
sequential.
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The examples in (8) and (9) show that each element of the nominal string is sep-
arately case marked, apart from the genitive possessor, regardless of whether the
string is contiguous or not. Furthermore, with the exception of the genitive, the
parts can each form an independent noun phrase. There is no diagnostic slot at
clause level inWarrongo, and we do not have enough information about prosody
to use that as evidence. Hence, based on the evidence available, we can assume
thatWarrongo is best analysed as a language where each part of a nominal string
forms an independent nominal phrase, even when there is no discontinuity, so
that in both (8) and (9), the individual words occur as daughters of a flat clausal
structure. Though it is not our aim to provide a detailed analysis of Warrongo
clause structure, our conclusions can be illustrated schematically as in (10) for
(9b), where the case feature on the initial and final elements would ensure that
they both become associated with obj in the associated f-structure (compare the
analysis of Kalkatungu in Blake 1983).

(10) S

NP
[acc ]

NP
[erg ]

V
[nfut]

NP
[acc ]

We turn now to Bilinarra (Pama-Nyungan), as described by Meakins & Nord-
linger (2014). Discontinuous noun phrases are possible in Bilinarra, as illustrated
in (11), and for these cases Meakins & Nordlinger (2014: 107–108) assume an anal-
ysis where each part forms a structurally independent constituent, in line with
the conclusions drawn about Warrongo above.

(11) Bilinarra (Meakins & Nordlinger 2014: 108)
Ngurra-nggurra=rna=rla
house-all=1min.s=3obl

ga-nggu,
take-pot

ngayiny-jirri,
1min.dat-all

warrba=ma.
clothes=top

‘I’m going to take them to the house, to my (house), the clothes I mean.’

However, there is also evidence in Bilinarra that contiguous nominal strings
do form constituents and hence can be NPs. Pronominal clitics, such as yi in
(12), can occur in different positions in the clause, but most commonly occur in
second position. When they do, they can be preceded by a word or a phrase.
When a nominal string occurs in this pre-clitic position, as in (12a) it can be
assumed to form a constituent. It should be added here that the clitic can also be
preceded by just one word of a nominal string as illustrated in (12b), and in such
cases Meakins & Nordlinger analyse all elements of the string as separate noun
phrases in apposition.
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(12) Bilinarra

a. Ngayiny-ju=ma
1min.dat-erg=top

ngamayi-lu=ma=yi
mother-erg=top=1min.obj

wanyja-rni
leave-pst

yabagaru=rni.
small=only
‘My mother left me as a child.’ (Meakins & Nordlinger 2014: 102)

b. Yalu-lu=yi
that-erg=1min.obj

ngumbid-du
man-erg

ba-ni,
hit-pst

garndi-lu.
stick-erg

‘That one, the man hit me with a stick.’ (Meakins & Nordlinger 2014:
102)

Prosodic criteria are also used by Meakins & Nordlinger to identify a differ-
ence between strings that form noun phrases and strings that involve separate
constituent parts in apposition. In (13a), the comma between nyanuny-jirri and
munuwu-yirri indicates an intonational break and the possessor and the noun
are assumed to form two phrases in apposition. In (13b), on the other hand, the
two form part of the same prosodic unit and can be assumed to form a noun
phrase constituent like they do in (12a). The resulting difference in meaning is
captured by the idiomatic translations.

(13) Bilinarra (Meakins & Nordlinger 2014: 103)

a. Jardila=ma
tomorrow=top

ya-n.gu=nga
go-pot=dub

na,
seq

lurrbu
return

na,
seq

nyanuny-jirri,
3min.dat-all

munuwu-yirri.
home-all
‘Tomorrow she might go home to hers, to home.’

b. Jardila=ma
tomorrow=top

ya-n.gu=nga
go-pot=dub

na,
seq

lurrbu
return

na,
seq

nyanuny-jirri
3min.dat-all

munuwu-yirri.
home-all
‘Tomorrow she might go home to her home.’

We can then follow Meakins & Nordlinger and assume that nominal strings
may form noun phrases in Bilinarra; when the string is contiguous, not inter-
rupted by a pronominal clitic and forms one prosodic unit. On the assumption
that there is no evidence in favour of a functional projection in Bilinarra (see Sec-
tion 2.2), we can assume that a tree like that in (6) is appropriate for these noun
phrases. For examples of other languages that warrant (partially) flat analyses of
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noun phrases, see for instance Simpson (1991) on Warlpiri, Raza & Ahmed Khan
(2011) on Urdu, Lowe (2015) on Old English, Börjars et al. (2016) on Old Icelandic
and for constraints on discontinuity of Latin noun phrases see Snijders (2012).

2.2 Headedness of noun phrases

There were early suggestions in the literature that noun phrases may in fact be
headed by determiners (see for instance Lyons 1977 and Hudson 1984) and a de-
bate between Zwicky (1985) and Hudson (1987) attempted to establish criteria
on the basis of which the issue could be settled. However, these criteria do not
lead to an unambiguous empirical conclusion, but theoretical assumptions deter-
mine the choice. Generally, after Abney (1987) all noun phrases were assumed to
be (at least) DPs within Chomskyan approaches, but more recently the sugges-
tion has been made within this architecture that a DP may not be motivated for
all noun phrases (Bošković 2008, 2012). LFG generally takes a more restrictive
approach to functional categories; they are assumed when a functional feature
is associated with a particular structural position (Kroeger 1993: 6, Börjars et al.
1999, Sadler 2000: 92, 108). LFG’s universal principles of endocentric structure-
function association also state that the specifier of a functional category hosts a
df (Bresnan et al. 2016: 105, 117, see also Section 3), so that if a df can be found
to be associated with a particular structural position, this can be used to argue
in favour of a functional category (see Section 4 for further discussion). Only
one functional category is generally assumed within noun phrases, though there
are some language-specific exceptions, for instance as in the analysis of Welsh
by Mittendorf & Sadler (2005) and Chinese by Börjars et al. (2018); for further
examples, see Dalrymple et al. (2019: 102–103).3

There has not been much discussion in the LFG literature of the headedness
of noun phrases. Bresnan et al. (2016) assume that English noun phrases are DPs,
but without much motivation. Dalrymple (2001) analyses them as NPs, with de-
terminers located in specifier of NP, and this is maintained in Dalrymple et al.
“for simplicity” (2019: 101). NP analyses for English can also be found in Chisarik
& Payne (2003), Arnold & Sadler (2014), and Lowe (2015).4 Börjars et al. (2019)
include a brief discussion of the issue and conclude that there is no unambiguous
evidence either way in the case of English noun phrases, but analyse them as DPs
on the basis of the definiteness feature being associated with the left edge.

3Mittendorf & Sadler (2005) say explicitly “Determining the precise c-structure is not our main
concern here.”

4However, in Lowe (2015) an NP-internal possessor is a DP, and the ’s is structure shared.
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Sadler (2000: 92) argues explicitly for an NP analysis of Welsh on the basis
of lack of evidence for a DP. poss, which shares some properties with subj and
hence is a df, occurs in the specifier position of NP in this analysis. However,
Sadler points out in a footnote that “the discourse-oriented functions are canon-
ically associated with specifier of functional categories” (2000: 97) and suggests
an alternative DP analysis in which poss is found in the specifier of DP position.
Charters (2014: 211) also uses the role of the specifier of a functional category
in determining the headedness of noun phrases: “These days a DP analysis is
more generally assumed, is a “universal default” under the EMPs [Endocentric
Mapping Principles] ...”. We will return to Sadler’s analysis in Section 3.4.

There are languages for which the marking of definiteness can be argued to
provide clearer evidence of headedness. Consider the Amharic data in (14), from
Kramer (2010: 197–199).

(14) Amharic

a. bet=u
house=def
‘the house’ (Kramer 2010: 197)

b. tɨllɨ=u
big=def

bet
house

‘the big house’ (Kramer 2010: 198)
c. bätam

very
tɨllɨ=u
big=def

bet
house

‘the very big house’ (Kramer 2010: 198)
d. ɨʤʤɨg

really
bätam
very

tɨllɨ=u
big=def

bet
house

‘the really very big house’ (Kramer 2010: 198)
e. lä-mist-u

to-wife-his
tammaññ=u
faithful=def

gäs’ä bahriy
character

‘the faithful-to-his-wife character’ (Kramer 2010: 199)
f. ɨbab

snake
yä-gäddäl-ä=w
comp-kill.pfv-3m.sg=def

lɨʤ
boy

‘the boy who killed a snake’ (Kramer 2010: 199)
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Here we see that the definiteness marker attaches to the first constituent. The
status of the definiteness marker is problematic.5 The marker attaches to what-
ever word ends the first constituent, including nouns (14a), adjectives (14b–e) and
finite verbs (14f). Following the arguments of Lowe (2016: 161), this freedom of
attachment to in principle any word class suggests a clitic, an analysis also fol-
lowed by Lyons (1999), and hence we have used = in the glossing. In that case,
the definiteness marker is most naturally interpreted as a D head, with a spec-
ifier position preceding it. By the structure-function association principles, the
specifier position would be expected to be able to house a df, and this can in-
deed be argued to be the case in Amharic. In Amharic, possessors, which can be
argued to have discourse-functional properties (see Section 3.2 for discussion),
take the shape of a PP with the preposition yä as in (15), and are found in the
pre-definiteness position.6 The annotated tree is provided in (16).

(15) Amharic
yä=lɨʤ=u
of=boy=def

däbtär
notebook

‘the boy’s notebook’ (Kramer 2010: 202)

If we apply the argument based on the relation between free word order and
a flat structure conversely, and assume that lack of flexibility of word order in-
dicates a hierarchical structure, then the tree in (16) would be appropriate for
Amharic. This is a version of the skeletal tree in (2). However, as we shall see in
Section 4, word order may be fixed even in languages for which there is evidence
in favour of a flat structure; this is unproblematic to analyse within LFG.

5Kramer formulates her analysis within DistributedMorphology, where the distinction between
affix and clitic is not directly relevant. In her analysis the element is found under D, with an
indication that it is bound, but this is the case regardless of the nature of its prosodic and
morphological dependency.

6As noted, the status of the definitenessmarker is problematic, and besides the evidence for clitic
status there is also evidence for affixal status, including the possibility for multiple definiteness
marking: in noun phrases with more than one modifier, the first one is obligatorily marked,
and any following modifiers are optionally marked (Kramer 2010: 202). Beermann & Ephrem
(2007) assume affixal status within their HPSG analysis. Even if the definiteness marker is
taken to be an affix, it still unambiguously marks the right edge of a constituent which can
host a df function, and thus represents a specifier position. Similar distribution of def can
be found in Balkan languages and there are a range of analyses, in part dependent on the
view of the morpho-syntactic status of def (e.g. Sadock 1991: 117–120, Halpern 1995: 153–157,
Dimitrova-Vulchanova & Tomić 2009, Bermúdez-Otero & Payne 2011, Franks 2015). We will
return to elements that display properties of both affix and clitic in Section 3.4.
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(16) DP

PP
(↑ poss)=↓
yä-lɨʤ

D′↑=↓
D↑=↓
=u

NP↑=↓
däbtär

A DP analysis of noun phrases has been proposed also for Catalan (Alsina
2010),7 Faroese (Börjars et al. 2016), German (Dipper 2005),8 Hungarian (Laczkó
2007, 2017),9 Low Saxon (Strunk 2005), Old English (Allen 2007) and Welsh (Mit-
tendorf & Sadler 2005) (compare deP forMandarin in Charters 2004). NP analyses
have been proposed for Arabic (Al Sharifi & Sadler 2009), Chimane (Ritchie 2016),
Hebrew (Falk 2001a, 2007, Spector 2009),10 Hindi (Lee 2003), Hungarian (Chisarik
& Payne 2001, 2003), Russian (King 1995), Swedish (Sells 2001), Tagalog (Kroeger
1993), Tz’utujil (Duncan 2003), Urdu (Bögel et al. 2008, Raza &Ahmed Khan 2011),
Vedic (and other Early Indo-Aryan varieties) (Lowe 2017), Welsh (Sadler 2003,
Mittendorf & Sadler 2008), and widely for Australian languages (e.g. Simpson
1991, Austin & Bresnan 1996, Nordlinger 1998 and many more). In many of these
publications, establishing the structure and category status of the noun phrases
is not the main issue, so that there are varying degrees of commitment to the
structure assumed.

Complements of nouns are generally assumed to be the sister of N in c-struc-
ture, though as we shall see in Section 3.3.3, some argue that it is not possible
to draw a clear structural distinction between complements and adjuncts. We
will return to the f-structure feature of complements of nouns in Section 3.3.
Modifying elements like APs or modifying PPs have the function adjunct, and
can be assumed to adjoin either at phrasal or X′ level (see Bresnan et al. 2016: 127,
Butt et al. 1999: 105–114). In a DP analysis, they may attach either within the D
spine or the N spine. Their position is established empirically, and there may be

7This is an analysis within a lexical sharing approach.
8Note that Dipper has a flat structure under D′.
9Laczkó (2017: 250) comments: “when there is no need for a DP projection from an LFG per-
spective, I use the NP maximal projection”.

10Though note that Falk (2001a) has a KP (case phrase) inside this NP.
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arguments within a particular language for attaching different types of modifiers
at different levels within the noun phrase.

3 Noun phrases, gfs and argument structure

In this sectionwe review the different grammatical functions that have been used
for noun phrases and the arguments for the different approaches. We also con-
sider how the relevant aspects of the structure-function association principles
apply within the noun phrase.

While there is in general a good understanding and broad agreement on how to
identify and define the grammatical functions of arguments within verb phrases
and clauses (Belyaev 2023b [this volume]), there are a variety of contrasting ap-
proaches to argumentswithin the noun phrase in LFG, and little sign of a develop-
ing consensus. We begin this discussion by considering the universal principles
of endocentric structure-function association proposed by Bresnan et al. (2016:
105, 117):11

1. c-structure heads are f-structure heads;

2. complements of functional categories are f-structure coheads;

3. specifiers of functional categories are the grammatical discourse functions;

4. complements of lexical categories are nondiscourse argument functions or
f-structure co-heads;

5. constituents adjoined to phrasal constituents are optionally nonargument
functions.

These principles are fundamentally developed on the basis of, and exempli-
fied using, verb phrases and clauses, but as universal principles of endocentric

11In Dalrymple et al. (2019), some of these principles are modified slightly. Dalrymple et al. note
that according to Laczkó (2014), Hungarian is an exception to Bresnan’s claim that subj cannot
be the complement of a lexical category. Dalrymple et al. (2019: 121) further “propose that spec-
ifier positions are filled by phrases that are prominent either syntactically or in information-
structural terms. …Syntactically prominent phrases that can appear in specifier positions in
the clause are those bearing either the function subj or the overlay function dis heading a long-
distance dependency. Information-structurally prominent phrases can also appear in specifier
position; if they are not syntactically prominent, they may bear any grammatical function
within the local clause.”
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structure-function mapping, there is an implicit assumption that these princi-
ples should hold also for noun phrases. One explicit acknowledgement of the
applicability of these principles to noun phrases is by Sadler (2000: 94), who
notes that her proposed annotated c-structure rules for Welsh NPs are “fully
consistent with the structure-function mapping principles for configurational
languages proposed in Bresnan 2000 [2001].”

Based on the current state of research, it seems that noun phrases crosslinguis-
tically do in fact tend to conform to the structure-function association principles
(but see also Section 4). However, this still leaves a significant degree of flexibil-
ity in how grammatical functions within the noun phrase may be analysed, as
discussed in the rest of this section.

3.1 Types of nouns involving possessors (in the broadest sense)

We can distinguish at least three broad categories of noun: common nouns (e.g.
dog, book), relational nouns (e.g. sister, friend), and nouns derived from verbs
(e.g. arrival, destruction, playing etc.). Common nouns can unproblematically,
and commonly do, occur without any dependent argument or possessor phrase,
though they can, of course, have possessors. Relational nouns differ in that they
seem to entail the existence of an entity to which the referent of the noun bears
the relevant relation; and this entity is regularly expressed as a possessor phrase
within the relational noun phrase. There are different types of nouns derived
from verbs, and it is not always easy to distinguish the different types cross-
linguistically (see amongst others Comrie 1976; Grimshaw 1990; Koptjevskaja-
Tamm 1993, 2002).

But in different ways and to different degrees, all nouns derived from verbs
necessarily bear a relation to a lexeme which has an argument structure (i.e. the
verb), and thus can or do entail the existence of other participants corresponding
to the arguments of the base verb, and may also inherit some of the selection
properties of the base verb.

In the case of nouns derived from verbs, questions of nominal argument struc-
ture intersect with questions of verbal argument structure, and so it is here that
the theoretical implications of the similarities and/or differences between nom-
inal and verbal argument structure are most significant (for verbal argument
structure and its mapping to f-structure, see Findlay et al. 2023 [this volume]).
Within LFG, this was first explored by Rappaport (2006 [1983]). In event nomi-
nalizations, for instance, noun phrasesmay contain two phrases that bear a gram-
matical relation in a way that closely parallels that of a corresponding clause:
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(17) a. The sea water constantly hit the loose stones on the beach.
b. the sea water’s constant hitting of the loose stones on the beach

But there are a wide variety of views on the necessary inheritance of verbal
argument structure by derived nouns. At one extreme, Rappaport (2006 [1983]:
135) assumes that “in the unmarked case, a derived nominal inherits the argu-
ment structure of its related verb”. At the other, Lowe (2017: 15) argues that a
derived noun like destruction (in e.g. the destruction of the city by the invaders)
has no syntactic or semantic arguments, the agent and patient relations of the
prepositional dependents being “pragmatically inferrable”. In between these two
positions, Butt et al. (1999: 46) treat phrases like of the city and by the invaders
as adjuncts (like Lowe) but assume there is a dependency relation between the
head noun and its modifiers at the level of semantics.

A key element of this debate is the greater optionality of the arguments found
with derived nominals, comparedwith the obligatoriness of the arguments of cor-
responding verbs. But there is crosslinguistic variation here: Laczkó (1995, 2000)
shows that argument realization is obligatory for Hungarian complex event nom-
inals, and he therefore naturally adopts an analysis involving full verbal argu-
ment structure inheritance by the derived nominals.

3.2 gfs used for primary arguments

Many languages have a special marking for what we will call the primary argu-
ment of a noun; this will often be a possessor, or may be a thematic argument in
the case of nouns derived from verbs. Some languages havemore than onemeans
of marking the arguments of nouns, but if so there is usually one means of mark-
ing which is the more common and basic, and which is thus in a second sense the
more primary means of marking arguments of nouns. In English, this primary
marking is the so-called genitive or possessive ’s marker. Much of the following
discussion is based on the English possessive ’s, but the principles apply more
widely to primary markers of arguments of nouns in other languages.

There are threemain approaches to the analysis of primary-marked possessors
in noun phrases. The most common assumption is that such possessors fill the
grammatical function poss (e.g. Rappaport 2006 [1983], Sadler 2000, Falk 2001b,
Bresnan 2001, Bresnan et al. 2016, Laczkó 2000, 2007, 2017, Strunk 2005, Char-
ters 2014, Lowe 2017, Dalrymple et al. 2019). A few authors, including Williford
(1998), Butt et al. (1999), and Dalrymple (2001), treat these possessors rather as
spec. However, the function spec is also widely used for the function of deter-
miners and/or quantifiers, and as noted by Sadler (2000) and Falk (2002) this is
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problematic for languages in which determiners and possessors (e.g. Romanian)
and/or quantifiers and possessors (e.g. English) can co-occur. On this basis Dal-
rymple et al. (2019: 83–84) argue that spec should be restricted to quantifiers;
instead they use poss for possessors and features such as def and deixis for ar-
ticles and demonstratives.12

Chisarik & Payne (2001, 2003) argue that primary possessors have the function
subj. The close relation between possessors and the subj function is clear in the
case of nouns derived from verbs (cf. 17), and is acknowledged also by some of
those who treat possessors as poss. For example, Sadler (2000: 106) defines poss
as a “subjective” function; similarly, Laczkó (2007: 358) refers to the “subject-like
nature of the possessor”. Like subj, poss includes discourse-functional properties,
and may be associated with topicality (Rosenbach 2002); see further Section 4.

In some sense, poss can be seen as the nominal equivalent of subj, the most
basic, most common, and semantically most variable verbal argument function.
Yet there are important differences between the two. For example, expletives can
fill subj, but cannot be possessors in English:13

(18) a. There appears to be a reindeer on the roof.
b. * There’s appearing to be a reindeer on the roof is an illusion.

(19) a. It appears that there’s a reindeer on the roof.
b. ? Its appearing that there’s a reindeer on the roof is an illusion.

subj is generally assumed to be associated with specifier of IP, or to be mor-
phologically marked as a subj (or both); poss is assumed to be associated with

12It should be pointed out here that quantifiers have not been fully explored from a c-structure
perspective. They are sometimes assumed to head a QP, but without detailed argumentation
(e.g. Wescoat 2007, Bresnan et al. 2016: 211–212). A referee suggests that one reason form and
function of quantifiers have not been so well-explored in LFG is that the distinction is either
trivial or problematic for these elements. However, Dipper (2005) is an example of how the
distinction can be made; she provides detailed argumentation that elements in German which
function as quantifiers in fact belong to two different c-structure categories, some sharing prop-
erties with adjectives and some with determiners. Note that beyond LFG, Payne & Huddleston
(2002) do distinguish between the category ‘determinative’, to which quantifiers belong, and
the function “determiner”. The semantics of quantifiers has been well explored in LFG; see
Dalrymple et al. (2019: 302–312).

13The examples are taken from Bresnan et al. (2016: 315). A referee points out that the noun
phrase status of the constituent built around appearing in (18b) and (19b) is controversial, and
suggests that using tend and tendency in examples (18) and (19) would be more convincing.
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a broad range of positions crosslinguistically.14 The semantic relation between
a poss and its possessum is considerably more flexible than that between a subj
and its verbal head, and there does not appear to be a nominal equivalent of the
Subject Condition (Findlay et al. 2023 [this volume]), for example.15 Thus there
does seem to be some justification for distinguishing subj from the grammatical
function of possessors.

subj is a governable grammatical function, and so must be subcategorized for.
The status of poss is arguable: some authors treat poss as an argument function,
others as a non-argument function, and others as both. For Sadler (2000: 97),
poss is a non-argument function for common nouns and an argument function
for deverbal nouns, this is illustrated in (20).

(20) Welsh
a. llyfr N ‘book〈 〉(↑poss)’ (common noun)
b. disgrifiad N ‘description〈(↑poss)〉’ (deverbal noun)

Bresnan et al. (2016: 315–319) assume a lexical predication template which con-
verts nouns, including deverbal nouns, into predicates with an optional poss ar-
gument:16

(21) a. horse N (↑pred) = ‘horse〈 〉’
‘horse〈 〉’ ⇒ ‘horse-of〈(↑ poss)〉’

b. singing N (↑pred) = ‘singing〈(↑ oblof)〉’
‘singing〈(↑ oblof)〉’ ⇒ ‘singing-of〈(↑poss) (↑ oblof)〉’

Laczkó (2007) proposes a slightly different lexical redundancy rule which con-
verts a nounwithout argument structure into a one-place “raising” predicate, and
a relational noun to an “equi” predicate:17

14Charters (2014: 209) sums up: “Possessors have been said to occur in Spec NP (Sadler 2000,
Charters 2004, Laczkó 2007, Lødrup 2011); Spec DP/FP (Charters 2004, Strunk 2005); adjoined
to NP (Chisarik & Payne 2001); adjoined to N (Lødrup 2011), and in the complement of N
(Chisarik & Payne 2001).”

15In fact, arguments of nouns are rarely obligatory, with only a few possible exceptions in Eng-
lish (like behalf and sake). To account for the obligatory realization of arguments with complex
event nominals in Hungarian, Laczkó (1995) proposes a nominal equivalent to the subject con-
dition, namely the “poss condition”.

16Similarities and differences between poss and subj are referred to but poss is not classifiedwith
respect to argument or discourse function. For verbal gerunds like Mary’s frequently visiting
Fred poss is equated to subj.

17The templates used by both Bresnan and Laczkó have the effect of adding an optional argument.
For an alternative way of capturing the optionality of arguments of nouns, see Lowe (2017: 293–
294) with reference to Asudeh & Giorgolo (2012), Giorgolo & Asudeh (2012), and Asudeh et al.
(2014).
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(22) Hungarian
a. kalap1 N ‘hat〈 〉’ ⇒

kalap2 N ‘hat〈(↑xcomp)〉(↑poss)’
(↑poss) = (↑xcomp poss)

b. húg1 N ‘younger-sister-of〈𝜃〉’ ⇒
húg2 N ‘younger-sister-of〈(↑poss)(↑xcomp)〉’

(↑poss) = (↑xcomp poss)

Payne et al. (2013: 804–805) argue that no clear distinction can be drawn be-
tween inherently relational and non-relational nouns, they propose to treat all
nouns grammatically as nonrelational until combined with a dependent.

3.3 Secondary argument marking

In many languages the primary means of marking a possessor or other argument
of a noun can only mark one such argument, and there is a secondary means of
marking arguments which can be used alongside, or sometimes instead of, the
primary marking. This is not the case in all languages, for example in Estonian
the genitive case is the primarymeans of marking possession, but two arguments
of a noun can be marked in the genitive:

(23) Estonian (Koptjevskaja-Tamm 2002: 732)
a. Jaan-i

Jan-gen.sg
Inglisma-a
England-gen.sg

kaart
map.nom.sg

‘Jan’s map of England’
b. Peetr-i

Peter-gen.sg
maja-de
house-gen.pl

ehita-mine
build-an.nom.sg

‘Peter’s building (of) houses’

In contrast, in English, as illustrated by the translations above, any second ar-
gument of a nounmust be expressed by means of a prepositional phrase, and this
can also be the case for single arguments of a noun. This can include possessors,
marked in English with of.

The grammatical function of such secondary argument phrases, such as Eng-
lish of possessors, is also a matter of debate. Such possessors are sometimes
treated as adj, e.g. by Butt et al. (1999), Sadler (2000), and Lowe (2017), some-
times as an oblof, e.g. by Rappaport (2006 [1983]) and Bresnan et al. (2016).18 We
consider the major grammatical functions associated with secondary argument
marking in the following subsections.

18Laczkó (1995) permits English of possessors to realize either obl𝜃 or poss.
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3.3.1 Secondary argument marking and obj

It is significant that while the close relation between poss and subj is widely
recognized, and the two are sometimes conflated, a clear distinction is always
maintained between secondarily marked possessor phrases and the obj function,
despite, for example, the positional similarity between of possessors and objects
(as seen in (17)). It is taken as a strong, if not definitional, generalization, that
nouns cannot take obj (Bresnan & Kanerva 1989, Bresnan &Moshi 1990, Bresnan
& Mugane 2006, Chisarik & Payne 2001, 2003, Lowe 2017, 2020). Lowe (2017,
2020) argues that noun phrases which appear to include object dependents are
in fact mixed projections, incorporating a verbal projection which licenses the
object.

Chisarik & Payne (2001, 2003) propose a specialized nominal argument func-
tion ncomp/adnom, which is intended to capture the relevant similarities be-
tween the secondary possessor function and obj, while keeping them distinct. In
argument structure terms, ncomp is, like subj and obj, an unrestricted function
[−𝑟]. Like subj and unlike obj, however, ncomp is also [−𝑜] (for an explanation
of these features, see Findlay et al. 2023 [this volume]).

As with poss and subj, secondarily marked possessors are considerably less se-
mantically restricted than any corresponding verbal argument function (includ-
ing obj). For example, secondarily marked possessors differ from clausal obj in
that they can be mapped to Agent:

(24) a. the love of a good woman
b. the poor performance of the team

Moreover, primary and secondary possessors are unrestricted to different de-
grees. Payne & Huddleston (2002: 473–478) argue that the set of semantic rela-
tionships that can be expressed by an of -phrase in English is a proper superset
of those that can be expressed by an ’s phrase. For example, genitive poss has
to be affected: *history’s knowledge vs. knowledge of history. The following exam-
ples, from Payne et al. (2013: 809), illustrate how widely the relation between a
prepositional possessor and its head can (and must) be interpreted in English.

(25) a. David Peace’s Red Riding Quartet, which spins a fictional plot
alongside the murders of the Yorkshire Ripper, is all the more
potent for its true crime background.

b. One of two sisters who bombed the Old Bailey in the 1970s is in
custody today being questioned about the murders of two soldiers
in Northern Ireland in March.
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c. Paul Temple is part of the era between the upper class murders of
Agatha Christie and the gritty murders of today.

d. The driving rhythms of London’s fiercely competitive cat-walks
may seem a thousand miles away from the cosy cottage murders of
Miss Marple, but they provide a perfect environment for the more
chilling edge of Agatha Christie’s short stories.

3.3.2 Secondary argument marking and adj

Sadler (2000: 94) claims that “there are several reasons for believing that PP de-
pendents of nouns do not map to complement functions”. She analyses PP de-
pendents of nouns in Welsh as adj because they show relatively free word order
with respect to each other, but are fixed with respect to a possessor DP/NP (2000:
94–97). The argument to some extent works also for English; in the following ex-
amples, the of -possessor phrase follows an optional by-phrase, even when the
latter is heavy, as in (26b).19

(26) a. the description by the victims of their attacker
b. the description by the surgeon, Sir Zachary Cope, author of a highly

regarded monograph on the early diagnosis of the acute abdomen,
of his own experience with cholecystitis

3.3.3 Secondary argument marking and obl

Rather than adj, Rappaport (2006 [1983]: 135–136) considers obl𝜃 to be the best
analysis of postnominal preposition phrases in English, on the grounds that post-
nominal noun phrases always “appear as the object of a preposition which re-
flects its thematic role.” Possessive of -phrases are assumed to be obltheme ex-
plaining the restriction on of -phrases with some deverbal nouns:

(27) a. Randy instructed Deborah to meet him at two.
b. * Randy’s instruction of Deborah to meet him at two
c. Randy’s instructions to Deborah to meet him at two

(28) a. John fled the city.
b. * John’s flight of the city
c. John’s flight from the city

19The example in (26b) is taken from Flegel (2002: 1379).
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(29) *the destruction of the Romans (with the Romans as Agent)

Another argument in favour of obl𝜃 over adj is the treatment of deverbal
nouns from verbs like put which subcategorize for both obj and obl𝜃 . If the verb
put requires subj, obj and oblloc, does the gerund putting require poss, oblloc
and adj? Given that the semantic restrictions on the locational phrase remain
in the deverbal noun phrase, oblloc seems reasonable; but then it seems odd
to assume that the obj of the verb is demoted to adj, moving below the oblloc
argument on the grammatical function hierarchy (Belyaev 2023b [this volume]).
It would mean that in examples such (30), the adj would naturally precede a
subcategorized obl.20

(30) a. All right, Republicans are denouncing President Donald Trump
because of his apparent defense of Russian President Vladimir Putin
and his putting of the United States and Putin’s Kremlin on moral
equivalent grounds.

b. her constant placing of the Hills on a pedestal

On the other hand, Payne et al. (2013: 795) argue that “the empirical facts show
the distinction between complements and modifiers of nouns to be unfounded.
There is no rational way to motivate drawing the distinction between them…We
assume no structural differentiation of the phrases formerly classified as either
complements or adjuncts: all nouns are treated grammatically as nonrelational
until they combine with a dependent.” Payne et al.’s analysis is not formalized
within LFG, but correlates with recent LFG work by Przepiórkowski (2016, 2017),
who argues against the argument vs. adjunct distinction. If this is accepted, the
obl𝜃 vs. adj question with respect to noun phrase dependents is moot.

In some languages, the distribution of primary and secondary argument mark-
ing differs from the patterns seen above in English. As shown by Laczkó (1995,
2000; see also Laczkó 2007, 2017), event nominalizations in Hungarian require
the theme argument to be expressed as either a dative or a nominative possessor,
whereas the agent must be treated as an adjectivalized postpositional modifier.
There is therefore no mapping in Hungarian equivalent to the mapping involved
in the English Edith’s smashing of the vase.

For Laczkó (2000), the Hungarian linking pattern for event nominals is essen-
tially ergative: the subj of an intransitive event nominal and the obj of a tran-

20The examples in (30a) and (30b) are from http://edition.cnn.com/TRANSCRIPTS/1702/06/nday.
06.html (accessed 6 July 2021) and https://www.goodreads.com/review/show/1326602940 (ac-
cessed 6 July 2019), respectively.
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sitive event nominal are mapped to poss, while the subj of a transitive event
nominal is mapped to a by-phrase.

3.4 Sample analyses

It will have become clear from Section 3.2 and Section 3.3 that there are different
views on what grammatical functions are available within the noun phrase and
what their positions are within the c-structure. Here we will illustrate with two
analyses of English noun phrases based on different assumptions, and one of
Welsh, which shows interestingly different properties.

Based on some of the assumptionswith respect to c-structure and noun-phrase
internal grammatical functions, we would get the annotated tree in (32) for the
noun phrase in (31), with the associated f-structure in (33), where we have sim-
plified the pred values for the oblof and the adj.

(31) the commission’s discussion of the issue last week

(32) DP

DP
(↑ poss)=↓

the commission’s

D′↑=↓
NP↑=↓

NP↑=↓
N↑=↓

discussion

PP
(↑ obl𝜃 )=↓
of the issue

DP↓ ∈ (↑adj)
last week

(33) ⎡⎢⎢⎢⎢⎢⎣
pred ‘discussion〈(poss), oblof〉’
oblof [pred ‘issue’]
poss [pred ‘commission’

def + ]
adj {[pred ‘last week’]}

⎤⎥⎥⎥⎥⎥⎦
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In (32) and (33) we have opted to use the functions poss and obl𝜃 for the
primary and secondary arguments, respectively, and assumed that these are op-
tional arguments of discussion. With respect to c-structure, we have assumed that
a distinction in attachment can be made between the complement of the issue and
the adjunct last week, thoughwe recognise that the arguments for this distinction
are by no means unambiguous. There is no determiner element present in this
analysis and hence the head of the DP is eliminated by what is generally referred
to as the Principle of Economy of Expression (see Belyaev 2023a [this volume]
for a summary, for different versions, see Bresnan et al. 2016: 90–2 and Toivonen
2003, and for a critical discussion see Dalrymple et al. (2015)). An alternative,
if ’s is analysed as a clitic, is to assume that it fills the D position (cf. similar
assumptions for the Amharic definiteness marker in (16)), and this could then
also account for the complementary distribution between the determiner and
the poss. However, Lowe (2016) provides arguments against this type of analy-
sis and instead provides a lexical sharing analysis in which ’s can be analysed as
both an affix and a clitic. The lexical sharing analysis makes use of the dimension
representing the string of words, the s-string, which is mapped to the hierarchi-
cal c-structure. Under certain circumstances, one element in the s-string can be
associated with two nodes in the c-structure, and in this case ’s is mapped both
to the N and the D head of the possessor. In this analysis, though possessors are
of category DP, non-possessor noun phrases are assumed to be of the category
NP, where the specifier position can be filled either by a non-projecting D (repre-
sented as D̂ in LFG) (Belyaev 2023a: Section 2.1 [this volume]), or by a possessor
DP, thereby accounting for the complementarity of possessors and determiners.
The analysis is best demonstrated with an example where there is evidence of
affix status, for instance where the ’s is unexpressed because some property of
the final word of the phrase it attaches to, as in (34), where species has the irreg-
ular “possessive” form species’. The annotated tree capturing the lexical sharing
analysis is found in (35).
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(34) the species’ immunity

(35) NP

DP
(↑ poss)=↓

NP↑=↓
D

(↑ spec)=↓
the

N′↑=↓
N↑=↓
species’

D↑=↓
N′↑=↓
N↑=↓

immunity

Sadler (2000) provides an LFG analysis of Welsh noun phrases that she con-
trasts with the head movement analysis proposed by Rouveret (1994). Sadler as-
sumes an NP structure, with the function poss found in the specifier of NP posi-
tion.21 This analysis captures the complementarity of a possessor and the definite
determiner, which is a property also of Welsh, and it accounts for the definite-
ness of the noun phrase as a whole. The definiteness of a noun phrase containing
a possessor is determined by the presence of the definite article y(r) within the
possessor, and if there are nested possessors, within the most deeply embedded
possessor. The complementarity is assumed to be a property of the definite arti-
cle. The first equation in the lexical entry in (36) captures the complementarity
and the second the definiteness feature.

(36) y(r) ‘the’ ¬ (↑ poss)
(↑ def) = +

Consider the noun phrase in (37), where we have three layered possessors
(note that ‘bank’ in ‘bank manager’ is realized as a possessor in Welsh).

21Note that Sadler (2000: 97, fn 17) points out that if one accepts the claim that discourse-oriented
functions such as poss are found in the specifier of a functional category, then a DP analysis of
Welsh noun phrases would be appropriate, but states that the analysis developed in the paper
can be recast in a DP structure.
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(37) Welsh
cath
cat

merch
daughter

rheolwr
manager

y
the

banc
bank

‘the bank manager’s daughter’s cat’

The annotated c-structure tree assumed by Sadler (2000: 101) and the associ-
ated f-structure can be found in (38) and (39). Here we see how a possessor is
annotated as sharing its def feature with its daughter, ensuring that the definite-
ness of the most deeply embedded possessor determines the definiteness of the
noun phrase as a whole. In (39), we also see illustrated the difference in argu-
ment status of poss between common (cat and manager) and relational (daugh-
ter) nouns illustrated for common and deverbal nouns in (20).

(38) NP

N′↑=↓
N↑=↓

cath

NP
(↑ poss)=↓

(↑ def)=(↓ def)

N′↑=↓
N↑=↓

merch

NP
(↑ poss)=↓

(↑ def)=(↓ def)

N′↑=↓
N↑=↓

rheolwr

DP
(↑ poss)=↓

(↑ def)=(↓ def)

D↑=↓
y

(↑ def)=+

NP↑=↓
banc
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(39) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘cat〈 〉(↑ poss)’
def +
poss

⎡⎢⎢⎢⎢⎢⎣
pred ‘daughter〈(↑ poss)〉’
def +
poss

⎡⎢⎢⎢⎣
pred ‘manager〈 〉(↑ poss)’
def +
poss [pred ‘bank’

def + ] ⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
4 Noun phrases and “discourse functions”

In Section 3, we referred to the principle of structure-function association, which
states that the specifier of functional categories houses discourse functions. This
does not, of course mean that this is the only position where dfs can occur (see
for instance Laczkó 2014, who provides evidence for a df in the specifier of VP
for Hungarian). Though noun phrases are unlikely to allow the same range of
grammatical discourse functions as clausal constituents, languages may have po-
sitions reserved for emphasis or contrastive focus within the noun phrase, and in
what follows we will use df in its broadest sense as any information-structurally
marked position (Zaenen 2023 [this volume]).

Babungo (Grassfields, Benue-Congo) has radically head-initial noun phrases.
The examples in (40) illustrate this for a range of elements.22

(40) Babungo

a. ká
money

wî
that

‘that money’ (Schaub 1985: 73)

b. yílwáŋ
hammers

têe
five

‘five hammers’ (Schaub 1985: 74)
c. ŋgá

antelope
kwàlə̀
big

‘a big antelope’ (Schaub 1985: 72)
d. tə́sàw

pipes
tə́̄
your

‘your pipes’ (Schaub 1985: 72)

22pst2 and pst4 refer to different past tense markers.
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e. ghɨ́
loaf

!wée
child

‘the loaf of the child’ (Schaub 1985: 76)
f. wěembwā

child
fáŋ
who

tǐi
father

wi
his

sɨ́
pst2

sáŋ
beat.pfv

(ŋwə́)
him

‘a child whom his father had beaten’ (Schaub 1985: 34)
g. shúu

mouth
ŋìi
house

wúumbǎ
friend

wī
his

‘the door of his friend’s house’ (Schaub 1985: 76)

Babungo has a number of elements indicating emphasis. The elements ŋkèe
and shèˈ, which can be associated with noun phrases as in (41), are described
as emphasis adverbials. However, since these can also modify PPs, A(P)s and
Adv(P)s, we can assume they are external to the noun phrase.

(41) Babungo

a. ŋkèe
very

ŋkáw
chair

kāŋ
my

‘my own chair’ (Schaub 1985: 74)

b. shèˈ
only

ŋkáw
chair

kə́bwə̄
bad

‘only a bad chair’ (Schaub 1985: 74)

More relevant to our exploration of dfs within the noun phrase are the em-
phatic forms of possessors and demonstratives, which precede the noun, as illus-
trated in (42).23

(42) Babungo

a. yíŋkíi
that.emph

tɨ̄
tree

‘that particular tree’ (Schaub 1985: 73)

b. ntɨɨ̌
your.emph

tə́sáw
pipes

‘your own pipes’ (Schaub 1985: 73)

There is also a negation focus element tǔu, which may precede the head noun
as in (43).

23Emphatic demonstratives may also follow the noun (Schaub 1985: 73).
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(43) Babungo

a. tǔu
even

wə̀
person

mùˈ
one

(nè
pst4

kée
neg

lùu
be

shɔ́
there

mē)
neg

‘Not even one person was there.’ (Schaub 1985: 75)

b. (ŋwə́
he

nə̀
pst4

kée
neg

kɔ̀)
give.pfv

tǔu
even

fá
thing

(shée
to.me

mē)
neg

‘He didn’t give me anything at all.’ (Schaub 1985: 75)

As shown in (44), the emphasis adverbials, which we hypothesize occur out-
side the noun phrase, can co-occur with emphatic possessors and demonstra-
tives.

(44) Babungo

a. shèˈ
only

yíŋkíi
that.emph

ŋkáw
chair

‘only that particular chair’ (Schaub 1985: 77)

b. shèˈ
only

ŋkǎŋ
my.emph

ŋkáw
chair

kî
that

‘only that chair which is mine’ (Schaub 1985: 77)

An unfocused demonstrative and an unfocused possessor can co-occur (45a),
as can an focused possessive and an unfocused demonstrative (45b).

(45) Babungo

a. ŋkáw
chair

kāŋ
my

kî
that

‘that chair of mine’ (Schaub 1985: 77)

b. ŋkǎŋ
my.emph

ŋkáw
chair

kî
that

‘that chair which is mine’ (Schaub 1985: 77)

However, an emphatic demonstrative and an emphatic possessive cannot co-
occur.24 Similarly, the emphatic negative tǔu cannot co-occur with either the
emphatic demonstrative or the emphatic possessive. The examples in (44) indi-
cate that there is no general restriction on two emphatic elements being associ-
ated with the same noun phrase, so we can assume that the constraint that rules

24Emphatic demonstratives cannot co-occur with any possessor.
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out the co-occurrence of the emphatic demonstrative and the emphatic posses-
sive or tǔu is a noun phrase internal structural constraint. In other words, there
appears to be one unique dedicated information-structurally privileged position
within the noun phrase. By structure-function mapping, we might expect this to
be the specifier of a functional projection, and hence for the tree in (2) or (4) to be
appropriate. However, there is no other obvious evidence of a functional projec-
tion. There is no article in Babungo; there is what is described as an “anaphoric
demonstrative adjective”(Schaub 1985: 97), but its position would not be taken as
evidence of it being a projecting D. Babungo has a strict orderingwithin the noun
phrase: Head noun > A > Poss > Nom > Dem > Q > PP > RelC (Schaub 1985: 77),
but no evidence of a hierarchical structure.25 Since freedom of word order is gen-
erally taken as one piece of evidence in favour of a flat structure, in Section 2.2
we referred to the possibility of using the criterion conversely, to assume that
strict word may indicate a hierarchical structure. However, the interpretation of
the Babungo data that we have argued for here indicates that word order can be
strict even when there is no other evidence of hierarchical structure. Such non-
hierarchical ordering restrictions can be accounted for within LFG by means of
linear precedence rules (Dalrymple et al. 2019: 144–145). However, this is not
something that has been extensively explored in the LFG literature. Interestingly,
in contrast to Babungo, which is head-initial and can be argued to have an initial
information-structurally priviliged position, Ingush (Northeast Caucasian) has
consistently head-final noun phrases and has an information-structurally privi-
leged post-nominal position (Nichols 2011), so in a sense provides a mirror image
of Babungo.

We see evidence, then, that noun phrases in different languages may include
positions specifically associatedwith discourse-functionmarking. However, such
positions need not be specifiers of functional projections, but may instead be
specifiers of lexical projections (parallel to Laczkó’s DF specifier of VP in Hungar-
ian). Relatively little work has been done on discourse-function marking within
the noun phrase, however, and more work is needed to establish the patterns
and constraints on this cross-linguistically.26

25The only exceptions involve obligatory possession (inalienable and kinship), which occur be-
tween the head noun and the A .

26Authors who do consider the dimension of discourse structure within the noun phrase include
Charters (2014) and Chisarik & Payne (2001, 2003).
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5 Conclusion

In this chapter, we have explored aspects of the analysis of noun phrases in
LFG. Relatively little work has been done within LFG on the c-structure of noun
phrases, though there are some notable exceptions, to which we have referred
in this chapter. Degrees of configurationality at clause level and how to analyse
them has, however, been a focus of much LFG work. Therefore, in Section 2, we
considered how these analyses could be transferred to noun phrases. We argued
that examples can be found of strictly configurational, partly configurational and
non-configurational noun phrases, so that the c-structure analyses of the three
global levels of configurationality developed at clause level can be carried over to
noun phrases. In Section 2.2 we also considered the use of functional categories
in the noun phrase in light of the restricted approach generally taken to such
categories within LFG.
The role of argument structure and grammatical functionswithin noun phrases

is, on the other hand, well-studied within LFG. However, there is no consensus
on which gfs are relevant within noun phrases, or how the arguments of nouns
relate to those of verbs. In Section 3, we reviewed and evaluated a number of
proposals from the literature. We also considered how principles of endocentric
structure-function association (Bresnan et al. 2016: 105, 117) apply to the relation
between grammatical functions and structure in noun phrases.

Though noun phrases are unlikely to involve the same range of information
structural notions as clauses do, basic notions such as emphasis and contrast
do apply. In Section 4, we argued that there are languages that have a position
for a basic grammaticalized discourse function within the noun phrase. In the
languages we considered, this is a position at the edge of the noun phrase, pre-
ceding the head in a head-initial language (Babungo) and following the head in
a head-final language (Ingush). However, our consideration has been relatively
superficial and the noun phrases of these languages deserve further considera-
tion.
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Chapter 13

Pronoun incorporation
Ida Toivonen
Carleton University

In LFG, so-called ‘pro-drop’ is analyzed as pronoun incorporation, where the per-
son and number marking on the head is the pronoun. The morphology on the head
thus serves a dual function: it is an agreement marker when an independent noun
or pronoun is present in the clause, and it is an incorporated pronoun when no
independent nominal element is present. This chapter spells out the basic analysis
of the interplay between pronoun incorporation and agreement marking in LFG.
The analysis is illustrated with examples from subject, object, and possessive mark-
ing in multiple languages. The chapter also discusses cases where the agreement
marker displays markedly different characteristics than the homophonous incor-
porated pronoun.

1 Introduction

In LFG, pro-drop is analyzed as pronoun incorporation. The term pro-drop (from
the longer pronoun/pronominal dropping) refers to certain instances where a
morphologically independent pronoun is not pronounced even though the sen-
tence involves a pronominal interpretation. The pro-drop example in (1) is from
Italian, a language that allows subject pro-drop (the example is from Burzio 1986:
92):

(1) Italian
Ho
have.1sg

mangiato
eaten

bene.
well

‘I have eaten well.’

Ida Toivonen. 2023. Pronoun incorporation. In Mary Dalrymple (ed.), Hand-
book of Lexical Functional Grammar, 563–601. Berlin: Language Science Press.
DOI: 10.5281/zenodo.10185960

https://doi.org/10.5281/zenodo.10185960


Ida Toivonen

English is not a pro-drop language, and pronouns cannot be left unpronounced
like subject pronouns can in Italian. However, possible pronoun omission is not
an all-or-nothing phenomenon. Haegeman (1990) and Weir (2008) discuss the
restricted omission of subjects which can occur in certain registers in English
(especially so-called ‘diary drop’), and Cardinaletti (2014) shows that there is
variation within Italian dialects regarding when pronouns can be dropped. The
generalization remains that pronouns are omitted quite freely in most languages
(e.g., Italian, Arabic, Chicheŵa), although some languages resist it (e.g., English,
French).
The Italian example in (1) illustrates what is traditionally called pro-drop, where

pronoun omission goes hand-in-hand with rich agreement marking on the verb
(see, e.g., Chomsky 1981). The person, number and sometimes gender of the sub-
ject is indicated by the morphology on the verb, rendering the independent pro-
noun in a sense superfluous. This type of pro-drop is analyzed as pronoun incor-
poration in LFG: the agreement morpheme doubles as an incorporated pronoun.

Section 2 spells out the basics of this incorporation analysis of pro-drop, where
the so-called agreement marker is in fact ambiguous between an agreement mor-
pheme and a pronoun. When the independent pronoun is absent (‘dropped’), the
morpheme is analyzed as a pronounwhose form ismorphologically incorporated
into the head. When the independent pronoun is present, the morpheme merely
agrees with it.

Section 3 provides examples of pro-drop that illustrate the richness of the phe-
nomenon. The term pro-drop is often used to refer exclusively to the omission of
a subject pronoun, as in Italian, but the phenomenon is in fact not limited to sub-
jects of finite verbs: any instance of index agreement (Haug 2023 [this volume],
Wechsler & Zlatić 2003) can involve pronoun incorporation.

Section 4 discusses the LFG analysis of pro-drop in light of the standard view of
how agreement marking emerges through language change. The section reviews
previous work which argues that the standard LFG analysis, positing ambiguity
between agreement markers and pronouns, is natural given the grammaticaliza-
tion path from independent pronoun to bound agreement morpheme.

Section 5 explores ambiguous forms that have grown apart beyond their mere
status as pronoun or agreement marker. Many puzzling agreement phenomena
from a variety of languages can be explained by the insight that the pronoun/
agreement ambiguity assumed in LFG pro-drop analyses can lead to more radical
differences between lexical entries that share a form.

Finally, Section 6 turns to a brief discussion of discourse pro-drop and topic
drop. These two types of pro-drop have received less attention in the LFG liter-
ature, and, it seems, in the linguistics literature more generally. These types of
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pro-drop are not tied to rich agreement and therefore tend to be analyzed with
different syntactic mechanisms than the Italian-style pro-drop that is the main
concern of this chapter.

Reflecting the majority of LFG research concerned with pro-drop, this chap-
ter focuses on the morphosyntactic aspects of pronoun incorporation. However,
discourse-pragmatic factors are also highly relevant for a full understanding of
the phenomenon. In cases where pro-drop is syntactically optional, the distri-
bution of pronouns is determined by discourse factors. This is illustrated by the
Spanish examples in (2) provided by Pešková (2013). In (2a), the independent sub-
ject yo of the second verb is obligatorily expressed, but in (2b), the inclusion of a
subject before the second verb would be infelicitous on the intended interpreta-
tion where Pedro is the subject of both verbs:

(2) Spanish
a. Juan

John
habla
speak.3sg.pres.ind

checo,
Czech

pero
but

yo
I.nom

hablo
speak.1sg.pres.ind

eslovaco.
Slovak
‘John speaks Czech, but I speak Slovak.’

b. Pedro
Peter

canta
sing.3sg.pres.ind

y
and

toca
play.3sg.pres.ind

la
the

guitarra.
guitar

‘Peter sings and plays the guitar.’

Example (2a) differs from (2b) in that the subject of the second verb in (2a) is
a contrastive topic, and contrastive topics are cross-linguistically often marked
by emphatic forms or stress. In Spanish and many other languages, pro-drop
only occurs when an appropriate antecedent is readily accessible in the discourse
context. However, establishing what counts as an appropriate antecedent is non-
trivial and seems to vary across languages and dialects (see Alonso-Ovalle et al.
2002; Holmberg 2010; and references provided in those works).

The pragmatic aspect of pro-drop has been addressed within the LFG litera-
ture. For example, Dahlstrom (1991: Chapters 4–5) shows that Plains Cree inde-
pendent pronouns are only included when they are used contrastively. A few
other LFG proposals that address pro-drop at the discourse-pragmatic level are
referred to in Section 6. However, unlike the morphosyntax of incorporation-
style pro-drop (the Italian, Spanish and Finnish type), there is no unique analysis
of the discourse factors that is uniformly adopted across the LFG community,
and the important question of exactly when “optional” pronouns are expressed
will therefore not be discussed in detail.
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2 Pronoun incorporation and agreement in LFG

The standard analysis1 of pro-drop in LFG posits that the person and number
morphology on the head (which is typically a verb) is the pronoun. The “agree-
ment” morphology can thus be thought of as an incorporated pronoun when no
corresponding independent pronoun or NP is present in the string. This has been
the basic analysis of regular pro-drop in LFG since Fassi Fehri (1984, 1988, 1993)
and Bresnan & Mchombo (1987). However, the insight predates Fassi Fehri, Bres-
nan andMchombo and indeed the LFG framework. The same underlying idea has
long been adopted by some traditional grammarians describing languages with
prolific pro-drop. It is, for example, implicity assumed by Ashton (1944), who
notes in her Swahili grammar “...in a Bantu language function is more important
than form, and one affix often has more than one function” (1944: 8).

The formal LFG analysis of pro-drop does not actually involve dropping or
deleting a pronoun. There is no phonologically null pronoun present in the phrase
structure. There is also no movement involved: the pronominal information is
not assumed to have moved into the verbal position in order to be incorporated
into the verb.

The separation of constituent structure (c-structure) and functional structure
(f-structure) is key to understanding how LFG models pro-drop. C-structure and
f-structure concern different aspects of syntactic structure. C-structure is typi-
cally modeled using phrase structure trees and displays information about syn-
tactic category (e.g., noun, verb), word order and constituency. F-structure is
modeled as feature structures (attribute-value matrices, AVMs) that contain in-
formation about formal features such as tense and case. Importantly, LFG also
models syntactic functions (e.g., subject, adjunct) using f-structures.

The basic LFG analysis of pro-drop is described in Haug 2023 [this volume]
and will also be illustrated here with the help of example (3) from Finnish (Finno-
Ugric):2

(3) Finnish
Join
drink.past.1sg

kahvia.
coffee.part

‘I drank coffee.’
1Alternative analyses of pro-drop have been proposed within LFG; see Alsina (2020) for a recent
example.

2The examples given here are from standard Finnish, which is the variety used in formal settings
and in writing. Pro-drop is in fact less common in informal Finnish. Moreover, the discussion
here only covers first and second person pronouns; third person pro-drop in Finnish is more
constrained (Holmberg forthcoming).
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Finnish verbs inflect for three persons and two numbers. The full past tense
paradigm for juoda ‘to drink’ is given in (4):

(4) juoda ‘to drink’ (Finnish)
sg 1 join

2 joit
3 joi

pl 1 joimme
2 joitte
3 joivat

The verb forms provide information about the subject’s person and number. In
an example like (3), there is no syntactically independent subject. A standard
LFG analysis would postulate that the morphological information concerning
the subject on the verb is the subject. The c-structure and f-structure of (3) are
given in (5):

(5) C-structure and f-structure for (3)

S

VP

V

Join

NP

kahvia

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘drink〈subj, obj〉’
tense past

obj
⎡⎢⎢⎢⎣
pred ‘coffee’
num sg
pers 3
case partitive

⎤⎥⎥⎥⎦
subj [pred ‘pro’

num sg
pers 1

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The verb join in (3) is not formed in c-structure or f-structure; it is fully formed
in the lexicon.3 The c-structure does not have access to the internal structure
of join: the terminal nodes in the phrase structure are morphologically complete
words.

The mapping between c-structure and f-structure is not necessarily one-to-
one; it allows for mismatches. Several f-structures can therefore receive featural
information from the same word. In a sentence such as (3), the main f-structure
of the sentence (the outer f-structure) and the subject f-structure both receive
information from the verb join:

3The modular architecture of LFG is compatible with different theories of morphology (Dalrym-
ple 2015, Dalrymple et al. 2019: Chapter 12; Bond 2016).
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(6) Mapping between c-structure and f-structure, example (3)

S

VP

V

Joi- n

NP

kahvia

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘drink〈subj, obj〉’
tense past

obj
⎡⎢⎢⎢⎣
pred ‘coffee’
num sg
pers 3
case partitive

⎤⎥⎥⎥⎦
subj [pred ‘pro’

num sg
pers 1

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Information from several different words can also map onto the same f-struc-

ture. For example, in the Finnish sentence (7), information about the subject
comes from both the pronoun minä and the agreement morphology on the verb.

(7) Finnish
Minä
I.nom

join
drink.past.1sg

kahvia.
coffee.part

‘I drank coffee.’

The c-structure and f-structure for (7) are provided in (8):

(8) Mapping between c-structure and f-structure, example (7)

S

NP

N

Minä

VP

V

joi- n

NP

kahvia

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘drink〈subj, obj〉’
tense past

obj
⎡⎢⎢⎢⎣
pred ‘coffee’
num sg
pers 3
case partitive

⎤⎥⎥⎥⎦
subj

⎡⎢⎢⎢⎣
pred ‘pro’
num sg
pers 1
case nom

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In sum, in Finnish and other subject pro-drop languages, the pronominal subject
information can be provided by the morphology on the verb alone (as in (3)) or
from the subject and the verb jointly (as in (7)).

According to the LFG analysis outlined above, the first person singular ending
-n has a different function in (3) than in (7). In (3), the ending is the pronoun,
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but in (7) it is a mere agreement marker. In pro-drop languages, the agreement
morphology thus doubles as pronominal incorporation. Central to capturing this
dual function formally is the pred feature: pronouns have a pred feature and
agreement markers do not. The pred feature value is a semantic form and is
therefore of a different nature than other feature values:4 it is an indicator of
the semantics of the form and it also contains information about its possible ar-
gument structure (Bresnan et al. 2016: Chapter 4), although fuller treatment of
these aspects is given at the independent grammatical levels of argument struc-
ture and semantic structure.5 The pred feature also differs from other features
in that its value is unique and can therefore not unify with another pred feature,
even if it is identical. This characteristic is crucial for understanding pro-drop in
LFG, as will be illustrated below.

The lexical entry for the Finnish first person singular ending -n is provided
here:

(9) -n (↑ subj num) = sg
(↑ subj pers) = 1
((↑ subj pred) = ‘pro’)

The first two lines of the lexical entry indicate that the subject of the verb hosting
the ending -n is singular and first person. The third line states that a pred feature
with the value ‘pro’ (a pronominal referential feature) is optionally contributed
to the subject. The parentheses indicate the optionality. The optional feature in
effect yields two very similar yet not identical lexical entries, one with a pred
feature and one without:

(10) (a) -n1 (↑ subj num) = sg (b) -n2 (↑ subj num )= sg
(↑ subj pers) = 1 (↑ subj pers) = 1
(↑ subj pred) = ‘pro’

The ending -n maps onto the subj f-structure and cannot combine with an inde-
pendent subject that is not first person singular, as that would violate the LFG
principle of uniqueness. Uniqueness states that every attribute has a unique
value. Since LFG allows feature unification, the -n2 ending in (10b) can combine
its pers and num values with those of the independent pronoun minä where

4Formal syntactic features such as tense and num take symbols such as past and plural as
values. Features can also take feature structures as values. For example, the values of grammat-
ical function attributes (e.g., subj, obj) are feature structures. Different types of features are
illustrated in the f-structures above.

5For more references and discussion of the pred feature, see Dalrymple et al. (2019: Section 8.2).
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there is no feature conflict, but not with those of the pronoun te ‘you (plural)’,
for example. The lexical entries for minä and te are given in (11a) and (11b), re-
spectively:

(11) a. minä (↑ pred) = ‘pro’
(↑ num) = sg
(↑ pers) = 1
(↑ case) = nom

b. te (↑ pred) = ‘pro’
(↑ num) = pl
(↑ pers) = 2
(↑ case) = nom

The second person plural pronoun te will not co-occur with the first person sin-
gular -n because of the mismatch in features. The first person singularminä does
co-occur with -n (see (7), for example). There is no mismatch in pers or num, and
minä can occur with the agreement marking ending in (10b). However, as men-
tioned above, each pred value is assumed to be unique, and the pronoun minä
can therefore not map onto the same f-structure as the pronominal -n ending in
(10a), which itself contributes a pred feature. The pred feature of minä would
also be ‘pro’, but since every pred feature value is unique, the two cannot com-
bine. The single quotes around the semantic form indicate that it is unique. The
uniqueness is sometimes also indicated with a subscript notation.

Again, the agreement marker -n2 in (10b) can co-occur with minä: -n2 has no
pred feature that could clash with the pred feature of minä, the pers and num
features match and can unify, and the case feature is contributed by minä alone.
In fact, -n2 would have to co-occur with some lexical entry in the string con-
tributing a pred feature, otherwise the f-structure of the sentence would end up
containing a subj feature without a pred. This is only acceptable for syntactic
arguments that are not semantic arguments (e.g., expletives). Each semantic argu-
ment needs a pred feature, by the LFG principle of completeness. The following
formulation of completeness is provided by Bresnan et al. (2016: 62):

(12) completeness:
i. Every function designated by a pred must be present in the

f-structure by that pred.
ii. If a designator (↑ gf) is associated with a semantic role by the pred,

the f-structure element satisfying the designator must itself contain
a semantic feature [pred v].
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The features provided by minä will map onto the subj function at f-structure by
the regular mapping principles between c-structure and f-structure (Bresnan et
al. 2016: Chapter 4), and so will the features provided by -n1. In terms of feature
content, the only difference between minä and -n1 is that minä has a nominative
case feature. The two entries are strikingly different in form: one is an indepen-
dent word and the other a bound morpheme, and they also differ phonologically.
However, the entries are nevertheless almost identical in terms of the feature con-
tent they contribute to f-structure. Since both minä and -n1 have a pred feature
‘pro’, they both function as pronouns, despite the differences in morphophono-
logical realization. The LFG parallel architecture allows for the possibility that
forms look different at c-structure but nevertheless have the same function at
f-structure.

LFG also allows for mismatches in the other direction: same form, different
function. This is illustrated by the ambiguity of the -n form. The optionality of
the pred feature has an important effect on the function of the -n morpheme:
-n1, with a pred ‘pro’ feature, is a pronoun, and the ending -n2, without a pred
feature, is an agreement marker.

The examples considered concern subjects. The pronominal possessors in stan-
dard Finnish also display pro-drop, as illustrated in (13). The possessive suffix (-ni
for first person singular) is obligatory but the independent pronoun is optional:6

(13) Finnish

a. (Minun)
my

auto-ni
car-1sg.Px

on
is

vanha.
old

‘My car is old.’
b. *Minun

my
auto
car

on
is

vanha.
old

Just like subject pro-drop, the analysis of possessor pro-drop relies on the pred
feature of the possessive suffix -ni. The suffix contributes a pred ‘pro’ feature
when it stands alone, and it lacks a pred feature when it is doubled by the inde-
pendent pronoun minun.

Examples of object pro-drop are also attested cross-linguistically. Object pro-
drop is common across the Bantu languages, for example (Bresnan & Mchombo
1987, Hualde 1989, Barrett-Keach 1995, Riedel 2009, a.o.). The examples below,

6However, there are varieties of Finnish where the example in (13b), without the suffix, is gram-
matical.
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adapted from Hualde (1989), are from the Bantu language KiRimi (also known as
Nyaturu):7

(14) KiRimi

a. N-a-kU-on-aa
1-tns-om-saw-fv

(veve).
you

‘I saw you.’
b. *N-a-on-aa veve.

Parallel to the Finnish subject and possessor examples above, the object markers
that agree with independent pronouns in KiRimi are obligatory, while the inde-
pendent pronouns themselves are optional. The analysis presented above can be
applied in this case as well: the prefix -kU- has an optional pred ‘pro’ feature and
contributes its pred feature only when veve is absent.

3 Pronominal marking across languages

This section explores some of the different ways languages make use of morphol-
ogy on the head to provide information about dependents. The previous section
presented the standard LFG analysis of pro-drop, which rests on the insight that
the morpheme on the head has a dual function as an agreement marker and an
incorporated pronoun. Of course, this does not mean that agreement morphemes
must be able to double as pronouns. The English third person singular marker
on present tense verbs (-s inMia walks) functions solely as an agreement marker,
for example. Like English, French does not allow pro-drop, even though French
verbs display more detailed subject agreement marking than English, especially
in the written forms. The paradigm for the verb finir ‘to end, to finish’ in (15)
serves as an illustration:

(15) finir ‘to end, to finish’ (French)
sg 1 finis

2 finis
3 finit

pl 1 finissons
2 finissez
3 finissent

7FV in the gloss stands for “final vowel”. This “final vowel” in Bantu has received some attention
in the literature for reasons not relevant here.
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In LFG terms, the subject endings on French and English verbs are mere agree-
ment markers that do not have pred features, not even optional ones. Rich agree-
ment without pro-drop is cross-linguistically very rare (Siewierska 1999).

Conversely, an incorporated pronoun does not necessarily double as an agree-
ment marker. For example, Bresnan &Mchombo (1987) argue that object markers
in the Bantu language Chicheŵa are unambiguously incorporated pronouns.8

Chicheŵa object markers are exemplified by the morpheme chí in (16) (Bresnan
& Mchombo’s example (12)):

(16) Chicheŵa
Fîsi
hyena

anadyá
ate

chímanga.
corn(7)

Á-tá-chí-dya,
he-serial-it(7)-eat

anapítá
he-went

ku
to

San
San

Francîsco.
Francisco

‘The hyena ate the corn. Having eaten it, he went to San Francisco.’

The object marker chí is specified as noun class seven,9 and is naturally inter-
preted as referring back to ‘corn’ in (16). It is possible to also include a free-
standing pronoun as in (17) (Bresnan & Mchombo’s example (13)) below, but the
pronoun is then not interpreted as referring back to the ‘corn’ object from the
previous sentence:

(17) Chicheŵa
Fîsi
hyena

anadyá
ate

chímanga.
corn(7)

Á-tá-chí-dya
he-serial-it(7)-eat

icho,
it

anapítá
he-went

ku
to

San
San

Francîsco.
Francisco
‘The hyena ate the corn. Having eaten it (something other than corn), he
went to San Francisco.’

The grammatical object in the second sentence of (17) is the object marker, and
the independent pronoun icho is a topic anaphorically linked to the object. In
Chicheŵa, independent pronouns are used only for introducing new topics or
for contrast (Bresnan & Mchombo 1987: 748).

Object markers can also co-occur with NPs headed by non-pronominal nouns:

8Bresnan & Mchombo (1987) use the term anaphoric agreement for markers that have a
pronominal function and grammatical agreement for markers that have a mere agreement
marking function and no referential properties.

9Bantu languages are well-known for their rich noun class (gender) system; see Katamba (2003)
for an extensive overview. Chicheŵa has 18 noun classes that are listed in Bresnan &Mchombo
(1987: Table 1). Agreement markers and pronouns reflect the class of the noun they agree with
or refer to.
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(18) Chicheŵa
Njâchi
bees

zi-ná-wá-lúm-a
sm-past-om-bite-indic

alenje.
hunters

‘The bees bit them, the hunters.’

In (18) (Bresnan & Mchombo’s example (2)), alenje is a floating topic linked to
the object marker wá, which is an incorporated pronoun. However, if the full NP
is a regular object with no special discourse status, the object marker does not
appear:

(19) Chicheŵa
Njâchi
bees

zi-ná-lúm-a
sm-past-bite-indic

alenje.
hunters

‘The bees bit the hunters.’

The object marker cannot co-occur with a regular object as that would result in
a ‘pred clash’: they would both contribute a pred feature value and thus violate
the uniqueness principle.

Bresnan &Mchombo (1987) provide ample evidence based on word order, into-
nation, tonal marking and other phenomena showing that the Chicheŵa pronom-
inal object markers differ from subject markers. Chicheŵa subjects display regu-
lar pro-drop. The subject markers are obligatory, unlike object markers. A subject
marker can be an agreement marker as in (19) above or an incorporated pronoun
as in (20):

(20) Chicheŵa
Zi-ná-lúm-a
sm(10)-past-bite-indic

alenje.
hunters

‘They bit the hunters.’

The Chicheŵa data show that different classes of morphemes (subject markers
and object markers) can display different pro-drop characteristics within a single
language. While the object marker functions as an incorporated pronoun only,
the subject marker has a dual function as an agreement marker and a pronoun.

Agreement marking often shows sensitivity to animacy. Specifically, nouns
that refer to entities higher on the animacy scale are more likely to trigger agree-
ment. This effect is observed in many Bantu languages (Riedel 2009), for example
Swahili (Barrett-Keach 1995) and KiRimi (Hualde 1989). KiRimi object markers
agree with animate but not inanimate objects (Hualde 1989).

KiRimi object pro-drop was illustrated in (14) in Section 2, and is further illus-
trated in (21). The KiRimi examples in (21–22) and (24) are from Hualde (1989).
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(21) KiRimi

a. N-a-mU-on-aa
1-tns-om-saw-fv

Maria.
Maria

‘I saw Maria.’
b. N-a-mU-on-aa.

1-tns-om-saw-fv
‘I saw her.’

Like Chicheŵa subjects, the KiRimi animate object marker has a dual function
as an agreement marker (21a) and a pronoun (21b). This is captured here with an
optional pred ‘pro’ in the lexical entries for animate object markers. Inanimate
object markers, on the other hand, cannot co-occur with independent objects:

(22) KiRimi

a. N-a-ki-on-aa.
1-tns-om-saw-fv

b. *N-a-ki-on-aa
1-tns-om-saw-fv

kItabu.
book

‘I saw it.’

Inanimate object markers can function as pronouns (22a), but they cannot agree
with an object (22b). KiRimi inanimate object markers thus have an obligatory
pred feature, like the object markers in Chicheŵa. The lexical entry for the noun
class 7 object marker -ki- is given in (23):

(23) -ki- (↑ obj pred) = ‘pro’
(↑ obj animate) = −
(↑ obj pers) = 3
(↑ obj def) = +

The presence of an agreeing object marker further indicates a definite interpre-
tation of the object. This is shown in (24a) and (24b), where the difference in
interpretation is indicated by the translation:

(24) KiRimi

a. N-a-mU-on-aa
1-tns-om-saw-fv

mwalimu.
teacher

‘I saw the teacher.’
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b. N-a-on-aa
1-tns-saw-fv

mwalimu.
teacher

‘I saw a teacher.’

The object in example (24a) with the object marker receives a definite inter-
pretation, whereas the object in (24b) without an object marker receives an in-
definite interpretation. The lexical entry for the noun class 1 object marker -mU-
is provided in (25):

(25) -mU- ((↑ obj pred) = ‘pro’)
(↑ obj def) = +
(↑ obj animate) = +
(↑ obj pers) = 3

The pred feature for animate -mU- is optional: the feature is present when the
object marker is pronominal and absent when the object marker functions as
an agreement marker. Both the pronoun and the agreement marker are definite:
personal pronouns are in general definite, and the agreement marker ensures a
definite interpretation of non-pronominal objects.

The generalizations that KiRimi object markers only double objects that are
both definite and animate are captured here with simple lexical specifications
and the LFG principle of uniquess. The analysis is straightforward, but it does
not explain the fact that the KiRimi facts follow certain cross-linguistic general-
izations: dependents that are definite and high in animacy are cross-linguistically
more likely to trigger agreement on the head. We will return to this point in Sec-
tion 4.10

Like KiRimi, Irish shows that there can be differences with respect to pro-
nouns and agreement marking within a single paradigm. However, in Irish, the

10An anonymous reviewer points out that there might be noun classes with both animates and
inanimates. Hualde (1989) does not address this possibility, but the description of KiRimi noun
classes in Olson (1964) indicates that noun classes 9–10 and possibly 12–13 (diminutives) in-
clude both animates and inanimates. This is corroborated by Beletskiy & Diyammi’s (2010)
notes on noun classes in the closely related dialect/language Isanzu. I have not found a discus-
sion of what the agreement data are in these noun classes. Hualde makes the categorical claim
that only definite animates trigger agreement. If this is correct, then each relevant prefix is best
represented with two quite different lexical entries and are thus examples of lexical splits
(discussed below in Section 5). However, Olson (1964: 171) provides a few examples where
inanimate objects from class 9 (‘gardens’, ‘beehive’, ‘meat’) cooccur with an object marker.
This would indicate that nouns referring to biological inanimates from class 9 carry a gram-
matical [+animate] feature. For other examples of misalignment between biological animacy
and grammatical animacy, see Bayanati & Toivonen (2019) and references cited therein.
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variation is not governed by definiteness or animacy, the pattern instead seems
idiosyncratically determined by form. In Irish, some verb forms (synthetic forms)
provide person-number information about the subject that other forms (analytic
forms) do not. The following conditional paradigm from Ulster Irish is from Mc-
Closkey & Hale (1984):

(26) cuir ‘to put’ (Irish)
sg 1 chuirfinn

2 chuirfeá
3 chuirfeadh sé (masc), chuirfeadh sí (fem)

pl 1 chuirfimis
2 chuirfeadh sibh
3 chuirfeadh siad

The synthetic forms chuirfinn, chuirfeá and chuirfimis contain information about
the pronominal subjects, but chuirfeadh does not. The analytic chuirfeadh allows
the subject to be expressed independently as a pronoun (sé, sí, sibh, or siadh in
(26)) or a full NP. The synthetic forms cannot co-occur with independent pro-
nouns, as evidenced by the ungrammaticality of (27) from McCloskey & Hale
(1984):

(27) Irish:
*Chuirfinn
put.cond.1sg

mé
I

isteach
in

ar
on

an
that

phost
job

sin.

‘I would apply for that job.’ (intended)

The fact that independent subject pronouns are ruled out indicates that the pro-
nominal pred features in the lexical entries of the synthetic forms chuirfinn,
chuirfeá and chuirfimis are obligatory, unlike the optional subject pred ‘pro’ fea-
tures in Finnish and Chicheŵa. The pred features contributed by the synthetic
verb forms cannot unify with the pred features of independent pronouns. In
second person plural and third person singular and plural, however, the verb
form does not contain any information about the subject. This information is in-
stead contributed by independent pronouns. For more examples and discussion
of variation within Modern Irish, see McCloskey & Hale (1984). For detailed LFG
analyses, see Andrews (1990) and Sulger (2010).

This brief overview provides a sample of the variety of patterns that pro-drop
languages put on display cross-linguistically. The cross-linguistic differences are
captured lexically in LFG: an incorporated pronoun has a pred ‘pro’ feature, an
agreement marker has no pred feature, and morphemes that lead a double life
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as pronouns and agreement markers have an optional pred feature. The data
we have examined here illustrate that languages vary with respect to how they
employ these possibilities. The data also illustrate that there can be differences
within the same language between paradigms and, perhaps surprisingly, also
within paradigms.

For more LFG analyses of pro-drop, drawn from a wide variety of languages
and also a variety of types of pro-drop, see Dahlstrom (1991: Chapter 5) for Plains
Cree subjects and objects, Sadler (1997) forWelsh subject and object clitics, Toivo-
nen (2000, 2001) for Finnish infinitives, Strunk (2004, 2005) for nominal posses-
sive constructions in Low Saxon, Rákosi & Laczkó (2011) for Hungarian spatial
particles, Bayram (2013) for Turkish subjects and possessors, Laczkó (2017) for
Hungarian possessors, and Dione (2019) for subjects in Wolof.

4 Grammaticalization

A stage where an affix is ambiguous between an agreement marker and a pro-
noun is unsurprising in light of the typical grammaticalization path of pronoun
to agreement marker (Givón 1976, Mithun 1988, Hopper & Traugott 2003, van
Gelderen 2011):

(28) independent pronoun > weak pronoun > clitic pronoun > agreement
affix > fused agreement marker

The naturalness of pronoun/agreement ambiguities given the grammaticaliza-
tion cline in (28) has been noted inmany previous analyses of pro-drop, including
Fassi Fehri (1984), Bresnan & Mchombo (1987), Austin & Bresnan (1996), Toivo-
nen (2001), Morimoto (2002), Butt (2007), Coppock & Wechsler (2010), Barbu &
Toivonen (2018) and Haug 2023 [this volume]. These authors and others have
pointed out that when pronouns transition into agreement affixes, there can be
a stage where the forms are not immediately reanalyzed as wholesale agreement,
but instead are agreement markers when they double an NP and pronouns when
they do not.

The grammaticalization cline in (28) conflates multiple linguistic dimensions.
One such dimension regards the function: Does the marker have pronominal ref-
erential capacity or is it a mere agreement marker? This is modeled at f-structure
in LFG. Other dimensions concern the morphophonological realization as an in-
dependent word, a clitic, a bound agglutinative morpheme, or a fused morpheme.
This is modeled at c-structure, m-structure and p(rosodic)-structure in LFG. A lex-
ical entry can in principle be ambiguous between a pronoun and an agreement
marker regardless of its morphophonological realization.
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The grammaticalization path in (28) therefore conflates common sequences
of changes that are often but not always parallel. One sequence concerns c-
structural realization:

(29) projecting word > non-projecting word > true clitic > affix > fused affix

A projecting word is a word that projects a phrase and a non-projecting word is
a morphologically and phonologically independent word that does not project a
phrase. A “true clitic” is here intended to refer to a form that does not project
a phrase and is phonologically dependent on a host, but is not a bound mor-
pheme. Projecting words can also be phonologically dependent on a host, which
illustrates that prosody has in fact its own relevant dimension which could be
separated from (29). Toivonen (2003: 45) provides examples of different types
of projecting and non-projecting words and clitics. See also Lowe (2016) for a
detailed treatment of clitics in LFG.

Another relevant scale concerns referential capacity:

(30) noun > pronoun > ambiguous pronoun/agreement marker > agreement
marker > transitivity marker

The prosodic or phrase-structural realization in (29) is orthogonal to the scale
in (30), which is a nominal scale of referential strength. This is modeled here to
a large extent with the pred feature. As seen in the sections above, nouns, pro-
nouns and agreement markers differ in their pred feature: nouns have a content-
ful nominal pred feature, pronouns have the pred feature ‘pro’, and agreement
markers have no pred feature at all. A transitivity marker is referentially very
weak, as it simply indicates that there is an object and does not say anything
about what the object refers to.

Changes along the cline in (29) tend to be closely tied to changes along (30).
In Siewierska’s (1999) survey of 272 languages, most pronouns (forms with oblig-
atory pred ‘pro’) are independent words; ambiguous forms (optional pred) are
small words, clitics or affixes; and pure agreement markers are affixes. However,
the scales in (29) and (30) are not inherently connected. This disconnect is care-
fully argued for in van Rijn (2016), who draws on a sample of personal possessors
from 39 different languages. She concludes that “loss of referentiality correlates
with a loss in form, but in a relative rather than an absolute sense [...] function
and form evolve in the same direction, but need not evolve at the same pace”
(2016: 233).

The insight that function and form can change independently of each other is
not difficult to capture within LFG, since the framework models different types
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of linguistic information at distinct levels such as c-structure, p-structure and
f-structure. The changes are also not difficult to formalize, and in fact the direc-
tionality of change seems natural within the framework. As explained in Bres-
nan & Mchombo (1987), the step from pronoun to optional agreement marker is
modeled by the pred feature changing from obligatory to optional. The step from
ambiguous pronoun/agreement marker to pure agreement marker is modeled by
the loss of the pred feature. It is important to note, however, that even though
this grammaticalization path is naturally modeled formally within LFG, the LFG
framework does not dictate the directionality of the change. An explanation for
this directionality needs to come from a substantive theory of language change.
I will not provide such a theory here, but I will refer to a few insights from the
previous literature.

As indicated by the hierarchies above, independent pronouns can be incor-
porated into the verb. Such a change does not necessarily occur, and it is not
predictable exactly when it will occur. However, it is not surprising that such
incorporation is common, given the fact that pronouns are typically unstressed
and often positioned close to the verb. Pronouns are also often doubled by a full
NP or a stressed pronoun, sometimes marked by some special morphology or
intonation: (As for) Carina, I really love her. It is easy to see how such topic/fo-
cus NP + pronoun could come to be reanalyzed as argument NP + agreement
marker. For example, recall that Chicheŵa object markers are incorporated pro-
nouns that can double an object that is a discourse topic (Bresnan & Mchombo
1987). The string subject verb-pronoun topic (where the topic and the pronom-
inal object are co-referential, e.g., (18)) could then in principle easily be rean-
alyzed as subject verb-agreement object. Bresnan & Mchombo (1987) indicate
that this is precisely what has happened in some other Bantu languages, for ex-
ample Makua. In light of this, it also makes sense that many agreement markers
cross-linguistically agree exclusively with arguments that are high in topicality
(Comrie 1981, Woolford 1999, Coppock &Wechsler 2010, Dalrymple & Nikolaeva
2011): it follows from the observation that the pronouns that were reanalyzed
as agreement markers originally doubled topics. Since topics tend to be animate
(Comrie 1981: 225; Arnold 2013, among others), it is also unsurprising that ani-
mates are more likely to agree than inanimates.

Other cross-linguistic observations follow from the very fact that agreement
markers used to be pronouns. Agreement marking is often restricted to definite
or specific arguments (see, e.g., the discussion of Romanian below). Personal pro-
nouns are in general inherently definite and specific, so it is easy to see how such
restrictions could remain when the markers lose their pronominal status.
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Several cross-linguistic tendencies thus follow from an understanding of the
history of agreement marking: agreement can be restricted to topics and to nom-
inals with animate, definite or specific reference. It is important to note that al-
though these generalizations can be readily capturedwith the LFG formalism, the
formalism itself neither predicts nor dictates these tendencies. In LFG, it would
be just as easy to formally specify that only indefinites agree in a given lan-
guage, for example. However, given what research in historical linguistics and
psycholinguistics has shown us, it would be unlikely for such a system to emerge.

One further important cross-linguistic generalization concerns the asymmetry
between subjects and objects: object agreement marking is less common than
subject agreement. In fact, Siewierska (1999) argues that there is no pure ob-
ject agreement marking. According to Siewierska, apparent examples of object
agreement are actually cases of ambiguous marking: the agreement morphemes
double as pronouns. Siewierska (1999) offers some possible explanations for this
asymmetry, but stresses that those explanations are tentative. In LFG, it is for-
mally no harder to model object agreement than it is to model subject agreement.
The forms would simply lack a pred feature, like the English and French subject
agreement markers mentioned in Section 3. The explanation for Siewierska’s
generalization thus does not come from the LFG formalism.

In general, I assume that insights about language use and change are largely
independent of the formal tools that are used to model grammar. However, it is
in principle possible to formulate a substantive theory of language change that
is compatible with the LFG framework and that might shed light on attested
cross-linguistic generalizations.

Up until now, we have mainly focused on the role of the pred feature. How-
ever, other features are also involved and those features can change and erode
as well. Coppock & Wechsler (2010) carefully detail the loss of pred features
alongside changes affecting other features such as pers, num, topicality and
definiteness in different ways in the Finno-Ugric languages Northern and East-
ern Ostyak (Khanty) and Hungarian. Toivonen (2001) similarly traces the change
of various features that lead to differences in the possessive systems of different
dialects of Finnish and Saami. These works trace historical changes that target
features other than pred features, and such changes can lead to differences that
reach beyond the pred feature when a morpheme is at the ambiguous stage. The
next section is devoted to examples where the pronominal morpheme is quite
different from the agreement marker, even though they are identical in form.
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5 Lexical splits

The LFG approach to pro-drop presented above relies on the insight that a form
can have a dual function as an agreement marker and an incorporated pronoun.
This duality opens the door to the possibility that the morphemes might grow
further apart due to language change: since the morphological form corresponds
to two similar but distinct lexical entries (one with and one without a pred fea-
ture), the two entries might develop separately. This is in fact cross-linguistically
common, and several examples will be given in this section.

One of the first languages for which the LFG theory of pro-drop was devel-
oped was Arabic. Abdelkader Fassi Fehri explored the subject agreement system
inModern Standard Arabic as well as local varieties of Arabic in several talks and
papers. Fassi Fehri (1988) shows that some of the affixes are exclusively pronomi-
nal (this is the case for the first and second person affixes) and others are ambigu-
ous between pronouns and agreement markers. He further argues that in some
cases the pronominal affix is remarkably different from the agreement marking
affix, which indicates that their lexical entries differ beyond the pred feature.

Fassi Fehri’s (1988) analysis of feminine subjects in MSAwill be reviewed here.
Fassi Fehri shows that the affix -at (also sometimes -ati in Fassi Fehri’s examples)
is ambiguous. In its pronominal use, it is a third person feminine singular. How-
ever, as an agreement marker, the same affix is less restricted. For example, -at
(here -ati) agrees with a plural subject in (31):

(31) Modern Standard Arabic
ja:ʔ-ati
came-fem.sg

l-bana:tu
the-girls

‘The girls came.’

Fassi Fehri (1988) proposes the lexical entries in (32) for the -at affix, indicating
that the agreeing affix is only constrained by gender.

(32) Pronoun: Agreement:
(↑ subj pred) = ‘pro’
(↑ subj gend) = fem (↑ subj gend) = fem
(↑ subj num) = sg
(↑ subj pers) = 3

Fassi Fehri (1988) further proposes that strong forms of pronouns are never di-
rectly assigned subcategorized functions in Arabic. Instead, they are always as-
signed the focus function, which is a grammaticalized discourse function. As
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such, emphatic pronouns in MSA do not co-occur with the agreement marking
version of -at even when they are feminine. It would result in a coherence vi-
olation: neither the emphatic pronoun nor the agreement marker contributes a
pred feature to the subj.

The -at ending can be contrasted with the third person feminine plural affix
-na, which, unlike -at, is a pronoun only and cannot agree:

(33) Modern Standard Arabic

a. ji:ʔ-na
came-fem.pl.hum
‘They came.’

b. *ji:ʔ-na
came-fem.pl.hum

l-bana:tu
the-girls

The feminine plural pronoun -na can only co-occurwith independently expressed
nouns when they are topics:

(34) Modern Standard Arabic
al-bana:tu
the-girls

ji:ʔ-na
came-fem.pl.hum

‘As for the girls, they came.’

In (34), the pronominal affix -na is the true subject. The noun al-bana:tu is a topic,
as evidenced in part by the word order: the unmarked word order in Standard
Arabic is VSO. When al-bana:tu precedes the verb, -at is not felicitous:

(35) Modern Standard Arabic
*al-bana:tu
the-girls

ja:ʔ-at
came-fem.sg

(intended) ‘As for the girls, they came.’

The pronominal -at is singular and cannot refer to the plural al-bana:tu. The
agreement marking -at does not contribute a pred feature. As the topic, the NP
al-bana:tu also does not contribute a pred feature to the subj. The agreement
marker cannot alone correspond to the subj function, since the subject needs a
pred feature due to the LFG completeness condition, provided in (12) above. In
these specific examples, the verb ‘to come’ requires a subject with a semantic role,
and that subject needs a pred. In (31), l-bana:tu is the subject, and provides the
pred feature. In (33) and (34), the pronominal affix -na contributes a pronominal
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pred feature to the subj f-strucure. In (35), al-bana:tu provides a pred feature to
the topic function, not the subj function. The agreement marking affix on the
verb does not provide a pred feature at all.

Fassi Fehri (1988) introduces further lexical entries and also specific rules to
cover the complex pronominal and agreement system in Standard Arabic. Addi-
tional examples accompanied by discussions of computational implementations
of Arabic agreement are provided by Hoyt (2004) and Attia (2008). Crucial to the
point here is that already one of the first treatments of pro-drop in LFG pointed
out that an agreement affix can diverge from a homophonous pronominal affix
in features other than just the pred feature. The agreement marking -at differs
from the pronominal version of the same form, and Fassi Fehri captures the dif-
ferences straightforwardly with the lexical entries.

Next we consider so-called ‘clitic doubling’ in Romanian. In Romanian, objects
can be ‘doubled’ by a morpheme that agrees in person, number and gender. This
morpheme is typically referred to as a clitic, but its morphophonological status
is controversial (Dobrovie-Sorin 1994, Monachesi 1998, Popescu 2000, Luís 2004).
Romanian clitic doubling is exemplified in (36), where the object pe băiat is dou-
bled by the clitic l-:

(36) Romanian:
L-am
3sg.m.acc-have.1sg

văzut
seen

pe
acc

băiat.
boy

‘I saw the boy.’

In some dialects of Romanian, all definite objects are doubled (Tomić 2006: Chap-
ter 4; Tomić 2008: 84; Hill 2013, Barbu & Toivonen 2018). This is the case in the
Aromanian dialect (spoken in Albania, Macedonia, Romania, Bulgaria, Serbia and
Croatia) and the Megleno-Romanian dialect (spoken in Greece and Macedonia).
Since the relevant pronouns are inherently definite, these dialects can be ana-
lyzed in LFG with an optional pred feature in the lexical entry for the clitic, just
like most of the pro-drop examples discussed above.

However, in other dialects of Romanian, including the standard variety, dou-
bling is restricted to pe-marked, human, definite objects. For example, the non-
human direct object ‘snail’ in (37) cannot be doubled by a clitic:

(37) Romanian:

a. Am
have.1sg

văzut
seen

melcul.
snail.def

‘I saw the snail.’

584



13 Pronoun incorporation

b. *L-am
3sg.m-have.1sg

văzut
seen

(pe)
acc

melc.
snail

The clitic can refer to non-humans when it stands alone. For example, the l-
in (38) can refer back to melcul, the snail:

(38) Romanian:
L-am
3sg.m.acc-have.1sg

văzut.
seen

‘I saw it/him.’

The clitic in (38) could also refer to a human participant.
The restrictions on doubling in this variety of Romanian indicate that the

agreement marking clitic and the pronominal clitic differ beyond the presence
or absence of the pred feature. Barbu & Toivonen (2018) spell out the details of
such an analysis, and their account is summarized here. They follow the Roma-
nian tradition of treating pe as an accusative case marker (e.g., Cornilescu 2000)
that is specified for human animacy, and they posit the lexical entries in (39) for
the pronominal and agreement-marking clitics.

(39) Pronoun: Agreement:
(↑ pred) = ‘pro’
(↑ pers) = 𝛼 (↑ pers) = 𝛼
(↑ num) = 𝛽 (↑ num) = 𝛽
(↑ gend) = 𝛾 (↑ gend) = 𝛾
(↑ case) = acc (↑ case) =𝑐 acc
(↑ def) = + (↑ def) = +

The variables 𝛼 , 𝛽 and 𝛾 simply stand for different pers, num and gend features
that vary according to which form is used: mă/m- for first person singular, te for
second person singular, îl/l- for third person singular masculine, etc.

The two entries in (39) only differ very slightly. The pronouns have a pred ‘pro’
feature and the agreement markers do not, just like we have seen in several exam-
ples above. However, there is one small but important further difference: the case
is specified as a defining equation for the pronoun and a constraining equation
for the agreement marker. The regular defining equation of the pronoun directly
contributes a [case acc] feature to the object f-structure. The constraining equa-
tion requires a [case acc] feature, but does not itself provide it. If the feature is
not provided in some other way, the agreement marker is illicit. The marker pe
provides the acc feature that is needed. This explains why the clitic cannot occur
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without pe. When pe functions as a case marker (pe has an additional function as
the preposition ‘on’), it is also specified for human animacy, and this indirectly
explains why only objects with human reference can be doubled.

Tigău (2010, 2014) reports that some speakers of Romanian allow clitic dou-
bling with indefinites:

(40) Romanian:
Petru
Peter

(l-)a
3sg.m-have.3sg

vizitat
visited

pe
acc

un
a

prieten.
friend

‘Peter visited a friend.’

Even the speakers who allow doubling with indefinite objects allow it only some-
times. Tigău (2010, 2014) argues that doubled indefinite objects get a specific in-
terpretation (see also Aoun 1981: Chapter 3).

The difference between the standard variety of Romanian (captured by (39))
and the indefinite-doubling dialect described by Tigău is captured by the lexical
entries in (41):

(41) Pronoun: Agreement:
(↑ pred) = ‘pro’
(↑ pers) = 𝛼 (↑ pers) = 𝛼
(↑ num) = 𝛽 (↑ num) = 𝛽
(↑ gend) = 𝛾 (↑ gend) = 𝛾
(↑ case) = acc (↑ case) =𝑐 acc
(↑ def) = + (↑ specific) = +

In this dialect, the pronoun is the same as in the standard dialect, but the agree-
ment marker is marked for specificity instead of definiteness.

In two of the dialects of Romanian that have been considered here, the dif-
ference between the agreement marking clitic and the pronominal clitic goes
beyond the pred feature. Again, this kind of ‘split’ is not unexpected under the
LFG account of pro-drop, since the optional pred feature in effect means there
are two lexical entries: one agreement marker and one pronoun.

Romanian is not the only Romance language in which the agreement marking
clitic and pronominal clitic are markedly distinct. Varieties of Spanish display
clitic systems very similar to that of Romanian (see, e.g., Mayer 2017). Andrews
(1990) and Estigarribia (2013) analyze Rioplatense Spanish within an lfg frame-
work, and they both propose entries for pronominal clitics that differ from the
agreement clitics beyond the pred feature. Estigarribia specifically proposes that
the agreement marker has a specificity feature that the pronominal clitic lacks,
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which would indicate that Rioplatense Spanish clitics are very similar to the Ro-
manian clitics represented in (41).

Finnish possessive suffixes provide yet another example of ‘lexical splits’. Pro-
nominal possessors in standard Finnish are marked by an independent pronoun
and a suffix on the possessed noun or by a suffix alone (42):

(42) Finnish
Jukka
Jukka

näkee
sees

(minun)
my

ystävä-ni.
friend-1sg

‘Jukka sees my friend.’

In first and second person, the independent pronoun is optional, and our ba-
sic LFG pro-drop analysis can be employed: first and second person possessive
suffixes have an optional pred ‘pro’.

The optionality of the pred ‘pro’ in Finnish possessive suffixes was already
mentioned in Section 2. However, the third person suffix displays a more signif-
icant split. When a third person independent pronoun is omitted and possession
is marked by just a third person suffix, the possessor is necessarily bound by a
subject within the minimal finite clause:

(43) Finnish
Jukka𝑖
Jukka

näkee
sees

ystävä-nsä𝑖/∗𝑗 .
friend-3

‘Jukka sees his (own) friend.’

Conversely, when an independent pronoun is present, the possessor cannot be
bound by a subject:

(44) Finnish
Jukka𝑖
Jukka

näkee
sees

hänen∗𝑖/𝑗
his/her

ystävä-nsä.
friend-3

‘Jukka sees his/her friend.’

In Toivonen’s (2000) analysis, the suffix in (43) is an anaphoric pronoun with a
pred feature, and the suffix in (44) is an agreementmarkerwithout a pred feature.
The entries further differ in that the agreement suffix is restricted to agreement
with human personal pronouns (45a–45d), even though the pronominal suffix
can be bound by both nouns and pronouns with human or non-human referents
(45e):
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(45) Finnish

a. Jukka
Jukka

näkee
sees

Pekan
Pekka’s

ystävän.
friend.acc

‘Jukka sees Pekka’s friend.’
b. *Jukka

J.
näkee
sees

Pekan
Pekka’s

ystävä-nsä.
friend-3Px

c. ̇Jukka
Jukka

näkee
sees

sen
its

hännän.
tail.acc

‘Jukka sees its tail.’
d. *Jukka

Jukka
näkee
sees

sen
its

häntää-nsä.
tail-3Px

e. Se/koira𝑖
It/dog

heiluttaa
wags

häntää-nsä𝑖.
tail.part-3Px

‘It/the dog is wagging its tail.’

The Finnish pronominal possession system thus provides a further example
where pro-drop involves two homophonous but syntactically quite distinct lexi-
cal entries: one agreement marker and one pronoun. In the case of Finnish third
person possessive suffixes, the pronoun is anaphorically bound and has no ani-
macy restrictions. The agreement marker agrees only with personal, human pro-
nouns that are not anaphorically bound. For a lexical formalization similar to the
analyses of Arabic subject markers and Romanian object clitics outlined above,
see Toivonen (1996, 2000). For a different analysis, and also more data and ref-
erences as well as a critique of the LFG analysis, see Humarniemi & Brattico
(2015).

The final language we will consider in this section is Pakin Lukunosh Mort-
lockese. The Mortlockese data and generalizations come from Odango (2014).
Odango argues that the third person singular object marker in this Micronesian
language shows a split between incorporated pronoun and transitivity marker.
He further shows that other object suffixes (the first and second person suffixes
and the third person plural suffix) do not involve a split; they function exclusively
as incorporated object pronouns (Odango uses the term ‘anaphoric agreement’,
following Bresnan & Mchombo 1987). Example (46) illustrates the second person
singular object suffix, which cannot co-occur with an independent pronoun:
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(46) Mortlockese
I=aa
1sg.sbj-realis

wor-o-k
see-th-2sg.obj

(*een).
2sg

‘I see you.’

The third person singular marker is also an incorporated pronoun when there is
no independent object:

(47) Mortlockese
anga-i-tou
take-3sg.obj-downward

mwo
please

‘Please take it down.’

The object marker is translated here as it, but it can also be translated as him or
her. The pronominal third person singular marker has a pred feature ‘pro’.

Unlike the other object suffixes, the third person singular suffix can co-occur
with an object. When it does, there are no number restrictions on the object.
Odango argues that the suffix is a general transitivity marker when it co-occurs
with an object. In (48), the suffix agrees with a third person plural object:

(48) Mortlockese
Ngaan
1sg.emph

i=sán
1sg.sbj=neg.pot

mwo
yet

shuu-{nge-i/*nge-er}
meet-th-3sg.obj/th-3pl.obj

mwáán=kewe.
man=dist.pl
‘As for me, I have not yet met those men.’

Note that the third person plural marker is not admissible in (48), because it
functions solely as a pronoun with a pred ‘pro’ and can therefore not co-occur
with the object mwáán=kewe.

According to Odango, the transitivity marking suffix is generally limited to
third person for many speakers, but some speakers also accept examples where
the transitivity marker co-occurs with a first or second person independent pro-
noun.11 He provides the following example, which is accepted by some younger
speakers:

11The independent pronouns only appear with borrowed verbs and a few verbs that cannot be
inflected (Odango 2014).
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(49) Mortlockese
R-aa
3pl.subj-realis

wér-e-i
see-th-3sg.obj

kiish.
1pl.incl

‘They see us (incl.).’

For most speakers, however, it seems that the transitivity marker is restricted
to third person. Odango (2014) reports on one further restriction on the use of
the transitivity marker: it seems to be restricted either for definiteness or speci-
ficity. Odango also points to interesting age and geographical variation regarding
the exact use of the marker. The variation details are interesting, but they will
nevertheless be set aside here.

The basic generalization that the third person singular object marker has split
into a pronominal suffix and a transitivity marker is clear. Odango (2014) ties
his discussion to Bresnan & Mchombo (1987), but he does not provide a formal
analysis of Mortlockese. However, the generalizations he provides evidence for
can be captured by the following lexical entries for the marker -i:

(50) Pronoun: Transitivity marker:
(↑ obj pred) = ‘pro’ (↑ obj definite) = +
(↑ obj pers) = 3 (↑ obj pers) = 3
(↑ obj num) = sg

The lexical entries in (50) are tentative but serve to illustrate the relevant lexi-
cal split. The pronominal version of the third person singular suffix is straightfor-
ward. Since it provides a pred feature, it cannot co-occur with an independent
object. However, the transitivity marker version of the suffix requires an inde-
pendent object. The presence of (↑ obj) features ensures the presence of an obj
function in the f-structure corresponding to the verb that the ending is attached
to. This object function needs a pred feature because of the completeness condi-
tion, and this feature is provided by an appropriate object in the c-structure. The
lexical entry for the transitivity marker includes a third person object feature.
However, for speakers that allow it to co-occur with first and second person pro-
nouns (see (49)), the lexical entry will not include a pers feature. I assume here
that the transitivity marker is specified for definiteness, but Odango hints that it
is unclear whether the relevant feature is definiteness or specificity. It is possible
that this point is also a matter of speaker variation. In any event, the transitiv-
ity marking entry can be modified to include a specificity feature instead of a
definiteness feature.

Although the Pakin Lukunosh Mortlockese data involve variations and points
to be further investigated, it is clear that the third person singular object marker
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involves a split. Odango argues that the split is between a pronoun and a tran-
sitivity marker. From a historical perspective, the emergence of this split is un-
surprising: object markers often grammaticalize into transitivity markers, some-
times via object agreement marking (Lehmann 2002, Mayer 2017, Widmer 2018).

In sum, a pro-drop analysis where an incorporated morpheme is assumed to
have a dual function and correspond to both an agreement marker and a pronoun
leads to the prediction that the two versions of the morpheme can change inde-
pendently and grow further apart. This section has consideredmultiple examples
that indicate that such cases do, in fact, occur. The examples we have considered
come from Standard Arabic subject marking, Romanian object clitic doubling,
Finnish possessive marking, and Mortlockese object marking. In the first three
cases, the pronominal version of a morpheme displays different characteristics
than the corresponding agreement-marking morpheme. In the Mortlockese case,
we adopted Odango’s proposal that the non-pronominal version of the third per-
son singular incorporated pronoun is a transitivity marker.

6 Pro-drop without agreement marking

The focus of this chapter has been on cases where information about the dropped
arguments is encoded on the head as an incorporated pronoun. However, some-
times pronouns are omitted even though there is no corresponding morphology
on the head. This is the case in discourse pro-drop. Some LFG work on this
type of pro-drop will be briefly reviewed in this section, even though it does not
involve morphological pronoun incorporation.

Chinese and Japanese lack morphological agreement marking but neverthe-
less allow argument omission. A Cantonese example, originally from Luke et al.
(2001), is given in (51):

(51) Cantonese (Talking about dogs)
wui5-m4-wui5
will-not-will

beng6
ill

gaa3
part

‘Would (they = the dogs) get ill?’

This kind of pronoun omission is referred to as discourse pro-drop or radical
pro-drop. Discourse pro-drop is substantially different from pro-drop linked to
agreement (Neeleman & Szendrői 2007, Sigurðsson 2011, Irgens 2017),12 although

12Discourse pro-drop has been argued to in fact resemble general nominal ellipsis more than
pro-drop (Irgens 2017).
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they occur under similar pragmatic conditions, which are also conditions under
which omission of weak pronouns occur in the Germanic languages (Sigurðsson
2011, Rosén 1998: and references therein). Focussing on omitted subjects, Luke
et al. (2001) analyze Cantonese discourse pro-drop in LFG. They propose spe-
cific discourse-pragmatic criteria to explain how empty subjects receive an inter-
pretation. They also posit an empty subject node in the c-structure, which ren-
ders their analysis unusual from a mainstream LFG perspective, where empty
c-structure material is avoided since it is deemed unnecessary and computation-
ally costly.

Rosén (1998) develops a different LFG analysis for Vietnamese. Vietnamese
allows the subject, object and second object (obj𝜃 ) to be dropped, even though
there is no morphology on the head to indicate the characteristics of the omitted
element. Two examples from Rosén (1998: 146) are given in (52):

(52) Vietnamese
a. Ăn

eat
ít
few

cỏ
grass

lắm.
very

‘(It) eats very little grass.’
b. Ông Ba

Mr. Ba
tặng
give

một
one

bó
bunch

hoa
flower

hồng
pink

hôm
day

nọ.
other

‘Mr. Ba gave (her) a bunch of roses the other day.’

In Rosén’s analysis, the dropped pronouns (it and her in the examples above)
are not represented in the c-structure. In the f-structure, they are represented
as the relevant grammatical functions. The pred ‘pro’ features are contributed
by optional equations in the phrase structure rule for S for the subj and the VP
rule for obj and obj𝜃 . The f-structures of Vietnamese examples with pro-drop
will thus look quite similar to examples where the c-structure does contain ex-
pressed pronouns, and also similar to the f-structures of Italian-style pro-drop
languages, where other morphology provides the pronominal information. A dif-
ference is that the f-structures for the pro-dropped grammatical functions in Viet-
namese do not contain person and number information. The key to understand-
ing how empty pronouns assign reference in Vietnamese lies in semantic struc-
ture (s-structure) and discourse structure (d-structure), according to Rosén. Like
the f-structure information, the semantic schemata needed for the s-structure
of the unpronounced pronoun are contributed by the c-structure rules. These
schemata include basic semantic information, such as specifications regarding
the argument-function mapping.
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Rosén (1998) stresses that the interpretation of the dropped pronouns does
not depend on guessing. According to Rosén (1998: Chapter 7), one condition
for pronoun omission is referential givenness, meaning the existence of a
presupposition of unique reference. Another important condition is relational
givenness: the intended referent is clear with relation to the verb in context.13

This is, for example, the case when the verb is the same as in an immediately pre-
ceding context. In this case, the participants of the event referred to by the verb
remain the same and can be omitted. For example, if someone asksDid Sarah cook
the meat? and the response repeats the verb cooked, no pronouns are included in
Vietnamese as it is clear that the participants remain the same. Another example
of relational givenness would be Sarah bought some meat and (she) cooked (it),
where in the Vietnamese equivalent both the subject and the object pronoun can
be omitted. The use of empty pronouns signals that the speaker is sure that the
propositional content makes clear which referents to supply for the arguments
(Rosén 1998: 137).

Butt & King (1997) show that pro-drop in Hindi/Urdu is not necessarily tied to
agreement, and like Rosén, they argue for a discourse-based account. They argue
that pronouns can only be omitted if they are continuing topics or backgrounded
information, and they model their analysis on the independent linguistic level of
i(nformation)-structure.14 Butt (2007) extends Butt & King’s analysis to Punjabi.
The analyses developed by Butt & King (2000), Luke et al. (2001) and Rosén (1998)
differ significantly from each other, and this indicates that there is room for more
(perhaps cross-linguistic) research on discourse pro-drop within LFG. In general,
discourse structure has received less attention in LFG than other levels of lin-
guistic representation, but see King & Zaenen (2004), Dalrymple et al. (2018),
and references cited in those works for important proposals.

Yet another type of pronoun omission is topic drop, which is found in several
Germanic languages and illustrated in the Swedish example in (53):

(53) Swedish
Kommer
come

kanske
perhaps

att
to

sakna
miss

det.
it

‘[I/We/They...] will perhaps miss it.’
13According to Rosén’s formal analysis of the discourse conditions, empty pronounsmust always
be part of the tail value at d-structure, where the tail is understood as the s-structure of the
sentence minus the value of the link and the focus.

14Rosén (1998) uses the label d(iscourse)-structure and Butt & King (1997) use i(nformation)-
structure to formalize the same type of phenomena. Zaenen 2023 [this volume] provides a
comprehensive overview of LFG research on i-s and d-s in LFG. She reserves the term i-s for
sentence-internal information, and d-s for larger units of discourse.
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Swedish verbs bear no agreement and the interpretation of the dropped elements
is provided by the context. In these two respects, topic drop is similar to discourse
pro drop. However, topic drop is more restricted and only elements in the left pe-
riphery of the sentence can be dropped (Neeleman & Szendrői 2007, Sigurðsson
& Maling 2008, Sigurðsson 2011). Topic drop has not been treated extensively in
LFG, but Berman (1996) provides an analysis of the phenomenon in German.

7 Summary

The focus of this chapter has been the LFG theory of pronominal incorporation
and the interactions between nouns, independent pronouns, incorporated pro-
nouns, and agreement markers. The analysis of regular pro-drop centers on the
person, number and gender marking on the head, which is often ambiguous be-
tween an agreement marker and a pronoun. In other words, the marker is an
incorporated pronoun, or else it simply agrees with an independent pronoun or
noun.

Languages vary with respect to exactly how pronominal information is ex-
pressed morphosyntactically, and many different systems have been captured
with LFG analyses that take the basic agreement marker-pronoun ambiguity as
its starting point. The overview of the literature provided in this chapter illus-
trates how the typological diversity can be formally understood by appealing to
features, feature unification and the mappings between independent linguistic
levels.

The LFG theory of pronoun incorporation and pro-drop aligns well with the
research on the grammaticalization of pronominal forms and agreement mark-
ing. In Section 4 it was argued that although LFG does not technically offer sub-
stantive historical explanations, the framework provides formal tools which are
suitable for modelling the attested diachronic changes and trends.

Ambiguity between agreement marker and pronoun can give rise to changes
that further differentiate between pronominal and agreement morphemes. Such
drifts are not uncommon, as illustrated by the examples in Section 5. Many lan-
guages have agreement morphemes that differ in clear and significant ways from
incorporated pronouns. For example, the Finnish third person possessive suffix is
restricted to non-anaphoric human personal pronouns in its agreement use, but
it has no animacy restrictions andmust be anaphorically bound in its pronominal
use.

Finally, Section 6 of this chapter briefly reviewed some LFG accounts of pro-
drop that do not involve pronominal incorporation or any morphology indicat-
ing the person and number of the omitted discourse participant. These cases are
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interesting for many reasons. First, they illustrate the importance of discourse-
pragmatic principles for pronominal interpretation. Second, these cases pose an
interesting challenge for the theory of LFG f-structure. The principle of com-
pleteness dictates that a semantic argument needs a pred feature, and it is not
obvious where that feature comes from in cases of discourse pro-drop, where the
participant does not have a phonological realization in the linguistic string.

In conclusion, the basic LFG theory of pronominal incorporation and agree-
ment that was first formulated by Fassi Fehri (1984, 1988) and Bresnan & Mcho-
mbo (1987) is still adopted today. Over the past four decades, that theory has been
used as a tool to gain insight about the details of pro-drop in a large number of
languages.
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Chapter 14

Raising and control
Nigel Vincent
The University of Manchester

Raising and control are classic topics that have had a key role in theoretical debates
since the early days of transformational grammar. In this chapter we examine these
structural patterns, taking into account cross-linguistic variation and with a partic-
ular focus on the way the phenomena in question have been analysed within LFG
and the differences between LFG and other theoretical frameworks.

1 The phenomena: raising, control and complementation

The terms raising, in reference to the examples in (1), and control, for those
in (2), label different types of relation that may hold between a governing verb
and its complement.

(1) a. The teacher seemed to like the students.
b. The students believed the teacher to like them.

(2) a. The teacher tried to help the students.
b. The students persuaded the teacher to help them.

On the surface these look very similar: a verb immediately followed by an
infinitival complement in (1a) and (2a), and a verb followed by an NP and an
infinitival in (1b) and (2b). However, a moment’s inspection is enough to reveal
fundamental differences. While (2b) does mean that the students persuaded the
teacher, (1b) says nothing about whether the students believed the teacher. At the
same time in both (1b) and (2b) the NP the teacher responds to standard diagnos-
tics for objecthood such as replacement by the pronoun her/him and change of

Nigel Vincent. 2023. Raising and control. In Mary Dalrymple (ed.), Hand-
book of Lexical Functional Grammar, 603–647. Berlin: Language Science Press.
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status to subject under passivization: The teacher was believed to like the students
and The teacher was persuaded to help the students.

Considered from a semantic perspective, the essential difference here is that a
raising verb like seem does not assign a theta-role to its external argument; rather
the acceptability of a sentence with seem depends on the semantic compatibility
of its external argument and the predicate expressed in the following infinitive.
Thus, (1a) is good because like requires an animate, sentient being as subject
and teacher fills that bill; hence by contrast the unacceptability or pragmatic
strangeness of ?The blackboard seemed to like the students. In this respect, items
such as seem show similarities with an auxiliary or a copula like be or become and
indeed they have sometimes been referred to as semi-auxiliaries or semi-copulas
(Pustet 2003: 5–6). This intermediate status between a grammatical and a lexical
item is often the product of historical change, a topic to which we will return in
Section 13 below. By contrast, the external argument of a control (aka equi) verb
such as persuade or try does identify the source of the persuasion or the effort.

Although, in common with much of the literature, we have referred above to
seem as a raising verb, it would bemore accurate to call it a raising predicate since,
as has frequently been observed, a particular lexical item may give expression to
more than one predicate, not all of which exhibit the same control/raising status.
Thus, appear is sometimes synonymous with seem, as for instance in (3a) beside
(1a), but can also occur in other contexts where seem is not an option, hence the
contrast in grammaticality between (3b) and (3c) and the fact that (3d) is perfectly
acceptable while (3e) is at best tautological:

(3) a. The teacher appeared to like the students.
b. The teacher appeared as if from nowhere.
c. * The teacher seemed as if from nowhere.
d. The teacher seemed to appear from nowhere.
e. ? The teacher appeared to seem to like the students.

In a similar vein, wants in (4a) is ambiguous between a reading in which Sally
desires to be more diligent and one which expresses her teacher’s opinion even
if Sally herself has no such wish! The former is a control reading, the latter a
raising reading. With a gerundial complement in (4b) only the raising option is
available as also in the alternative version in (4c) attested in Scottish and some
other varieties of English:

(4) a. Sally wants to work harder.
b. This shirt wants washing.
c. This shirt wants washed.
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14 Raising and control

More generally, rather than a binary split between raising and control verbs,
there appears to be a continuum from raising to control with different verbs
in different languages ranged along it (Barron 2001: 75–79, who references an
earlier discussion by Huddleston 1976). Such evidence in turn implies the impor-
tance of taking into consideration both the syntactic and semantic bases of these
constructions as well as language-particular lexical idiosyncrasies. The latter, as
we will see, also argue in favour of adopting a diachronic as well as a synchronic
perspective.

The terms ‘raising’ and ‘control’ both go back to the early years of generative
grammar and allude in an interestingly complementary way to the different per-
spectives that scholars have adopted in analysing examples such as those in (1)
and (2). Raising implies a movement from a lower to a higher position within a
syntactic representation and thus evokes the derivational type of account that
LFG has turned its back on. Control by contrast refers to the relation between
a dominant element and a subordinate item or position within a range of non-
finite — and indeed, as we will see, some finite — contexts, but with no further
implication as to how this relation is to be modelled. In other words, it is part
of the more general phenomenon of coreference and identifies a relation which
can hold both within complement structures, as above, and in broader syntactic
contexts as in the examples in (5):

(5) a. Glad to be home again, Sally waved to her neighbours in the garden.
b. Bill called a plumber to fix the drain.
c. Sally came across Bill in the garden crying his eyes out.

In (5a) the argument that glad is predicated of can only be Sally and not her
neighbours but the relation is determined by the clausal structure and not by
any specific lexical item; in (5b) we have an optional purpose clause added to the
main clause Bill called a plumber ; in both (5b) and (5c) the modifying clauses to
fix the drain and crying his eyes out are controlled by the object of the main clause.
Cases such as these fall under the heading of adjunct control, a topic which we
consider in more detail in Section 12 below.

The literature on these constructions, and possible analyses thereof, is vast
(see Davies & Dubinsky 2004 and Landau 2013 for book-length treatments and
Polinsky 2013 for a briefer but no less valuable survey), and there is now a very
thorough and up-to-date account in LFG terms in Dalrymple et al. (2019: chap-
ter 15). It is natural then to ask what more a chapter such as the present one
can bring to the table. Rather than simply serving up yet another overview, we
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will concentrate instead on three themes, in each case seeking to show the ad-
vantages — and in some instances the problems — inherent in adopting an LFG
perspective:

1. cross-linguistic and diachronic variation in control/raising structures;

2. proposals that post-date the surveys cited above, in particular the ‘two-
tier’ model put forward in Landau (2015), the analysis of so-called restruc-
turing verbs (Grano 2015), the treatment of partial control (Pearson 2016,
Sheehan 2018a,b, Sevdali & Sheehan 2021), and the treatment of adjunct
control (Donaldson 2021a,b, Landau 2021);

3. cross-theoretical comparison of LFG with other approaches, in particu-
lar on the one hand derivational accounts within versions of Minimalism
and on the other the lexical semantic approach of Jackendoff & Culicover
(2003) and Culicover & Jackendoff (2006).

That said, some foundations need to be laid. We begin therefore by reviewing
a series of dichotomies and sub-types that have served to frame much of the
literature to date (Section 2 through Section 5) before moving on to consider our
chosen themes and their theoretical implications.

2 Functional vs anaphoric control

Differences of detail and interpretation aside, LFG analyses of these items and
constructions all build on the classic distinction between functional and ana-
phoric control developed in Bresnan (1982a) and other early LFG work on the
topic such as Mohanan (1983). Functional control involves identity between a
controlling grammatical relation and an open function, xcomp in the case of con-
trol induced by lexical items and xadj for adjunct control. Crucially, on Bresnan’s
account functional control provides a means of modelling both verbs tradition-
ally labelled as raising and equi, as can be seen in the f-structures for seem and
try in (6):

(6) a. seem V (↑ pred) = ‘seem〈xcomp〉subj’
(↑ subj) = (↑ xcomp subj)

b. try V (↑ pred) = ‘try〈subj,xcomp〉’
(↑ subj) = (↑ xcomp subj)
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These representations distinguish the raising verb seem, where the subj is out-
side the brackets which enclose the semantically pertinent arguments, from the
equi verb try, where all the arguments are inside. Otherwise put, try assigns a
theta-role to its subject while seem does not.

The open xcomp function has also been proposed as a way of modelling some
copular and auxiliary constructions (Falk 1984). Thus in Maltese, where there
is no copula in the present tense as in (7a) by contrast with the past (7b), one
solution is to allow the pred value ‘be〈xcomp〉subj’ to be assigned either to the
copula or, in its absence, to the predicate nominal. In effect, this treats these
constructions as a type of raising.

(7) Maltese
a. Albert

Albert
tabib
doctor

‘Albert is a doctor.’
b. Albert

Albert
kien
be.pst.m.sg

tabib
doctor

‘Albert was a doctor.’

The alternative here, and one perhaps more consistent with traditional ac-
counts of copulas as items that connect subjects and predicates of various gram-
matical kinds, would involve the closed function predlink and a copula with
the pred value ‘be〈subj,predlink〉’ (for more discussion of these options and the
conclusion that no single account will cover all cross-linguistic copular patterns,
see Dalrymple et al. (2019: 189–197)).

A further possibility, which we will not discuss here, is to permit control into
some object and oblique structures, an account that involves postulating open
variants xobj and xobl of the standard closed functions obj and obl (Falk 2005).

In contrast to these lexically determined structures, an example like (5a) re-
quires a statement of the relational equivalence within the relevant PS rule rather
than as part of the lexical entry:

(8) IP ⟶ AP
(↑ xadj)=↓

(↑ subj)=(↓ subj)

IP↑=↓
In this way an adjunct phrase (AP) such as glad to be home again is marked as
serving the xadj role within the f-structure of the higher IP and the open subject
of the xadj will be determined at the level of the clause rather than by a specific
lexical entry.
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The common property in both the xcomp and xadj constructions is identity be-
tween the controlling and the controlled function, which means not only that the
items in question must be coreferential but that they must share all grammatical
and semantic features such as case, gender, number and person. They also have
in common that in some contexts theymay alternate with closed functions. Thus,
the examples (9a) and (9b) illustrate a closed comp that-clause subcategorised by
verbs like believe and promise, while in (10a) and (10b) we have instances of closed
adj as the function to be associated with the constituents everyone having gone
home and with Sally away:

(9) a. The doctor promised Sally that the medicine would work.
b. Sally believed that the doctor was right.

(10) a. Everyone having gone home, Bill could finally relax.
b. With Sally away, the house seemed very quiet.

Examples such as those in (9) and (10) are closed functions with independently
defined subjects. However, it is also possible for a closed comp to have a con-
trolled subject, as in (11) and (12).

(11) a. Losing the race upset Bill.
b. Bill and Sally discussed complaining to the teacher.

(12) a. Bill prefers to leave now.
b. Bill wishes to leave tomorrow

In such a circumstance, in order to establish a link between a controller and a
controlled itemwithin a closed function we need anaphoric control. As the name
implies, this involves an element, labelled pro, which behaves like a pronoun in
its ability to establish a referential link to an item outside the constituent that
it is part of, but, like overt anaphors such as reflexives and unlike pronouns, it
does not have the ability to refer independently. Formally, what this involves is
the rule in (13) (= (35) in Bresnan 1982a: 326), where G identifies the universal set
of semantically unrestricted functions and Δ allows for particular limitations on
the available function in any given language:

(13) For all lexical entries L, for all g ∈ Δ, assign the optional pair of equations{((↑ g pred) = ‘pro’), (↑ fin) =𝑐 𝛼} to L.
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This general principle allows the pro-valued function to be assigned to lexical
entries while respecting language-particular constraints as to what may consti-
tute the function g and what set of forms it can apply to. Thus, in English g
can only be subj and the forms in question must be non-finite but, as we shall
see, other languages may vary. This rule is applicable both for predicates with
no overt subject such as losing the race in (11a) or complaining to the teacher in
(11b) and for the complements of some verbs, particularly those of wishing and
wanting, as in (12). We return to the special issues engendered by the analysis of
these verbs in Section 4 below.

The difference between verbs that take functional control and those that take
anaphoric control is very clear in Icelandic (Andrews 1982, 1990), a language in
which some items display subject properties such as determination of reflexives
but where the case marking is not the usual nominative. Thus, in the simple
sentence (14a) the subject of gengur vel ‘do well’ is marked with the dative case.
When this predicate is embedded under a functional control verb as in (14b) the
dative case is maintained but with an anaphoric control verb as in (14c), for many
speakers, it is the latter item that determines the nominative case on the subject
(examples from Andrews 1990: (39) and (43)):

(14) Icelandic
a. Drengnum

boy.def.dat
gengur
go.prs.3sg

vel
well

við
at

vinnuna
work

‘The boy is doing well at work.’
b. Drengnum

boy.def.dat
virðist
seem.prs.3sg

ganga
go.inf

vel
well

við
at

vinnuna
work

‘The boy seems to be doing well at work.’
c. Drengurinn

boy.def.nom
vonast
hope.prs.3sg

til
c

að
infl

ganga
go.inf

vel
well

við
at

vinnuna
work

‘The boy hopes to do well at work.’

To model (14c) requires a lexical entry for vona ‘hope’ as in (15):

(15) vona V (↑ pred) = ‘vona〈subj,comp〉’
(↑ comp subj pred) = ‘pro’

Where the presence of pro is determined by the lexical entry, as here, we have
an instance of obligatory anaphoric control. By contrast in (16) we have so-called
arbitrary control where the antecedent for pro depends not on the requirements
of the matrix verb but on the broader context.
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(16) a. Bill gestured but nobody noticed it.
b. Bill gestured to leave.
c. Bill gestured for everyone to leave.
d. Sally said everyone thought Bill should have gestured (for them/her)

to leave.

A verb like gesture does not require a complement, as (16a) demonstrates. How-
ever, if it is linked to an infinitive, then the external argument of the infinitival
verb can either be implicit and dependent on the discourse situation, as in (16b),
or be made explicit, as in (16c). Moreover, if there is an overt antecedent it may
be two or more clauses earlier as in (16d).

It is important to underscore that while, as we have already said, labels like
raising and control verb or construction are commonly used to classify empirical
phenomena, the distinction between functional and anaphoric control is a theo-
retical construct designed to model such data. It is eminently possible, therefore,
that within LFG as within other frameworks, there could be different analyses
for the same dataset. Thus, for the verb try Bresnan’s lexical entry in (6b) im-
plies an analysis in terms of functional control, endorsed in Mohanan (1983: 644)
and repeated in Börjars et al. (2019: 103). Similarly, Falk (2001: 141–144) argues
for a distinction between try with functional control and verbs like agree with
anaphoric control. By contrast, Dalrymple et al. (2019: 561–566), and already Dal-
rymple (2001: §4.2), prefer to analyse try as also requiring obligatory anaphoric
control and hence with the pred value in (17) akin to the one for Icelandic vona
in (15):

(17) try V (↑ pred) = ‘try〈subj,comp〉’
(↑ comp subj pred) = ‘pro’

This has the benefit of allowing a much closer alignment between the traditional
classes and the different analyses, with raising coming under functional control
and equi verbs under anaphoric control. It has consequences, too, when we come
to consider the semantics of control/raising since a comp translates naturally into
a proposition whereas the obvious semantic correlate of an xcomp is a property.
Moreover, it serves to undermine one of the criticisms of LFG made by Landau
(2013: 61–62) following Davies (1988), namely that functional control is not rel-
evant for phenomena which traditionally fall under the heading of control. But
this depends on the analysis not the framework. Landau rightly goes on to ob-
serve, as others have done, that in this respect the LFG account exhibits paral-
lels with the movement theory of control advanced by Hornstein and colleagues
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(Hornstein 1999, Hornstein & Polinsky 2010): they move everything, Bresnan
moves nothing! But once again this is a matter for debate within the frameworks
in question not one for a priori prescription. What is clear is that more than one
analytic device is required to encompass the full range of empirical phenomena
both within and across languages.

It should also be emphasised that within LFG neither functional nor anaphoric
control requires the postulation of anything more than a VP at the level of c-
structure in stark contrast to the FinPs, ForcePs, TPs, vPs and the like which
populate the syntactic trees assigned to these constructions within derivational/
configurational analyses, regardless of the finiteness of the complement.

We return to the question of the relation between finiteness and control/rais-
ing in Section 6 and to issues concerning the appropriate semantic analysis in
Section 10.

3 Obligatory vs non-obligatory control

The distinction between obligatory (OC) and non-obligatory control (NOC) goes
back to Williams (1980); since then there has been considerable discussion about
where and how to draw the boundary between them. The crucial differences, as
set out by Williams (1980: 208–209), are that in cases of OC the pro cannot be
replaced by an overt lexical item and must have a grammatically determined an-
tecedent. Hence the general agreement that raising constructions fall within the
territory defined as OC while the pros in examples such as those in (18) require
NOC.

(18) a. It is not possible [pro to open the window].
b. [pro forgetting his own birthday] is typical of Bill.

Where other types of control are to be placed and how they are to bemodelled are
by contrast still matters for debate. There is, for example, a close match between
Williams’s (1980) dichotomy and the distinction between functional and ana-
phoric control as originally formulated in Bresnan (1982a), although even then
the two are not equivalent (pace for example Landau 2013: 241). Since that time,
however, there has been general agreement that anaphoric control for desidera-
tive verbs for example must fall within OC. In order to get the discussion going,
therefore, we need criteria to delimit these empirical domains, and to that end we
will adopt what Landau (2013: 29) calls the OC ‘signature’ and which he defines
as in (19) (= his (74)):
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(19) In a control construction [... X𝑖... [S pro𝑖...]... ], where X controls the pro
subject of the clause S:
a. The controller(s) X must be (a) co-dependent(s) of S
b. pro or part of it must be interpreted as a bound variable.

NOC is then defined as anything which does not meet these criteria. Alterna-
tively, and more positively, NOC covers control into subject and adjoined or ex-
traposed clauses (Landau 2013: 38, (96)) and, if we follow Landau (2020), also for
some classes of lexical predicates. We return to the issue of NOC in Section 11
when we discuss Landau’s two-tier model.

4 Exhaustive vs partial control

Within the broader domain of OC there is a sub-type that has generated special
interest, namely the phenomenon that has come to be called partial control (PC).
We have already observed that in one reading of an example like (4a) — repeated
here as (20a) — the subject ofwant can be in a control relation to the unexpressed
subject of its infinitival complement: Sally is both the source of the desire and
the one who will work.

(20) a. Sally wants to work harder.
b. The chair wanted to meet without me.
c. Morten wants to leave the European Union.

In (20b), on the other hand, the subject of the infinitive includes, but is not simply
coreferential with, the subject of want. Rather, the embedded verb meet requires
a semantically plural subject, as is clear from the ungrammaticality of (21a) but
nonetheless can occur as the complement of want even when the subject of want
is singular. Similarly, while (20c) is fine as an expression of Morten’s political
ambition for the country he belongs to, (21b) describes an odd state of affairs
since membership of an organization like the EU is not a matter for individual
decisions or efforts.

(21) a. * The chair met.
b. # Morten tried to leave the European Union.

At the same time, the semantic plurality of the implicit subject does not trigger
morphosyntactic plurality for all speakers. Thus, (22a) is fine while the uncon-
trolled (22b) fails. (22c) is unproblematic because both Sally and herself are sin-
gular whereas American English speakers do not readily accept the plural by
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themselves, as in (22d), unless the infinitival clause contains a plural subject as in
(22e) (Landau 2013: 161).

(22) a. Sally wanted to work together.
b. * Sally worked together
c. Sally wanted to work by herself.
d. ? Sally wanted to work by themselves.
e. Sally wanted her and Bill to work by themselves.

Given theway the PC effects depend on the choice of governing verb, it follows
from the principle in (19) that partial control must be a sub-type of OC. This
conclusion is accepted by Asudeh (2005), who proposes an analysis combining
f-structure and glue semantics as in (23) for the exhaustive control try and (24)
for the partial control want:

(23) 𝜆𝑥.𝜆𝑃.try(𝑥, 𝑃(𝑥)) : (↑ subj)𝜎 ⊸ [(↑ xcomp subj)𝜎 ⊸ (↑ xcomp)𝜎 ] ⊸ ↑𝜎
(24) 𝜆𝑥.𝜆𝑃.∃𝑦.want(𝑥, 𝑃(𝑦)) ∧ 𝑥 ⊑ 𝑦) :

(↑ subj)𝜎 ⊸ [(↑ xcomp subj)𝜎 ⊸ (↑ xcomp)𝜎 ] ⊸ ↑𝜎
Here is not the place to go into the technical details of the glue analysis. The
crucial difference is that while the analysis of try in (23) maps directly onto the
f-structure representation in (6b), the analysis of want introduces an additional
variable 𝑦 , which can either be equivalent to 𝑥 or identify a superset of which 𝑥
is necessarily a member. In other respects (24) is a straightforward instance of
functional control. However, as Haug (2013) notes, this gives the wrong result
with quantified examples like (25) (= Haug’s (29)):

(25) Everybody wanted to have lunch together.

The most natural reading of this is the collective one in which everybody and
together refer to the same set of individuals, whereas the representation in (24)
implies a distributive reading in which for each member of the set identified by
everybody there is a different, not necessarily overlapping, group of people (s)he
wants to lunch with.

In consequence, Haug proposes an alternative analysis involving what he calls
‘quasi-obligatory anaphoric control’. Such items are distinguished from contexts
of arbitrary control by virtue of a locality constraint imposed by the controlling
predicate but, unlike with obligatory control verbs, the constraint is semantic
and not syntactic. We will not go here into the formal details of his analysis (for
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which see also Haug 2014), but note simply that if these proposals are adopted, we
end up with a typology of control that allows the four options set out in Table 1.
Crucially, such a typology creates a de facto continuum from syntax through to
discourse-determined structures rather than reducing all patterns to syntactic
configurations.

Similar in spirit, though structurally more wide-ranging, is the LFG-based ty-
pology of control proposed in Szűcs (2018b) as in Table 2. The new data that is
here incorporated into the typology is what Szűcs calls ‘prolepsis’ as exemplified
in Hungarian examples such as (26) (= his 1b):

(26) Hungarian
Janós(-t)
John(-acc)

mondtad
say.pst.2sg

hogy
c

jön
come.prs.3sg

a
the

partira
party.onto

‘(Of) John, you said that he is coming to the party.’

The fronted argument Janós is optionally marked with accusative case. Szűcs
takes this as evidence that it is an optional argument of the verbmond ‘say’ which
therefore has a possible pred value 〈(subj)(obj)(comp)〉. He draws a parallel here
with English examples like I read of Carol that she was awfully shy, a type of
structure that has received little or no attention in the literature to date. The
relation of prolepsis to control has been taken up more recently by Landau (2021:
§14.4.5) though without any reference to Szűcs’ contribution.

A different strategy for subsuming raising, but not control, within a broader set
of constructions is the concept of structure-sharing developed by Alsina (2008,
2010). On this view, what raising shares with long distance dependencies (topics
and wh-questions) and parasitic gap constructions is a governing and themat-
ically unrestricted function which is shared with the embedded argument slot.
There is not space here to go into the full details of Alsina’s proposals but the
overall logic is similar to that of Szűcs, namely that there are shared properties
of argument and pronominal constructions that need to be captured in an appro-
priate formal way, building on functional rather than categorial structure.

Noteworthy, too, is the fact that in a model such as Simpler Syntax, which goes
further than LFG in the direction of reducing syntactic operations and structures
to a minimum, one area where functions rather than configurations play a key
role is precisely raising and control (Culicover & Jackendoff 2019: §3.3).

It is instructive to compare these approaches to syntax-centred ones such as
those advanced in recent derivational work. Thus, Sheehan (2014) argues for the
presence of a non-overt comitative argument in order to account for the extra
participant(s) implicit in examples such as (20b), an analytic strategy akin to
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Table 1: Typology of control (Haug 2013: 61)

quasi-
obligatory obligatory arbitrary

f-control a-control a-control a-control
locality syntactic syntactic semantic discourse
identity + − − −

Table 2: An LFG typology of control (Szűcs 2018b: 359)

CONTROL-TYPE
Example

Thematicity of
controller

Nature of
identification

Finiteness

Equi
(thematic)

anaphoric
identification

finite complement prolepsis

non-finite
complement

canonical control
(“agree-type”)

functional
identification

finite complement
Turkish object
control (?)a

non-finite
complement

canonical control
(“try-type”)

Raising
(non-thematic)

anaphoric
identification

finite complement not expected

non-finite
complement

not expected

functional
identification

finite complement
copy raising/
hyper-raisingb

non-finite
complement

canonical raising

aTurkish is here cited as a further example of control into finite clauses of the kind discussed
with reference to a number of other languages in Section 6 below.

bThe term ‘hyper-raising’ is taken from Carstens & Diercks (2013) and refers to structures that
are in all relevant respects parallel to copy raising (on which see Section 9 below) but where
the embedded finite clause has a covert rather than an expletive subject. See Zyman (2023) for
further discussion and assessment of analyses within the framework of Minimalism.
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that proposed by Asudeh (2005) but with the added variable inserted in the syn-
tax rather than the semantics. This, however, is open to the same objections as
raised by Haug and is challenged on its own theoretical terms by Landau (2016).
Alternatively, as argued in Sheehan (2018b) and Sevdali & Sheehan (2021), the dif-
ferences between exhaustive and partial control can be attributed to the syntactic
constructs Agree and Case, neither of which are available — or indeed needed —
within the theoretically more economical framework of LFG.

5 Split and implicit control

Partial control needs to be distinguished from two further subtypes, namely split
control as exemplified in (27) and implicit control as in (28):

(27) John𝑖 discussed with Mary𝑗 [which club pro𝑖+𝑗 to become members of].

(28) a. It was fun to visit the new museum.
b. It was not permitted to cross the track.

In the former the antecedents are divided between the arguments of the verb, so
that members in (27) must refer back jointly and exhaustively to John and Mary.
As Landau notes, this phenomenon does not fall readily under any of the existing
approaches and he concludes that at the time of writing ‘there is no satisfactory
theory for the syntax of split control constructions’ (Landau 2013: 174). This may
of course be because the pattern is not inherently syntactic but falls within the
semantic/discourse domain of Haug’s typology. Such a conclusion is reinforced
by the fact that it is particularly attested in Japanese and Korean in the context
of exhortative marking as in the Korean example (29) (= Landau’s 328b):

(29) Korean
Chelsu𝑖-ka
Chelswu-nom

Hwun𝑗-eykey
Hwun-dat

[pro𝑖+𝑗 ilbon
Japan

umsik-ul
food-acc

mek-ca-ko
eat-exh-c

mal-ha-yess-ta]
tell-do-pst-decl
Lit. ‘Chelswu said to Hwun to eat Japanese food together.’

This reports a suggestion (‘let’s eat together’) though it is not direct speech but
the presence of the exhortative marker -ca on the verb licenses the split control.
Similarly, the Japanese minimal pair in (30) (adapted from example (38) in Fujii
2010) shows that when the exhortative particle -(y)oo- is present there can be split
control while with the imperative particle -e- the examples are ungrammatical:
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(30) Japanese
a. * Taro-wa

Taro-top
Hiroshi-ni
Hiroshi-dat

[pro otagai-o
each.other-acc

sonkeesi-a-e-to]
respect-recp-imp-c

itta/meireisita
say/order.pst
‘Taro said to/ordered Hiroshi that they should respect-imp each
other.’

b. Taro-wa
Taro-top

Hiroshi-ni
Hiroshi-dat

[pro otagai-o
each.other-acc

sonkeesi-a-oo-to]
respect-recp-exh-c

it-ta/teiansita
say/propose.pst
‘Taro said/proposed to Hiroshi that they should respect-exh each
other.’

In other words, it is the nature of the speech act rather than the syntactic config-
uration that licenses the split control effect.

Implicit control, as in (28), is in a way the direct opposite since there is no
overt antecedent for the infinitival complements. In the literature, and following
Bresnan (1982a), this has been linked to the so-called Visser’s generalization (VG)
which states that subject control verbs cannot be passivized and which is claimed
to explain the ungrammaticality of examples like (31a,31c) (= 86c,e from Bresnan
1982a):1

(31) a. * She was failed (by Max) as a husband.
b. Max failed her as a husband.
c. * Frank was promised to leave (by Mary).
d. Mary promised Frank to leave.

Examples such as these led Bresnan to propose as a general principle that con-
trollers must be overt and occupy a semantically unrestricted grammatical func-
tion such as subj or obj. However, while this may be true for English, it does
not necessarily hold cross-linguistically as the grammaticality of the following
Dutch (32) and German (33) examples and the ungrammaticality of their literal
English translations — taken from the discussion inWurmbrand (2021) — attest:2

1In the literature VG is often accompanied by something labelled Bach’s generalization (BG) —
see for example Dalrymple et al. (2019: 586) — but as Landau (2013: 179–179) notes the empirical
basis for BG has been challenged and we will not discuss it further here.

2Here and elsewhere in the glosses, to avoid confusion, we use c to label the category comple-
mentizer as opposed to the function comp, although in the general literature and as recom-
mended in the Leipzig conventions comp is regularly used as a gloss for complementizer.
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(32) Dutch
Er
There

werd
be.pst

mij
I.dat

beloofd/aangeboden
promise/offer.pst.ptcp

om
c

me
I.dat

op
on

de
the

hoogte
height

te
to

houden
keep.inf
‘It was promised/offered to keep me informed.’

(33) German
Mir
I.dat

wurde
become.pst

versprochen
promise.pst.ptcp

mir
I.dat

noch
still

heute
today

den
the

Link
link

für
for

das
the

Update
update

zu
to

schicken
send.inf

‘It was promised to me to send me the link for the update today.’

In the light of such data, van Urk (2013) proposes what has come to be called
(Landau 2013: 182) the restricted VG as in (34):

(34) Implicit subjects cannot control if T agrees with a referential DP.

More recent cross-linguistic investigation of the phenomenon is reported in Pit-
teroff & Schäfer (2019) and Wurmbrand (2021) offers a formal account within a
Minimalist framework. Within LFG, data of this kind can be handled within the
framework developed by Haug (2014), as noted by Reed (2020: 13–16) in her dis-
cussion of Landau’s two-tier approach, although she herself offers yet another
Minimalist account.

6 Control and finiteness

Much, if notmost, of the literature dealingwith the theory of control has focussed
on English but, as we have already seen on more than one occasion, contrasting
patterns from other languages shed new light on the phenomena and the way
that they can be modelled. The English data that was at the heart of early debates
focuses almost exclusively on infinitival constructions, but, as Haspelmath (2013)
demonstrates, English is unusual in admitting infinitival clauses both with and
without subjects co-referential to the subject of the controlling predicate as in
the minimal pair I want to leave vs I want Bill to leave. In this section we review
some of the typological diversity focussing in particular on finite vs non-finite
splits (Italian, Danish, Hungarian), control into finite clauses (as in Greek, Roma-
nian, Chinese and Japanese), and the special case of inflected infinitives (as in
Portuguese and Sardinian).
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We begin then with the finite/non-finite alternation seen in the following Ital-
ian examples:

(35) Italian
a. Giorgio

Giorgio
vuole
want.prs.3sg

partire
leave.inf

domani
tomorrow

‘George wants to leave tomorrow.’
b. Giorgio

Giorgio
vuole
want.prs.3sg

che
c

Paolo
Paolo

parta
leave.prs.sbjv.3sg

domani
tomorrow

‘George wants Paul to leave tomorrow.’

The pattern here is clear: infinitival clause when there is co-reference between
the subject of the governing verb and the embedded predicate, finite (and sub-
junctive) clause when the subjects differ. In LFG terms the functional structure
of the ‘want’ verb is constant — ‘volere〈subj,comp〉’ — but the syntactic realiza-
tions differ. Since it is the f-structure that feeds into the semantics there is no
need to create parallel c-structures as would be required in frameworks where
the configurational syntax drives the semantics.

The Danish examples in (36) work in similar fashion but with an extra dimen-
sion of complexity:

(36) Danish
a. Georg

Georg
vil
want.prs

gerne
with-pleasure

tage
go.inf

af
from

sted
place

i
in

morgen
morning

‘George wants to leave tomorrow.’
b. Georg

Georg
vil
want.prs

gerne
with-pleasure

*(have)
have.inf

at
c

Paul
Paul

tager
go.prs

af
from

sted
place

i
in

morgen
morning
‘George wants Paul to leave tomorrow.’

c. Georg
Georg

vil
want.prs

gerne
with-pleasure

*(have)
have.inf

æg
egg.pl

til
for

morgenmad
breakfast

‘George wants eggs for breakfast.’

The translation of ‘want’ is vil gerne, literally ‘will with pleasure’, and in (36a),
parallel to both the Italian (35a) and the English translation, in the coreferential
construction it governs an infinitive. In (36b), on the other hand, when there
are distinct subjects, the embedded clause is finite but there is an intervening
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infinitive of the verb have ‘have’. This same additional ingredient is required
when the ‘want’ verb takes a nominal object as in (36c); both these examples
are ungrammatical if have is omitted, whereas (36a) is ungrammatical if have is
inserted.

At first sight the Danish data would appear to support the analysis of the syn-
tax of ‘want’ verbs proposed in Grano (2015: 83), according to which the struc-
tures which underlie the various uses of English want are as in (37):

(37) a. John wants [∅have an apple].
b. John wants [VP to stay].
c. John wants [VP ∅have [vP Mary to stay].
d. John wants [VP ∅have [vP pro to stay].

The key part of this analysis, building on Cinque (2004), is that English want
is not treated as a full-fledged independent lexical item but rather as an item
which occupies a functional head in the modal domain. When it appears to be
transitive, as in (37a), it is because it is accompanied by a silent transitive have
which licenses the direct object. The same would hold for the equivalent Italian
Giovanni vuole una mela. Danish then differs from English and Italian simply in
virtue of the have item being overt.

It follows, too, that if want sits in a functional position, an example like (37b)
is monoclausal. This is supported by Italian examples like (38) where the clitic
object can either attach to the modal ‘want’ or to the main verb:

(38) Italian
a. Giovanni

Giovanni
vuole
want.prs.3sg

mangiar=la
eat.inf=it

b. Giovanni
Giovanni

la=vuole
it=want.prs.3sg

mangiare
eat.inf

‘Giovanni wants to eat it.’

Strikingly, this so-called clitic climbing, standardly taken as evidence of restruc-
turing from a bi- to a mono-clausal configuration, is for many speakers not per-
mitted in PC contexts like (39):3

3Native speaker judgements here are mixed with some speakers accepting both and some nei-
ther! However, for the majority (39a) is acceptable while for (39b) even those who accept it
prefer a rephrasing with a finite clause che ci incontrassimo ‘that we should meet each other’.
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(39) Italian
a. Giovanni

Giovanni
vuole
want.prs.3sg

incontrar=si
meet.inf=recp

domani
tomorrow

b. *? Giovanni
Giovanni

si=vuole
recp=want.prs.3sg

incontrare
meet.inf

domani
tomorrow

‘Giovanni wants to meet tomorrow.’

In short, exhaustive control is monoclausal and partial control is biclausal, but
with the biclausality in the latter licensed not by the want verb but by the silent
have, in a structure parallel to that postulated for the English (37d). There are,
however, two problems with this analysis. First, precisely in the partial control
context Danish does not permit have, and second in no other context in English,
Danish, Italian and many other languages do have verbs license finite clausal
complements. Grano seeks to avoid this latter charge by analysing the comple-
ment of the silent have as a vP rather than the CP that Cinque had proposed but,
given that the Italian item che in (35b) and the Danish at in (36b) are the default
complementizers used in a wide range of embedded clauses types, this way out
of the dilemma lacks conviction. The best alternative, therefore, would appear to
involve a syntax or c-structure based on whatever overt categories are attested
in the different languages linked to a more cross-linguistically robust f-structure
and a syntax-semantics constructional hierarchy of exactly the kind set out in
Table 1 above.

A more radical LFG alternative on the f-structure side, though one still consis-
tent with the Haug hierarchy, would be to collapse comp and obj as proposed
for Hungarian akar ‘want’ by Szűcs (2018a):

(40) Hungarian
a. Kati

Kati
ételt
food.acc

akar
want.prs.3sg

‘Kati wants food.’
b. Kati

Kati
enni
eat.inf

akar
want.prs.3sg

‘Kati wants to eat.’
c. Kati

Kati
akarja
want.prs.def.3sg

hogy
c

együnk
eat.sbjv.1pl

‘Kati wants us to eat, lit. that we eat.’
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d. Kati
Kati

ételt
food.acc

és
and

azzal
it.with

jóllakni
satisfied.become.inf

akar
want.prs.3sg

‘Kati wants food and to be satisfied with it.’

This verb displays the same patterns of simple transitivity and an alternation of
finite and infinitival complements as Italian and Danish. Given that the nominal
and clausal arguments may be co-ordinated as in (40d), Szűcs argues that the
most economical account involves a single lexical predicate structure, namely
〈(subj)(obj)〉. He does not consider the PC option, but there is no reason to believe
that this would undermine or alter his argument.

A different type of pattern is found in various languages belonging to the so-
called Balkan Sprachbund such as Greek and Romanian, in some southern Italian
dialects and in Japanese and Korean, where the complements can be finite regard-
less of whether there is coreference or not. Thus in Greek we have:

(41) Greek
a. thelo

want.prs.1sg
na
prt

liso
solve.prs.1sg

to
the

provlima
problem

‘I want to solve the problem.’
b. O

the
Kostas
Kostas

theli
want.prs.3sg

na
prt

odhiji
drive.prs.3sg

‘Kostas wants (her/him) to drive.’

In (41a) both the controlling verb and the embedded verb are finite first person
singular despite the fact that they refer to the same subject. It follows that if both
verbs are third person singular as in (41b), they can either co-refer (Kostas wants
to be the driver) or have different referents (Kostas wants someone else to drive).
A similar ambiguity can be seen in the Korean example (42) (Lee 2009: 112):

(42) Korean
Mina-ke
M.-nom

hakkyo-ey
school-loc

ka-nun
go-adn

kes-ul
thing-acc

para-yess-ta
want-pst-decl

Wujin-to
W.-also

kuli-ha-yess-ta
so-do-pst-decl
‘Mina wanted to go to school and so did Wujin.’

This can mean either that Mina wanted to go to school and Wujin also wanted
to go to school himself or that Wujin also wanted Mina to go to school.

In all these languages there are restrictions on the tense or mood of the em-
bedded predicate which space prevents us from going into here. However, the
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general principle is clear: the overt syntax does not map one-to-one onto the se-
mantic ingredients so that either the syntax has to be renderedmore semantically
transparent via the use of functional and null heads and syntactic movement, or
the configurational syntax is held constant and the burden is shifted to other lev-
els. The use of f-structure and s-structure clearly goes down this latter route; see
Sells (2007) and Polinsky (2013) for general discussion.

Another difference across languages concerns the realization of the pro item.
While this is standardly taken to be a silent category, Satik (2021) argues that in
the Anlo dialect of the Niger-Congo language Ewe the pronoun yè in the exam-
ples in (43) (= his (5a)) exhibits the properties of an overt pro (pot in his gloss
stands for ‘potential’):

(43) Ewe (Anlo dialect)
Agbei
A

dzagbagba/ŋlobe/dzina/vɔvɔm/wosusu/dzi/susum
try/forget/want/afraid/decide/like/intend

be
c

yèi-a
yè-pot

dzo
leave

‘Agbei tried/forgot/wanted/is afraid/decided/likes/intends pro𝑖 to leave.’

Satik goes on to develop a Minimalist-inspired analysis of the Anlo data which
we will not discuss in the present context. It suffices for our purposes to note
that, as he also argues, the existence of languages with overt pro serves to dis-
confirm the movement analysis of control alluded to at the end of Section 2, since
movement would always leave an empty and not an overt trace. This conclusion
is reinforced by languages where the item in the expected pro slot is a full NP, as
in the Zapotec example in (44) cited by Polinsky & Potsdam (2006) as an instance
of what they call copy control (= their (22a)):

(44) Zapotec
rcààa’z
hab-want

Gye’eihlly
Mike

g-auh
irr-eat

(Gye’eihlly)
(Mike)

bxaady
grasshopper

‘Mike wants to eat grasshopper.’

They further note that while the full NP is optional, a pronominal subject in the
controlling clause would obligatorily determine an overt matching pronoun in
the controlled clause, akin therefore to the Anlo example in (43).

Yet another type of alternation is to be seen in the contrast between bare and
inflected infinitives in Portuguese and several other Romance varieties. Thus,
consider the examples in (45):4

4It is important to note that the examples in this section are drawn from European Portuguese
(EP) since Brazilian and other varieties exhibit significant differences in relation to these con-
structions (Madeira & Fiéis 2020). There are similar patterns to EP in the closely related Gali-
cian (Sheehan et al. 2020).
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(45) European Portuguese
a. Serà

be.fut.3sg
dificil
difficult

(eles)
(they)

aprovar-em
approve-inf.3pl

a
the

proposta
proposal

‘It will be difficult for them to approve the proposal.’
b. Eu

I
lamento
regret.prs.1sg

(eles)
(they)

terem
have.inf.3pl

trabalhado
work.pst.ptcp

pouco
little

‘I regret that they have worked very little; lit. them to have worked.’

In (45a) the embedded infinitival complement aprovarem bears the third person
plural suffix, as does the perfect auxiliary terem in (45b). This same suffix occurs
on the finite form parecem ‘they seem’ in the raising context of (46b) but in that
context cannot be added to the embedded infinitive, hence the ungrammaticality
of (46c).

(46) European Portuguese
a. parece

seem.prs.3sg
que
c

os
the

organizadores
organizer.pl

adiaram
postpone.pst.3pl

o
the

congresso
conference

‘It seems that the organizers have postponed the conference.’
b. Os

the
organizadores
organizer.pl

parecem
seem.prs.3pl

ter
have.inf

adiado
postpone.pst.ptcp

o
the

congresso
conference
‘The organizers seem to have postponed the conference.’

c. *Os
the

organizadores
organizer.pl

parecem
seem.prs.3pl

terem
have.inf.3pl

adiado
postpone.pst.ptcp

o
the

congress
conference

With control verbs we find a significant difference between exhaustive and
partial control (examples from Madeira & Fiéis 2020: 429):

(47) European Portuguese
a. Prefer-ias

prefer-ind.ipfv.2sg
chegar(*es)
arrive.inf (*2sg)

a
on

tempo
time

‘You would prefer to arrive on time.’
b. O

the
João
J.

prefer-ia
prefer-ind.ipfv.3sg

reunir(%em)-se
meet(%3pl)-recp

mais
more

tarde
late

‘João would prefer to meet later.’
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In the exhaustive control example (47a) the inflection on the infinitive is not per-
mitted just as with raising in (46c). In (47b) on the other hand the notation %
implies significant percentage differences in the judgements of native speakers,
a conclusion confirmed by the more detailed statistical evidence presented in
Sheehan (2018a,b). In this respect they parallel the cross-speaker discrepancies
noted with respect to clitic climbing in the Italian PC example (39b). Such a de-
gree of socio-pragmatic variation in turn would seem to support Haug’s concept
of a control scale moving from pure syntax through to discourse rather than at-
tempts to motivate the differences in terms of core syntactic concepts such as
Case and Agree.

All the languages we have considered in this section so far share the property
of having morphological realizations of finiteness and the related categories of
tense,mood and person.Mandarin Chinese, and Sinitic languagesmore generally,
however do not exhibit such morphology and therefore call into question the
relevance of the finiteness criterion in a different way (see Grano 2015: chapter 6
for discussion and a convenient summary of the relevant literature). In his LFG-
based discussion of this and related issues, Lam (2022) bases his analysis on the
contrast between the f-structure for shefa ‘try’ with xcomp as opposed to comp
for the partial control verb dasuan ‘intend’ and with a VP complement for the
former beside an IP complement for the latter.

7 Backwards control/raising and subsumption

As we have seen, the treatment of control and raising constructions in LFG re-
lies on f-structure statements of the form (↑ subj) = (↑ xcomp subj), which imply
equality between the content of the functional roles but asymmetry in the domi-
nance relations since the thematic argument will of necessity occur in the higher
clause. This is the case even if the linear order differs, as in the Hungarian exam-
ples (40b) and (40d) where akar ‘want’ follows rather than precedes its infinitival
complement. However, an example like (48) from the North Caucasian language
Adyghe evidences a different pattern, in which the thematic argument can be
situated in the embedded clause (Potsdam & Polinsky 2012: (1), (2)), where the
strikethrough items indicate deletion in their notation):

(48) Adyghe
a. axe-r

3pl-abs
[axe-me
3pl-erg

se
1sg.abs

saš’e-new]
lead-inf

∅-feže-ʁ-ex
3abs-begin-pst-3pl.abs
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b. axe-r
3pl-abs

[axe-me
3pl-erg

se
1sg.abs

saš’e-new]
lead-inf

∅-feže-ʁ-ex
3abs-begin-pst-3pl.abs

‘They began to lead me.’

While (48b) has an overt absolutive subject of the verb feže ‘begin’, accompanied
by an unrealized subject of the embedded infinitive saš’enew ‘lead’, in (48a) the
overt item is axe-me with the ergative suffix appropriate for the subject of ‘lead’.

The examples in (48) demonstrate a free alternation between forward and back-
ward raising. At the same time, as Perlmutter (1970) demonstrated in a classic
paper, verbs meaning ‘begin’ can vary between raising and control uses. An in-
stance of backward control with ‘begin’ can be seen in the Malagasy example
(49a). The difference here is both in the theta role — Rabe is the active beginner
and the active driver — and in the fact that in Malagasy the forward version (49b)
is ungrammatical.

(49) Malagasy
a. m-an-omboka

prs-act-begin
[m-i-tondra
prs-act-drive

ny
the

fiara
car

Rabe]
Rabe

‘Rabe is beginning to drive the car.’
b. *m-an-omboka

prs-act-begin
Rabe
Rabe

[m-i-tondra
prs-act-drive

ny
the

fiara]
car

Here only the backward control option is possible, a property which Sells (2006)
proposes can be modelled by introducing the subsumption relation, annotated
as ⊑, which implies a directionality in the flow of information from controller to
controllee but involves no expectation of hierarchy. The difference between the
‘begin’ verbs in Adyghe and Malagasy can then be represented as in (50):

(50) a. Adyghe: feže (↑ subj) ⊑ (↑ xcomp subj)
(↑ xcomp subj) ⊑ (↑ subj)

b. Malagasy: omboka (↑ xcomp subj) ⊑ (↑ subj)

This kind of cross-linguistic difference is part of a larger typological distribu-
tion. Table 3, adapted from Polinsky & Potsdam (2002: 278), shows the various
patterns which have been attested to date for verbs meaning ‘begin’, which fall
within the larger class of verbs with an aspectual meaning, something which
seems to be a key factor here.

The concept of subsumption and its relation to backward control and raising
goes back to Zaenen & Kaplan (2002), who propose as a general principle that
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Table 3: Typology of backward control with ‘begin’

Raising/control
Language Backward control Aspectual ambiguity

Tsez (Nakh-Daghestanian) yes yes yes
Malagasy (Austronesian) yes yes no
Tsaxur (Nakh-Daghestanian) yes yes no
English no yes yes

raising verbs involve the equality relation (↑ subj) = (↑ xcomp subj) while control/
equi verbs have the subsumption relation (↑ subj) ⊑ (↑ xcomp subj). Sells (2006)
goes a step further and proposes to replace equality with subsumption across the
board. The debate, however, has not been settled in part because, as we have seen,
there are arguments in favour of control as involving comp rather than xcomp
and in part because others, notably within LFG (Arka 2014), have argued that
both mechanisms can be at work in the same language.

Polinsky & Potsdam (2006) and again Polinsky (2013) argue that backward rais-
ing/control supports a movement account, and in particular a copy-and-delete
version, with the difference cross-linguistically depending on whether it is the
original or the moved copy that is deleted, but as noted above this analysis faces
problems when it comes to copy control constructions. At the same time, Polin-
sky (2013) raises two queries vis-à-vis Sells and subsumption: a) is there a risk of
over-generation? and b) how does it connect with other properties such as word
order and headedness?

On this last point, Haug (2011, 2017) extends the discussion of backward control
to include adjunct clauses as in the Ancient Greek (51) (= example (15) from Haug
2011):

(51) Ancient Greek
[egertheis
wake.pfv.ptcp.nom

de
but

Iôsêph
Joseph.nom

apo
from

tou
def.gen

hupnou]
dream.gen

epoiêsen...
do.pst.pfv.3sg
‘When he woke up from the dream, Joseph did...’

Here, the subject of the epoiêsen ‘did’ is realised in the adjunct participial clause,
which linearly precedes but is structurally subordinate to the main clause. For

627



Nigel Vincent

this reason, as Haug notes, it might be better to refer to ‘upward’ control but ei-
ther way we have something that is parallel to the kind of pattern we have seen
in our earlier examples of backward complement control. However, as he goes
on to show, the appropriate analysis here involves functional equivalence and
linear precedence rather than subsumption, a conclusion which suggests that
subsumption as an operation, if required at all, should be restricted to contexts
of complement control and raising, where, as examples like (48) and (49) demon-
strate, linearization cannot be the answer.

8 Nominal control and raising

Another logical possibility is that the controlling item is nominal rather than ver-
bal. This is particularly evident in the structure which, following Tsunoda (2020),
we will call the Mermaid Construction (MC), as seen in the Japanese examples
(52) and (53):

(52) Japanese
Hanako=ga
Hanako=nom

Igirisu=ni
UK=dat

ik-u
go-npst.adn

ki=da
feeling=cop.npst.decl

‘Hanako intends to go to the UK.’ (lit. ‘Hanako is the feeling to go to the
UK’ or ‘It is the feeling where Hanako goes to the UK’)

(53) Japanese
Hanako=ga
Hanako=nom

Igirisu=ni
UK=dat

ik-u
go-npst.adn

yotei=da
plan=cop.npst.decl

‘Hanako is going to the UK.’ (lit. ‘Hanako is the plan that goes to the UK’
or ‘It is the plan where Hanako goes to the UK’)

The mermaid label reflects the fact that these are mixed constructions involving
a full noun, ki ‘feeling’ and yotei ‘plan’, and an associated clitic copula da ‘be’
which taken together govern a dependent nominalized verb ik- ‘go’ and which
translate as modal or aspectual markers. Tsunoda (2020) analyses these exam-
ples as monoclausal with the sequences iku kida and iku yotei being treated as
complex predicates. Taguchi (2022), however, argues that the structures in ques-
tion are bi-clausal and hence allow independent negation and adverbials for both
predicates:
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(54) Japanese
Kinoo
yesterday

Hanako=ga
Hanako=nom

[asita
tomorrow

Igirisu=ni
UK=dat

ik-u]
go-npst.adn

yotei=datta
plan=cop.pst.decl
‘Yesterday Hanako planned to go to the UK tomorrow.’

(55) Japanese
Hanako=ga
Hanako=nom

[Igirisu=ni
UK=dat

ik-anai]
go-neg.npst.adn

yotei=dewanai
plan=neg.cop.pst.decl

‘Hanako did not plan not to go to the UK.’

He therefore proposes the following lexical entries, where ki involves anaphoric
control while yotei is treated as a raising verb with functional control:

(56) a. ki N (↑ pred) = ‘ki〈subj,comp〉’
(↑ comp subj pred) = ‘pro’

b. yotei N (↑ pred) = ‘yotei〈xcomp〉subj’
(↑ subj) = (↑ xcomp subj)

Examples of the MC are found across a wide range of languages — twenty-six
in Asia and one in Africa according to Tsunoda (2020: 1), to which Taguchi adds
parallel examples from Scots Gaelic, Tatar and Russian. Here is not the place
to compare these in detail and it may well be that, even if Taguchi is right and
the monoclausal analysis does not hold for Japanese, this is the correct account
for the construction in other languages. What more generally, therefore, this
data demonstrates is the fuzzy border between raising/control constructions and
complex predicates, and the likelihood that over time the former may develop
into the latter (see Butt 2014, Booth & Butt 2023 [this volume] and the discussion
in Section 13 below).

9 Copy raising, control and resumption

In addition to the widely discussed examples with an infinitival complement, the
English verb seem also allows the pattern to be seen in (57) in which the subject
of be sick appears to have been raised and replaced by the pronoun he in the
complement clause.

(57) Alfred seems like/as if he’s sick.
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Structures of this kind have been labelled ‘copy raising’ with the pronoun be-
ing treated as ‘resumptive’ (Asudeh & Toivonen 2007, 2012; Asudeh 2012). The
last-mentioned work in particular shows how this construction can be naturally
accounted for by invoking resource logic and glue semantics, as well as demon-
strating the cross-linguistic evidence for similar structures. As Asudeh (2012:
chapter 12) shows, the availability of copy raising is lexically determined; it is
attested with seem and appear but not for example with tend:

(58) *Alfred tends like he won.

The items in question will therefore have a lexical specification via a local copy
name as in (59) together with the usual open function to link the main clause
subject and the subject of the embedded predicate like:

(59) seem V (↑ subj)𝜎=(%copy𝜎 antecedent)
(↑ subj) = (↑ xcomp subj)

(60) like P (↑ pred) = ‘like〈comp〉’

The f-structure for like needs to include the comp function in order to cope with
the fact that the clause following like is finite. What has been more open to con-
tention is its categorial status, with some arguing for it as a complementizer but
with Asudeh opting for the more traditional assumption that it is a preposition.
The latter is more plausible given that it can also take a simple NP as in Alfred
looks like his sister. This solution would also allow for a transparent analysis of
the as if alternant in (55) with as being a P parallel to like and with if as the
c head of the embedded comp.5 The prepositional account finds support in the
analysis advanced by Camilleri (2018), also within the framework of LFG, of the
parallel constructions in Maltese, as in (61) (= her example (32)):

(61) Maltese
qis-ha
as.though-3f.sg.acc

bħal(likieku)
as.if

ta-w-ha
give.3pfv-pl-3f.sg.acc

xebgħa
smacking

‘She’s as though they gave her a smacking.’

We see here a copy raising construction with a null copula (compare the Maltese
data in (7) above) and where the optional element likieku is indeed a counter-
factual complementizer but crucially can only occur in this construction as the
complement of the preposition bħal ‘like’.

5Gisborne (2010: chapter 7) also argues for treating like as a preposition albeit in the context of
a different Word Grammar analysis of the construction as a whole. Landau (2011) by contrast
opts for a derivation-based account in which like is treated as a complementizer.
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Although space here has only allowed us to look at some core examples of this
construction, this has sufficed to demonstrate the importance of such data for
the analysis of the relation between semantics, syntax and lexis. Further issues
concern the relation between these examples and the ones in (62):

(62) a. Alfred seems like Thora hurt him.
b. Alfred seems like Thora’s hurt.
c. Alfred sounds/looks like he enjoyed the party.

In (62a) the co-referential argument is an object not a subject and in (62b) there
is no overt co-referent but simply a context-derivable assumption that Alfred
and Thora are somehow connected. Such an assumption makes clear the route
by which the speaker has reached their conclusion, hence the label ‘perceptual
resemblance verb’ (PRV) that has been applied to such items. (Compare too in
this connection example (67b) in Section 12 below.) While Asudeh (2012: 351–
356) demonstrates how examples like (62) and the dialect variation associated
with them can be captured, Toivonen (2021) is an exploration of PRVs and the
way they vary between English and Swedish.

This construction with raising verbs has its counterpart in the domain of con-
trol verbs as we saw in connection with the so-called ‘copy control’ construction
exemplified in (44), where it is the thematic controller which recurs as a pronoun
in the embedded finite clause.

10 The semantics of raising and control

While much of the literature both within and outside LFG seeks to account for
control and raising effects in syntactic (i.e. f-structure and/or c-structure) terms,
there is an important strand of work which argues that the phenomenon is at
heart semantic (for English see Jackendoff & Culicover 2003, Culicover & Jack-
endoff 2006 and references there, Duffley 2014, and compare Akuzawa & Kubota
2020 for Japanese). In the words of Culicover & Jackendoff (2006: 152): ‘Control
should be taken out of the hands of the syntax and turned over to the semantics.’

In fact, these debates can be broken down into two separate, though not un-
connected, issues. The first concerns the semantics of the governing predicates,
which can be divided into a series of lexical sub-classes defined in terms of their
semantic content of their predicates and hence their associated thematic roles.
Thus, for example, in their treatment of control in Japanese, Akuzawa & Kubota
(2020) distinguish the following classes:
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(63) Attitudinal, e.g. try, decide
Commissive, e.g. declare
Directive, e.g. order
Implicative, e.g. succeed
Factive, e.g. regret

Such a list is clearly not exhaustive but it goes a good way towards predicting
the types of structures and arguments that will be found with the items in the
different classes. It is very much in line with the Culicover & Jackendoff way
of thinking and with the recent work by Landau discussed below. That said, the
fact remains that raising and control exhibit overt syntactic patterns that need to
be accounted for. It is striking that the model deployed by Culicover & Jackend-
off under the name ‘Simpler Syntax’ makes crucial use of grammatical relations
(GR in their notation) rather than categorial structure in a way that is strikingly
similar to the role of f-structure. By contrast a model like Role and Reference
Grammar treats raising and control directly in terms of thematic roles without
intervening recourse to grammatical functions (see Bentley & Vincent 2023 [this
volume]). Within LFG, the role of meaning, and more precisely the relation be-
tween a-structure and f-structure, is handled by lexical mapping theory — see the
chapter by Findlay et al. 2023 [this volume]— and semantically defined templates
(Dalrymple et al. 2019: 230–237).

A separate issue concerns the semantic category to be assigned to the comple-
ment: is it to be treated as a proposition, as in Dalrymple (2001) or a predicate,
as suggested by Asudeh (2005)? The proposition/predicate debate is one which
arises in other frameworks. Thus, Pearson (2016) argues for the property inter-
pretation contra Landau and the use of the contrast in relation to adjunct control
in Landau (2021). We return to this issue in Section 11 and Section 12.

11 Predication vs logophoric anchoring

In a substantial contribution to the debate Landau (2015) proposes what he calls
a ‘two-tiered’ theory of control, more precisely a binary division of OC; NOC re-
mains outside this picture. On the one hand, there is logophoric anchoring where
the controlling predicate is labelled ‘attitudinal’.6 This contrasts with predicative

6The concept of logophoricity goes back to Hagège (1974) with specific reference to languages
which distinguish between two sets of pronouns according to whether the antecedent is the
speaker or not. Sells (1987) offers an early formalization in terms of Kamp’s discourse repre-
sentation structures. Landau’s use of the term is rather more general but shares the key idea
of reference back to the speaker.
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anchoring, which applies to non-attitudinal verbs. The two classes can be further
divided into sub-classes:

(64) a. attitudinal: desiderative, propositional, interrogative, factive, e.g.
want, refuse, agree, ask, pretend, plan, imagine, etc.

b. non-attitudinal: modal, aspectual, evaluative, implicative, e.g. dare,
see, remember, etc.

Building on this distinction Landau (2015: 20) states the following generalization:

(65) Nonattitude complements force EC, attitude complements allow PC.

This in turn is worked out in terms of a semantic distinction between what he
calls a ‘property-denoting projection’, which defines predicative control, and a
‘propositional projection’, which defines logophoric control. Propositional pro-
jections involve an extra layer of syntactic structure above the layer containing
the property projection and hence they are ‘two-tiered’. He sets out the proper-
ties of the two types of control in Table 4, and he sums up the resulting empirical
contrasts between the two in Table 5.

Table 4: Properties of control constructions (Landau 2015: 83)

Predicative control Logophoric control

Semantic type of complement <d,<e, <s,t>>> <<e,<𝜅,e>>,<𝜅,t>>
Head of complement transitive Fin[𝑢D] transitive C[𝑢D]
Control and agreement are predication predication
established via: + variable binding

The diagram from Landau (2015: 85) reproduced in Figure 1 shows his concep-
tion of the relations between the two types of control. Two questions then arise:
do we need this distinction? And if not, how can the issues it is designed to ad-
dress be accommodated within a framework like LFG? The answer to the first
question is probably not and to the second, they already have been! Thus, as we
have noted, Reed (2020) discusses objections to the two-tier account contrasting
it with a single-tier approach and citing in this connection Haug (2014). She goes
on to develop her own category-based syntactic account but once again we see
that elaborating syntactic configurations is an alternative, and less economical,
analytical strategy compared to the functional definitions that lie at the heart of
LFG, especially once they are combined with a semantics of the Glue type.
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Table 5: Empirical diagnostics of control constructions (Landau
2015: 65)

Predicative control Logophoric control

Inflected complement ✓ *
[− Human] pro ✓ *
Implicit control * ✓

Control shift * ✓

Partial control * ✓

Split control * ✓

complement clauses

nonattitude
complements (OC)

attitude
complements (OC)

Predicative
control

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
adjunct clauses

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

Logophoric
controlright-edge

adjuncts (OC)
left-edge

adjuncts (NOC)

subject
clauses (NOC)

Figure 1: Landau’s (2015) two types of control (his Figure 6.1)

12 Adjunct control

In the standard literature, adjunct control, as exemplified in (5) — repeated here
in (66) for convenience — has received relatively little attention by comparison
with other types of control:

(66) a. Glad to be home again, Sally waved to her neighbours in the garden.
b. Bill called a plumber to fix the drain.
c. Sally came across Bill in the garden crying his eyes out.

634



14 Raising and control

Recently, however, there have been some significant contributions which pro-
vide interesting contrasts in the way the phenomenon can be modelled. Thus,
Green (2019) extends the movement account and challenges an early version of
the approach now developed in Landau (2021), where he builds on the two-tier
model discussed in the previous section. The LFG account developed in Donald-
son (2021a) adopts a similar line of argument, but this is revised in Donaldson
(2021b).

Consider the pair of examples cited at the beginning of Donaldson (2021b):

(67) a. Watching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching him, Thrasher realized that something in his appearance
didn’t ring true. (Green 1956: The Last Angry Man)

b. Watching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching himWatching him, it seemed as if a fibre, very thin but pure, of the
enormous energy of the world had been thrust into his frail and
diminutive body. (Woolf 1942: The Death of the Moth)

In (67a) the missing subject of watching him is supplied by the subject of the
main clause. By contrast, his in his appearance is interpreted pragmatically as re-
ferring to the same individual as referenced by him. If appearance was replaced
by memory, the natural antecedent of his would be Thrasher. Similarly, it is the
context in (67b) which leads the reader to link him and his body. However, it is
also the context that determines the missing subject of watching him since there
is no argument in the main clause which can fill that role. In short, there is no
debate over the fact that structures like (67b) require an extrasentential interpre-
tation of the missing argument, in other words arbitrary anaphoric control and
hence in the rightmost box of Haug’s Table 1 above.

When it comes to examples like (67a), however, different accounts have been
proposed. Donaldson (2021a) follows a line of analysis within LFG going back
to Mohanan (1983) and argues that the strict link in interpretation between the
missing argument and the subject of the main clause is best treated as an in-
stance of functional control providing the link to the open xadj clause. However,
Donaldson (2021b) notes that a functional control analysis will not generalise to
examples like (68) where there is an embedded gerund, but nonetheless the two
types of structure pattern similarly in other respects as can be seen in (69).

(68) After a year of complaining, Bill finally left his job.

(69) a. After three days of preparing himself/*herself, Bill spoke to Sue.
b. While preparing himself/*herself, Bill helped Sue.
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He therefore proposes an obligatory anaphoric control analysis for both. How
then do we distinguish between obligatory and arbitrary anaphoric control in
adjuncts?

Adjunct control cross-cuts the opposition between OC and NOC, leading Lan-
dau (2021: 21) to propose the following criteria:

(70) a. Locality: an OC controller must be an argument of the clause
immediately dominating the adjunct.

b. Humanness: pro in NOC, but not in OC, must be [+ human]

A different issue concerns the location of the adjunct clause. As is clear from
Figure 1, Landau consider his two-tier theory to apply to both and draws a distinc-
tion between right edge adjuncts, which involve OC and are predicative, and left
edge adjuncts, which involveNOC and are logophoric (compare alreadyWilliams
1992 on logophoricity and adjunct control). Hence by the principle in (70b) left
edge adjuncts will be interpreted as holding of a human argument. This conclu-
sion appears to be supported by the examples in (71) cited by Donaldson (2021b):

(71) a. Being made of stainless steel, rust won’t be an issue. (after Davies
2018)

b. * Rust won’t be an issue, being made of stainless steel.
c. The knife resists rusting, being made of stainless steel.

(71a) is acceptable even though the extrasentential controller is necessarily inan-
imate, while (71b) fails because the adjunct is now left edge and therefore is re-
quired to be human unless it can be interpreted as an instance of OC as in (71c).

An alternative account of the difference between OC and NOC adjuncts is ad-
vanced by Fischer & Høyem (in preparation, 2022). Instead of a reference to right
and left they distinguish the levels of emebedding and hence syntactic scope as
the determining factor. OC is limited to arguments within the verbal domain,
while proposition modifying adjuncts, which display NOC properties, are inter-
preted on the basis of pragmatic factors. The common property of all of these
accounts is that they involve a scale moving from syntax (whether relationally
or categorially defined) through semantics to pragmatics, a scale which we have
now seen more than once is best defined in the terms of Haug (2013, 2014) rather
than always being reduced to a syntactic configuration. An interesting additional
dimension introduced by Donaldson is that of processing, who adduces the psy-
cholinguistically based principle that, in his words, ‘language users guess at a
controller as soon as it becomes apparent that one is required’ (Donaldson 2021b:
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100), and hence with differential consequences for initial, medial and final ad-
juncts. There are also parallels here with the linearization effects noted by Haug
(2017) in connection with examples like (51) above.

13 The diachrony of raising and control

Most of the literature on raising and control constructions is synchronic in ori-
entation but there has been some work on the way these patterns may change
over time. In this section we will briefly consider some case studies and the con-
tribution made by an LFG-based approach to modelling them.

Our first examples come from the work of Barron (1997, 2001) on the historical
development of ‘seem’ verbs from verbs of perception. One such is Latin videri,
formally the passive of the verb videre ‘see’ but commonly used in the sense of
‘seem’ as in (72) contrasted with its literal meaning in (73):

(72) Latin
... ill-orum

they-gen.pl
beata
blessed.nom.f.sg

mors
death.nom.f.sg

vid-et-ur
see-prs.3sg-pass

‘... their death seems blessed’ (Cicero De amicitia 23,7)

(73) Latin
ubi
where

sol
sun.nom.sg

etiam
even

sex
six

mensibus
month.abl.pl

continuis
continual.abl.pl

non
neg

vid-et-ur
see-prs.3sg-pass
‘where the sun is not seen for six months in a row’ (Varro Res rusticae
1,2,4)

What (72) and (73) share is that the perceiver argument has been suppressed and
in consequence the object of perception comes to fill the subj function in virtue
of the Subject Condition. However, the verb’s inflectional morphology and the
syntactic configuration of the clause remain unchanged. In Latin both uses are
attested over a long time span, but following the general principle of grammat-
icalization that concrete meanings develop into abstract ones rather than vice
versa, it is reasonable to suppose that the ‘be seen’ meaning is older than the
‘seem’ meaning.

The diachronic sequence is not in doubt in Barron’s second example, namely
the development of French sembler and Italian sembrare, both meaning only
‘seem’, from the Latin simulare ‘pretend’. At the level of function and argument
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structure the change is parallel. In this case, the ‘pretender’, that is to say the
causer of the perception has been lost with the result that the object that has
been made to appear takes over the subject role.

While the above examples involve the historical shift into a raising function
of items that were already etymologically verbs, our next examples, drawn from
Camilleri & Sadler (2019), show how the same verbal function may develop from
items that belong to other categories, specifically here a noun šakl ‘shape, form’
and a preposition zēy ‘like’. Example (74) shows the ‘shape’ word in its nominal
use together with a dependent genitive and a predicative adjective that can agree
either with the masculine head šakl or its possessive feminine dependent dærah
‘circle’. (Note here that there is no copula since this is present tense, as with the
Maltese example (7a) above.)

(74) Egyptian
šakl
shape.m.sg

id-dærah
def-circle.f.sg

mdawwar/mdawwar-ah
round.m.sg/round-f.sg

‘The shape of the circle is round.’

In (75) by contrast šakl serves as a raising predicate taking the perfective rigiʕ
‘return’ as its complement:

(75) Egyptian
Morsi
M.

šakl-u
shape-3m.sg.gen

rigiʕ
return.pfv.3m.sg

‘Morsi seems to have come back.’

In LFG terms the diachronic development here involves a shift from the predicate
‘šakl〈poss〉’ to ‘šakl〈xcomp〉subj’.

Camilleri & Sadler’s (2019) second case can be seen in the difference between
the examples (76) and (77) from two different varieties of Algerian Arabic drawn
from studies conducted at different time periods:

(76) Saïda Algerian Arabic, 1908
lābes
wear.act.ptcp.m.sg

zēy
like

el-mɣāṛba
def-moroccan.pl

‘He was wearing (i.e. dressed) like Moroccans.’

(77) Djidjelli Algerian Arabic, 1954
zēyu
like.m.sg.gen

nsā-na
forget.pfv.3m.sg-1pl.acc

‘He seems to have forgotten us.’
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In this instance the source is prepositional but the outcome once again is a rais-
ing predicate: ‘zeȳ〈xcomp〉subj’. Semantic parallels for this development are to
be seen in the use of English like in the copy-raising constructions reviewed
in Section 9 and in the origin of Latin simulare ‘pretend’ discussed above as a
causative built on the same stem as similis ‘similar’.

What all these examples taken together demonstrate is that it not the cate-
gorial status of the etymon — verb, noun, adposition respectively — that unites
them but a common semantic core plus a the transition to the functional struc-
ture 〈xcomp〉subj, a shared development that a framework like LFG is ideally
equipped to model.

We move now to the development of a control predicate, namely will verbs
in Germanic. These can all be traced back to the Proto-Indo-European root *wel-,
and are cognate with Latin velle ‘want’ which in turn is the source of French
vouloir and Italian volere discussed in Section 6. As Börjars & Vincent (2019) show
in detail, comparing items across the family reveals a sequential development
from the original ‘want’ meaning through to the future and intentional meanings
of modern English. The most conservative languages are Swedish and Icelandic
where in the modern languages the verb vilja has only ‘want’ meanings and in
that respect resembles the Danish pattern set out in (36) above. Modern English
will, by contrast, has lost these uses though they are attested in Old and Middle
English. Danish stands in between in the sense that it has retained the ‘want’
meanings but has also developed the intention and future meanings. Hence an
example like (78) is ambiguous:

(78) Danish
Peter
Peter

vil
will.prs

hjælpe
help.inf

dig
you.acc

‘Peter will help you.’ OR ‘Peter wants to help you.’

Within grammaticalization studies developments of this kind are typically mod-
elled in terms of informal scales or semantic maps (Bybee et al. 1994, Narrog &
van der Auwera 2011) such as the one proposed in Börjars & Vincent (2019: 301):

(79) desire > intention > prediction

We can now offer a more refined version of this development; in effect a di-
achronic instantiation of Haug’s scale:

(80) quasi-obligatory ac > ac > fc > predlink
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What we see here, then, is the development from an independent lexical item
to control verb to raising verb and ultimately to simple of marker of tense and/
or aspect, as is consistent with the cross-linguistic diversity in the etymology
of control and raising verbs (Barron 2001, Vincent 2019). One may compare too
the diachronic development from control verb to complex predicate discussed in
Butt (2014) and in Booth & Butt 2023 [this volume].

14 Conclusion

The general conclusion that emerges from this chapter, in line with the view ex-
pressed by Landau (2013: 257–258), is that control and raising do not constitute
a unitary phenomenon. Rather such pre-theoretical labels subsume a variety of
structural possibilities that vary across languages and which may change over
time. However, contrary to Landau (2013, 2015), we argue that these patterns not
only can be captured within a framework like LFG but also that a parallel corre-
spondence model of this kind, which does not make all generalizations hinge on
syntactic configurationality, has the potential to offer richer insights in both the
synchronic and diachronic domains.
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Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

act active
adn adnominalizer
c complementizer
exh exhortative

hab habitual
infl head of IP
pot potential
prt particle
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Chapter 15

Glue semantics
Ash Asudeh
University of Rochester

Glue Semantics is a general framework for semantic composition and the syntax–
semantics interface. It assumes an autonomous syntax and therefore needs to be
paired with some syntactic theory. Here the focus is on LFG as the syntactic the-
ory. The Glue logic, a fragment of linear logic, is presented first. This highlights
the resource sensitivity of semantic composition in Glue. Second, Glue is presented
without reference to LFG or any other syntactic theory. This highlights Glue’s
property of flexible composition. Third, the syntax–semantics interface is consid-
ered. This highlights Glue’s autonomy of syntax and serves as a way to compare
and constrast Glue with well-known alternatives. Fourth, Glue is paired with LFG
(LFG+Glue), which highlights another important property of the theory, syntax/
semantics non-isomorphism. Lastly, a number of particular phenomena are briefly
reviewed and their analyses sketched: quantifier scope, modification, tense, events,
argument structure, multiword expressions, and anaphora.

1 Introduction

The fundamental principle of compositional semantics is the following:

(1) Principle of Compositionality (PoC)
The meaning of a whole is a function of the meanings of the parts.
(Partee 1995)

According to the PoC, the meaning of an expression depends on its parts, but also
on its syntax. The aspects of syntax that are relevant are standard features like
num, pers, tense, etc., as well as syntactic predicate-argument relations and local
and non-local syntactic dependencies. These are all represented in f(unctional)-
structure in LFG, so the relevant syntactic representation for compositional se-
mantics in LFG is f-structure.

Ash Asudeh. 2023. Glue semantics. In Mary Dalrymple (ed.), Handbook of
Lexical Functional Grammar, 651–697. Berlin: Language Science Press. DOI:
10.5281/zenodo.10185964
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But how are compositionally relevant features and relations obtained from
f-structure? This is really a question about the mapping between syntax and
semantics, or the nature of the syntax–semantics interface.1 There are two fun-
damental ways in which different levels in LFG’s Correspondence Architecture
(Kaplan 1987, 1995) can be related: description by analysis and co-description. Both
methods have been applied to the syntax–semantics interface in LFG.

Halvorsen (1983) developed the initial semantics for LFG, in which an f-
structure is analyzed for features, including grammatical functions and other
relational dependencies, to obtain a description of the compositional semantics.
This is an example of description by analysis (Halvorsen & Kaplan 1988, Kaplan
1995) and is similar in spirit to Logical Form (LF) semantics (Heim & Kratzer
1998), even though the input syntactic structures are formally quite different. The
description-by-analysis approach to LFG semantics effectively makes the same
assumption as LF semantics: the semantic interpretation function applies to an
entire syntactic structure — a standard non-tangled tree in LF semantics or an
f-structure in description-by-analyses semantics for LFG.

Halvorsen & Kaplan (1988) offered a co-description alternative. According to
co-description, a lexical item specifies its c-structural category, which captures
its syntactic distribution, and also simultaneously specifies its contributions to
f-structure, s(emantic)-structure, and any other grammatical modules. The con-
tribution to f-structure, s-structure, etc., is accomplished through a set of con-
straints and equalities whose solutions determine the lexical item’s non-c-struc-
tural contributions.2 Thus, a syntactic formative on this view simultaneously
co-describes its contributions to compositional semantics.

Glue Semantics (Glue) further develops and logically systematizes the co-
description idea of Halvorsen &Kaplan (1988).3 In contrast to description by anal-
ysis, co-descriptive LFG semantics is in the spirit of the syntax–semantics inter-
face tradition that developed out of the rule-by-rule approach of Montague (1973),
to use the terminology of Bach (1976). This tradition is standardly exemplified by
Categorial Grammar (CG; for a basic overview and foundational references, see

1Unfortunately, this term has been somewhat bleached of meaning through overuse in syntactic
theory, where the mapping is often not specified in sufficient detail.

2See Asudeh (2012: ch. 3) for a basic introduction to one version of the Correspondence Archi-
tecture.

3The implementation of Glue that was developed for the Xerox Linguistic Environment (XLE)
implementation of LFG (Crouch et al. 2011) used description-by-analysis, but out of necessity
rather than by design. The co-descriptive version of Glue would have required changes to the
underlying XLE implementation, whereas description-by-analysis Glue did not. Also see An-
drews (2008) for a consideration of description-by-analysis versus co-description approaches
to Glue.
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Wood 1993). In fact, Dalrymple, Gupta, et al. (1999) discuss how Glue is strongly
related to Categorial Grammar in the type-logical tradition (for overviews and
further references, see e.g., Carpenter 1997, Morrill 1994, 2011, Moortgat 1997).

However, Glue Semantics and Categorial Grammar make distinct assumptions
about the relation between the syntax of word order and the syntax of compo-
sitional semantics (for discussion and further references on this aspect of CG,
see Steedman 2014). LFG’s claims about Universal Grammar (Bresnan et al. 2016:
ch. 4) serve to highlight the distinction. C-structure, which represents word or-
der, is highly variable cross-linguistically, whereas f-structure, which represents
syntactic features and dependencies, is largely invariant cross-linguistically. This
is reflected in the fact that although embedding is significant at f-structure, order
among features in the same f-structure is not, as shown in (2) and (3):

(2) [att1 [att2 val]]≠ [att2 val]
(3) [att1 val1

att2 val2]= [att2 val2
att1 val1]

A language with relatively free word order (e.g., Warlpiri) has quite different c-
structures from a language with relatively fixed word order (e.g., English). How-
ever, the two languages have similar f-structures, which predicts that they are
similar with respect to syntactic features and dependencies (Bresnan et al. 2016:
ch. 1). It would be antithetical to the theory for compositional semantics to be
computed from c-structure, since the cross-linguistically relevant information
for semantics is captured in the unordered f-structure. So Glue Semantics uses
a commutative logic for composition, which turns out to yield insights beyond
those which originally motivated Glue.4 This will be explored more carefully
below, from a higher level perspective.

The first papers in the Glue Semantics (Glue) framework were published in the
mid-nineties (Dalrymple et al. 1993, Dalrymple, Lamping, Pereira, et al. 1995, Dal-
rymple, Gupta, et al. 1997, Dalrymple, Lamping, Pereira, et al. 1997). The initial
major publications on Glue, including revised versions of most of these papers,
appeared in Dalrymple (1999). These publications all assumed some version of

4Note that the term logic here is intended not merely in the sense of a representational language
for meaning, but rather a deductive system for deriving formulae from other formulae, i.e.,
proving conclusions from premises and previously proven conclusions.
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LFG syntax. It should be borne in mind, however, that Glue Semantics (Glue) is
a general framework for semantic composition and the syntax–semantics inter-
face and is in that sense independent from LFG per se. The key syntactic assump-
tion that Glue makes is headedness, which is universal across formal syntactic
theories, even if specifics vary. Glue thus offers a highly flexible and adaptable
approach to semantic composition and the syntax–semantics interface. In addi-
tion to LFG, Glue Semantics has been defined for a number of syntactic frame-
works, including Lexicalized Tree-Adjoining Grammar (Frank & van Genabith
2001), HPSG (Asudeh & Crouch 2002b), Minimalism (Gotham 2018), and Univer-
sal Dependencies (Gotham & Haug 2018).

Asudeh (2022: 324) highlights the following high-level properties of Glue Se-
mantics:5

1. Resource-sensitive composition
The logic of composition in Glue is resource-sensitive: The underlying
logic of composition itself requires that all and only the resources/pre-
mises instantiated from the syntax are used in semantic composition.

2. Flexible composition
The logic of composition in Glue is commutative. Semantic composi-
tion is systematically related to and constrained by syntax, but is not
determined by syntactic word order. Semantic composition is tightly
restricted by resource-sensitive composition.

3. Autonomy of syntax
The logical assumptions of Glue yield a truly autonomous syntax, as
a corollary of flexible composition. Semantic composition is commu-
tative, but syntax is not: Syntax is subject to word order constraints
that do not apply to semantic composition.

4. Syntax/semantics non-isomorphism
Grammatical formatives, e.g. lexical items, may contribute multiple
Glue terms that are all contributed to the semantic proof or no Glue
terms at all, as a corollary of autonomy of syntax. There is no require-
ment that a formative must make exactly one contribution to interpre-
tation.

In Asudeh (2022), I used these properties as organizing themes for a big-picture
discussion that mostly backgrounded the combination of LFG in particular with

5My thanks to an anonymous reviewer of Asudeh (2022) for suggesting the term syntax/seman-
tics non-isomorphism.
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Glue (often called LFG+Glue). Here I wish instead to foreground LFG+Glue, but
it is nevertheless useful to have these properties in one place, as they will occa-
sionally be referred to below.

I also want to emphasize that these properties are not fully independent, at
least as given. The degree of resource sensitivity flows from the particular frag-
ment of linear logic (Girard 1987) that one chooses for the Glue logic, but the
implicative fragment with universal instantiation is commonly used and this
fragment is highly resource sensitive, as explained in the next section. From re-
source sensitivity flow some automatic constraints on flexible composition such
that it’s not just ‘anything goes.’ Flexible composition in turn permits true au-
tonomy of syntax, which fits naturally within LFG’s general ethos of allowing
mismatches between distinct linguistic modules in the Correspondence Architec-
ture (Kaplan 1987, 1995, Asudeh 2006). Lastly, since syntax is autonomous from
semantics, given flexible composition, it does not follow that a compositional
analysis is only possible if each formative contributes exactly one meaning to
semantic composition. Formatives may contribute nothing to meaning, e.g. ex-
pletive subjects or do-support do, or contribute multiple meanings to semantic
composition.

2 The Glue logic: Resource-sensitive composition

The Glue logic is a fragment of linear logic (Girard 1987, Crouch & van Genabith
2000). Linear logic can be thought of as a logic of resources: Each premise in a
linear logic proof must be used exactly once.6 This can be usefully understood
from the perspective of substructural logics. Substructural logics “focus on the
behaviour and presence — or more suggestively, the absence — of structural rules.
These are particular rules in a logic which govern the behaviour of collections of
information.” (Restall 2000: 1–2; emphasis in original). The basic intuition is that
the choice of structural rules allows a precise logical characterization of some
system of information. Language can be construed as information. For example,

6Girard (1987) defines two modal operators for linear logic, ! (Of course!) and ? (Why not?).
These operators prefix particular premises (e.g., !𝐴 or ?𝐴). This allows resource accounting
to be turned off for the premise. Some early work in Glue used the ! modal in the analysis
of coordination (Kehler et al. 1995, 1999). However, Asudeh (2004, 2005a) argued for a stricter
notion of resource sensitivity that results from a simpler modality-free fragment of linear logic.
Asudeh&Crouch (2002a) present a polymorphic Glue analysis of coordination (Steedman 1985,
Emms 1990, 1992). The Asudeh & Crouch (2002a) approach does not require the modality; also
see Dalrymple et al. (2019: ch. 16).
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Chomsky (1986, 1995) can be understood as characterizing language as informa-
tion from a cognitive perspective. Another example is the characterization of
language as information from a logical perspective, as in van Benthem (1991).

Three structural rules that are particularly relevant to substructural logics for
linguistics are weakening, contraction, and commutativity:7

(4) WeakeningΓ ⊢ 𝐵Γ, 𝐴 ⊢ 𝐵
Intuition: A premise can be freely added

(5) ContractionΓ, 𝐴, 𝐴 ⊢ 𝐵Γ, 𝐴 ⊢ 𝐵
Intuition: Any additional occurrence of
a premise can be freely discarded

(6) CommutativityΓ, 𝐴, 𝐵 ⊢ 𝐶Γ, 𝐵, 𝐴 ⊢ 𝐶
Intuition: Premises can be freely reordered

If a logic lacks the rules of weakening and contraction, then premises in the logic
cannot be added or discarded and the logic is therefore a resource logic.

However, we can also distinguish logics based on commutativity: A resource
logic can be commutative or non-commutative. Linear logic is a commutative re-
source logic. In contrast, the Lambek logic L (Lambek 1958) is a non-commutative
resource logic. L is the fundamental logic of the Lambek calculus, the basis for
the type-logical approach to Categorial Grammar (see, e.g., van Benthem 1991,
Moortgat 1997). The diagram in Figure 1 shows linear logic in a space of related
substructural logics.8

The appropriate resource logic for semantics alone is a commutative resource
logic. Semantic composition is resource-sensitive but does not show evidence of
order-sensitivity in its own right (Asudeh 2012: ch. 5). Consider the general case

7The notation in these structural rules is understood as follows. Γ denotes a set of terms in the
logic, whereas 𝐴, 𝐵 denote particular terms in the logic. The single turnstile denotes a valid
derivation/proof from the lefthand side to the righthand side; e.g., Γ ⊢ 𝐵 means that 𝐵 can be
proven from Γ. The horizontal line separating the top and bottom of the rule means that the
bottom can be derived from the top by the rule in question (i.e., the top sequent can be replaced
by the bottom one). For example, the weakening rule states that, given Γ ⊢ 𝐵, one can concludeΓ, 𝐴 ⊢ 𝐵; i.e., every instance of Γ ⊢ 𝐵 can be replaced by Γ, 𝐴 ⊢ 𝐵, given the rule.

8Note that the relation between intuitionistic logic and classical logic is characterized by the
addition of the law of the excluded middle. However, this law is not strictly a structural rule,
hence the dashed rather than solid line in Figure 1.
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Figure 1: Hierarchy of logics related by structural rules (Asudeh 2012:
103; used with permission)

of some binary structure that is to be interpreted. If one branch denotes a func-
tion and the other denotes an argument, the function applies to the argument,
whether the function is on the left or right:

(7)
u
v

function argument

}
~ =

u
v

argument function

}
~

For example, in English basic word order, the function that is the denotation of
a transitive verb takes its argument to the right, but the resulting function that
is the denotation of the VP takes its argument to the left.

It is not the order of the function and argument that determines their composi-
tion, but rather their semantic types (Klein & Sag 1985). This is saliently exempli-
fied by the rule of functional application in the widely familiar system of Heim
& Kratzer (1998: 44, 95). It is also exemplified by the equivalent interpretations of
the forward and backward slash rules of Combinatory Categorial Grammar (see,
e.g., Steedman 1987: 406 or Steedman & Baldridge 2011: 186).

But how is semantics resource-sensitive? The following quote from Klein &
Sag (1985: 172) illustrates:

657



Ash Asudeh

Translation rules in Montague semantics have the property that the trans-
lation of each component of a complex expression occurs exactly once in
the translation of the whole. … That is to say, we do not want the set S [of
semantic interpretations of a phrase] to contain all meaningful expressions
of IL [Intensional Logic] which can be built up from the elements of S, but
only those which use each element exactly once.

In other words, Montague’s (1973) translation rules are resource-sensitive. How-
ever, this is merely coincidental as far as his translation process is concerned. In
their generalization of Montague’s system, Klein & Sag (1985: 174) need to define
an operation of bounded closure. This operation ensures that the meaning of each
element of semantic composition is indeed used “exactly once.”

We can obtain this result in a more general way, if we adopt a resource logic
for semantic composition. This rests on the absence of the structural rules of
contraction and weakening. The lack of contraction means that the number of
occurrences of a premise matters, so a set of linear logic premises is a multiset
(sometimes called a bag). The lack of weakening means that the bag must be
emptied in constructing a valid proof. In other words, it follows directly from the
absence of contraction and weakening that “each element” must be used “exactly
once”. Klein & Sag’s (1985) bounded closure is effectively an attempt to capture
the logical resource sensitivity of linear logic or L (Asudeh 2012: 110–111).

Logical resource sensitivity in turn forms the basis for linguistic resource sen-
sitivity (Asudeh 2012: ch. 4). This is achieved by placing a linguisticallymotivated
goal condition on the Glue logic proof; for example, we can require that the proof
of a sentence terminates in a single meaning constructor of type t (Dalrymple,
Gupta, et al. 1999). Asudeh (2012: 110–123) argues that resource-sensitive com-
position not only directly captures bounded closure, it arguably also captures
a diverse set of principles across a variety of frameworks. These include Com-
pleteness and Coherence (Kaplan & Bresnan 1982), the Theta Criterion (Chomsky
1981), the Projection Principle (Chomsky 1981, 1982, 1986), No Vacuous Quantifi-
cation (Chomsky 1982, 1995, Kratzer 1995, Kennedy 1997, Heim & Kratzer 1998,
Fox 2000), the Principle of Full Interpretation (Chomsky 1986, 1995), and the In-
clusiveness Condition (Chomsky 1995).

In addition, it seems that phonology and syntax can equally be considered
resource-sensitive, i.e. lack weakening and contraction from a logical perspec-
tive, as outlined in Asudeh (2012: 98–99). This allows a deeper generalization
about natural language as computation (Steedman 2007), namely that natural
language is resource-sensitive. The claim is set out in the Resource Sensitivity Hy-
pothesis (Asudeh 2012: 95). Where phonology and syntax contrast with seman-
tics is not with respect to weakening and contraction, but rather with respect to

658



15 Glue semantics

commutativity. Phonology is strictly non-commutative, whereas syntax shows
commutativity in some circumstances of free word order. This leaves two op-
tions. The partial commutativity of syntax can be captured by separating the
syntax of structure from the syntax of composition, treating the syntactic mod-
ule(s) autonomously, as in Glue Semantics. Alternatively, partial commutativity
can be captured by not separating structural and compositional syntax and in-
stead introducing a mechanism to the syntax–semantics interface that relaxes
commutativity in what is otherwise a non-commutative system. An example of
such a mechanism is the categorial modalities of Baldridge (2002).

3 Glue without LFG: Flexible composition

Linguistic meanings in Glue are encoded in meaning constructors. Meaning con-
structors are pairs of terms from two logics. These terms can be represented asℳ and 𝐺 (where ℳ is mnemonic for meaning language and 𝐺 is mnemonic for
Glue logic). These could be written in any conventional way for writing pairs,
such as ⟨ℳ, 𝐺⟩, but most Glue work of the past couple of decades has written
the pair using an uninterpreted colon as a pairing symbol, as in (8):

(8) ℳ ∶ 𝐺
The meaning language can be anything that supports the lambda calculus, such
as the simply typed lambda calculus that is often used in linguistic semantics.
However, more specialized lambda languages can be used, as in van Genabith
& Crouch (1999), Bary & Haug (2011), and Lowe (2015), which all use Muskens’s
(1996) Compositional Discourse Representation Theory (CDRT) or Dalrymple et
al. (2019: ch. 14), which uses Haug’s (2014) partialized version, Partial Composi-
tional DRT (PCDRT). The glue logic is a fragment of linear logic (Girard 1987).
The glue logic specifies semantic composition based on a syntactic parse that in-
stantiates the general terms in 𝐺 to a specific syntactic structure. The meaning
constructors thus serve as premises in a linear logic proof of the compositional
semantics.

The linear logic implication connective, ⊸,9 is the basis for the fundamental
compositional rule of functional application. Functional application corresponds
to linear implication elimination in natural deduction style:

(9) Functional application:
Implication elimination modus ponens𝛽 ∶ 𝐴⊸𝐵 𝛼 ∶ 𝐴 ⊸ℰ𝛽(𝛼) ∶ 𝐵

9This is the multimap symbol, but it is often referred to in Glue discourse as the lollipop.
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The implication elimination rule is standard modus ponens. The rule is read as
follows: given 𝛽 ∶ 𝐴⊸𝐵 and given 𝛼 ∶ 𝐴, it is valid to conclude 𝛽(𝛼) ∶ 𝐵.

The Curry-Howard Isomorphism (CHI; Curry & Feys 1958, Howard 1980) de-
termines the correspondence between the term to the left of the colon — a term
from ℳ — and the term to right of the colon — a term from 𝐺. The CHI puts
logical formulas in correspondence with computational types. Here linear logic
formulas are in correspondence with types in the lambda calculus.10 The terms𝐴, 𝐵 in (9) are schematic for possibly complex formulas; 𝛼, 𝛽 may similarly be
complex terms.

The rule for linear implication introduction corresponds to functional abstrac-
tion.

(10) Functional abstraction:
Implication introduction hypothetical reasoning[𝛼 ∶ 𝐴]1⋅⋅⋅𝛽 ∶ 𝐵 ⊸ℐ,1𝜆𝛼.𝛽 ∶ 𝐴⊸𝐵

In this schema, a hypothesis is uniquely flagged with a numerical index. The fact
that it is a hypothesis — i.e. not a premise encoded by a meaning constructor — is
indicated by square brackets. If a conclusion can be derived through some series
of proof steps (indicated by the vertical ellipsis), given the hypothesis, then we
know that the hypothesis implies the conclusion: the hypothesis is discharged
(as the antecedent of an implication with the conclusion as the consequent) and
its flag is withdrawn. In the meaning language, this corresponds to abstraction
over the variable introduced on the meaning language side of the hypothesis.

Let’s turn to a simple linguistic example:

(11) Blake called Alex.

10Some early papers in Glue (Dalrymple et al. 1993, Dalrymple, Lamping, Pereira, et al. 1995, 1997,
Crouch & van Genabith 1999, van Genabith & Crouch 1999, Fry 1999a, Kehler et al. 1999) used a
more ad-hoc method of relating the meaning terms to the Glue logic, but Dalrymple, Gupta, et
al. (1997, 1999) introduced the Curry-Howard approach to Glue, which is now standard. Kokko-
nidis (2008) introduced an alternant called First-Order Glue which has also proven influential
in subsequent Glue literature (e.g., Bary & Haug 2011, Lowe 2014, Gotham 2018, Gotham &
Haug 2018, Findlay 2019; see also Andrews 2010 for a related proposal).
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Let us assume the following meaning constructor for the verb called, leaving
tense aside:11

(12) 𝜆𝑦.𝜆𝑥.call(𝑦)(𝑥) ∶ 𝑎⊸ 𝑏⊸ 𝑐
On the Glue side, 𝑐 is mnemonic for called, 𝑎 for Alex, and 𝑏 for Blake. This mean-
ing constructor would in fact be specified in some general form but instantiated
relative to a particular syntactic structure. For now, let us just assume that some
instantiation has given us the meaning constructor in (12). In Section 5 below,
we’ll see how to specify meaning constructors in general terms given LFG’s usual
f-description language.

Assuming that the lexical entries for Alex and Blake contribute meaning con-
structors that are instantiated to alex ∶ 𝑎 and blake ∶ 𝑏, we can construct the
following proof, given (12); note that ⇒𝛽 indicates 𝛽-reduction of a lambda term.

(13)

blake ∶ 𝑏 𝜆𝑦.𝜆𝑥.call(𝑦)(𝑥) ∶ 𝑎⊸ 𝑏⊸ 𝑐 alex ∶ 𝑎 ⊸ℰ ,⇒𝛽𝜆𝑥.call(alex)(𝑥) ∶ 𝑏⊸ 𝑐 ⊸ℰ ,⇒𝛽
call(alex)(blake) ∶ 𝑐

The meaning term in the conclusion is equivalent to call(blake, alex) in the com-
monly used relational notation (Montague 1973).

Note that proofs are abstract mathematical objects that can be written down
in various ways. This is quite apart from whatever convention or notation we
choose for writing them down. For example, even holding constant our natural
deduction notation, what is shown in (13) is just one of four ways to write down
the single abstract normal form proof (Prawitz 1965). Writing the proof down
imposes an order,12 but since the Glue logic is commutative (see Section 2 for
further details), all four written representations of the proof are equivalent.

Given the commutativity of the Glue logic, the arguments of the function can
be freely reordered (re-curried), as in (14) below, but still yield the appropriate
meaning:

(14) 𝜆𝑥.𝜆𝑦.call(𝑦)(𝑥) ∶ 𝑏⊸ 𝑎⊸ 𝑙
Example (15) below is a schematic demonstration of how this argument reorder-
ingworks in a proof; the example abstracts away from the particular call function.
The example also shows the implication introduction rule in action.

11Note that the lambda term 𝜆𝑦.𝜆𝑥.call(𝑦)(𝑥) is equivalent to the function call by 𝜂-equivalence
in the lambda calculus. However, it is useful for the exposition below to present it in non𝜂-reduced form.

12The Alex meaning constructor/premise must be written either to the right or left of the func-
tional (verb) meaning constructor and similarly for the Blake meaning constructor/premise.
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(15) 𝜆𝑦.𝜆𝑥.𝑓 (𝑦)(𝑥) ∶ 𝑎⊸ 𝑏⊸ 𝑐 [𝑣 ∶ 𝑎]1 ⊸ℰ𝜆𝑥.𝑓 (𝑣)(𝑥) ∶ 𝑏 ⊸ 𝑐 [𝑢 ∶ 𝑏]2 ⊸ℰ𝑓 (𝑣)(𝑢) ∶ 𝑐 ⊸ℐ,1𝜆𝑣.𝑓 (𝑣)(𝑢) ∶ 𝑎 ⊸ 𝑐 ⊸ℐ,2𝜆𝑢.𝜆𝑣 .𝑓 (𝑣)(𝑢) ∶ 𝑏 ⊸ 𝑎 ⊸ 𝑐 ⇒𝛼 ,⇒𝛼𝜆𝑥.𝜆𝑦.𝑓 (𝑦)(𝑥) ∶ 𝑏 ⊸ 𝑎 ⊸ 𝑐
The result is a reordered form of the original term but without any change in
meaning, because the CHI ensures that the function’s arguments in the meaning
terms are also appropriately reordered. The 𝛼-equivalences, in which variables
are renamed, are not strictly necessary, but have been added for full transparency.
In general, given 𝑛 arguments in the order 𝑎1 …𝑎𝑛, a reverse order 𝑎𝑛 …𝑎1 can be
obtained by a series of hypotheses on the arguments that are discharged in the
order they were made. More generally, the arguments can be reordered in any
order by mixing the order of hypothesis assumption and discharge.

4 The syntax–semantics interface: Autonomy of syntax

Glue rests on two general assumptions about the syntax–semantics interface:

1. The logical syntax of semantic composition (Fenstad et al. 1987) is distinct
from the structural syntax. The syntax of linear logic proofs captures the
logical syntax in Glue. Some separate syntactic framework, such as LFG,
captures the structural syntax of categorially determined distribution, con-
stituency, features, and local and non-local dependencies (i.e, syntax in the
standard sense).

2. Logical syntax and structural syntax are systematically related through the
instantiation of Glue meaning constructors.

These assumptions distinguish Glue from both interpretive theories of semantic
composition and parallel theories of semantic composition. A well-known ex-
ample of interpretive theories is Logical Form semantics (e.g., Heim & Kratzer
1998). The description-by-analysis semantics for LFG of Halvorsen (1983) is an-
other example of an interpretive theory. Two well-known examples of parallel
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theories are Combinatory Categorial Grammar (e.g., Steedman & Baldridge 2011)
and Type-Logical Categorial Grammar (e.g., Carpenter 1997).13

With respect to LF semantics, Glue’s assumption of a separate level of struc-
tural syntax is similar. However, in its standard co-descriptive guise, Glue is dis-
tinct from LF semantics, because Glue does not assume that the syntactic struc-
ture in its entirety is the input to semantic interpretation.With respect to Catego-
rial Grammar, we also see similarity and divergence. We see similarity in Glue’s
assumption of the pairing of functional application (the fundamental composi-
tional operation) with terms that define complex categories implicationally.14

However, Glue is also distinct from Categorial Grammar, because Glue does not
assume that implicational categories are responsible for word order (hence their
lack of directionality), but rather that there is a separate syntactic representation.
In sum, Glue is a compositional semantic theory of a third kind. From a big pic-
ture perspective, Glue synthesizes certain aspects of LF semantics and Categorial
Grammar, yet remains distinct from both these theories.

The assumptions, in 1 and 2 above, that began this section derive a strong no-
tion of syntactic autonomy. Categorial Grammar makes the very strong assump-
tion that syntax and semantics are isomorphic. This assumption entails that any
semantic distinction must be the reflection of a syntactic distinction. LF seman-
tics similarly assumes that any interpretive/semantic distinction must be due to
an underlying syntactic distinction. In an interpretive semantic theory such as
LF semantics, the needs of semantics dictate what’s in the syntax, even if the
things in question are syntactically questionable. The predicate abstraction/nu-
merical nodes in Heim & Kratzer (1998: 186) are an example, since they require
the addition of lambda operators to the syntactic tree. This is surprising from
the perspective of semantic theory, since this means that object languages, i.e.
the natural languages undergoing analysis, must in fact contain these logical op-
erators, for which there is no compelling evidence (such as lexicalization in some
language or other).

13Parallel theories are often discussed under the rubric of “rule-by-rule composition” (Bach 1976),
but the rule-by-rule term is no longer accurate. The term originates in the paired syntactic/
semantic rules of Montague (1973), which is now deprecated. This kind of theory is also some-
times referred to as “direct compositionality” (Barker & Jacobson 2007, Jacobson 2014), but this
raises a number of issues (Asudeh 2006), so I do not favour that term.

14Categorial Grammar’s slashes are directed implications. For example, X/Y states that one can
conclude a category X conditional on there being a category Y to the right; in other words,
X/Y means that Y → X yields X so long as Y is on the right of X.
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Quantifier scope ambiguity offers perhaps the most straightforward demon-
stration of the distinction between Glue on the one hand, and LF semantics and
Categorial Grammar, on the other. Consider the following standard example:

(16) Everybody loves somebody.

The Glue logic computes two readings for this sentence, but without imputing
a syntactic ambiguity, which seems structurally under-motivated; see s 6.1 for
further details. This contrasts with both LF semantics and Categorial Grammar;
these theories both require the two readings to be syntactically distinguished.

In the next section, I pair Glue with LFG as the syntactic framework in order
to render these general points more specific. Although LFG is the natural syn-
tactic framework to choose, given the present venue and the fact that most Glue
work has assumed an LFG syntax, see Section 1 above for a list of other syntactic
frameworks that have been paired with Glue.

5 Glue with LFG: Syntax/semantics non-isomorphism

Consider the example in Figure 2, which shows the c-structures and f-structure
for the sentence I drank water in Finnish and English.15 The distinct c-structures
capture the variation in syntactic realization between the two languages. In par-
ticular, they capture the fact that Finnish allows null subjects, unlike English.
The f-structure shows that these distinct c-structures encode identical syntactic
features and dependencies. Figure 3 shows the same structures with the arrows
resolved. One way to solve the equations is to label all c-structure nodes that
bear a down arrow with an f-structure variable. Instantiation of the metavari-
ables ↑ and ↓ is arbitrary, barring accidental identity, and resolves the equalities
(Bresnan et al. 2016: 54–58).

In both the Finnish and English c-structures, the mapping to object is con-
tributed structurally by the annotation (↑ obj) = ↓ on the NP daughter of V′. In
the English c-structure, the mapping to subject is also contributed structurally,
by the annotation (↑ subj) = ↓ on the DP in SpecIP. In contrast, the subject
information is contributed morphologically in the Finnish c-structure. This dis-
tinction is reflected in the lexical entries in Table 1. Notice that the f-descriptions
in these lexical entries not only describe their lexical contributions to f-structure,
but also have appropriate Glue meaning constructors that define the mappings

15I assume LFG’s theory of extended heads, which allows the Finnish verb to be generated in I
(Bresnan et al. 2016: ch. 6–7).
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Figure 2: C-structures and f-structure for I drank water in Finnish and
English (adapted from Asudeh & Toivonen 2015: 27; used with permis-
sion)

Figure 3: Finnish and English structures with ↑ and ↓ metavariables
resolved (Asudeh 2022: 330; used with permission)

to s(emantic)-structure and encode the composition of the head and its depen-
dents as linear implications.16 I have set tense aside in the semantics, but return
to it in Section 6.3 below. The annotation 𝜎 on the arrows in the Glue mean-
ing constructors indicates that these are the s-structure correspondents of the
relevant f-structures. The 𝜎 correspondence function maps from f-structure to
s-structure.

The up arrows in Table 1 are instantiated to the f-structure of the relevant
pre-terminal node: g (Finnish join), w (Finnish vettä), p (English I ), i (English
drank), and w (English water).17 However, we know from Figure 3 that g = i = d.

16The asterisk in the term for vettä/water is the cumulativity operator of Link (1983). It states
that water is a mass term, although this is not important for our present purposes.

17In the case of the abbreviated (triangle) structures, there would be intervening nodes. But there
would be a chain of ↑=↓ annotations between the word and the phrase it heads, so this is a
harmless simplification.

665



Ash Asudeh

Table 1: Lexicons for I drank water in Finnish and English

Finnish English

join I (↑ pred) = ‘drink’
(↑ tense) = past
(↑ subj pred) = ‘pro’
(↑ subj pers) = 1
(↑ subj num) = sg

speaker ∶ (↑ subj)𝜎
drink ∶(↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎

vettä N (↑ pred) = ‘water’
(↑ pers) = 3
(↑ num) = sg

*water ∶ ↑𝜎

I D (↑ pred) = ‘pro’
(↑ pers) = 1
(↑ num) = sg

speaker ∶ ↑𝜎
drank V (↑ pred) = ‘drink’

(↑ tense) = past

drink ∶(↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎
water N (↑ pred) = ‘water’

(↑ pers) = 3
(↑ num) = sg

*water ∶ ↑𝜎
So we can just use the mnemonic label d in all relevant cases. We can also take
advantage of the equality (d subj) = p. We obtain the following collection of
identical instantiated meaning constructors for each language:

(17) {speaker ∶ 𝑝𝜎 , drink ∶ 𝑤𝜎 ⊸ 𝑝𝜎 ⊸ 𝑑𝜎 , *water ∶ 𝑤𝜎 }
This yields a single normal form proof (i.e., minimal proof; Prawitz 1965) for the
corresponding Finnish and English sentences, which can be presented in natural
deduction format as follows (recall that order of premises on a proof line does
not matter, since the Glue logic is commutative):

(18)

speaker ∶ 𝑝𝜎 drink ∶ 𝑤𝜎 ⊸ 𝑝𝜎 ⊸ 𝑑𝜎 *water ∶ 𝑤𝜎 ⊸ℰ
drink(*water) ∶ 𝑝𝜎 ⊸ 𝑑𝜎 ⊸ℰ

drink(*water)(speaker) ∶ 𝑑𝜎
6 Some applications of glue semantics

6.1 Quantifier scope

Let us return to the quantifier scope example in (16) above, repeated here as (19).

(19) Everybody loves somebody.
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Glue’s properties of autonomy of syntax and flexible composition allow (19) to
be treated as syntactically unambiguous but semantically ambiguous.

I will not show the c-structure here, as the relevant syntactic representation
is the single f-structure for (19) shown here, with mnemonic labels as usual:

(20) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘love’
tense pres

subj [pred ‘everybody’
person 3
number sg

]𝑒
obj [pred ‘somebody’

person 3
number sg

]𝑠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦𝑙
The Glue meaning constructors in the lexical entries are shown in (21). Tense
has again been set aside and it is again most transparent for expository purposes
to show the meaning term for loves in non-𝜂-reduced form (see footnote 11 on𝜂-reduction).
(21) everybody D 𝜆𝑄.every(person, 𝑄) ∶ ∀𝑆.(↑𝜎 ⊸ 𝑆)⊸ 𝑆

somebody D 𝜆𝑄.some(person, 𝑄) ∶ ∀𝑆.(↑𝜎 ⊸ 𝑆)⊸ 𝑆
loves V 𝜆𝑦.𝜆𝑥.love(𝑦)(𝑥) ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎

When we instantiate the meaning constructors in (21) relative to the f-structure
in (20), we get:

(22) Γ = { 𝜆𝑦.𝜆𝑥.love(𝑦)(𝑥) ∶ 𝑠⊸ 𝑒⊸ 𝑙,𝜆𝑄.every(person, 𝑄) ∶ ∀𝑆.(𝑒⊸ 𝑆)⊸ 𝑆,𝜆𝑄.some(person, 𝑄) ∶ ∀𝑆.(𝑠⊸ 𝑆)⊸ 𝑆 }
The functions every and some are standard quantificational determiners from
generalized quantifier theory (Montague 1973, Barwise & Cooper 1981, Keenan &
Faltz 1985), with type ⟨⟨e,t⟩,⟨⟨e,t⟩,t⟩⟩. The function every is defined as 𝜆𝑃.𝜆𝑄.𝑃 ⊆ 𝑄.
The function some is defined as 𝜆𝑃.𝜆𝑄.𝑃 ∩ 𝑄 ≠ ∅. In these formulas, 𝑃 is the set
of entities that is the determiner’s restriction and 𝑄 is the set of entities that is its
scope. The quantifier 𝜆𝑄.every(person, 𝑄) thus returns true if the set of people is
a subset of its scope set. Similarly, the quantifier 𝜆𝑄.some(person, 𝑄) returns true
if the intersection of the set of people and its scope set is non-empty.

A comment is in order about the universal quantification symbol ∀ in the Glue
terms for the quantifiers. This universal ranges over variables in the Glue logic.
It allows the quantifier scope over any Glue logic dependency on the semantic
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correspondent of the quantifier. Asudeh (2005b: 393–394) discusses the interpre-
tation of ∀ in linear logic. The key insight is that, given the resource sensitivity
of linear logic, the universal means “any one”, not “all”. The function of the linear
universal is to define scope points and its interpretation is not related to the quan-
tificational force in the meaning language. Observe that every and some alike are
associated with these linear universal scope terms, even though some has exis-
tential force.
Themeaning constructors in (22) yield exactly two normal form/minimal proofs.

These can be represented as in Figure 4 and Figure 5.18 In other theories, quan-
tifier scope ambiguity requires either a syntactic operation such as Quantifier
Raising (QR) in Logical Form semantics (May 1977, 1985, Heim & Kratzer 1998)
or a type shifting operation and corresponding categorial modification of some
kind, as in Combinatory or Type-Logical Categorial Grammar semantics (Partee
& Rooth 1983, Hendriks 1993). Thus, interpretive and parallel theories of compo-
sition alike impute a syntactic ambiguity to handle quantifier scope ambiguity.19

This contrasts with Glue Semantics. The fact that Glue assumes an indepen-
dent level of syntax (autonomy of syntax) allows composition to be flexible (flexi-
ble composition), which in turn allows the theory to derive the two distinct scope
readings without positing a syntactic ambiguity or type shift.

𝜆𝑄.every(person, 𝑄) ∶∀𝑆.(𝑒 ⊸ 𝑆) ⊸ 𝑆
𝜆𝑄.some(person, 𝑄) ∶∀𝑆.(𝑠 ⊸ 𝑆) ⊸ 𝑆

𝜆𝑦.𝜆𝑥.love(𝑦)(𝑥) ∶𝑠 ⊸ 𝑒 ⊸ 𝑙 [𝑣 ∶ 𝑠]1 ⊸ℰ ,⇒𝛽𝜆𝑥.love(𝑣)(𝑥) ∶𝑒 ⊸ 𝑙 [𝑢 ∶ 𝑒]2 ⊸ℰ ,⇒𝛽
love(𝑣)(𝑢) ∶ 𝑙 ⊸ℐ,1,⇒𝛼𝜆𝑦.love(𝑦)(𝑢) ∶𝑠⊸ 𝑙 ⊸ℰ , ∀ℰ[𝑙/𝑆],⇒𝛽

some(person, 𝜆𝑦 .love(𝑦)(𝑢)) ∶ 𝑙 ⊸ℐ,2,⇒𝛼𝜆𝑥.some(person, 𝜆𝑦 .love(𝑦)(𝑥)) ∶𝑒⊸ 𝑙 ⊸ℰ , ∀ℰ [𝑙/𝑆],⇒𝛽
every(person, 𝜆𝑥.some(person, 𝜆𝑦 .love(𝑦)(𝑥))) ∶ 𝑙
Figure 4: Surface scope interpretation of Everybody loves somebody

18The universal linear instantiation step is trivial, as in classical/intuitionistic logic. I have there-
fore not shown it explicitly. See Asudeh (2012: 396) for the rule.

19Jacobson (2014: ch. 14) offers a textbook comparison of the LF and CG approaches.

668



15 Glue semantics

𝜆𝑄.some(person, 𝑄) ∶∀𝑆.(𝑠 ⊸ 𝑆) ⊸ 𝑆
𝜆𝑄.every(person, 𝑄) ∶∀𝑆.(𝑒 ⊸ 𝑆) ⊸ 𝑆

𝜆𝑦.𝜆𝑥.love(𝑦)(𝑥) ∶𝑠 ⊸ 𝑒 ⊸ 𝑙 [𝑣 ∶ 𝑠]1 ⊸ℰ ,⇒𝛽𝜆𝑥.love(𝑣)(𝑥) ∶𝑒 ⊸ 𝑙 ⊸ℰ , ∀ℰ [𝑙/𝑆],⇒𝛽
every(person, 𝜆𝑥.love(𝑣)(𝑥)) ∶ 𝑙 ⊸ℐ,1,⇒𝛼𝜆𝑦.every(person, 𝜆𝑥.love(𝑦)(𝑥)) ∶𝑠⊸ 𝑙 ⊸ℰ , ∀ℰ [𝑙/𝑆],⇒𝛽

some(person, 𝜆𝑦 .every(person, 𝜆𝑥.love(𝑦)(𝑥))) ∶ 𝑙
Figure 5: Inverse scope interpretation of Everybody loves somebody

6.2 Modification

Glue is similar to Categorial Grammar in offering an analysis of semantic mod-
ification such that modifiers are easily identifiable by their formal shape. For
example, the nominal modification category in (23) has its Glue logic analog in
(24) (leaving the meaning language aside):

(23) N/N
(24) 𝐴⟨𝑒,𝑡⟩ ⊸𝐴⟨𝑒,𝑡⟩
A nominal modifier is a functional category/type that takes a nominal category/
type as an input and returns the same category/type as an output. The modifica-
tional semantics is captured on the meaning language side.

For example, a Glue meaning constructor for the attributive adjective Finnish
would look like (25).

(25) 𝜆𝑃𝜆𝑥.𝑃(𝑥) ∧ finnish(𝑥) ∶ (𝑎𝑒 ⊸ 𝑏𝑡)⊸ (𝑎𝑒 ⊸ 𝑏𝑡)
Continuing the example, the common noun city would provide the ⟨e,t⟩ input
to the main implication in (25), such that Finnish city would correspond to the
following (composed) result:

(26) 𝜆𝑥.city(𝑥) ∧ finnish(𝑥) ∶ (𝑎𝑒 ⊸ 𝑏𝑡)
More generally, a modifier of any type corresponds to a meaning constructor
with the following form:

(27) 𝜆𝑓 .mod(𝑓 ) ∶ 𝑋 ⊸𝑋
The function mod is a placeholder for whatever the semantic effect of the modi-
fier is.
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The property of syntax-semantics non-isomorphism, which allows a lexical
item to contribute multiple meaning constructors, allows a natural and elegant
analysis of so-called recursive modification (Kasper 1997). In a nominal like the
following, the result we want is that it is apparently the case that the city in
question is Finnish:

(28) apparently Finnish city

In other words, we somehow want to maintain a consistent semantics for appar-
ently as a modifier, while nevertheless allowing it to fulfill this modificational
role inside a nominal. This is despite the type clash between the modifier, which
expects a proposition-forming type as input, and the adjective Finnish, which
does not have this type. The adjective instead has the type of a modifier, i.e. a
function on the type that the interpretation of apparently expects.

The solution in Glue is to associate predicative and attributive adjectives with
the property denotation for the adjective, shown in the first line of (29), and to
further add a general nominal modification meaning constructor to the lexical
entry for the attributive adjective, as in the second line of (29).

(29) Finnish 𝜆𝑥.finnish(𝑥) ∶ 𝑣 ⊸ 𝑓
( 𝜆𝑄𝜆𝑃𝜆𝑥.𝑄(𝑥) ∧ 𝑃(𝑥) ∶ (𝑣 ⊸ 𝑓 )⊸ (𝑎⊸ 𝑏)⊸ (𝑎⊸ 𝑏) )

The reader can verify that the combination of these two meaning constructors
yields the meaning constructor in (25) above (with types omitted). The second
meaning constructor is treated as optional to ensure that predicative uses of the
adjective work as expected. Resource-sensitive composition ensures that a pred-
icative occurrence of the adjective cannot use the second meaning constructor
whereas an attributive occurence must use it.

The revised analysis allows recursive modification by a modifier like appar-
ently, assuming that we have ameaning constructor like the following associated
with apparently, suitably instantiated to an f-structure where apparently is in the
adj set of finnish:

(30) apparently 𝜆𝑃𝜆𝑥.apparently(𝑃(𝑥)) ∶ (𝑣 ⊸ 𝑓 )⊸ (𝑣 ⊸ 𝑓 )
The combination of this meaning constructor for apparently and the first mean-
ing constructor in (29) then yields the following:

(31) 𝜆𝑥.apparently(finnish(𝑥)) ∶ 𝑣 ⊸ 𝑓
This is sufficient for a predicative occurrence, as in Marimekko is apparently
Finnish.

For attributive occurrences, (31) then combines with the second meaning con-
structor in (29), which yields the desired result:
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(32) 𝜆𝑃𝜆𝑥.apparently(finnish(𝑥)) ∧ 𝑃(𝑥) ∶ (𝑎⊸ 𝑏)⊸ (𝑎⊸ 𝑏)
This would then combine with the interpretation of city to yield the correct in-
terpretation for, e.g., The apparently Finnish city is nice.

I leave aside here the natural extension that is necessary to fully capture re-
cursive modification in examples like the following:

(33) apparently obviously Finnish

The extension just involves having two separate meaning constructors for the
adverbial modifier obviously (and apparently, etc.), in order to make the system
fully general, much as we have for the adjective Finnish in (29).

The first proposal for the extended modificational semantics presented here
was in Dalrymple (2001: 255–274), to my knowledge. The most recent version of
the LFG+Glue approach to modification, including recursive modification, is the
subject matter of Dalrymple et al. (2019: ch. 13).

6.3 Tense

The basic approach to modification that was sketched at the beginning of Section
6.2 supports a simple account of tense as a modifier on a basic verb meaning, pro-
vided thatwe add a tense coordinate to verbmeanings (for a review of approaches
to tense in compositional semantics, see Grønn & von Stechow 2016).

Let us assume that a basic meaning constructor for a verb now looks like this:

(34) sigh 𝜆𝑥𝜆𝑡.sigh(𝑡, 𝑥) ∶ subj⊸ tense⊸ 𝑣𝑒𝑟𝑏
Let’s also assume, following Haug 2008, that 𝑢 stands for utterance time (what
Grønn & von Stechow 2016 denote as 𝑠∗, for speech time). Then we can capture
simple present, past and future tense as follows, with the Glue logic instantiated
suitably per the terms in (34):20

(35) a. past 𝜆𝑃𝜆𝑡.𝑃(𝑡) ∧ 𝑡 ≺ 𝑢 ∶ (tense⊸ 𝑣𝑒𝑟𝑏)⊸ (tense⊸ 𝑣𝑒𝑟𝑏)
b. present 𝜆𝑃𝜆𝑡.𝑃(𝑡) ∧ 𝑡 = 𝑢 ∶ (tense⊸ 𝑣𝑒𝑟𝑏)⊸ (tense⊸ 𝑣𝑒𝑟𝑏)
c. future 𝜆𝑃𝜆𝑡.𝑃(𝑡) ∧ 𝑢 ≺ 𝑡 ∶ (tense⊸ 𝑣𝑒𝑟𝑏)⊸ (tense⊸ 𝑣𝑒𝑟𝑏)

This sort of account is obviously too simple, but it illustrates tense as a modifier.
Note that I’ve presented the tenses “on their own” for maximal perspicuity, but

20These sorts of meanings assume a model of time as consisting of points, but it may well be
preferable to think of time as consisting of intervals (Dowty 1979). An interval-based semantics
poses no problem for tense in Glue Semantics per se, but I’ve chosen to keep things simple here.
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in a lexicalist framework such as LFG, one would normally assume that tense-
inflected forms are inserted in the syntax as words, formedmorpholexically. That
would just mean that, for example, the inflected form sighed would contribute
both the meaning constructor in (34) and the one in (35a). Note also that I assume
some kind of suitable eventual existential closure of the temporal variable.

One could also incorporate grammatical (as opposed to lexical) aspect in a
similar, modificational manner. For analyses of tense and grammatical aspect in
Glue Semantics, see Haug (2008), Bary & Haug (2011), and Lowe (2014, 2015).21

6.4 Events

The first Glue analysis to incorporate event semantics (Davidson 1967, Parsons
1990, Champollion 2017) was never published (Fry 1999b, 2005). To my knowl-
edge, the first major publications to use event semantics were Asudeh & Toivo-
nen (2012) and Asudeh et al. (2013). Much like the analysis of tense sketched
above, event semantics for Glue involves adding a dependency on an event vari-
able. Moreover, work in event semantics in Glue has generally taken the Neo-
Davidsonian approach of Parsons (1990), in which verbs (and other predicates
that take event-arguments) denote functions from events to truth values, such
that the arguments of the verb are actually modifiers of the event variable. For
example, the sentences in (36) would receive an interpretation like (37), whereas
the sentence in (38) would receive an interpretation like (39).22

(36) a. Sam hugged Max.
b. Max was hugged by Sam.

(37) ∃𝑒.hug(𝑒) ∧ agent(𝑒) = sam ∧ patient(𝑒) = max

(38) Max was hugged.

(39) ∃𝑒∃𝑥.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = max

It can be observed from (37) and (39) that the event variable is eventually exis-
tentially closed. This is a standard assumption in event semantics.

Event semantics is a natural meaning language for Glue Semantics, because
the event variable permits a highly factorized semantics, using LFG’s template
language (Dalrymple et al. 2004), which is designed to allow generalizations to be

21Some of this work assumes some version of event semantics (sketched in Section 6.4). However,
event semantics is not necessary for a basic treatment of tense, as I’ve illustrated here.

22It is also possible to treat verbs as generalized quantifiers over events (Champollion 2017, Cop-
pock & Champollion 2020), but I’m not aware of any Glue work thus far that has taken this
tack and it wouldn’t make a difference to the sorts of simple cases sketched here.
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captured across grammatical elements, including meaning constructors. This in
turn maximizes the analytic leverage offered by flexible composition and syntax/
semantics non-isomorphism.

For example, the lexical entry for the verb hugged (again leaving tense aside)
can capture its underlying semantic bivalence by encoding a dependency on a
subject and object (as well as the event variable):23

(40) hugged 𝜆𝑦𝜆𝑥𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = 𝑦 ∶
obj⊸ subj⊸ event ⊸ verb

We can take advantage of pervasive syncretism in the English passive participle
here and assume that the meaning constructor in (40) is associated with the past
tense and passive participle alike.

We can then treat the passive voice as contributing a modificational meaning
constructor that remaps the arguments, as in (41). I again associate this with an
abstract formative to gloss over details of lexicalization (for a related proposal,
see Findlay 2019: 185–186).24

(41) passive 𝜆𝑃𝜆𝑥𝜆𝑦.𝑃(𝑥)(𝑦) ∶ (obj⊸ subj⊸ verb)⊸
subj⊸ obl⊸ verb

Note that this entry requires implication elimination on the event term in the
verb’s meaning constructor and then reintroduction of the term (for eventual
existential binding of the corresponding variable) after the passive modifier has
composed with the verb’s meaning constructor. We will shortly add a second
meaning constructor to the entry for passive, but this one suffices to capture
the truth-conditional equivalence of (36a–b) (which is not to say that they are
information-structurally equivalent).

The result of combining the meaning constructor in (41) with the one in (40)
is passive hugged:

(42) hugged+passive 𝜆𝑥𝜆𝑦𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑦 ∧ patient(𝑒) = 𝑥 ∶
subj⊸ obl⊸ event ⊸ verb

In other words, the passive voice modifies the meaning of hugged such that the
passive subject corresponds to the logical object (the patient in this case) and

23It has been common in Glue work on event semantics to use 𝑒, 𝑒′, 𝑒″, etc., as variables over
events, but a common convention in event semantics more generally is to use 𝑣 , 𝑣 ′, 𝑣″, etc.
(e.g., Champollion 2017, Coppock & Champollion 2020).

24Note that the treatment sketched here uses mnemonics for f-structure grammatical functions,
like subj, in the Glue terms. However, actual Glue work in this vein uses Glue terms defined
with respect to argument structure, as sketched in the next section. See Asudeh & Giorgolo
(2012: 75–76) and Asudeh et al. (2014: 77ff.) for further details.
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passive by-phrase corresponds to the logical subject (the agent in this case).25

Figure 6 shows the proof for (36b). The reader can verify that the result is the
same interpretation as that of (36a). The interpretation for (36a,b) is shown in
(37) above.

But what of the short passive in (38)? Here we can leverage optionality
and the properties of resource-sensitive composition and syntax/semantics non-
isomorphism to naturally extend the analysis. We simply add an optional mean-
ing constructor to (41), such that the revised lexical entry is as follows:

(43) passive 𝜆𝑃𝜆𝑦𝜆𝑥.𝑃(𝑥)(𝑦) ∶ (obj⊸ subj⊸ verb)⊸
subj⊸ obl⊸ verb)

( 𝜆𝑃∃𝑥.𝑃(𝑥) ∶ (obl⊸ verb)⊸ verb )

The optional entry allows the passive to also contribute a second meaning con-
structor that existentially binds the subject argument. If there is an actual subject
resource, though, as in the long passive in (36b), resource sensitivity ensures that
the optional meaning constructor cannot be used, because then the actual sub-
ject resource would go unused. Figure 7 shows the proof for (36b). The reader
can verify that the result is the same interpretation as that of (38), shown in (39)
above.

The use of event semantics in LFG+Glue has become especially common in a
thread of work on argument structure, the topic that we turn to next.

6.5 Argument structure

There is a prominent strand of work in Glue Semantics on argument structure
and mapping theory (i.e., the realization of underlying arguments in the syntax).
Representative work in this vein includes Arnold & Sadler (2013), Asudeh & Gior-
golo (2012), Asudeh et al. (2014), Asudeh (2021), Findlay (2014, 2016, 2020), Lowe
(2016, 2019), Lowe & Birahimani (2019), Przepiórkowski (2017), and Lovestrand
(2020).

However, before turning to the Glue approach to argument structure, it is
worth presenting some of the background that led to it, because it highlights
another issue in Glue Semantics that has concerned some researchers. The sub-
stance of the worry can be straightforwardly summarized: What are the identity
conditions for empty semantic structures? In other words, if a semantic struc-
ture is an attribute value matrix of some kind, as assumed from quite early on

25I have implicitly assumed in my choice of mnemonic, 𝑜𝑏𝑙, that the by-phrase is an oblique,
but nothing hinges on this. The same term works if it is treated as an adjunct, although its
mnemonic function is obscured.
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by Sam
sam ∶𝑜𝑏𝑙

Max
max ∶𝑠𝑢𝑏𝑗

hugged𝜆𝑦𝜆𝑥𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = 𝑦 ∶
obj⊸ subj⊸ event ⊸ verb [𝑢 ∶ 𝑜𝑏𝑗]1 ⊸ℰ𝜆𝑥𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = 𝑢 ∶

subj⊸ event ⊸ verb [𝑣 ∶ 𝑠𝑢𝑏𝑗]2 ⊸ℰ𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑣 ∧ patient(𝑒) = 𝑢 ∶ event ⊸ verb [𝑒′ ∶ 𝑒𝑣𝑒𝑛𝑡]3 ⊸ℰ
hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢 ∶ verb ⊸ℐ,2𝜆𝑣.hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢 ∶ subj⊸ verb ⊸ℐ,1𝜆𝑢𝜆𝑣.hug(𝑒′)∧

agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢 ∶
obj⊸ subj⊸ verb

passive𝜆𝑃𝜆𝑥𝜆𝑦.𝑃(𝑥)(𝑦) ∶(obj⊸ subj⊸ verb)⊸
subj⊸ obl⊸ verb ⊸ℰ(𝜆𝑃𝜆𝑥𝜆𝑦.𝑃(𝑥)(𝑦))(𝜆𝑢𝜆𝑣 .hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢) ∶ subj⊸ obl⊸ verb ⇒𝛽𝜆𝑥𝜆𝑦.(𝜆𝑢𝜆𝑣 .hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢)(𝑥)(𝑦) ∶ subj⊸ obl⊸ verb ⇒𝛽𝜆𝑥𝜆𝑦.(𝜆𝑣𝜆𝑒′.hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑥)(𝑦) ∶ subj⊸ obl⊸ verb ⇒𝛽𝜆𝑥𝜆𝑦𝜆𝑒′.hug(𝑒′) ∧ agent(𝑒′) = 𝑦 ∧ patient(𝑒′) = 𝑥 ∶

subj⊸ obl⊸ verb ⊸ℰ𝜆𝑦.hug(𝑒′) ∧ agent(𝑒′) = 𝑦 ∧ patient(𝑒′) = max ∶
obl⊸ verb ⊸ℰ

hug(𝑒′) ∧ agent(𝑒′) = sam ∧ patient(𝑒′) = max ∶ verb ⊸ℐ,3𝜆𝑒′.hug(𝑒′) ∧ agent(𝑒′) = sam ∧ patient(𝑒′) = max ∶ event ⊸ verb ⇒𝛼𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = sam ∧ patient(𝑒) = max ∶ event ⊸ verb ∃event∃𝑒.hug(𝑒) ∧ agent(𝑒) = sam ∧ patient(𝑒) = max ∶ verb

Figure 6: Proof for passive (36b), Max was hugged by Sam

passive𝜆𝑃∃𝑥.𝑃(𝑥) ∶(obl⊸ verb)⊸ verb

Max
max ∶𝑠𝑢𝑏𝑗

hugged𝜆𝑦𝜆𝑥𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = 𝑦 ∶
obj⊸ subj⊸ event ⊸ verb [𝑢 ∶ 𝑜𝑏𝑗]1 ⊸ℰ𝜆𝑥𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = 𝑢 ∶

subj⊸ event ⊸ verb [𝑣 ∶ 𝑠𝑢𝑏𝑗]2 ⊸ℰ𝜆𝑒.hug(𝑒) ∧ agent(𝑒) = 𝑣 ∧ patient(𝑒) = 𝑢 ∶ event ⊸ verb [𝑒′ ∶ 𝑒𝑣𝑒𝑛𝑡]3 ⊸ℰ
hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢 ∶ verb ⊸ℐ,2𝜆𝑣.hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢 ∶ subj⊸ verb ⊸ℐ,1𝜆𝑢𝜆𝑣.hug(𝑒′)∧

agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢 ∶
obj⊸ subj⊸ verb

passive𝜆𝑃𝜆𝑥𝜆𝑦.𝑃(𝑥)(𝑦) ∶(obj⊸ subj⊸ verb)⊸
subj⊸ obl⊸ verb ⊸ℰ(𝜆𝑃𝜆𝑥𝜆𝑦.𝑃(𝑥)(𝑦))(𝜆𝑢𝜆𝑣 .hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢) ∶ subj⊸ obl⊸ verb ⇒𝛽𝜆𝑥𝜆𝑦.(𝜆𝑢𝜆𝑣 .hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑢)(𝑥)(𝑦) ∶ subj⊸ obl⊸ verb ⇒𝛽𝜆𝑥𝜆𝑦.(𝜆𝑣𝜆𝑒′.hug(𝑒′) ∧ agent(𝑒′) = 𝑣 ∧ patient(𝑒′) = 𝑥)(𝑦) ∶ subj⊸ obl⊸ verb ⇒𝛽𝜆𝑥𝜆𝑦𝜆𝑒′.hug(𝑒′) ∧ agent(𝑒′) = 𝑦 ∧ patient(𝑒′) = 𝑥 ∶

subj⊸ obl⊸ verb ⊸ℰ𝜆𝑦.hug(𝑒′) ∧ agent(𝑒′) = 𝑦 ∧ patient(𝑒′) = max ∶
obl⊸ verb ⊸ℰ(𝜆𝑃∃𝑥.𝑃(𝑥))(𝜆𝑦.hug(𝑒′) ∧ agent(𝑒′) = 𝑦 ∧ patient(𝑒′) = max) ∶ verb ⇒𝛽∃𝑥.(𝜆𝑦.hug(𝑒′) ∧ agent(𝑒′) = 𝑦 ∧ patient(𝑒′) = max)(𝑥) ∶ verb ⇒𝛽∃𝑥.hug(𝑒′) ∧ agent(𝑒′) = 𝑥 ∧ patient(𝑒′) = max ∶ verb ⊸ℐ,3𝜆𝑒′∃𝑥.hug(𝑒′) ∧ agent(𝑒′) = 𝑥 ∧ patient(𝑒′) = max ∶ event ⊸ verb ⇒𝛼𝜆𝑒∃𝑥.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = max ∶ event ⊸ verb ∃event∃𝑒∃𝑥.hug(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = max ∶ event ⊸ verb

Figure 7: Proof for short passive (38), Max was hugged
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in the development of Glue Semantics (Dalrymple, Gupta, et al. 1999, Dalrymple
2001), how can there be distinct empty s-structures, since an empty AVM seems
to correspond to the empty set, which is unique (Kokkonidis 2008, Findlay 2021)?

(44) ⎡⎢⎢⎢⎣
pred ‘call’
subj [pred ‘Blake’]𝑏
obj [pred ‘Alex’]𝑎

⎤⎥⎥⎥⎦𝑐
𝑐𝜎 [ ]𝑏𝜎 [ ]𝑎𝜎 [ ]

𝜎𝜎𝜎
One possible solution to the empty s-structure problem is to make the labelling
part of the definition of the structure. In other words, if a standard attribute-value
matrix is a finite set of attribute-value pairs (see, e.g., Bresnan et al. 2016: 44), then
let us define an s-structure as a finite set of pairs, where the first member of each
pair is a string (a unique label) and the second member of each pair is a (possibly
empty) AVM. In that case, it’s clear that the s-structure {⟨𝑎𝜎 , ∅⟩} does not equal
the s-structure {⟨𝑏𝜎 , ∅⟩}, even if both of them have the empty AVM as their second
coordinate.

However, another issue with the sort of s-structure in (44) is that it’s really
not a structure at all, since the parts are not connected. In other words, what we
have in (44) is really three s-structures, not a single one. This does not make a
substantive difference to the kinds of proofs one can do in Glue Semantics, but
it is a bit strange from a general LFG-theoretic perspective, as we would expect
all the modules in the Correspondence Architecture to be structures and all of
the ones that have been proposed, aside from the version of s-structure above,
indeed are structures.

Asudeh & Giorgolo (2012) solve this last problem by offering a connected s-
structure that also fulfills the role of a(rgument)-structure (Butt et al. 1997) in
the Correspondence Architecture. Not only does this eliminate the need for a-
structure as a separate module in the architecture, it also relates argument struc-
ture and mapping theory more strongly to compositional semantics, as the locus
for both is now s-structure. Figure 8 shows the Asudeh&Giorgolo (2012) analysis
for (45).

(45) Kim ate at noon.

The verb ate is semantically bivalent, since it entails that there is something that
has been eaten, but it can nevertheless be syntactically intransitive (Asudeh &
Giorgolo 2012: 71). This is reflected in the analysis in Figure 8. There is no ob-
ject in the f-structure, but there are two arguments in the connected s-structure,
which also serves as a representation of argument structure.
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Figure 8: Kim ate at noon (Asudeh & Giorgolo 2012: 72; used with per-
mission)

The solution to the syntax/semantics mismatch for the verb ate is to allow
the verb itself to contribute an optional second meaning constructor that exis-
tentially closes the dependency on the second argument:26

(46) ate 𝜆𝑦𝜆𝑥𝜆𝑒.eat(𝑒) ∧ agent(𝑒) = 𝑥 ∧ patient(𝑒) = 𝑦 ∶
obj⊸ subj⊸ event ⊸ verb
( 𝜆𝑃∃𝑥.𝑃(𝑥) ∶ (obj⊸ verb)⊸ verb )

This treatment is similar to the one for the passive in (43). Note that this is a
simplification of the actual approach in Asudeh & Giorgolo (2012) and Asudeh
et al. (2014), because in those approaches the Glue logic terms are defined using
arg features at s-structure, which allows the analysis to more naturally interact
properly with argument alternations.

6.6 Multiword expressions

Multiword expressions (MWEs) are a challenge to a lexicalist theory like LFG, be-
cause they show a mixture of idiomaticity and productivity in both their syntax

26Intransitive uses of semantically bivalent verbs also trigger presuppositions about the implicit
argument (Fillmore 1986); e.g., Kim ate at noon presupposes that what Kim ate is food (for Kim).
I do not attempt to model this here, but see Asudeh & Giorgolo (2012) and Asudeh (2021) for
some further discussion.
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and semantics (Findlay 2019: ch. 1). On the one hand, we find expressions like by
and large which are idiosyncratic in both their syntax (apparently a coordination
of a preposition and an adjective) and semantics (the expression means some-
thing similar to the adverb mostly, but this can’t be compositionally obtained
from the usual meanings of its parts). On the other hand, we find expressions like
spill the beans, which are syntactically unexceptional and possibly yield to a kind
of transpositional semantic analysis in which JspillK = JrevealK and Jthe beansK= Jthe secretK. Nevertheless, even with this MWE we see evidence of particular
syntactic and semantic restrictions. For example, the object is necessarily the def-
inite plural beans and other forms are either excluded entirely (e.g., #a bean or
#the peas) or else seem at best like metalinguistic word-play (e.g., the legumes).

In short, MWEs are challenging because they are like words in the sense that
they seem to be lexically stored expressions but are like phrases in having syn-
tactic parts and, in some cases, these parts seem to be visible to syntactic op-
erations. For example, in It’s too late: the beans have already been spilled, the
MWE has been passivized and one part is modified by an adverbial. For a lexi-
calist theory, simultaneously capturing these lexical and non-lexical properties
of MWEs is difficult. Indeed, in order to account for this mixture of lexical and
syntactic properties, Findlay (2019) replaces the c-structural part of standard LFG
with Tree-Adjoining Grammar (TAG; Joshi et al. 1975, Abeillé & Rambow 2000),
which allows expressions to be associated with trees in the lexicon, rather than
with a simple category. TAG allows these trees to then be inserted or adjoined
in the phrasal syntax. Findlay (2019) calls the resulting theory Lexicalised LFG,
in a nod to Lexicalized TAG (Schabes et al. 1988), because it allows lexicalization
of syntactic structures as TAG trees while maintaining LFG’s standard separate
level of f-structure and a mapping between the TAG-based c-structures and the
f-structures.

No matter how one captures the syntax of MWEs, the syntax/semantics non-
isomorphism of Glue Semantics naturally captures their syntax/semantics mis-
matches and idiomaticity. For example, Figure 9 shows Findlay’s (2019) lexical
entry for by and large. It is an adjunct tree, since this is a modifier. The meaning
of by-and-large is captured by the call to a template, @By-And-Large-Meaning,
but we can simplify things as in (47).

(47) by and large 𝜆𝑃𝜆𝑥.mostly(𝑃(𝑥)) ∶ (subj⊸ 𝑣𝑒𝑟𝑏)⊸ (subj⊸ 𝑣𝑒𝑟𝑏)
This is a relatively straightforward example. For more complex examples, see
Findlay (2019).
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Figure 9: Lexical entry for by and large (Findlay 2019: 265; used with
permission)

In more recent work, Findlay (2021) has adopted a different formalization of
Glue in order to account for MWEs that show form flexibility as long as some
kind of core meaning is maintained, like in the following:

(48) a kick up the bum/backside/bottom/buttocks/ass/heinie/keister/booty/…

In this MWE, any word that denotes JbumK would seem to do, no matter its
form, but anything that doesn’t denote JbumK doesn’t seem to have the idiomatic
‘motivational’ reading (e.g., #crotch).

6.7 Anaphora

Anaphora has been a topic of long-standing interest in Glue Semantics. A recent
LFG+Glue treatment and overview of previous literature is given in Dalrymple
et al. (2019: ch. 14). Their treatment is a fairly sophisticated one that builds on
recent work by Haug (2014) and Dalrymple et al. (2018). Here I present a simpler
overview that summarizes the approach in Dalrymple, Lamping, Pereira, et al.
(1997) and Asudeh (2004, 2012).

The property of flexible composition means that Glue can provide a variable-
free treatment of anaphora, but without requiring that the anaphoric depen-
dency be passed through all interveningmaterial between the anaphor and its an-
tecedent (in the intra-sentential case), as in non-commutative Categorial Gram-
mar approaches (Jacobson 1999 et seq.). The simplest way to capture this would
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be through an implicational meaning constructor as in (49). I again associate the
meaning constructor with an abstract formative to leave aside other aspects of
particular personal pronouns, such as person, number, gender.

(49) anaphor 𝜆𝑦.𝑦 ∶ antecedent ⊸ anaphor

However, there is a problem with a treatment this simple, because of resource-
sensitive composition. If the anaphor consumes the antecedent resource, then
the antecedent would no longer be available for composition. This means that
whatever function takes the antecedent’s denotation as an actual argument can
no longer have its resource-sensitive compositional requirements satisfied. There
would be no valid proof.

In order to remedy this, a simple solution is to slightly expand the fragment of
linear logic that serves as the Glue logic. We add the multiplicative conjunction
operator, ⊗, which does tensor/pair formation. The meaning constructor in (49)
is then revised as follows:

(50) anaphor 𝜆𝑦.𝑦 × 𝑦 ∶ antecedent ⊸ (antecedent ⊗ anaphor)
The anaphor is still a function on its antecedent, but it now returns both its own
resource and the antecedent resource.

On this sort of approach to anaphora, the multiplicative conjunction ⊗ is only
ever introduced lexically (much as is the linear logic universal for scope points;
see above). Therefore we just need to add the elimination rule for this connective,
which is the following:

(51) Structured functional application:
Multiplicative conjunction elimination pairwise substitution

⋅⋅⋅𝛼 ∶ 𝐴 ⊗ 𝐵
[𝛽 ∶ 𝐴]1⋅⋅⋅ [𝛾 ∶ 𝐵]2⋅⋅⋅𝛿 ∶ 𝐶 ⊗ℰ ,1,2

let 𝛼 be 𝛽 × 𝛾 in 𝛿 ∶ 𝐶
The 𝑙𝑒𝑡 type constructor performs pairwise substitution for the variables 𝑥, 𝑦 in
the result.

This is still quite abstract, so it is probably helpful to look at example (52) and
its accompanying proof in Figure 10, both from Asudeh (2012: 84).27

27Note that I have left out the ⊸ℰ annotations in the proof to reduce clutter. Also, the follow-
ing mnemonic Glue terms are used: 𝑡 for the term contributed by Thora (which is both the
antecedent of the pronoun and the subject of the sentence), 𝑝 for pronoun, 𝑔 for giggle, and 𝑠
for said.
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(52) Thora said she giggled.

Thora
thora ∶𝑡 she𝜆𝑧.𝑧 × 𝑧 ∶𝑡 ⊸ (𝑡 ⊗ 𝑝) ⊸ℰ
thora × thora ∶ 𝑡 ⊗ 𝑝

[𝑥 ∶ 𝑡]1 said𝜆𝑢𝜆𝑞.say(𝑢, 𝑞) ∶𝑡 ⊸ 𝑔⊸ 𝑠 ⊸ℰ𝜆𝑞.say(𝑥, 𝑞) ∶ 𝑔⊸ 𝑠 [𝑦 ∶ 𝑝]2 giggled𝜆𝑥.giggle(𝑥) ∶𝑝⊸ 𝑔 ⊸ℰ
giggle(𝑦) ∶ 𝑔 ⊸ℰ

say(𝑥, giggle(𝑦)) ∶ 𝑠 ⊗ℰ ,1,2
let thora × thora be 𝑥 × 𝑦 in say(𝑥, giggle(𝑦)) ∶ 𝑠 ⇒𝛽

say(thora, giggle(thora)) ∶ 𝑠
Figure 10: Proof for intra-sentential anaphoric reading of (52), Thora
said she giggled

For a fuller treatment of anaphora that extends to inter-sentential cases, see
Haug & Dalrymple (2020) and Dalrymple & Haug (2022).

7 Conclusion

Glue Semantics is a general framework for semantic composition and the syntax–
semantics interface. The focus here has been on Glue for LFG, typically known
as LFG+Glue. Four key properties of Glue Semantics are resource-sensitive com-
position, flexible composition, autonomy of syntax, and syntax/semantics non-
isomorphism (Asudeh 2022: 324). Analyses in Glue Semantics are highly con-
strained by the resource logic linear logic, a fragment of which serves as the
Glue logic for semantic composition. Although resource-sensitive composition
constrains semantic composition, it allows composition to be commutative. This
yields the property of flexible composition: The logical syntax of composition
is not identical to the structural syntax. From this we can derive the property
of autonomy of syntax: Syntax and semantics are separate levels. From this we
lastly derive the property of syntax/semantics non-isomorphism: Whatever the
basic elements of structural syntax are taken to be (words in the case of stan-
dard LFG), these elements may make multiple or no contributions to semantic
composition. The best source for further details about Glue analyses of particular
phenomena and further Glue references is Dalrymple et al. (2019). However, I’ve
listed a representative sample of Glue work by topic in the appendix.
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List of Glue work by topic

Here is a representative sample of work in Glue Semantics, organized alphabeti-
cally by topic:28

• Anaphora
Dalrymple, Lamping, Pereira, et al. (1997), Asudeh (2004, 2005b, 2012), Bary
& Haug (2011), Belyaev & Haug (2014), Dalrymple et al. (2019: ch. 14), Haug
& Dalrymple (2020), Dalrymple & Haug (2022)

• Argument structure and argument realization
Asudeh & Giorgolo (2012), Asudeh et al. (2014), Asudeh (2021), Arnold &
Sadler (2013), Findlay (2014, 2016, 2020), Lowe (2016, 2019), Lowe & Birahi-
mani (2019), Przepiórkowski (2017), Lovestrand (2020)

• Category theory for natural language semantics
Giorgolo &Asudeh (2012a,b), Giorgolo &Asudeh (2014a,b), Asudeh&Gior-
golo (2016, 2020)

• Complex predicates
Andrews (2007, 2018), Lowe (2016, 2019), Lowe & Birahimani (2019), Loves-
trand (2020)

• Computational applications and tools (open source)29

Crouch et al. (1986), Lev (2007), Meßmer & Zymla (2018), Dalrymple et al.
(2020), Zymla (2021a,b,c)

• Concomitance
Haug (2009)

• Constructions
Asudeh et al. (2008, 2013), Asudeh & Toivonen (2014)

28My apologies to anyone whose work I have inadvertently omitted.
29Zymla’s (2021c) tool goes with the XLE tools for computational implementation and testing of
LFG grammars (Crouch, Dalrymple, Kaplan, King, Maxwell & Newman 2011).
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• Control/equi and raising
Asudeh (2005a), Haug (2013), Dalrymple et al. (2019: ch. 15)

• Conventional implicature
Asudeh (2004: ch. 4), Potts (2005), Arnold & Sadler (2010, 2011), Giorgolo
& Asudeh (2012a)

• Coordination
Kehler et al. (1999), Asudeh&Crouch (2002a), Dalrymple et al. (2019: ch. 16)

• Copy raising
Asudeh (2004, 2012), Asudeh & Toivonen (2007, 2012)

• Distance distributivity
Przepiórkowski (2014a,b, 2015)

• Dynamic semantics
Crouch & van Genabith (1999), van Genabith & Crouch (1999), Dalrymple
et al. (2019: ch. 14)

• Event semantics
Fry (2005), Asudeh & Giorgolo (2012), Asudeh & Toivonen (2012), Asudeh
et al. (2013), Asudeh et al. (2014)

• Evidentiality
Asudeh & Toivonen (2017)

• Formal foundations
Dalrymple, Gupta, et al. (1999), Dalrymple, Lamping, Pereira, et al. (1999),
Dalrymple, Lamping, Pereira, et al. (1997); Asudeh (2004, 2012: ch. 5) Kok-
konidis (2008), Andrews (2008, 2010), Findlay (2021))

• Fragments
Asudeh (2012: ch. 11)

• Idioms and multiword expressions
Findlay (2019, 2021)

• Incorporation
Asudeh (2007), Baker et al. (2010)

• Information structure
Dalrymple & Nikolaeva (2011), Mycock (2006), Morrison (2017)
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• Intensionality
Dalrymple, Lamping, Pereira, et al. (1997), Asudeh & Toivonen (2012)

• Modification
Dalrymple et al. (1993), Dalrymple, Lamping, Pereira, et al. (1999), Dalrym-
ple (2001), Asudeh & Crouch (2002b), Andrews (2018), Dalrymple et al.
(2019: ch. 13)

• Negative polarity items
Fry (1999a)

• Perception verbs
Asudeh & Toivonen (2007, 2012), Asudeh (2012), Camilleri et al. (2014)

• Predication
Dalrymple (2001), Asudeh & Crouch (2002b), Dalrymple et al. (2019: ch. 13)

• Quantification and scope
Dalrymple, Lamping, Pereira, et al. (1997), Dalrymple et al. (2019: ch. 8)

• Relational nouns
Asudeh (2005b)

• Resumptive pronouns
Asudeh (2004, 2005b, 2011, 2012), Camilleri & Sadler (2011)

• Split nominals
Kuhn (2001)

• Tense and aspect
Haug (2008), Bary & Haug (2011), Lowe (2014, 2015), Belyaev (2020)

• Unbounded dependencies
Asudeh (2012), Dalrymple et al. (2019: ch. 17)
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This chapter presents the LFG view of two closely related areas of inquiry: argu-
ment structure, a level of structure which represents the syntactically realisable
arguments of a predicate, and mapping theory, the theory of how those arguments
are linked to grammatical functions at f-structure, as well as of alternations in this
linking brought about by processes like passivisation. After introducing some pre-
liminary concepts, the chapter explores various approacheswithin LFG: the earliest
work using lexical rules to explain argument alternations, the “classical” version
of Lexical Mapping Theory (LMT) developed in the late ’80s and early ’90s, and
various subsequent modifications, extensions, and reimaginings of LMT, includ-
ing contemporary work focussing on the formal status of argument structure and
mapping theory, and their connection to the rest of the grammar.

1 Introduction

Predicates have both syntactic and semantic arguments, and the two are not al-
ways aligned. For instance, expletives, as shown in (1), are syntactic but not se-
mantic arguments of their verbal governors:

(1) a. It is snowing.
b. There seems to be a problem.
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On the other hand, there are verbs like saddle: conceptually, a saddling event
involves three entities, the saddler, the saddled (usually a horse), and the sad-
dle itself, but only the first two are expressible in the syntax (cf. Bresnan 1980).
Similarly, there are clear patterns regarding which kinds of semantic arguments
are realised by which kinds of grammatical functions – in general, more Agent-
like arguments are more likely to be subjects than more Patient-like arguments,
which are more likely to be objects – but there are also exceptions. There are, for
example, verbs which seem to express the same type of event but to realise the
semantic participants differently in the syntax (Rappaport 2006 [1983]: 132):

(2) a. Fred fears the prospect of failure.
b. The prospect of failure frightens Fred.

(3) a. I like a job well done.
b. A job well done pleases me.

Due to these kinds of mismatches, neither syntactic nor semantic arguments
can be reduced to the other, and instead we need some intervening level of repre-
sentation that can mediate the relationship between them. This is what is known
as argument structure, and in LFG is often taken to constitute a separate mod-
ule of the grammar called a-structure. Although it sits between syntax and (lexi-
cal) semantics, argument structure itself is often taken to be a specifically syntac-
tic level of representation (Alsina 2001),1 whose primary purpose is to explain a
predicate’s syntactic valency patterns – while acknowledging that at least some
of these explanations are to be found in lexical semantic properties. The argu-
ments represented at argument structure are therefore those which can or must
be realised syntactically.

Explaining how exactly these arguments are realised is the purview of map-
ping theory. Such a theory seeks generalisations in the mapping between ar-
gument structure and syntax proper, and to explain any alternations which are
possible (such as passivisation, causativisation, detransitivisation, etc.). In LFG,
this means determining what grammatical function (GF) the argument will
instantiate – overt phrasal realisation is then handled by the language-specific
phrase-structure rules or case-marking system which determines how particu-
lar GFs surface (see Belyaev 2023a,b [this volume] for more on LFG’s view of
grammatical functions and their relation to phrasal syntax).

1Indeed, in the Minimalist tradition, argument structure is often represented in the phrasal
syntax itself – see Harley (2011) and references therein for an overview.
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As part of this LFG handbook, the present chapter focusses on providing a sur-
vey of work on argument structure and mapping theory which takes a Lexical-
Functional approach.2 The structure of the chapter is as follows: we begin, in
Section 2, with a brief high-level introduction to some of the questions and phe-
nomena which we will return to throughout the chapter. Section 3 then looks
at the earliest work on these problems in LFG, which used lexical rules to ac-
count for argument alternations. Section 4, the largest of the chapter, presents
the still-canonical theory of argument structure and mapping developed in the
late 1980s and early 1990s, known as lexical mapping theory (LMT). Section 5
examines a different version of LMT, that of Kibort (2007, i.a.) which, among
other things, is designed to extend the empirical coverage of the mapping the-
ory to so-called morphosemantic alternations. Section 6 delves more deeply into
some formal issues and alternative proposals, before Section 7 concludes.

2 Background and basic concepts

2.1 From semantics to syntax

There are regularities in the ways that semantic participants of predicates are re-
alised syntactically. For example, in a nominative-accusative language like Eng-
lish, when a verb describes an event that has a volitional Agent and a Theme
or Patient affected by the event, the Agent will be realised as the active voice
subject and the Theme/Patient as the object:

(4) a. Your dog is chasing my rabbit!
(cf. #My rabbit is chasing your dog!3)

b. The engineers will build the bridge there.
(cf. # The bridge will build the engineers there.)

c. The teacher opened the cupboard.
(cf. # The cupboard opened the teacher.)

2For general introductions as well as critical overviews of work in other traditions, the reader
is directed to Grimshaw (1990), Comrie (1993), Levin & Rappaport Hovav (2005), Ramchand
(2014), Williams (2015). For a different perspective on the LFG literature, see Dalrymple et al.
(2019: ch. 9).

3The point of these anomalous alternatives is to illustrate that the (prototypical) situations pre-
sented are expressed via the (a) encodings, where the Agent is a subject and the Theme/Patient
an object, rather than the a priori equally plausible (b) encodings, where the pairings of se-
mantic and syntactic roles are reversed. The (b) sentences are of course perfectly grammatical
strings of English, but they describe situations which are at odds with our real-world know-
ledge or expectations, precisely because the subjects in each case are interpreted as Agents.
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Similarly, if the sentence expresses an Instrument used to perform the action
described, along with the Theme/Patient, then the Instrument is the subject and
the Theme/Patient the object:

(5) a. The key opened the cupboard.
(cf. # The cupboard opened the key.)

But if the Agent is also included, then it is the subject:

(6) The teacher opened the cupboard with the key.

This generalisation goes back to Fillmore (1968: 33), who expresses it as follows:

(7) If there is an A [= Agent], it becomes the subject; otherwise, if there is an
I [= Instrument], it becomes the subject; otherwise, the subject is the O
[= objective, i.e. Theme/Patient].

This is a productive rule (at least in English), as can be seen from the fact that
invented words will also follow the same pattern. Alsina (1996: 5–6), for instance,
imagines a verb obliquate, meaning ‘build or place in an oblique position or di-
rection’, and notes the clear intuition that, if such a verb existed, we would say
things like (8a), but not like (8b):

(8) a. Jim obliquated the door of the closet.
b. # The door of the closet obliquated Jim.

All this goes to illustrate a key explanandum: the semantic relationship which
an argument bears to its verb is also implicated in determining its syntactic re-
lationship, but in what way precisely? Mapping theory is interested in discover-
ing the nature of this connection, and in finding generalisations over the links
between semantic and syntactic relationships.

The observation in (7) induces a ranking of semantic/thematic roles,4 where
the highest available argument becomes the subject:

(9) A > I > O

This can be seen as a precursor to the well-known thematic hierarchy (Jack-
endoff 1972: 43), of which there have been many versions. The one which has
been most influential in LFG comes from Bresnan & Kanerva (1989: 23), and is
shown in (10):

4Wewill use these two terms interchangeably in this chapter, drawing no theoretical distinction
between them.
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(10) The Thematic Hierarchy:
Agent > Beneficiary > Recipient/Experiencer> Instrument > Theme/Patient > Location

Argumentswhich aremore thematically “prominent” on this hierarchy tend to be
realised by more grammatically “prominent” GFs, e.g. as defined by the Keenan-
Comrie hierarchy (Keenan & Comrie 1977; see also Belyaev 2023b [this volume])
– in particular, the subj function is usually taken by the the argument highest on
the thematic hierarchy (Grimshaw 1990, Speas 1990). This insight is often at the
core of mapping theories, and so the thematic hierarchy figures centrally in the
standard version of Lexical Mapping Theory, which we explore in Section 4, as
well as in other approaches discussed below.

The use of thematic hierarchies has also been challenged, however. For one
thing, a consistent list of roles and definitions has proved elusive, and classi-
fication of arguments can therefore be problematic and open to disagreement
(Gawron 1983, Dowty 1991, Ackerman & Moore 2001, Davis 2011). For another,
even when a set of roles is agreed on, the question of their relative ordering
has not been settled, and different hierarchies have been proposed for different
phenomena, or even for the same phenomenon (Newmeyer 2002: 65ff. Levin &
Rappaport Hovav 2005: ch. 6; Rappaport Hovav & Levin 2007). While it is clearly
possible that different orderings could be relevant for different things, the ex-
tent of the variability in the literature, even with respect to one and the same
phenomenon, stands in stark contrast to the putative appeal of a unifying the-
matic hierarchy where a fixed set of roles is used in order to abstract away from
predicate-specific semantic entailments. Because of these concerns, some recent
work in LFG’s mapping theory, most notably that of Kibort (2007, i.a.), has at-
tempted to do without thematic roles altogether. We discuss Kibort’s work in
Section 5.

Some questions of mapping depend not on the semantic relationship between
an argument and its verb, but rather on lexical semantic properties of the verb it-
self. For example, break and hit both take Agent and Patient arguments, but break
has an intransitive alternant, where the Patient appears as the subject, which is
impossible with hit:

(11) a. The teacher broke the ruler.
b. The ruler broke.

(12) a. The teacher hit the ruler.
b. * The ruler hit.
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Fillmore (1970) observes that this contrast is not a lexical idiosyncrasy of these
two verbs, but actually applies to two large classes of semantically-related verbs,
as shown in (13–14):

(13) a. The teacher {bent / folded / shattered / cracked / …} the ruler.
b. The ruler {bent / folded / shattered / cracked / …}.

(14) a. The teacher {slapped / struck / bumped / stroked / …} the ruler.
b. * The ruler {slapped / struck / bumped / stroked / …}.

Once again, we can see that this is a productive generalisation if we examine
our intuitions about invented forms. For example, let us imagine a verb jellate,
meaning ‘to turn to jelly’. It is clear that this verb could appear in the same con-
structions as break.

(15) a. The wizard jellated the box.
b. The box jellated.

But if we invent a word like coude, meaning ‘to touch with one’s elbow’, it is just
as clear that it will pattern with hit:

(16) a. I couded the wall.
b. * The wall couded.

We do not want to simply stipulate the possibilities for each new verb, since then
we fail to capture the regularity and productivity of our intuitions.

A mapping theory ought to give an account of these patterns. To do this, it
must have access to detailed lexical semantic information, such as event struc-
ture. For example, a hitting event does not necessarily result in a change of state
in the affected entity, whereas a breaking event does; that is, the structure of a hit-
ting event does not contain a result state, in Ramchand’s (2008) terms. Now, this
may be expressed in the semantic role assigned to the affected entity – in some
theories, the difference between Patient and Theme is that the former undergoes
a change of state while the latter does not. But often such nuances are not cap-
tured by a simple semantic role analysis – for example, the thematic hierarchy
in (10) collapses Theme and Patient into a single position – and it is certainly not
apparent that there are any principled limits on what kinds of lexical semantic
information can be relevant for questions of mapping, so it is quite possible that
mapping theory needs access to a very rich representation of lexical semantics.
In general, argument structure proposals in LFG have not taken up this challenge,
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instead treating this level of representation as relatively informationally impov-
erished (it is often no more than a list of arguments and their associated thematic
roles). Nevertheless, there have been, and continue to be a growing number of,
exceptions, which we examine in Section 6.1.

2.2 Argument alternations

Accounting for the syntactic realisation of semantic arguments means also ad-
dressing the fact that a single predicate may permit multiple ways of expressing
its arguments (including not expressing some of them at all) – that is, the exis-
tence of argument alternations, such as that between the transitive and the
inchoative illustrated in (11), above. Perhaps the most famous and well-studied of
these is the active-passive alternation, a typologically common pattern whereby
a transitive verb alternates with an intransitive in which the subject argument
of the transitive form is either unexpressed or expressed as a non-core, oblique
grammatical function instead:

(17) a. Active:
The dog chased the rabbit.

b. Passive:
The rabbit was chased (by the dog).

One important property of the active-passive alternation is that it does not in-
volve any change in lexical semantics. That is, the situations described by (17a)
and (the long version of) (17b) are truth-conditionally equivalent, and so this al-
ternation is described as meaning-preserving (cf. Sadler & Spencer 1998). This
label is slightly infelicitous, however, since once we look beyond mere truth con-
ditions there are of course changes to other aspects of “meaning”, writ large: for
instance, the information-structural Topic is the dog in (17a) but the rabbit in
(17b). This is not at all surprising, since language abhors true synonymy (Cruse
1986, Goldberg 2019), and variation of whatever kind is inevitably operationalised
for communicative purposes (Clark 1987, Eckert 2018) – but it does mean that the
term “meaning-preserving” must be understood in a suitably narrow sense.

Such meaning-preserving alternations are known as morphosyntactic, since
they are morphological operations which alter the syntactic alignment of partic-
ipants; this is in contradistinction to morphosemantic alternations, which in-
volve changes in (truth-conditional) lexical meaning. Another example of a mor-
phosyntactic alternation is locative inversion, illustrated in (18) for Chicheŵa
(Bresnan & Kanerva 1989: 2). In this alternation (also found in English, as in-
dicated by the translations below – see Bresnan 1994), a locative phrase which
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normally appears as an oblique can surface as a subject, demoting the subject of
the non-inverted form to object:5

(18) a. Chi-tsîme
7-well

chi-li
7-be

ku-mu-dzi.
17-3-village

‘The well is in the village.’

b. Ku-mu-dzi
17-3-village

ku-li
17-be

chi-tsîme.
7-well

‘In the village is a well.’

Once again, this affects certain properties of a sentence’s information structure,
for instance changing what is available for contrastive focus (Bresnan & Kan-
erva 1989: 35, Bresnan 1994: 86–87), but it does not alter the truth-conditional
meaning.

Morphosemantic alternations, on the other hand, change the lexical meaning
of a predicate – a change which may then have syntactic effects, though these
are in a sense only incidental, merely following as automatic consequences of
the lexical semantic changes (Kibort 2004: 374). Examples include many of the
alternations listed in Levin (1993), such as the spray/load alternation shown in
(19) or the dative shift alternation shown in (20):

(19) a. Carly loaded the wagon with barrels.
b. Carly loaded barrels onto the wagon.

(20) a. Julian brought Elim the message.
b. Julian brought the message to Elim.

In (19a), the Goal/Location the wagon is realised as the object, and in this case
there is a “holistic” interpretation (Levin 1993: 50), whereby the Goal/Location
is understood to be fully affected by the action (i.e. the wagon is filled up with
barrels). This entailment is absent from the sentence in (19b), where the Theme
is realised as the object instead. Similarly, in (20a), there is an entailment that
the dative-shifted Goal object is animate (Goldberg 1995: 146–147), but this same
constraint does not hold of the Goal argument in the prepositional variant (20b),
as illustrated by the following contrast:

(21) a. # Julian brought Elim’s study the message.
b. Julian brought the message to Elim’s study.

5Numbers indicate noun classes: this is in part how we can tell that the locative is the subject
in (18b), since the verb now agrees with it in this respect.
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Both of these alternations involve differing syntactic realisations of the same
arguments, but unlike the morphosyntactic alternations shown above, they also
change certain properties of the truth-conditional meanings expressed by their
governing verbs. Other morphosemantic alternations, such as the causative, also
introduce new arguments, rather than simply rearranging existing arguments.
The causative introduces a new Causer argument, which brings about the event
described by the predicate. Here is a classic example from Turkish (Comrie 1974:
5):

(22) a. Hasan
Hasan

öl-dü.
die-pst

‘Hasan died.’
b. Ali

Ali
Hasan-ı
Hasan-obj

öl-dür-dü.
die-caus-pst

‘Ali killed Hasan.’ (lit. ‘Ali made Hasan die.’)

As can be seen, this also has syntactic effects, since causativisation increases
the valency of the predicate. Here an intransitive becomes a transitive, and the
previous subject is demoted to object.

The world’s languages are replete with a wide and varied selection of argu-
ment alternations, both meaning-preserving as well as meaning-altering, many
of which are highly productive. Any mapping theory must therefore be capable
of giving an account of such alternations in general, and this has been a major
focus of research, as we will see below.

3 Lexical rules

Argument alternations have been at the heart of work in LFG since the very
beginning. The seeds of LFG as a framework can be found in Bresnan’s (1978)
work on the psychological plausibility of transformational grammars, illustrating
how the passive can be profitably viewed as an operation on lexical representa-
tions, rather than on phrase-level syntactic structures. Bresnan (1980) presents
this analysis in a more recognisably LFG-like form, and extends the approach
to the formation of intransitives and middles in English. In this and much other
early work in LFG, argument alternations are treated as involving lexical rules,
which systematically relate the different alternants of the same verb (e.g. active
and passive). In this section, we give a brief overview of this approach, and high-
light some of the reasons why it has fallen out of favour in recent work.
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In Bresnan (1980), lexical items are assumed to possess abstract predicate-
argument structures, which characterise “those arguments of a semantic predi-
cate that are open to grammatical interpretation” (Bresnan 1980: 100). Such argu-
ment positions are then associated with grammatical functions by various (undis-
cussed) lexical processes, with the result being a lexical form – recognisable as
what would become in LFG the semantic form value of a pred attribute (Bel-
yaev 2023a [this volume]). For example, the lexical form for transitive read, as in
John read my letter, is given in (23) (Bresnan 1980: 116):

(23) read ⟨ (subj) (obj) ⟩
Here the first argument, corresponding to the reader, is linked to subj, and the
second argument, the thing read, is linked to obj. The exact nature of this initial
linking of arguments to GFs is not spelled out explicitly, and is generally taken
to follow from some intrinsic pairings of roles and syntactic functions. What is
more, in this early work, the specific role of each argument is not labelled in
the representation, and must be inferred from the combination of their ordering
and lexical idiosyncrasies of meaning. In other work (e.g. Baker 2006 [1983]),
lexical forms are shown with semantic roles alongside their associated GFs, thus
highlighting both sides of the linking question explicitly in the representation.
For the sake of clarity, we will follow this convention for the rest of this section;
thus instead of (23), we will write (24) for the lexical form of read:

(24) read ⟨ Agent Theme ⟩
(subj) (obj)

However such structures are represented, once the links between arguments
and GFs are in place, other rules can then apply to manipulate them, captur-
ing the effect of various argument alternations. For example, intransitivisation
is achieved by the following lexical rule (Bresnan 1980: 116):

(25) Intransitivisation:(obj) ↦ ∅
Here the argument previously linked to obj is instead assigned the special null
GF ∅, which indicates that the argument is existentially bound in the semantics,
and is not expressed overtly in the syntax. The application of (25) to (24) results
in the lexical form in (26), corresponding to the intransitive form of read, as in
John read all night.

(26) read ⟨ Agent Theme ⟩
(subj) ∅
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It is clear to see how this approach can be extended to other, more complex
alternations. Bresnan (1982), for instance, proposes the following lexical rule for
passivisation:6

(27) Passivisation:(subj) ↦ ∅/(oblagent)(obj) ↦ (subj)
This demotes the subject to either the unexpressed null GF (as in the English
short, Agent-less passive), or an oblique (as in the English long, by-passive), and
promotes the object to subject.

One important strength of such lexical rules is that they manipulate grammat-
ical functions, rather than surface constituent structures; that is, (27) promotes
the obj, rather than, say, moving the post-verbal NP to the specifier position of
IP. This means that the same rule can be used across the languages of the world,
with language-specific variations falling out from the rules for c- to f-structure
mapping in those languages (Belyaev 2023a [this volume]).7 Such an approach
is a corollary of the claim that argument alternations operate at the level of ar-
gument structure, and not directly on the phrasal syntax.

Lexical rules in LFG are taken to be redundancy rules (Bresnan 1990: 638):
they are not applied on-line in the process of parsing, but instead describe regular
relations between items in the lexicon. In other words, the existence of a lexical
form like (28a) implies the existence of a corresponding passive form like (28b),
because of the existence of rule (27):8

(28) a. read ⟨ Agent Theme ⟩
(subj) (obj)

b. read ⟨ Agent Theme ⟩
(oblagent) (subj)

Such a restriction follows from Bresnan’s (1980: 118) claim that “structures which
are analyzed by lexical rules must be lexical structures, and cannot be syntacti-
cally derived”. Bresnan (1982: 6) goes further, and proposes that alterations of

6Bresnan (1982) is in fact the locus classicus of the lexicalist approach to the passive in general. In
the paper, Bresnan makes a compelling case against the prevailing wisdom that passivisation
should be treated as a transformation, i.e. something that takes places in the phrasal syntax.
Instead, she shows that it must be treated as a process occurring inside the lexicon. Bresnan
et al. (2016: ch. 3) provide a contemporary presentation of the relevant arguments.

7This insight originates from work in Relational Grammar (e.g. Perlmutter & Postal 1977).
8Bresnan (1980, 1982) presents such rules as directional, so that the active maps to the passive,
but they can also be seen as bidirectional, so that the existence of either kind of entry implies
the other – this is how it is presented in Bresnan (1990), for example.
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argument-to-GF assignments can only take place in the lexicon, via lexical rules,
and cannot be effected on-line by syntactic rules – she refers to this as the princi-
ple of direct syntactic encoding. Although contemporary LFG makes much
less (or no) use of lexical rules, it continues to maintain the first part of this prin-
ciple, and treats all argument alternations as applying in the lexicon, not in the
syntax.

While lexical forms, which appear at f-structure as the value of pred attributes,
are obtained by augmenting a predicate-argument structure with linkings to
GFs, at this stage in the development of LFG the formal status of the predicate-
argument structures themselves is not made explicit. They are certainly not a
separate level of representation, akin to c- and f-structure (i.e. there is no a-struc-
ture). Indeed, it is not until Butt et al. (1997) that the formal position of argument
structure in the LFG architecture is tackled head on – we will have more to say
about this in Section 6.1.

A more urgent shortcoming of the early lexical rule approach is that there is
no account of how the original assignment of GFs to arguments is accomplished
– that is, as Falk (2001b: 96) observes, early LFG has a theory of remapping, via
lexical rules, but no theory of the initial mapping. Bresnan (1980: 112) briefly
suggests some principles for default assignments, but this is not developed more
fully. Since, as we observed in Section 2.1, the initial mapping is also amenable
to systematic study, and exhibits a number of clear generalisations, this lacuna
is therefore a significant one.

There is also the question of appropriately constraining lexical rules. Clearly
the rule of intransitivisation given in (25) cannot apply freely to any verb with
an object, otherwise we would expect examples like (29b) to be grammatical,
contrary to fact:

(29) a. Naomi told the story to Jim.
b. * Naomi told to Jim.

Lexical rules must be assigned syntactic, semantic, andmorphological conditions
in order to constrain their application. Even then, it remains a fact that lexical
rules are very powerful formal devices: there are no in-principle constraints on
what kinds of alternations can be described, which means that any remapping
can be represented, including some which are most unnatural in the world’s lan-
guages (Bresnan 1980: 639ff.).9

9Of course, we may not expect formalism to constrain theory in this way (cf. Pollard 1997), and
in that case this objection is of less concern.
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The unconstrained expressive power of lexical rules arises from the fact that
they are not monotonic (Bresnan 1990): since such rules overwrite the original as-
signments of GFs to arguments, they are are not information-preserving.10 Aside
from the possibility of expressing unnatural alternations, another reason why
non-monotonicity may be problematic has to do with processing. Arbitrary re-
write rules render a system intractable (cf. Peters & Ritchie 1973), and this is at
odds with the LFG desideratum of psychological plausibility (Kaplan & Bresnan
1982: 173–174). However, this objection only carries weight insofar as the rules
are applied during on-line processing; if they only apply in the lexicon, their com-
putational power is irrelevant, since lexical entries are stored in memory. The dis-
covery that complex predicates necessitate an analysis whereby argument struc-
tures can be assembled in the syntax (Butt 1995, Alsina 1996; Section 4.2.4 below)
challenges this solution, however. Another way to neutralise the processing ob-
jection is by formally implementing lexical rules in such a way as to make them
tractable, such as by treating two lexical entries related by lexical rule as a single
lexical entry containing disjunctive specifications (cf. fn. 10). This might result in
quite a gap between theoretical LFG and computational implementations (which
again runs counter to the Competence Hypothesis of Kaplan & Bresnan 1982),
but it does at least avoid intractability.

Although none of these objections may be insurmountable, lexical rules have
nevertheless fallen out of favour in LFG. Lexical Mapping Theory has offered a
fruitful alternative that avoids the formal and conceptual issues of lexical rules,
and also goes further, by providing an account of the initial linking of arguments
and GFs. Lexical rules have not entirely disappeared, however, and are still some-
times invoked to capture certain generalisations over the lexicon – see e.g. Bres-
nan et al.’s (2016: 315–319) analysis of possessors and gerundives. However, such
generalisations can also be captured by using templates (Dalrymple et al. 2004,
Asudeh et al. 2013, Belyaev 2023a [this volume]), providing the possibility of do-
ing away with lexical rules altogether.

10Note that this is not an inherent property of lexical rules per se; as a reviewer notes, in XLE (the
computational implementation of LFG – Kaplan & Newman 1997, Crouch et al. 2011), lexical
rules are implemented as disjunctions of functional descriptions, thereby restoring monotonic-
ity. This approach has also been taken in some theoretical work in LFG, starting with Butt et al.
(1997) – see Section 6.2 below. HPSG takes a different approach to lexical rules again, treating
them as unary-branching rules in the type hierarchy (see e.g. Davis & Koenig 2021: 155ff.).
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4 Classical LMT

Lexical Mapping Theory (LMT) arose in part as a result of dissatisfaction with
the shortcomings and unconstrained nature of lexical rules (Bresnan 1990). LMT
therefore attempts to offer a more principled and constrained theory of both ar-
gument alternations and initial argument-GF mappings. Since the foundational
work in LMT (Levin 1986, Bresnan & Kanerva 1989, Bresnan & Zaenen 1990),
the theory has undergone many alterations and extensions; some of these build
on one other, some offer competing perspectives, and some are simply different
ways of saying the same thing. In addition, some are mere extensions or minor
tweaks, while others involve rebuilding the theory from the ground up. We feel
it would be both convoluted and unilluminating to trace every divergent strand
of research in the LMT tradition, and so in this section we try to present a sin-
gle coherent version of the theory, which we call Classical LMT. In order to
maintain this coherence, we will adapt and update analyses where necessary,
provided this does not detract from the main goals of the work in question.

Classical LMT represents what many take to be the “canonical” version of
mapping theory in LFG, and is the variety which often appears in textbook pre-
sentations of the framework (as in e.g. Dalrymple 2001: 202ff. Falk 2001b: ch. 4,
Bresnan 2001: ch. 14, Bresnan et al. 2016: ch. 14, and Börjars et al. 2019: ch. 8;
see also Butt 2006: pp. 117ff.). However, it has long since been recognised that
the name “Lexical Mapping Theory” is inappropriate, since “the theory cannot
apply exclusively to individual words” (Dalrymple 2001: 212): for example, com-
plex predicates which are formed analytically nonetheless contribute a single
(complex) argument structure, despite the fact they contain multiple lexemes
(Mohanan 1994, Butt 1995, Alsina 1996; Section 4.2.4 below). For this reason, al-
ternative names have been proposed for the theory, including Mapping Theory
tout court (as in e.g. Kibort & Maling 2015), Functional Mapping Theory (Al-
sina 1996), and Linking Theory (Butt et al. 1997). We use “Classical LMT” as a
cover term, and for consistency with the large body of literature that uses the
moniker “LMT”, but we do not thereby intend to deny the importance of the
work on complex predicates which shows that LMT cannot apply exclusively in
the lexicon.

Our presentation of Classical LMT in this section has two parts: in Section 4.1,
we present the basic formal tools and theoretical assumptions which characterise
Classical LMT, while in Section 4.2 we discuss several case studies which illus-
trate the application of the theory to some empirical challenges, some of which
necessitate (minor) changes to the theory.
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Table 1: Feature decomposition of grammatical functions−𝑟 +𝑟−𝑜 subj obl𝜃+𝑜 obj obj𝜃
4.1 The framework

In this section, we present the theoretical and formal tools which are used in
Classical LMT. We begin in Section 4.1.1 by introducing the idea of decomposing
grammatical functions by means of binary features, which underpins the LMT
approach to mapping. In Section 4.1.2, we address the question of the initial (un-
marked) mapping of arguments to GFs, something that was ignored in the lexical
rule approach. Lastly, Section 4.1.3 discusses the Classical LMT approach to ar-
gument alternations.

4.1.1 Feature decomposition

In the theoretical world described above in Section 3, arguments are associated
with GFs in the lexicon. If those arguments are realised by different GFs as the
result of some alternation, like the passive, the original assignments have to be
overwritten. As discussed, this means that argument alternations involve non-
monotonic re-writing rules. The key innovation of Classical LMT allowing it to
avoid this unhappy conclusion is to underspecify the mappings between argu-
ments and GFs, by grouping GFs into natural classes. Each argument can then
be associated with one of these natural classes, rather than a specific GF, thereby
constraining but not totally determining its ultimate realisation. And since the
groupings of GFs are supposed to be natural, this also answers the complaint
of unconstrainedness levelled at the lexical rule approach: no longer can we re-
place a GF with any other; instead, the choice of GFs available to an argument is
limited to a natural class.

To achieve this cross-classification, Classical LMT decomposes the GFs using
two binary-valued features, [±𝑟] and [±𝑜] (Bresnan & Kanerva 1989: 24–25). The
first, [±𝑟], refers to whether a GF is thematically restricted or not: obj𝜃 and obl𝜃
are; subj and obj are not. The second, [±𝑜], refers to whether a GF is objective or
not: obj and obj𝜃 are; subj and obl𝜃 are not. This is illustrated in Table 1. Gram-
matical functions can now be described in terms of two features: subj is [−𝑟, −𝑜],
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obj is [−𝑟, +𝑜], obl𝜃 is [+𝑟 , −𝑜], and obj𝜃 is [+𝑟 , +𝑜].11 Each individual feature can
also be used to describe a pair of GFs, as seen in each of the two rows and two
columns of Table 1. This is what enables the association of an argument with a
limited natural class of GFs: in Classical LMT, arguments are linked to a single
feature (by means to be explored in the next section), and thereby made com-
patible with two GFs. This is more permissive than the original LFG approach,
where an argument is linked to a specific GF, but still limited: argument alterna-
tions can only map the argument to the other GF, not to any arbitrarily different
GF.

Bresnan & Kanerva (1989: 25) claim that the pairings induced by the feature de-
composition just described are natural classes. This is a large part of the explana-
tory appeal of Classical LMT, so it is worth dwelling on momentarily. In fact, this
is an area where Classical LMT has received some criticism. Alsina (1996), for ex-
ample, observes that the standard feature decomposition fails in both directions:
it describes an unnatural class and also fails to capture an important natural one.
The pair of GFs described by [+𝑟], namely obj𝜃 and obl𝜃 , does not seem to form a
natural class, in that there are no instances where arguments alternate between
them. At the same time, the division between terms/direct GFs and nonterms/
obliques has a number of linguistic reflexes (Dalrymple et al. 2019: 15–17), yet no
single feature can pick out the terms, i.e. subj, obj, and obj𝜃 , or the nonterms,
i.e. obl𝜃 (Alsina 1996: 29, fn. 9). For this reason, Alsina (1996: 19–20) suggests a
different decomposition, according to the features [±subj] and [±obl].

On a related note, Findlay (2020: 130) and Asudeh (2021: 32) object to the “sus-
piciously circular” (ibid.) definition of [±𝑜]. While it might be relatively clear
what independent content [±𝑟] could have (being semantically restricted makes
sense outside of the context of grammatical functions), it is much less clear what
independent content [±𝑜] could possess: it identifies a GF as belonging or not to
the set {obj, obj𝜃 }, but by virtue of no other property than membership of that
set.

Despite these qualms, the cleavages induced by the [𝑟] and [𝑜] features remain
in common usage, even if their interpretation is reimagined (e.g. Kibort 2014: 266
views [+𝑜] as picking out the complements from the non-complements, and [−𝑟]
as picking out the core arguments from the non-core – see Section 5). The most

11If we take this feature decomposition literally, then grammatical functions are no longer prim-
itives in the theory; instead, the features are. Butt (1995: 31) makes this claim explicitly. How-
ever, it is also possible to avoid this conclusion, and retain the primitive status of grammatical
functions in LFG, by viewing such feature decomposition as merely descriptive, so that it cross-
classifies the GFs but does not formally break them down (Butt et al. 1997, Findlay 2016: 298ff.;
see Section 6.2 below).
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significant reason for this is ultimately their success: the cross-classification in
Table 1 has proved incredibly useful in describing a variety of argument structure
phenomena in a diverse selection of languages – we will see some examples of
this later in this section and especially in Section 4.2.

One potential immediate issue is that using two binary-valued features enables
us to describe a four-way classification, but LFG’s inventory of grammatical func-
tions has more than four members. Of course, it is no problem that we omit adj
and xadj from consideration, since adjuncts are not involved directly in argu-
ment structure and mapping, being unable (by definition) to be selected by a
predicate.12 However, the two clausal GFs comp and xcomp, both argument GFs,
are also missing from Table 1. In fact, and despite some countervailing voices
(Dalrymple & Lødrup 2000, Lødrup 2012), many researchers have advocated for
eliminating these GFs by assimilating them to one or more of the other com-
plement GFs, viz. obj, obj𝜃 , and obl𝜃 (Zaenen & Engdahl 1994: 197–198, Alsina
1996, Alsina et al. 2005, Forst 2006, Berman 2007, Patejuk & Przepiórkowski 2016,
Szűcs 2018). In that case, the omission of comp and xcomp from Table 1 is not a
problem. Even if the clausal GFs are not eliminated entirely, it seems possible
that the distinction between them and the other complement GFs could still be
neutralised at the level of specificity required of mapping theory. We can there-
fore continue to assume that the four GFs in Table 1 are the only ones relevant
for mapping.

Besides dividing up the GFs, the [𝑟] and [𝑜] features can also be used to order
them. Bresnan & Zaenen (1990: 49) claim that the features indicate markedness of
GFs, so that those which possess more negative-valued features are less marked
than those which possess more positive-valued ones. This leads to the partial
ordering known as the Markedness Hierarchy:

(30) The Markedness Hierarchy:
subj > obj,obl𝜃 > obj𝜃

12In fact, it has been argued that there are such things as “obligatory adjuncts”, given the exis-
tence of contrasts like the following, where the omission of the parenthetical material leads to
ungrammaticality on the intended reading of the verb:

(i) a. Cat behaves *(badly).

b. Lister lives *(in space).

c. This book reads *(well).

See Przepiórkowski (2016: 262–263) and references therein for further discussion and exempli-
fication.
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subj, bearing a negative value for both features, is the least marked GF, at the top
of the hierarchy; obj𝜃 , with two positive values, is the most highly marked, at
the bottom. Since obj and obl𝜃 both have one negative- and one positive-valued
feature, they sit in the middle, and are not ordered with respect to one another.13

This hierarchy of GFs is important for the principles which Classical LMT uses
to determine the ultimate mapping of arguments to GFs, to which we now turn.

4.1.2 Initial classification and mapping of arguments

Just as in Section 3, we assume that predicates are equipped with an argument
structure that lists their syntactically-realisable arguments. (31) shows a simple
example for kick:

(31) kick ⟨ Agent Patient ⟩
Although Classical LMT still offers no formal consensus on its status or position
in the architecture of LFG, such a list now starts to be referred to as a-struc-
ture, as if it were a separate level of the parallel projection architecture (see Falk
2001b: 97–106 for some discussion). Arguments within a-structure are ordered
according to their thematic role, following the thematic hierarchy introduced in
(10), and repeated in (32) (Bresnan & Kanerva 1989: 23):

(32) The Thematic Hierarchy:
Agent > Beneficiary > Recipient/Experiencer> Instrument > Theme/Patient > Location

The most important function of this ranking in Classical LMT is simply to iden-
tify the most highly ranked argument, which we refer to as ̂𝜃 .14 This is because
of the observation that the most “prominent” thematic role often aligns with the

13Note that the order of GFs in this hierarchy differs from the typologically-motivated Functional
Hierarchy, which Dalrymple et al. (2019: 11) present as the standard in LFG (based on the
Accessibility Hierarchy of Keenan & Comrie 1977):

(i) The Functional Hierarchy:
subj > obj > obj𝜃 (> xcomp, comp) > obl𝜃 (> xadj,adj)

Notably, obj𝜃 outranks obl𝜃 in (i), while the opposite is true in (30).
14This is also sometimes called the thematic subject or a-structure subject, and has also
been equated with the concept of logical subject. Such a notion of “most thematically promi-
nent argument” has been shown to play a role outside of mapping theory as well, such as in
determining the antecedent of a reflexive (Dalrymple 1993, Joshi 1993, Mohanan 1994, Manning
& Sag 1999).
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most “prominent” GF, i.e. subj (Fillmore 1968, Grimshaw 1990, Speas 1990). We
will see how this is cashed out in Classical LMT below.

Whereas arguments were previously associated with a specific GF in the lex-
icon, in Classical LMT they are associated with a single [±𝑜/𝑟] feature instead
(i.e. with a pair of GFs). In early versions of LMT, such as Bresnan & Kanerva
(1989: 25–26) or Bresnan &Moshi (1990), this is achieved by intrinsic connections
between specific named thematic roles and features, as in (33), from Bresnan &
Moshi (1990: 168):

(33) Intrinsic classifications:
Agent Theme/Patient Location[−𝑜] [−𝑟] [−𝑜]

This is based on typological observations about common realisations of vari-
ous thematic roles across languages: cross-linguistically, for instance, Themes/
Patients canonically alternate between the unrestricted GFs, i.e. subject and ob-
ject, while other roles like Agent and Location canonically alternate between
the non-object functions, i.e. subject and oblique (Bresnan & Kanerva 1989: 26).
There is no principled limit on which roles might receive intrinsic classifications
like this.

In subsequent work in Classical LMT, this open-endedness is rejected, and
the initial classification principles are reduced to three (Bresnan & Zaenen 1990:
49; cf. also Her 2003, 2013; and see Bresnan et al. 2016: 331 for a contemporary
textbook presentation), claimed to be general across languages:15

(34) Intrinsic classifications (general):
patientlike roles: secondary patientlike roles: other roles:𝜃 𝜃 𝜃[−𝑟] [+𝑜] [−𝑜]

While this is an improvement in terms of theoretical parsimony, there is a cost in
terms of explicitness. Asudeh (2021: 32), for instance, complains that the notion
of being “patientlike” is “obscure”, noting that “it’s not clear what the conditions
are for meeting the criterion of being ‘like’ a patient”.

Let us assume, however, that it is clear enough when a role is patientlike or
not. What of the secondary patientlike roles? Where verbs have more than one
patientlike argument, as in ditransitives, one of the two may be “secondary” in

15“𝜃” is used to stand for any thematic role, since these principles no longer refer to specific roles.
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the sense of Dryer (1986), and this argument will be marked as [+𝑜]. Such lan-
guages are called asymmetrical object languages, in contrast with symmet-
rical object languages, which permit multiple patientlike roles to be marked[−𝑟] (see Bresnan & Moshi 1990 and Section 4.2.3 below). Even within asymmet-
rical object languages, there is variation in which of the two arguments counts
as primary or secondary – indeed, a single language can permit both possibilities
(see discussion of English give below).

Given these basic assignments, the a-structure of our simple transitive verb
kick will be as follows:

(35) kick ⟨ Agent Patient ⟩[−𝑜] [−𝑟]
There is one patientlike role, namely the Patient itself, so this is marked [−𝑟]; the
one other role is marked [−𝑜], according to the third, “elsewhere” principle in
(34).

To resolve these single features to fully-specified GFs, Classical LMT makes
use of two Mapping Principles:16

(36) Mapping Principles:
a. Subject roles:

i. ̂𝜃[−𝑜] is mapped onto subj when initial in the a-structure;

otherwise:
ii. 𝜃[−𝑟] is mapped onto subj.

b. Other roles are mapped onto the lowest featurally compatible
function on the Markedness Hierarchy in (30).

As mentioned, the most thematically prominent argument, ̂𝜃 , is strongly associ-
ated with the subj position; Mapping Principle (a-i) captures this, and requires
that a non-patientlike ̂𝜃 maps to subj where possible. The constraint that ̂𝜃 be left-
most in the a-structure is to account for the presence of non-thematic arguments
which might take precedence in mapping to subj. For example, the a-structure
of a raising verb like seem is as shown in (37) (Zaenen & Engdahl 1994: 200):

(37) seem __ ⟨ Proposition ⟩[−𝑟] [−𝑜]
16We follow the formulation of Bresnan et al. (2016: 334); for the first appearance of these prin-
ciples, see Bresnan & Zaenen (1990: 51).
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Although seem only takes a single semantic argument, the Proposition it embeds,
this argument cannot surface as the subject, and the verb instead takes a non-
thematic, expletive subject:17

(38) a. * That Kira smiled seemed.
b. It seemed that Kira smiled.

For this reason, (37) contains two argument slots, although one is devoid of se-
mantic content and is therefore marked as [−𝑟], since a non-thematic argument,
by definition, cannot be semantically restricted. The highest thematic role, ̂𝜃 , is
still the Proposition, and it is marked [−𝑜], but because it is no longer initial in
the a-structure, it is not mapped to subj by Mapping Principle (a-i), leaving the
expletive argument available to map to subj by Principle (a-ii).

In addition to the Mapping Principles in (36), there are two other well-formed-
ness conditions onmapping, Function-ArgumentBiuniqueness (Bresnan 1980:
112), and the Subject Condition (Baker 2006 [1983], Bresnan & Kanerva 1989:
28):18

(39) Function-Argument Biuniqueness:
Each a-structure role must be associated with a unique function, and vice
versa.

(40) The Subject Condition:
Every predicator must have a subject.

The first condition ensures that a predicate cannot select for multiple of the same
GF, and that a single argument cannot be realised by multiple GFs of the same
predicate.19 The second represents a supposed language universal, that all pred-
icates possess subjects – even when these are not overtly expressed. There have
been some doubts about the universality of this claim (see e.g. Bresnan & Kan-
erva 1989: 28, fn. 37, Bresnan et al. 2016: 334, fn. 9, Kibort 2006, and references
therein), so it may be more appropriate to see this as a parameter which varies
by language.20

17Of course, there is also the “raised” alternative Kira seemed to smile. See Zaenen & Engdahl
(1994) and Dalrymple et al. (2019: ch. 15) for the treatment of raising in LFG.

18Once again, we take the specific wording from Bresnan et al. (2016: 334).
19The first part of this is already barred by the f-structure well-formedness condition called
Consistency (Dalrymple et al. 2019: 53–54), which follows from the functional nature of f-
structure: each attribute at f-structure, such as a GF like subj or obj, can only have a single
value.

20Kibort (2004: 358–359) reworks the Classical LMT Mapping Principles in such a way that she
can do without the Subject Condition altogether – see Section 5 for more details.

719



Jamie Y. Findlay, Roxanne Taylor & Anna Kibort

Note that these well-formedness conditions are more important in early LMT
work, such as Bresnan & Kanerva (1989), since this version of the theory does
not include explicit Mapping Principles like (36). Instead, through a richer the-
ory of intrinsic and default assignment of features to arguments, a number of
mappings are made possible, which are then filtered down to the unique solu-
tion by Function-Argument Biuniqueness and the Subject Condition (Bresnan &
Kanerva 1989: 28ff.). In the sense that this involves positing fewer rules, it is a
simpler theory – but the rules it does include are more specific (i.e. referring to
particular thematic roles by name), making it less general overall.

Let us return now to the example of a simple transitive predicate like kick and
see how the Mapping Principles apply in practice. Since Agent outranks Patient
on the Thematic Hierarchy, the Agent is identified as ̂𝜃 ; since this argument is
also initial in the a-structure, it is therefore mapped to subj. The remaining argu-
ment, the [−𝑟] Patient, thenmaps to the lowest compatible GF on theMarkedness
Hierarchy: the lowest [−𝑟]GF is obj. This correctly gives us the active voice map-
ping whereby the Agent is realised as the subject, and the Patient as the object:

(41) kick ⟨ Agent Patient ⟩[−𝑜]
subj

[−𝑟]
obj

What of other predicate types?21 Intransitives should have their single argu-
ment mapped to subj. The initial feature assignment to this argument will de-
pend on whether the predicate is unaccusative or unergative (Perlmutter 1978):

21We consider only verbal predicates in this chapter. This footnote offers a selection of references
for the reader interested in learning more about argument structure and mapping phenomena
within the nominal domain. The most prominent idea, proposed by Rappaport (2006 [1983]),
is that nominals derived from verbs inherit that verb’s argument structure, but that the possi-
bilities for mapping are more constrained within the noun phrase – for example, the functions
subj and obj are not available to the dependents of nouns (cf. Luke destroyed the Death Star
and Luke’s destruction of the Death Star). This perspective remains the dominant one – see
e.g. Laczkó (2000, 2003, 2007), Kelling (2003), Chisarik & Payne (2001, 2003) – but some have
instead argued that nominals either don’t have argument structures, or that, where they do,
they can differ from the corresponding verbal ones (Ramchand 1997, Lowe 2017, Taylor 2023).
Börjars & Lowe (2023) [this volume] provide a useful contemporary summary of the issues.

A wide range of languages have been studied in LFG with respect to nominal argument
structures and their mapping possibilities: see Saiki (1987) on Japanese, Markantonatou (1995)
on Modern Greek, Laczkó (2000, 2003, 2004, 2010) on Hungarian, Falk (2001a) on Modern
Hebrew, Kelling (2003) on French, Sulger (2013) on Hindi-Urdu, Lowe (2017) on Sanskrit and
other early Indo-Aryan languages, and Taylor (2023) on Old English.
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since the single argument of an unaccusative is patientlike, it will be assigned[−𝑟]; unergatives, on the other hand, have more agentlike arguments, which will
therefore be assigned [−𝑜]. However, in both cases this will result in the correct
mapping (in the simple, active case): for the unaccusative verb, (42), Mapping
Principle (a-ii) applies, while for the unergative (43), Principle (a-i) does the job.

(42) fall ⟨ Patient ⟩[−𝑟]
subj

(43) run ⟨ Agent ⟩[−𝑜]
subj

Ditransitives like give are slightlymore complicated. They of course have three
arguments in their a-structure:

(44) give ⟨ Agent Beneficiary/Recipient Theme ⟩
Following the usual initial classifications, the Theme, as a patientlike argument,
is linked to [−𝑟], and the Beneficiary/Recipient and Agent both receive the “else-
where” [−𝑜] feature. As per the Mapping Principles, the Agent, an a-structure-
initial, [−𝑜]-valued, ̂𝜃 argument, is mapped to subj. The Beneficiary/Recipient
maps to the lowest [−𝑜] GF, which is obl𝜃 , while the Theme maps to the lowest[−𝑟] GF, obj. This gives us one correct mapping for give, illustrated in a sentence
like Peter gave a present to Harriet.

(45) give ⟨ Agent Beneficiary/Recipient Theme ⟩[−𝑜]
subj

[−𝑜]
obl𝜃

[−𝑟]
obj

But of course there is another way of realising the arguments of a ditransitive
like give: the dative-shifted version, illustrated in Peter gave Harriet a present.
Since this involves the same thematic roles, this alternation cannot be derived
in Classical LMT without some further stipulation (Kibort 2008: 314). It seems
that we can choose to view the Beneficiary/Recipient as patientlike (cf. Toivo-
nen 2013), in which case it is assigned [−𝑟] by the intrinsic classification rules
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(Bresnan 2003: 14–15; cf. also Bresnan et al. 2016: 337–340). Now, English is an
asymmetrical object language, which means it does not permit the presence of
two [−𝑟] arguments at a-structure (see Section 4.2.3), and so the (lower-ranked)
Theme must instead be marked [+𝑜], as a secondary patientlike argument, per
(34). The Agent receives the “elsewhere” [−𝑜] specification as usual, giving us
the following a-structure and GF-mapping:

(46) give ⟨ Agent Beneficiary/Recipient Theme ⟩[−𝑜]
subj

[−𝑟]
obj

[+𝑜]
obj𝜃

This is the double object version of give: the Agent is mapped to subj as usual,
then the other arguments are mapped to the lowest compatible GFs, in this case
obj for the Beneficiary/Recipient (the lowest [−𝑟]GF) and obj𝜃 for the Theme (the
lowest [+𝑜] GF). So, Classical LMT can account for the dative shift alternation,
but only with the initial stipulation that the Beneficiary/Recipient can be viewed
as patientlike, and hence assigned [−𝑟] at a-structure. Indeed, morphosemantic
alternations in general are problematic for Classical LMT, a shortcoming which
Kibort (2007, 2014) attempts to rectify, and which we will examine in more detail
in Section 5. For now, though, we consider the well-developed Classical LMT
account of (morphosyntactic) alternations.

4.1.3 Argument alternations

Argument alternations in Classical LMT are handled by adding extra specifica-
tions to arguments – in this way information is only added, not removed, mean-
ing that “the computational requirement of monotonicity can be met even in the
domain of relation changes” (Bresnan 1990: 650).

One common mechanism is that of suppression, illustrated schematically in
(47):

(47) 𝜃
∅

This prevents an argument from beingmapped to a GF at f-structure, and existen-
tially quantifies over the argument in the semantics (though it does allow the pos-
sibility of the argument being realised by an adjunct, like the English by-phrase
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which can express the Agent of a passive, so this quantification only applies if
the argument remains unexpressed). Suppression is restricted to unmarked ar-
guments, i.e. those pre-specified with a negatively-valued feature at a-structure
(Alsina 1999; see also Bresnan et al. 2016: 338–340 for a relevant example), a prin-
ciple known as Recoverability of Suppresion (Bresnan et al. 2016: 333).

Lexical rules involving deletion can be recast in terms of suppression. For ex-
ample, instead of deleting an obj, as in (25), intransitivisation involves suppres-
sion of a Theme/Patient argument:

(48) Intransitivisation: Theme/Patient

∅
And rather than deleting or re-writing the subj and changing an obj to a subj,
as in (27), passivisation simply involves a single process, viz. the suppression of
the highest thematic role:

(49) Passivisation: ̂𝜃
∅

This simplified analysis of passivisation works because of the general system
of mapping assumed in Classical LMT. In a standard two-place predicate like
kick, the highest, Agent argument will be [−𝑜], while the next, Patient argument
will be [−𝑟]. If the Agent argument is suppressed, Mapping Principle (a-i) will
not apply, and instead Principle (a-ii), which maps a [−𝑟] argument to subj, will
step in, correctly promoting the Patient argument, without any need for further
stipulation:22

22The way the Mapping Principles are written, it seems to us that argument suppression should
lead to a contradiction. Assuming the Principles are intended to be declarative rather than
procedural, then (50) would seem to violate Mapping Principle (a-i), since it is not true that
a [−𝑜], a-structure-initial ̂𝜃 is mapped onto subj: instead, it is not mapped to anything; and
the same goes for intransitivisation: the suppressed Theme/Patient argument in a transitive
will not be mapped to the lowest featurally compatible function on the Markedness Hierarchy,
contrary to Principle (b). Perhaps suppression removes an argument from consideration at a-
structure altogether, but in that case it would not be monotonic. One solution would simply
be to add the rider “unless suppressed” to each of the Mapping Principles, but this seems far
from parsimonious.
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(50) kickedpassive ⟨ Agent Patient ⟩[−𝑜]
∅

[−𝑟]
subj

Passivisation also correctly applies to ditransitives in both their a-structure
realisations. For example, suppressing the Agent in the non-shifted version, re-
peated in (51), results in the Theme being promoted to subj, byMapping Principle
(a-ii), since it is a [−𝑟] argument.

(51) give ⟨ Agent Beneficiary/Recipient Theme ⟩[−𝑜]
∅

[−𝑜]
obl𝜃

[−𝑟]
subj

This gives us the correct alternation, illustrated in (52), where the Beneficiary/
Recipient remains an obl𝜃 (since this is still the most marked [−𝑜] GF):

(52) a. Peter gave a present to Harriet.
b. A present was given to Harriet (by Peter).

On the other hand, when the Agent is suppressed in the dative-shifted version,
the Beneficiary/Recipient is promoted instead, since it is now the [−𝑟] argument,
while the Theme remains an obj𝜃 (since this is still the most marked [+𝑜] GF):

(53) give ⟨ Agent Beneficiary/Recipient Theme ⟩[−𝑜]
∅

[−𝑟]
subj

[+𝑜]
obj𝜃

This again accords with the facts:23

(54) Peter gave Harriet a present.

(55) Harriet was given a present (by Peter).

23For those dialects where %A present was given Harriet (by Peter) is grammatical, something
more needs to be said, of course. It is possible the Asymmetrical Object Parameter (Bresnan
& Moshi 1990) is not in force in these varieties of English (see Section 4.2.3 for more on the
AOP).
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Notice that because Mapping Principle (b) requires that an argument be map-
ped to the lowest compatible GF on the hierarchy, the [+𝑜] argument of such
double object verbs remains an obj𝜃 in the passive, and is not, for example, “pro-
moted” to obj. That this is the correct result is not at all obvious from English
data alone: the usual test for obj-hood is the possibility of promotion through
passivisation, but we cannot passivise a passive. In the absence of any morpho-
logical marking of the distinction between obj and obj𝜃 , there is no obvious way
to tell which of these two GFs a present bears in example (55).

Data from other languages, however, such as the Bantu language Chicheŵa,
support the Classical LMT analysis. Ditransitive verbs can be formed in Chi-
cheŵa by applicativisation, and when the applied argument is a Beneficiary, it
is assigned a [−𝑟] classification at a-structure, while the Theme is assigned [+𝑜],
exactly as in the English double object construction, and resulting in the same GF
assignments as we saw above (Alsina & Mchombo 1993: 28). In such Chicheŵa
applicatives, only the obj (the Beneficiary) can be indexed by an object marker
on the verb, while the obj𝜃 (the Theme) cannot (Bresnan & Moshi 1990; Alsina
& Mchombo 1993: 22):24

(56) a. Chi-tsîru
7-fool

chi-na-wá-gúl-ir-á
7s-pst-2o-buy-appl-fv

m-phâtso
9-gift

(a-tsíkāna).
2-girls

‘The fool bought a gift for them (the girls).’
b. * Chi-tsîru

7-fool
chi-na-í-gúl-ir-á
7s-pst-9o-buy-appl-fv

a-tsíkāna
2-girls

(m-phâtso).
9-gift

Now, given the a-structure assignments, we also observe the same passivisation
pattern for Chicheŵa applicatives as for the English double object construction,
with the Beneficiary obj being promoted to subj (Alsina & Mchombo 1993: 29):

(57) Atsíkāna
2-girls

a-na-phík-ír-idw-á
2s-pst-cook-appl-pass-fv

nyêmba.
10-beans

‘The girls were cooked beans.’

Crucially, we now have a diagnostic to identify the GF of the remaining Theme
argument: if it is promoted to obj, it should be compatible with the presence
of an agreeing object marker on the verb; if it remains an obj𝜃 , then the use of
the object marker will not be possible. In fact, use of the object marker in this
construction is ungrammatical (Alsina & Mchombo 1993: 30):

24Object NPs indexed on the verb can be omitted, indicated here by parentheses. Numbers signify
noun classes; s = subject marker; o = object marker; fv = final vowel.
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(58) * Atsíkāna
2-girls

a-na-zí-phík-ír-idw-á
2s-pst-10o-cook-appl-pass-fv

(nyêmba).
10-beans

‘The girls were cooked beans.’

This incompatibility shows that the Beneficiary argument here must still be an
obj𝜃 , not an obj, and this therefore motivates Mapping Principle (b), where ar-
guments are linked to the most marked compatible GF (though the empirical
landscape may not be quite so straightforward as this single data point would
suggest: see Kibort 2008 for some discussion of the complexities).

Along with suppression, argument alternations can involve adding new argu-
ments to an a-structure, as in the Bantu applicative (Bresnan & Moshi 1990), or
the English benefactive (Toivonen 2013). For example, Toivonen (2013: 514) gives
the rule in (60) for the benefactive in English, which takes a transitive verb into
a ditransitive, as in (59):

(59) a. I’ll pack some sandwiches.
b. I’ll pack the children some sandwiches.

(60) English benefactive: ⟨ ̂𝜃 Beneficiary/Recipient

∅
Theme ⟩[−𝑜] [−𝑟] [+𝑜]

Note that the symbol ∅ is used differently here from above, where it represented
argument suppression. Here it captures the fact that the Beneficiary/Recipient is
added to an a-structurewhich otherwise contains only a Theme and a ̂𝜃 , whatever
role thatmay play; i.e. (60) adds the Beneficiary/Recipient where previously there
was no argument.

As well as adding or suppressing arguments, alternations can also involve con-
straining the mapping possibilities of arguments. This is what happens in loca-
tive inversion, for example. The relevant examples from Chicheŵa are repeated
in (61):

(61) a. Chi-tsîme
7-well

chi-li
7-be

ku-mu-dzi.
17-3-village

‘The well is in the village.’

b. Ku-mu-dzi
17-3-village

ku-li
17-be

chi-tsîme.
7-well

‘In the village is a well.’
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Bresnan & Kanerva (1989: 27) analyse the relevant process in the following terms:

(62) Locative inversion: ⟨ Theme … Location ⟩[−𝑟]
That is, when a Location appears in the same a-structure as a Theme, assign it
the specification [−𝑟] in addition to whatever its intrinsic feature assignment is.
Let us see how this provides the contrast in (61).

In the relevant sense, the verb -li ‘be’ takes a Theme and a Location argument;
as per the intrinsic specifications of (34), the patientlike Theme is assigned [−𝑟]
and the other role is assigned [−𝑜]. All things being equal, this will provide the
mapping instantiated by (61a), where the Theme maps to subj, by Mapping Prin-
ciple (a-ii), and the Location maps to obl𝜃 , the lowest [−𝑜] GF.

(63) -li ⟨ Theme Location ⟩[−𝑟]
subj

[−𝑜]
obl𝜃

When we apply the additional assignment in (62), however, things change:

(64) -li ⟨ Theme Location ⟩[−𝑟] [−𝑜]
obj

[−𝑟]
subj

Here, the Location argument is fully specified as a subj, meaning that the Theme
is prevented from also being mapped to subj, owing to Function-Argument Bi-
uniqueness. Instead, it must map to the lowest available GF on the Markedness
Hierarchy, namely obj. This gives us the mapping instantiated by (61b).

This section has served to provide a sampling of the different approaches to
argument alternations in Classical LMT. By suppressing, adding, or further spec-
ifying arguments, the theory can give succinct accounts of a variety of different
phenomena. To the extent that these simple descriptions make the correct predic-
tions in conjunction with the underlying theory, this also serves as a vindication
of the latter. Of course, we have hardly been able to do justice to such a rich
literature in a handful of pages, but we hope to have illustrated the key techni-
cal points. In the following section, we provide a few more case studies, further
showcasing areas where Classical LMT has provided elegant and illuminating
analyses.
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4.2 Case studies and extensions

The framework of Classical LMT has been shown to offer an elegant solution
to many thorny empirical issues, but it has also sometimes been necessary to
expand or modify the theory in the face of empirical deficiencies or theoreti-
cal shortcomings. In this section, we discuss various topics which showcase the
workings of Classical LMT.

4.2.1 Resultatives

As first observed by Simpson (2006 [1983]), resultative predicates in English can
be applied to the objects of transitives or to the subjects of their corresponding
passives, as shown in (65), and to the subjects of unaccusative intransitives but
not of unergatives, as shown in (66) (examples from Bresnan & Zaenen 1990: 46):

(65) a. We pounded the metal flat.
b. The metal was pounded flat.

(66) a. The river froze solid.
b. * The dog barked hoarse.

The question then arises: how should we characterise all and only the arguments
which can have resultatives predicated of them?

The generalisation cannot be based on surface grammatical function. For one
thing, the data above show that both subjects and objects can take resultative
predicates. What is more, only some subjects are implicated: (66b) is ungram-
matical, and (65a) would be too if it were intended to mean that we pounded the
metal until we were flat.

Given the contrast between unaccusative and unergative predicates, we might
think instead to appeal to the thematic role of the arguments in question: perhaps
resultatives can be applied to Themes, and not to Agents? This would account for
the data in (65–66), but unfortunately there are other datawhich invalidate such a
generalisation. Resultatives can also be applied to non-thematic arguments such
as “fake reflexives”, illustrated in (67), or “non-subcategorised objects” which do
not stand in a direct semantic relation to the main verb, illustrated in (68) (exam-
ples from Bresnan & Zaenen 1990: 47):

(67) a. The dog barked itself hoarse.
b. We ran ourselves ragged.
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(68) a. The dog barked us awake.
b. We ran the soles right off our shoes.

The tools of Classical LMT offer a straightforward solution to this descrip-
tive challenge: the arguments in question are simply those which are assigned[−𝑟] as their initial feature value at a-structure. For the Themes in (65–66), this
follows from their being patientlike, while for the problematic arguments in (67–
68) this follows from their being non-thematic (and so by definition semantically
unrestricted). The more agentive subjects of transitive and unergative verbs will
instead by classified as [−𝑜] by the “elsewhere” condition, which sets them apart.

4.2.2 Proto-roles and unaccusativity

Another area where intrinsic classification of argument positions at a-structure
has proved a more useful discriminator than other notions is in Zaenen’s (1993)
analysis of unaccusativity in Dutch. Before we consider the data, however, we
first introduce Zaenen’s innovative approach to intrinsic feature specification.

Rather than having to decide impressionistically whether an argument is “pa-
tientlike” or not, in order to decide whether it should be assigned [−𝑟] or [−𝑜] as
its initial feature specification at a-structure, Zaenen (1993: 146–154) proposes to
operationalise Dowty’s (1991) notion of semantic proto-role.

Dowty (1991: 571–575) envisages semantic roles as prototypes: arguments can
possess a number of both proto-agent and proto-patient properties, with their be-
haviour depending on the balance between the two groups. This allows a fuzzier
notion of semantic role, and avoids some of the definitional challenges of using
named roles. Proto-agentivity and proto-patientivity are determined by a number
of lexical entailments, including volition, change of state, and movement, which
describe aspects of the relationship between participant and event (Dowty 1991:
572):

(69) Proto-agent entailments:

• volitional involvement in the event or state
• sentience (and/or perception)
• causing an event or change of state in another participant
• movement (relative to the position of another participant)
• exists independently of the event named by the verb
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(70) Proto-patient entailments:

• undergoes change of state
• incremental theme25

• causally affected by another participant
• stationary relative to movement of another participant
• does not exist independently of the event, or not at all

Dowty (1991: 576) uses these proto-properties to determine the assignment of
the subject and object GFs to arguments (the argument with more proto-agent
properties becomes the subject, while the argument with more proto-agent prop-
erties becomes the object), but Zaenen (1993: 149) instead uses them to determine
the intrinsic feature specification of an argument at a-structure: those that have
more proto-agent properties will be classified as [−𝑜], while those that havemore
proto-patient properties will be classified as [−𝑟]. This therefore captures the
same general intuition as the Classical LMT intrinsic assignment principles in
(34), namely that patientlike arguments are [−𝑟] and others are [−𝑜], but does so
in a way which makes it more explicit what criteria an argument has to satisfy
to count as patientlike. (Of course, determining whether an argument satisfies
the proto-properties can also sometimes be rather impressionistic, but many are
clear-cut enough to at least afford one an analytical toehold.)

A problem arises when an argument possesses an equal number of proto-agent
and proto-patient properties (including zero). Dowty (1991: 576) proposes that in
this situation both mappings are available. Zaenen (1993: 150) instead assumes
that in such a case the argument is assigned [−𝑟]. This is somewhat self-serving
in that it gives her the correct results for Dutch (see below), but, as she observes,
it does not seem unreasonable that it is precisely in areas such as this, where the
distinctions are less clear-cut, that languages vary, and so perhaps a degree of
arbitrariness is unavoidable.

Let us now turn to the Dutch data which Zaenen (1993) uses these tools to anal-
yse. Intransitive verbs in Dutch take different auxiliaries in the compound past
tense depending on whether they are unaccusative or unergative. The unerga-
tives take hebben ‘have’ and the unaccusatives take zijn ‘be’:

25Dowty (1991: 588) defines an incremental theme as “an NP that can determine the aspect of
the sentence […]; the event is ‘complete’ only if all parts of the NP referent are affected (or
effected)”. For example, in Chrisjen ate a pistachio, the eating event is only complete once all
(edible) parts of the pistachio are eaten.
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(71) Unergative verbs:
a. Hij

he
heeft/*is
has/is

gelopen.
run

‘He has run.’
b. Ze

she
heeft/*is
has/is

getelefoneerd.
telephoned

‘She has telephoned.’

(72) Unaccusative verbs:
a. Ze

she
is/*heeft
is/has

overleden.
died

‘She has died.’
b. Hij

he
is/*heeft
is/has

gevallen.
fallen

‘He has fallen.’

This also correlates with another contrast: the possibility of using the past par-
ticiple as a pre-nominal modifier. This is impossible with the unergative, hebben-
taking verbs, but perfectly productive with the unaccusative, zijn-taking verbs:

(73) a. * de
the

gelopen/getelefoneerd
run/telephoned

man
man

b. de
the

overleden/gevallen
deceased/fallen

vrouw
woman

‘the deceased/fallen woman’

Now, if the intransitives were the only verbs we had to consider here, then
a semantic explanation would be possible. For one thing, the single argument
of an unaccusative is generally Theme/Patient-like. Zaenen (1993: 132–136) also
discusses other semantic criteria which distinguish the two classes of verbs. How-
ever, a class of transitive verbs (those with an experiencer argument) also exhibit
the same syntactic split, despite having different semantics. Firstly, some take
hebben and some take zijn in the compound past tense:

(74) a. Dat
that

is/*heeft
is/has

me
me

jarenlang
for.years

goed
well

bevallen.
pleased

‘That has pleased me well for years.’
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b. Hij
he

heeft/*is
has/is

me
me

jarenlang
for.years

geïrriteerd.
irritated

‘He has irritated me for years.’

And this distinction once again maps onto a difference in the use of the past
participle as a pre-nominal modifier. When the past participles of those verbs
that take zijn are used pre-nominally, their head noun can be understood as the
equivalent of their active voice subject, whereas this is not the case for those that
take hebben:

(75) het
the

hem
him

goed
well

bevallen
pleased

boek
book

‘the book that pleased him well’

(76) a. de
the

geïrriteerde
irritated

jongen
boy

‘the irritated boy’
b. # de

the
geïrriteerde
irritated

fouten
mistakes

‘the mistakes that were irritated’, not ‘the mistakes that caused
irritation’

But here the semantic explanation is not available: the subject of a verb like be-
vallen ‘please/suit’ is not a Theme/Patient, but rather a Stimulus or equivalent.
And Zaenen (1993: 144) notes that “if there are any semantic properties that dis-
tinguish the two classes of experiencer verbs under consideration, they are not
the same as the ones distinguishing the two classes of intransitives”.

In fact, once again the solution is to look at intrinsic assignment of features
at a-structure. The subjects of verbs like bevallen do not, in Zaenen’s (1993: 149)
view, possess any proto-agent or proto-patient entailments; in the event of a tie,
Zaenen (1993: 150) assumes that the argument is assigned [−𝑟], and so these ar-
guments are treated as being patientlike. We now have an explanation for the
shared unaccusative/unergative split across intransitives and transitives. Just as
with resultatives, the presence of a [−𝑟] argument is the significant factor: verbs
in which the intrinsically [−𝑟]-marked argument becomes subject take the aux-
iliary zijn (otherwise verbs take hebben), and the head noun of the pre-nominal
participle corresponds to the [−𝑟] argument – this makes such participial uses
simply impossible for unergative intransitives, which have no [−𝑟] argument,
and means that the head noun corresponds to the “logical object” of transitives.
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4.2.3 Double object constructions

The world’s languages are divided in how they treat ditransitive predicates. For
some, both objects of a ditransitive are treated equally: for example, either can be
promoted to subject by passivisation, flagged by object marking on the verb, etc.
As mentioned above, these languages are called symmetrical object languages.
Other languages, called asymmetrical object languages, exhibit strong differences
between “primary” and “secondary” objects, whereby only one object is eligible
for promotion by passivisation, flagging by object marking on the verb, etc. This
distinction was first drawn as a result of work on the Bantu languages (e.g. Gary
& Keenan 1977, Kisseberth & Abasheikh 1977, Baker 1988), where the divide is
particularly clear: since these languages have a productive process of applicativi-
sation, ditransitive predicates are very frequent, and a number of grammatical
features are sensitive to objecthood.

To illustrate the contrast between symmetrical and asymmetrical object lan-
guages, we consider two languages from the Bantu family: Kichaga and Chi-
cheŵa. Kichaga is a symmetrical object language, and so either of the post-verbal
arguments in the active can be promoted to subject by passivisation (Bresnan &
Moshi 1990: 150):

(77) a. N-a̋-ı-̋lyì-í-à
foc-1s-prs-eat-appl-fv

m̀-kà
1-wife

k-élyà
7-food

‘He is eating food for/on his wife.’
b. M̀-kà

1-wife
n-a̋-ı-̋lyì-í-ò
foc-1s-prs-eat-appl-pass

k-élyâ
7-food

‘The wife is being eaten food for/on.’
(i.e. ‘The wife is being benefitted/adversely affected by someone
eating food.’)

c. K-élyà
7-food

k-ı-̋lyì-í-ò
7s-prs-eat-appl-pass

m̀-kà
1-wife

‘The food is being eaten for/on the wife.’

Chicheŵa, on the other hand, is an asymmetrical object language. Here, only the
immediately post-verbal argument in the active can be promoted to subject in
the passive (Baker 1988: 248):

(78) a. Kalulu
hare

a-na-gul-ir-a
s-pst-buy-appl-asp

mbidzi
zebras

nsapato.
shoes

‘The hare bought shoes for the zebras.’
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b. Mbidzi
zebras

zi-na-gul-ir-idw-a
s-pst-buy-appl-pass-asp

nsapato
shoes

( ndi
by

kalulu
hare

).

‘The zebras were bought shoes (by the hare).’
c. * Nsapato

shoes
zi-na-gul-ir-idw-a
s-pst-buy-appl-pass-asp

mbidzi
zebras

( ndi
by

kalulu
hare

).

‘Shoes were bought for the zebras (by the hare).’

There are a number of other properties which correlate with the passivisation
facts (Bresnan & Moshi 1990: 150–153). Either or both post-verbal arguments in
Kichaga can be omitted if they are encoded on the verb by an object marker,
for instance, while in Chicheŵa, only the immediately post-verbal Beneficiary
argument can be encoded/omitted this way; Kichaga allows unspecified object
deletion of the Patient in a ditransitive where Chicheŵa does not; Kichaga allows
the Patient argument to be eliminated by reciprocal marking on the verb in the
presence of any applied object, while this is not the case in Chicheŵa; and all of
these properties can interact in different ways.

These patterns receive an elegant explanation in Classical LMT, by way of
the Asymmetrical Object Parameter (AOP; Alsina & Mchombo 1990, Bres-
nan & Moshi 1990: 172). This is a well-formedness constraint on a-structures,
parametrised so that some languages apply it (i.e. asymmetrical object languages)
and others do not (i.e. symmetrical object languages).

(79) Asymmetrical Object Parameter
* 𝜃
[−𝑟]

… 𝜃
[−𝑟]

The AOP prohibits the presence of two intrinsically classified [−𝑟] arguments
in the same a-structure: when it is in force, secondary patientlike arguments are
assigned [+𝑜] by the intrinsic linking principles introduced in Section 4.1.2; when
it is not, we permit multiple patientlike arguments to be assigned [−𝑟] instead.
Let us consider how this can explain the passivisation facts shown in (77) and
(78).

Chicheŵa is an asymmetrical object language, so the AOP is active. The a-
structure for an applicative verb like we see in (78a) is therefore as follows:
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(80) gulira ‘buy-for’ ⟨ Agent Beneficiary Theme ⟩[−𝑜]
subj

[−𝑟]
obj

[+𝑜]
obj𝜃

Just as with the English ditransitive above, we interpret the Beneficiary as pa-
tientlike, and so assign it the intrinsic feature [−𝑟]. By the AOP, the second pa-
tientlike argument cannot also be marked [−𝑟], so it is instead classified as [+𝑜].
This leads to the (correct) mapping shown in (80).

In the passive, only the Beneficiary is eligible for promotion to subj when
the Agent is suppressed, since the [+𝑜] Theme is featurally incompatible. This
explains the contrast between (78b) and (78c).

(81) guliridwa ‘buy-forpassive’ ⟨ Agent Beneficiary Theme ⟩[−𝑜]
∅

[−𝑟]
subj

[+𝑜]
obj𝜃

Now consider Kichaga. Since it is a symmetrical object language, we are free
to ignore the AOP ban on having two intrinsically [−𝑟]-marked arguments. How-
ever, if we do, then we run into trouble in the active:

(82) lyìíà ‘eat-for’ ⟨ Agent Beneficiary Patient ⟩[−𝑜]
subj

[−𝑟]
obj

[−𝑟]
*

Since the Agent will be mapped to subj, we are left with only one remaining [−𝑟]
GF to share between two arguments. So here Kichaga must take the same option
as Chicheŵa of assigning the non-Beneficiary argument [+𝑜] instead:
(83) lyìíà ‘eat-for’ ⟨ Agent Beneficiary Patient ⟩[−𝑜]

subj

[−𝑟]
obj

[+𝑜]
obj𝜃

However, in the passive, things are different. Now that theAgent is notmapped
to any GF, there are still two [−𝑟] GFs available. This means the unrestricted in-
trinsic mapping of two arguments to [−𝑟] is possible, and will in fact lead to two
possible final mappings:
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(84) lyìíò ‘eat-forpassive’ ⟨ Agent Beneficiary Patient ⟩[−𝑜]
∅

[−𝑟]
subj/obj

[−𝑟]
obj/subj

This is exactly the right prediction, since both (77b) and (77c) are grammatical.
The other properties can also be made to follow from the possibility of hav-

ing multiple [−𝑟] arguments or not. Recall that the argument structure operation
of suppression is limited to unmarked arguments (those that possess negatively-
valued intrinsic features) – it then follows that e.g. unspecified object deletion
applies more freely in symmetrical object languages, which can have more argu-
ments with negatively-valued features than asymmetrical object languages.

4.2.4 Complex predicates

Complex predicates are predicates which syntactically head single clauses, but
whose meanings incorporate multiple semantic heads and which therefore have
complex argument structures. They have been at the centre of LFGwork on argu-
ment structure andmapping theory since the earliest days, and have consistently
drawn a great deal of attention in the literature (e.g. Ishikawa 1985, Alsina 1992,
1996, Butt 1995, 2014, Mohanan 1994, Matsumoto 1992, 1996, Andrews &Manning
1999, Lowe 2016, Lovestrand 2020, among many, many others; see also Dalrym-
ple et al. 2019: 351–352 for an overview of the range of cross-linguistic work on
complex predicates carried out in LFG).26 As one might expect, therefore, this
work has also led to various innovations and extensions of Classical LMT. In this
section, we discuss two of these: the idea that one a-structure can be embedded
inside another, with appropriate fusion of overlapping arguments, and the claim
that this a-structure composition can take place in the syntax proper, not just in
the lexicon, thus putting paid to the “lexical” aspect of Lexical Mapping Theory.

The first of these points can be seen by considering causatives in Chicheŵa
(Alsina 1992). Verbs containing the causative suffix -íts add an additional Causer
argument which, in the active, surfaces as the subject, with the previous subject
being demoted, either to object or oblique status (Alsina 1992: 518):

26There has also been extensive work on computational grammars for LFG that can handle com-
plex predicates, with a particular focus on Hindi-Urdu: see Butt et al. (2003, 2012), Butt & King
(2007), Bögel et al. (2009), Sulger (2013).

Another strand of research worth highlighting studies the consequences of complex pred-
icates for the syntax-semantics interface: see Dalrymple, Hinrichs, et al. (1993), Kaplan &
Wedekind (1993), Andrews & Manning (1999), Andrews (2007), Homola & Coler (2013), Lowe
(2015).
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(85) Nǔngu
9.porcupine

i-na-phík-íts-a
9s-pst-cook-caus-fv

kadzidzi
1a.owl

maûngu.
6.pumpkins

‘The porcupine made the owl cook the pumpkins.’

(86) Nǔngu
9.porcupine

i-na-phík-íts-a
9s-pst-cook-caus-fv

maûngu
6.pumpkins

( kwá
to

kádzīdzi
1a.owl

).

‘The porcupine had the pumpkins cooked by the owl.’

Now, we might imagine that such causative forms have a simple a-structure, con-
taining three argument positions for the Causer, Causee, and original Patient
(here maûngu, ‘pumpkins’). Instead, Alsina (1992: 521) suggests they have a com-
plex argument structure, formed by embedding the base verb’s a-structure into
the a-structure of the cause predicate, whose Patient is then merged with one of
the arguments of the base predicate:

(87) cause ⟨ Agent Patient pred ⟨… 𝜃 …⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
caused event

⟩ ⟩
Where the base predicate has more than one argument, this means there are
multiple possibilities for this argument fusion: for instance, the causative’s Pa-
tient argument may fuse with either the Agent or Patient of phīka ‘cook’. Alsina
(1992: 523–524) claims that this is precisely the difference between the two re-
alisations in (85) and (86). In (85), the causative Patient is combined with the
embedded verb’s Agent, meaning the Causer’s goal was to make the owl carry
out the cooking; this sentence, but not (86), is therefore a possible answer to the
question “What did the porcupine do to the owl?”. In (86), however, the causative
Patient is fused with the embedded verb’s Patient, meaning the Causer merely
intended for the pumpkins to get cooked, but did not especially care whether
the owl did it; this sentence, but not (85), is therefore a possible answer to the
question “What did the porcupine do to the pumpkins?”.

The fact that an argument of the base predicate is the Patient of the causative
morpheme itself has a number of effects. For instance, although the verb phīka
‘cook’ normally allows deletion of its object, in its causative form this is not pos-
sible, showing that in this respect the object behaves like an argument of the
causative morpheme, rather than of the base predicate (Alsina 1992: 524–525):

(88) Kadzīdzi
1a.owl

a-na-phık̋-a
1s-pst-cook-fv

( maûngu ).
6.pumpkins

‘The owl cooked (the pumpkins).’
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(89) Nǔngu
9.porcupine

i-na-phík-îts-a
9s-pst-cook-caus-fv

*( maûngu )
6.pumpkins

( kwá
to

kádzīdzi
1a.owl

).

‘The porcupine had the pumpkins/something cooked (by the owl).’

At the same time, the fused argument is also sensitive to its thematic role
within the embedded predicate – for example, if it is an Agent in the base predi-
cate it cannot be extracted (e.g. by relativisation), whereas if it is a Patient then
it can (Alsina 1992: 529–530). This mixed behaviour motivates the idea that two
argument positions are fused in the a-structure of these complex predicates.

The assumption of argument fusion also allows a straightforward Classical
LMT account of the mapping possibilities open to causatives in Chicheŵa. The
alternation between (85) and (86), for example, follows naturally if we assume
that when two arguments fuse it is only the higher one which receives its intrin-
sic feature assignment:27

(90) a. phikītsa ‘cause to cook’⟨ Agent Patient ⟨ Agent Patient ⟩ ⟩[−𝑜]
subj

[−𝑟]
obj

[+𝑜]
obj𝜃

b. phikītsa ‘cause to cook’⟨ Agent Patient ⟨ Agent Patient ⟩ ⟩[−𝑜]
subj

[−𝑟]
obj

[−𝑜]
obl𝜃

When the causative Patient is fused with the embedded Agent, the embedded
Patient is marked [+𝑜] as a secondary patientlike argument (the higher Patient
taking priority owing to its ranking in the a-structure). When it is fused with the
embedded Patient instead, the embeddedAgent now receives a [−𝑜] specification,
but since the higher Agent is leftmost in the a-structure, it will map to subj,
leaving this lower Agent to map to obl𝜃 instead.

We can also see why the causatives of intransitives do not exhibit this same
alternation – their Causee can only surface as an obj, never as an obl𝜃 :

27We diverge somewhat fromAlsina’s (1992) proposal here – albeit only in detail and not in spirit
– in order to harmonise with the approach to mapping we introduced earlier.
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(91) Chatsalǐra
1.Chatsalira

a-ku-nám-íts-á
1s-prs-lie-caus-fv

( * kwá
to

) mwa̋ina.
1.child

‘Chatsalira is making the child tell lies.’

This follows naturally from the argument structure facts: since the embedded
predicate only has a single argument, that will necessarily be the argument that
fuses with the causative Patient, and so it is mapped to obj, not to obl𝜃 :
(92) namǐtsa ‘cause to lie’⟨ Agent Patient ⟨ Agent ⟩ ⟩[−𝑜]

subj

[−𝑟]
obj

Chicheŵa forms causatives morphologically, and so the processes of a-struc-
ture composition and argument fusion can be thought of as taking place in the
lexicon. However, some complex predicates are made up of multiple words, and
so their argument structuresmust be built in the syntax rather than in the lexicon.
Butt (1995), studying Hindi-Urdu permissive and aspectual constructions, and
Alsina (1996), studying Romance causatives, were among the first to make this
observation. We will illustrate the phenomenon with Hindi-Urdu data.

In Hindi-Urdu, complex predicates can be formed from a combination of a
main verb and a light verb. In the case of so-called permissive complex predicates,
the light verb in question is de ‘let’, homophonous with the lexical verb meaning
‘give’ (Butt 1995: 35). As with the causative morpheme, the light verb contributes
its own arguments, which are added to and overlap with the arguments of the
main predicate. For example, in (93), saddaf=ko is at once the “lettee” argument
of the light verb diyaa and the “maker” argument of banaane ‘make’ (other ar-
guments belong to only one verb: anjum=ne is only an argument of diyaa – she
is the the one giving permission – and haar ‘necklace’ is only an argument of
banaane – it is the thing being made).

(93) anjum=ne
Anjum.f=erg

saddaf=ko
Saddaf.f=dat

haar
necklace.m.nom

banaa-ne
make-inf.obl

di-yaa.
give-perf.m.sg
‘Anjum let Saddaf make a necklace.’
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The light verb and main predicate do not have to be adjacent or form a con-
stituent at c-structure, so there is no sense in which they can be analysed as a
single, morphologically complex word (Butt 1995: 46):

(94) a. anjum=ne saddaf=ko haar [banaa-ne di-yaa].
b. anjum=ne di-yaa saddaf=ko [haar banaa-ne].
c. anjum=ne [haar banaa-ne] saddaf=ko di-yaa.

Nevertheless, these sentences do not involve clausal embedding: with respect to
agreement, anaphora, and control, they behave monoclausally (see Butt 1995: 36–
43 for detailed evidence of this). That is, they have a flat f-structure, shown in
(95):28

(95)

⎡⎢⎢⎢⎣
pred ‘let-make⟨subj,obj,objgoal ⟩
subj [pred ‘Anjum’]
objgoal [pred ‘Saddaf’]
obj [pred ‘necklace’]

⎤⎥⎥⎥⎦
This means the complex predicate must also have a single, composite a-structure:

(96)
de ‘let/give’ ⟨ Agent Goal banaa ‘make’ ⟨ Agent Theme ⟩ ⟩[−𝑜]

subj

[+𝑜]
objgoal

[−𝑟]
obj

But this a-structure cannot be the property of any one word in the lexicon, since
it combines information from two words, and the light verb can freely combine
with various predicates. What is more, complex predicates can be recursively
embedded – Butt et al. (2010) give an example involving four levels of embedding,
for instance:

(97) taaraa-ne
Tara-erg

amu-ko
Amu-dat

(bacce-se)
child.obl-ins

haathii
elephant.m.sg.nom

pinc
pinch

kar-vaa
do-caus

le-ne
take-inf.obl

dii-yaa.
give-prf.m.sg

‘Tara let Amu have the elephant pinched (by the child) (completely).’

28The question of how the composite pred value emerges here is an unanswered one – see Lowe
(2016: sec. 2) for a sceptical review, and see Asudeh & Rad (2023: sec. 4) for a technical solution.
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The core meaning here is the noun-verb complex predicate made up of pinc
‘pinch’ and kar ‘do’. This is then embedded under a causative predicate, which
is hosted morphologically on this same light verb. Then we have a “completive”
light verb le (with the lexical meaning ‘take’). Finally, this whole complex is em-
bedded under the permissive light verb de, which we saw above.

The conclusion such data must lead us to is that complex predicate formation
is a productive, syntactic process, which means that we need to be able to com-
bine a-structures on-line, outside of the lexicon. Apart from anything else, this
means that the name “Lexical Mapping Theory” is a misnomer, since the theory
must not apply only to individual words, but also to complex predicate-argument
structures built up syntactically.

5 Kibort MT: incorporating morphosemantic alternations

We’ve now seen a sampling of the successes of and challenges for Classical LMT.
In this section, we turn to a rather different view of LMT, that developed byKibort
over a series of papers (Kibort 2001, 2007, 2008, 2009, 2013, 2014, Kibort &Maling
2015), which purports to improve on Classical LMT in a number of respects, not
least of which being its ability to handle morphosemantic alternations. We will
refer to this theory as Kibort MT.

As we saw in Section 4.1.2, the dative shift alternation poses a challenge for
Classical LMT, in that the theory must assume two distinct initial assignments of
features to arguments in order to be able to derive the two alternants. Other mor-
phosemantic alternations are even more challenging. Consider again the spray/
load alternation (Levin 1993: 50–51), illustrated in (98):

(98) a. Adam sprayed the paint on the wall.
b. Adam sprayed the wall with the paint.

This is morphosemantic insofar as the entailments of the alternants differ: in
each case, the participant corresponding to the obj is completely affected – i.e.
in (98a) the paint is fully used up, while in (98b) the wall is totally covered. Once
again, both alternants involve the same thematic roles, and so the basic Classical
LMT a-structure will be the same for both:

(99) spray ⟨ Agent Goal Theme ⟩
We would expect the Theme, being patientlike, to be assigned [−𝑟], and the

other arguments to receive the default [−𝑜] assignment; this correctly produces
the alternant in (98a), where the Theme surfaces as obj, and the Goal as an obl𝜃 :
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(100) spray ⟨ Agent Goal Theme ⟩[−𝑜]
subj

[−𝑜]
obl𝜃

[−𝑟]
obj

Producing the other alternant, in (98b), is much more difficult, however. Com-
pared to (98a), we need the Goal and Theme to switch GFs: the former now sur-
faces as an obj, and the latter as an obl𝜃 . We could try the same trick as we did
for ditransitive give, and say that the Goal argument counts as patientlike: this
will allow us to classify it as [−𝑟], so that it can map to obj. But now the Theme
will receive a [+𝑜] assignment as a secondary patientlike argument, which is in-
compatible with the [−𝑜] GF obl𝜃 . Indeed, patientlike arguments can only be
classified as [−𝑟] or [+𝑜] by the intrinsic assignments in (34), which is precisely
the opposite of what is needed to be compatible with the [+𝑟 , −𝑜] specification
of obl𝜃 .

In Kibort’s view, the problem arises because Classical LMT conflates syntac-
tic arguments and semantic participants, representing both simultaneously in
the list of arguments-cum-thematic roles. She proposes therefore to expand the
domain of a-structure and mapping theory to include not only argument-func-
tion mapping, i.e. what we have been considering as the domain of mapping the-
ory up to now, but also argument-participant mapping.29 This is illustrated
in Figure 1, representing the typical active voice realisation of the Polish double
object verb dać ‘give’ (cf. Kibort 2014: 265).30

semantic participants Agent Theme Recipient semantic valency| | |
arguments of the predicate ⟨ arg1 arg2 arg3 ⟩ lexical valency| | |

grammatical functions subj obj obj𝜃 functional subcategorisation

Figure 1: The separation of levels in Kibort MT

Before providing the Kibort MT solution to the spray/load puzzle, we first in-
troduce the theory in more detail.

29In other works by Kibort, these are referred to as “argument-to-function/participant mapping”,
but since the connections are intended to be bidirectional, we omit the preposition here to
minimise the procedural implications.

30As Kibort (2007: 252) points out, separating argument positions from semantic participants in
fact goes back to early LFG work (such as Bresnan 1982), and has been argued for by others
such as Grimshaw (1988: 1), Mohanan (1990), Ackerman (1991: 12, 1992: 57ff), Mohanan (1994:
15ff), Joshi (1993), Alsina (1996: 37), Falk (2001b: 105), and Ackerman & Moore (2013: 40ff).
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Kibort retains the Classical LMT mapping features [±𝑟] and [±𝑜], but, in keep-
ing with the separation of syntax and semantics shown in Figure 1, she reinter-
prets them in purely syntactic terms, according to two traditional classifications
of verbal dependents (Kibort 2014: 266):31

(101) [−𝑜] non-complements (the “external” argument and oblique arguments)[+𝑜] complements (“internal arguments” of the predicate)[−𝑟] core arguments (subject and object only)[+𝑟] non-core arguments (all arguments except subject and object)

These features are associated with positions in a universally available lexical va-
lency frame, from which predicates select a subset of argument positions:

(102) ⟨ arg1 arg2 arg3 … arg4 … ⟩[−𝑜]/[−𝑟] [−𝑟] [+𝑜] [+𝑜] [−𝑜] [−𝑜]
The ordering and feature assignment in (102) is based on the standard LFG Func-
tional Hierarchy, repeated in (103):

(103) The Functional Hierarchy:
subj > obj > obj𝜃 (> xcomp, comp) > obl𝜃 (> xadj,adj) .

The first position in (102), called mnemonically arg1, corresponds to the canon-
ical subject, and is associated with one of the two features which describe the
subj function (it is marked [−𝑜] in unergative predicates, emphasising its non-
complement status, and [−𝑟] in unaccusative ones, emphasising its core status).32

The second position, arg2, corresponds to the canonical direct object, and is
marked [−𝑟] (core). The next position, arg3, corresponds to the restricted ob-
ject, and is marked [+𝑜] (complement). Lastly, arg4, corresponds to a canonical
oblique argument, and is marked [−𝑜] (non-complement). Predicates can select
any number of arguments from this frame, but, as indicated, they can only choose
one arg1 and arg2, though they can select multiple arg3s and arg4s – this corre-
sponds to the fact that a predicate can subcategorise for only a single subj and

31At least two other LFG linguists have proposed LMT feature sets which make no reference to
semantic/thematic restrictions: Alsina (1996) and Hemmings (2012).

32Although the unergative/unaccusative distinction was originally applied only to intransitive
predicates (Perlmutter 1978), subsequent work has extended it to predicates of all valencies:
see Kibort (2004: 74–75) for discussion, and cf. the Dutch experiencer verbs discussed in Sec-
tion 4.2.2, which exhibited the same syntactic split as intransitive unergatives/unaccusatives.
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obj, whereas multiple obj𝜃s and obl𝜃s are permitted, being individuated by their
subscripts (e.g. objtheme vs. objben).33

What we have considered as mapping so far in this chapter corresponds to
“argument-function mapping” in Kibort MT, i.e. the linking of argument posi-
tions and GFs. As in Classical LMT, arguments in Kibort MT are associated with
a feature specification that makes them compatible with two different GFs, and
mapping therefore consists in determiningwhich of the two (if either) will realise
the argument syntactically. Kibort MT diverges from Classical LMT, however, in
only having a single Mapping Principle (Kibort 2014: 267; cf. Her 2013):

(104) Mapping Principle (Kibort MT):
The ordered arguments are mapped in turn onto the highest (i.e. least
marked) compatible grammatical function on the Markedness
Hierarchy.

This inverts Mapping Principle (b) of Classical LMT, which maps arguments to
the lowest, i.e. most marked, compatible GF, and in so doing removes the need
for Mapping Principle (a), along with the Subject Condition, as we shall see. This
is clearly a huge gain in parsimony, though it is not without cost, as we discuss
below.

By way of illustration, consider again the simple transitive (and unergative)
verb kick. This has the following Kibort MT a-structure:

(105) kick ⟨ arg1 arg2 ⟩[−𝑜] [−𝑟]
By the Mapping Principle, we first map the highest argument, arg1, onto the
highest compatible GF: in this case, the highest [−𝑜] GF is subj, so this is what
we choose. Next, arg2 is mapped onto the highest [−𝑟] GF available: since subj
is already taken, this is obj.34 Note that despite the procedural talk here and in
the Mapping Principle itself (arguments are mapped “in turn”), this process is
intended to be understood declaratively. It can be seen as optimising the align-
ment between two hierarchies: are the highest arguments linked to the highest

33While these functions are often indexed by thematic roles, this can be understood purely for
distinctiveness, having no semantic content: instead of objtheme and objben we could use other
mnemonic labels such as cases (e.g. objacc vs. objdat, etc.) or preposition names (e.g. oblto vs.
oblon, etc.), or purely arbitrary labels such as obj1 and obj2. Thus, the retention of the GFs obj𝜃
and obl𝜃 does not diminish the syntactically-motivated characterisation of GFs in Kibort MT.

34Function-Argument Biuniqueness still applies in Kibort MT, although it may not be necessary
to stipulate it as a separate principle – see fn. 19.
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GFs? This can then be solved using various constraint-based tools such as those
of Optimality Theory (Prince & Smolensky 1993, 2004; cf. also Asudeh 2001 for
an application of OT to mapping in an LFG context).

Morphosyntactic argument alternations interfere with the default argument-
functionmapping. As in Classical LMT, this is achievedmonotonically, by further
specifying the mapping possibility of an argument. However, Kibort MT goes
even further in this respect, eschewing the use of suppression altogether, and
thus sidestepping the issues mentioned in fn. 22. For instance, Kibort (2001: 170)
treats passivisation as a further specification of arg1 as [+𝑟], illustrated in (106)
for passive kicked (cf. (50) above):

(106) kickedpassive ⟨ arg1 arg2 ⟩[−𝑜] [−𝑟][+𝑟]
The argument which by default would map to subj is instead fully specified as
an obl𝜃 , and, as a result, the arg2, if there is one, becomes the subj. Note that this
gives the correct result for the English long passive, where the Agent is expressed
as an oblique by-phrase, but in the short passive the Agent is not expressed gram-
matically at all. Kibort (e.g. 2004: 29) refers to such obliques as “optional”, but it
is not clear what determines this – it cannot be the case that obl𝜃s are always
optional, for instance, since there are certainly cases of obligatory obliques, as in
I gave the book *(to my friend).

In general, morphosyntactic operations are assumed to involve making argu-
ments more marked, by adding additional +-valued specifications:

(107) a. adding the [+𝑟] specification to a [−𝑜] argument
(e.g. passivisation)

b. adding the [+𝑟] specification to a [+𝑜] argument
(e.g. secondary object preservation – Kibort 2007: 268)

c. adding the [+𝑜] specification to a [−𝑟] argument
(e.g. locative inversion – Kibort 2004: 364–367)

One thing to note about argument-function mapping in Kibort MT is that the
Subject Condition of Classical LMT is absent. The motivation for this is that
genuinely subjectless predicates are quite common in the world’s languages (see
Kibort 2006 and Lowe et al. 2021 for discussion). For instance, Polish intransitives
can be passivised, resulting in a subjectless sentence (Kibort 2006: 304–307):
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(108) Było
was.3sg.n

codziennie
every-day

sprzątane
clean.part.sg.n

(przez
(by

firmę).
company)

‘There was cleaning every day (by a company).’

This follows quite naturally in Kibort MT, where the verb will have the following
a-structure, resulting in the first and only argument beingmapped to obl𝜃 , rather
than subj:

(109) sprzątaćpassive ⟨ arg1 ⟩[−𝑜][+𝑟]
The strong cross-linguistic preference for subjects is captured in the Mapping
Principle: since arguments aremapped to the highest available GF on theMarked-
ness Hierarchy, and since subj is at the top of that hierarchy, subj will always
be the most preferred GF, meaning something will usually map to it. But by mak-
ing this a strong preference rather than a principle of the grammar, Kibort MT
also allows for the possibility of subjectless predicates in marked circumstances
– such as the passivisation of an intransitive.

One negative side effect of this choice, however, is that Kibort MT apparently
makes the wrong predictions about the passive of double object verbs. As men-
tioned above in Section 4.1.3, when a double object verb is passivised, and so
the primary object is promoted to subj, it is apparently not the case that the sec-
ondary object is promoted to primary object – but this is exactly what Kibort MT
predicts should happen, since the [+𝑜]-valued arg3 of a secondary object argu-
ment is compatible with obj, and obj is less marked than obj𝜃 (though see Kibort
2008).

The Kibort MT approach to argument-function mapping offers a different per-
spective from Classical LMT, and perhaps represents an advancement in certain
areas, in particular with respect to theoretical parsimony. However, the real ad-
vantage of the theory is in the fact that argument-participant mapping can inter-
act in interesting ways with argument-function mapping. Let us return now to
the question of the spray/load alternation. The verb spray in this sense will have
the following a-structure and argument-function mappings:

(110) spray ⟨ arg1 arg2 arg4 ⟩[−𝑜]
subj

[−𝑟]
obj

[−𝑜]
obl𝜃
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In fact, these GFs are the same ones which appear in both alternants – the only
difference is which participants map to which GFs. Because Kibort MT posits a
separate level of semantic participants, the mapping between those participants
and the argument positions – and so, indirectly, the GFs – can be allowed to vary.

(111) a. Adam sprayed the wall with the paint.

b. spray ⟨ arg1
Agent

arg2
Goal

arg4
Theme ⟩[−𝑜]

subj

[−𝑟]
obj

[−𝑜]
obl𝜃

(112) a. Adam sprayed the paint on the wall.

b. Agent Goal Theme

spray ⟨ arg1 arg2 arg4 ⟩[−𝑜]
subj

[−𝑟]
obj

[−𝑜]
obl𝜃

Although for a human reader it may be easier to track the re-aligned partici-
pants in diagrams like (111b) and (112b) if they are represented by thematic role
labels, Kibort MT takes the criticisms of thematic roles mentioned in Section 2.1
to heart, and so they play no role in the theory. Furthermore, Kibort (2014) ar-
gues that neither Dowty-style proto-roles nor feature decomposition attempts
are adequate either. In the absence of an adequate and complete representation
of lexical knowledge, Kibort MT instead adopts a very minimal representation of
semantic participants. In this system, semantic participants are labelled by num-
bers which identify which arg positions they can map to (Kibort 2014: 275ff.). For
example, the a-structure of spray would be augmented as follows:

(113)
1 24th 24go

spray ⟨ arg1 arg2 arg4 ⟩[−𝑜] [−𝑟] [−𝑜]
The first semantic participant is labelled 1 since it can only be linked to the arg1
position, but the other two are labelled 24 since they can be linked to either the
arg2 or the arg4 position. The subscripts on the semantic participants are purely
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for distinctness, to individuate the two participants with identical labels, and
have no semantic content.

Argument-participant mapping has no principles beyond stating that partici-
pants with label 𝑛 can be linked to argument arg𝑛; arguments whose labels con-
tain multiple numbers, like the Theme and Goal in (113), are assumed to bear
multiple labels, i.e. each of the Theme and Goal in (113) simultaneously has the
label 2 and the label 4. In cases where multiple mappings are possible, Kibort MT
predicts that neither is more basic than the other, since there is no preference
ranking encoded in the argument-participant mapping. This is certainly right
for the spray/load alternation, since there does not seem any reason to assume
that one alternant is derived from the other or that one is more basic than the
other, especially given that this alternation is unmarked in English (i.e. there is
no morphological or syntactic marker in either version).35

Kibort MT thus draws a clear formal distinction between morphosyntactic
(meaning-preserving) and morphosemantic (meaning-altering) alternations: the
former affect the argument-function mapping, using techniques very similar to
those of Classical LMT; the latter affect the argument-participant mapping, some-
thing made possible by separating out these two levels of representation.

In sum, Kibort MT offers a mapping theory that on the one hand simplifies,
and on the other hand elaborates on Classical LMT. It is simpler in that there
is a universal valency frame, a single Mapping Principle, and no mention of the-
matic roles, but it is more complex in that it separates out the notion of argument
from semantic participant. This does, however, offer the possibility of straight-
forwardly representing the effects of meaning-altering, morphosemantic alterna-
tions, something that was not always possible in Classical LMT.

6 Formal issues and recent developments

Aside from Kibort’s focus on expanding the empirical coverage of LMT, another
major thread in contemporary work on argument structure and mapping theory
has been an increased interest in questions of formalisation. In this section, we
address three areas in this vein: the formal status of a-structure, the nature of
mapping, and the integration of mapping theory and compositional semantics.

35It may be possible to argue that one of the variants is more basic on non-linguistic grounds, e.g.
by reference to the relative prominence of cognitive concepts like Figure and Ground (Talmy
1978; see also Schätzle 2018 for an implementation of these concepts within LFG’s mapping the-
ory), but a strength of Kibort MT is that such a move is not necessary, even if it may sometimes
be independently motivated.
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6.1 The position and nature of a-structure

In Kibort MT, Classical LMT, and earlier work, the position of argument structure
in the architecture of the grammar is left vague or unmentioned. Sometimes, it
is (implicitly) assumed to be situated inside f-structure, as (part of) the value of
pred, but otherwise the question does not arise.

Butt et al. (1997: 1) are the first to address this formal deficiency head on, and
propose that argument structure forms its own level of representation, a-struc-
ture, situated in the LFG projection architecture between c-structure and f-struc-
ture:

(114)
V

cut
[rel eat
agent [ ]
theme [ ]] [pred ‘eat’

subj [ ]
obj [ ] ] [ ][ ][ ]𝛼

𝜙 = 𝜆 ∘ 𝛼
𝜆𝜆𝜆 𝜎𝜎𝜎

(Butt et al. 1997: 1, their ex. (1))

This positioning is motivated by the complex predicate facts discussed in Sec-
tion 4.2.4. Since complex a-structures can correspond to simplex (monoclausal)
f-structures, and since the projection functions, as functions, can be many-to-
one but not one-to-many, a-structure must be mapped to f-structure, and not
vice versa. On the other hand, since complex a-structures can be built from dis-
continuous pieces in the syntax, and are not necessarily generated in the lexi-
con, a-structure must be positioned after c-structure, so that information can be
passed from the latter to the former.

One immediate effect of this positioning is to break up the traditional 𝜙 map-
ping from c- to f-structure: it is now the composition of two functions, the 𝛼 func-
tion from c- to a-structure, and the 𝜆 function from a- to f-structure, i.e. 𝜆 ∘ 𝛼 .36
Some have seen this as undesirable: for example, Asudeh & Giorgolo (2012) pro-
pose a change to the architecture (to be discussed shortly), one of the effects of
which is to restore 𝜙 to its atomic status, and they claim this as an advantage of
their proposal (Asudeh & Giorgolo 2012: 71) – but if this is an advantage, we do
not see how it can be anything other than an aesthetic one.

Unlike in most earlier approaches, for Butt et al. (1997), a-structures are not
simply lists of arguments, but are instead AVMs. This allows for a richer internal
structure: for example, complex predicates have nested a-structures (Butt et al.

36Butt et al. (1997: 1) identify 𝜙 with 𝛼 ∘ 𝜆 (rather than 𝜆 ∘ 𝛼), but this must be an error, since 𝛼
has to be applied before 𝜆, given their architecture.
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1997: 12). Each a-structure contains a rel attribute that names the semantic rela-
tion it encodes, and attributes labelled with thematic role names corresponding
to argument positions. Nothing further is said about the value of these attributes,
and they are represented as empty AVMs in Butt et al. (1997). Thesemust be short-
hand for more complete structures, however, since otherwise, under a standard
set-theoretic interpretation of AVMs, all the “empty” AVMs would in fact be one
and the same.37

Asudeh & Giorgolo (2012) criticise Butt et al.’s (1997) architecture and propose
an alternative which has since proven influential. They do so on the basis of verbs
which take optional objects, like eat in English:

(115) a. Donatello ate a pizza earlier.
b. Donatello ate earlier.

Although the Patient argument does not need to be expressed in the syntax, it
must still be present in the a-structure, since it remains part of the core relation
expressed by the verb (eating events involve something being eaten), and must
also be represented at s-structure, since it is interpreted semantically: the truth of
Donatello ate implies the truth of Donatello ate something. This poses a problem
for the Butt et al. (1997) architecture, since there is no route through the projec-
tion architecture from the a-structure patient to its corresponding s-structure
without going via its f-structure representation, and it appears not to have one:

(116) [rel eat
agent [ ]
patient [ ]]

⎡⎢⎢⎢⎢⎣
pred ‘eat’
subj [pred ‘Donatello’]
adj {[pred ‘earlier’]}
tense past

⎤⎥⎥⎥⎥⎦
[ ][ ][ ]𝜆𝜆 𝜎𝜎

One might therefore be tempted to posit an unpronounced obj attribute at f-
structure corresponding to the Patient, but there is empirical evidence against
this (Asudeh&Giorgolo 2012: 71). For example, this putative null pronoun cannot
antecede another, subsequent pronoun:

(117) a. Donatello ate a pizza, but it turned out to be Raphael’s.
b. * Donatello ate, but it turned out to be Raphael’s.

37For discussion of a similar problem, this time with regard to s-structure, see Findlay (2021:
348–353).
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Given this, we are forced to propose a new function which projects directly from
a-structure to s-structure (i.e. it is not simply the composition of 𝜎 and 𝜆); Asudeh
& Giorgolo (2012: 70) call this the 𝜃 projection. (118) shows this new situation.

(118) [rel eat
agent [ ]
patient [ ]]

⎡⎢⎢⎢⎢⎣
pred ‘eat’
subj [pred ‘Donatello’]
adj {[pred ‘earlier’]}
tense past

⎤⎥⎥⎥⎥⎦
[ ][ ][ ]𝜆𝜆 𝜎𝜎

𝜃𝜃

𝜃

This move adds formal complexity to the grammar (a whole new projection func-
tion) and also adds indeterminacy: when an element of a-structure is expressed
at f-structure, there are now two ways of reaching its s-structure – one via 𝜎 ∘ 𝜆
and one via 𝜃 directly. Even if this solves the problem of unexpressed arguments,
it is a formally unhappy scenario to be forced into.

Asudeh & Giorgolo’s (2012) solution is to do away with a-structure as a sep-
arate level of representation, and to replace it with a new, connected version of
s-structure – that is, rather than the s-structures for the arguments being sepa-
rate from the s-structure for the clause (and from each other), they are instead
embedded inside it. This makes this new conception of s-structure very similar
to Butt et al.’s (1997) a-structures. An example is shown in (119):

(119)

⎡⎢⎢⎢⎢⎣
pred ‘eat’
subj [pred ‘Donatello’]
adj {[pred ‘earlier’]}
tense past

⎤⎥⎥⎥⎥⎦ [rel eat
arg1 [rel Donatello]
arg2 [rel var] ]𝜎𝜎

Ultimately, it is a fairly arbitrary choice whether we call this new connected
structure s-structure or a-structure. Asudeh & Giorgolo (2012) call it s-structure
since they continue to use it as part of the linear logic component of Glue Se-
mantics meaning constructors, but it has a lot in common with Butt et al.’s (1997)
a-structure as well, being internally structured/connected and expressing the
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predicate-argument structure of the clause. What is more, later developments
have sought to imbue this new structure with additional information about tense,
aspect, and event structure (see e.g. Lowe 2014, Lovestrand 2018, 2020, Findlay
2021), thereby incorporating some information which is also present in Butt’s
(1995) “elaborated” a-structures (on which see below). For consistency with other
work, however, we will continue to call these s-structures here.

The exact content of these s-structures is subject to ongoing research, but they
are assumed to at least include a rel attribute identifying the semantic relation
expressed (cf. Asudeh et al. 2013: 24), and potentially several numbered arg at-
tributes, e.g. arg1, arg2, for each of that relation’s arguments. Asudeh&Giorgolo
(2012) use rel only for predicates, and leave argument s-structures as “empty”
AVMs, just like Butt et al. (1997). Lovestrand (2018: ch. 8.3) and Findlay (2020:
135f.), however, generalise the presence of rel to argument as well as predicate
s-structures, and Findlay (2020: 144) proposes to use “var” as the rel value for
unexpressed/suppressed arguments.

The numbered arg attributes are used instead of Butt et al.’s (1997) thematic
role labels in part because Asudeh & Giorgolo (2012) make use of a neo-David-
sonian meaning language (Parsons 1990) such that thematic role information is
expressed directly in the semantics – i.e. instead of (120a), the meaning of eat is
expressed by (120b) – and so it would be redundant to also encode this informa-
tion in s-structure.

(120) a. 𝜆𝑥𝜆𝑦𝜆𝑒.eat(𝑒, 𝑥, 𝑦)
b. 𝜆𝑥𝜆𝑦𝜆𝑒.eat(𝑒) ∧ agent(𝑒, 𝑥) ∧ theme(𝑒, 𝑦)

This has the additional benefit of relegating thematic roles to the meaning lan-
guage rather than making them part of the meta-language of the grammar it-
self. There they can be treated as abbreviations for whatever sets of semantic
entailments we take them to encode (à la Dowty 1991), with whatever level of
granularity is required, leaving the grammar itself free of the nebulous notion of
thematic role.

The significance, or lack thereof, of the arg labels has been the subject of dis-
agreement, however. They were originally intended as arbitrary labels merely to
achieve distinctness at s-structure, but Findlay (2016) imbues themwithmeaning,
identifying themwith the numbered arg positions of KibortMT (see Section 5), as
part of an implementation of that theory within the new architecture. This view
has been adopted by others (e.g. Asudeh et al. 2014, Lowe 2016, Lovestrand 2018,
2020), but Findlay (2020) argues for a return to the status quo ante, where these
labels have no significance in and of themselves, and shows that the same imple-
mentation of Kibort MT can be achieved while avoiding reifying the s-structure
attribute names.
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The title of Findlay (2016) is “Mapping theory without argument structure”,
but this is in many respects a mischaracterisation of the research programme
inspired by Asudeh &Giorgolo’s (2012) architectural proposal. Rather than doing
away with argument structure, this work has served more as a rationalisation of
the LFG architecture: instead of having two levels, a-structure and s-structure,
the latter of which is rather informationally impoverished, we have a single level
of representation which shares properties of both.38

As mentioned above, some researchers have imbued this new structure with
additional information about lexical semantics and event structure (e.g. Lowe
2014, Lovestrand 2018). But suggestions to add this kind of information to a-
structure are not new. Butt (1995) develops what she calls an elaborated a-
structure (Butt 1995: 133), which includes muchmore structure and muchmore
semantic information than Classical LMT’s minimalist a-structures. This elabo-
rated a-structure is based on Jackendoff’s (1990) Lexical Conceptual Struc-
tures (LCSs), but only includes the concepts relevant to linking and semantic
case marking (Butt 1995: 143). An example of the elaborated a-structure for the
Urdu main verb de ‘give’ is shown in (121):

(121) ⎡⎢⎢⎢⎢⎢⎣
de ‘give’⎡⎢⎢⎢⎣

CS([𝛼],GOPoss([ ],TO[ ]))
AFF([ ]𝛼 , )
ASP(_ _ _)

⎤⎥⎥⎥⎦𝐸
⎤⎥⎥⎥⎥⎥⎦

The inner box is the actual a-structure, and contains three levels. The first two
are borrowed from Jackendoff’s LCSs: the Thematic Tier and the Action Tier.

38The observant reader may be entertaining an architectural concern at this point: earlier, we
motivated the Butt et al. (1997) architecture by drawing on the facts of complex predicates: a
complex a-structure can correspond to a simplex (monoclausal) f-structure, and so we need
the former to precede the latter in the projection architecture in order to retain the functional
nature of the projection relations. However, in the new architecture, the connected s-structure
which represents predicate-argument structure comes after f-structure, so we appear to be in
trouble. Two solutions to this puzzle have been proposed. Lowe (2016) gives the first analysis
of complex predicates in this new framework, and argues that they should be given a flat s-
structure (in contrast to the articulated a-structures usually assumed), representing their com-
plexity in the meaning language instead. This avoids any problems arising from having a flat
f-structure, since it is no longer required to subsequently project a more articulated s-structure.
Alternatively, Lovestrand (2020) proposes to give complex predicates articulated f-structures
after all, which means a complex s-structure is also possible without losing the functional na-
ture of 𝜎 . There are empirical shortcomings with both of these approaches, but they fare no
worse than existing, alternative approaches, and serve to illustrate how the apparent mono-
clausality of complex predicates does not force us to assume an articulated a-structure which
precedes f-structure in the projection architecture.
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The former, the Thematic Tier, describes the lexical meaning of the verb in de-
compositional terms – here that one entity causes (CS) possession of another to go
(GOPoss) to a third entity (TO). The latter, the Action Tier, describes the relation-
ship between Actor, Patient, and Beneficiary roles – in other words those roles
which usually receive structural case. As Butt (1995: 137) points out, it can also
be thought of as encoding an analogue of Dowty’s (1991) proto-roles. Here the
argument labelled 𝛼 , i.e. the “giver” (the one causing the transfer of possession)
is indicated to be affecting (AFF) something else. The second slot of the func-
tion AFF is left empty, indicating that there is no true Patient or Beneficiary here
(Butt treats the recipient as a simple Goal instead of a Beneficiary). There are also
subtypes of the AFF function which provide information about volitionality or
conscious choice.

The final tier is the Aspect Tier. This is not borrowed from Jackendovian
LCSs, but is an innovation by Butt. It represents aspectual information: specifi-
cally, whether a verb is positively or negatively specified for inception, duration,
and/or completion (Butt 1995: 142). The function ASP contains three slots, one
for each of these properties, and each can be specified positively, with a ‘1’, nega-
tively, with a ‘0’, or left unspecified, indicated by a ‘_’. In (121), all three slots are
empty, showing that this verb is unspecified for this aspectual information.

Clearly, this conception of argument structure is far more complex than the
ordered lists used in Classical LMT, and more informationally rich than either of
the structures discussed already in this section.39 Butt argues that this complex-
ity is motivated by its capacity to offer an elegant account of complex predicates.
For one thing, the elaborated a-structures expose more lexical semantic content
to the grammar, enabling appropriately fine-grained constraints to be placed on
complex predicate formation (see e.g. Butt 1995: 147–155 for examples). For an-
other, they add articulation and structure, and, as we saw in Section 4.2.4, the
proper treatment of complex predicates necessitates assuming amore articulated
a-structure than is standard in Classical LMT – at least one capable of recursive
embedding.

On Butt’s (1995) approach, the light verbs which are used in complex predi-
cates have a-structures which themselves have argument slots for other a-struc-

39Indeed, one reviewer suggests that the level of representation proposed by Butt (1995) is not
argument structure at all, but rather some kind of “event structure” or “semantic structure”. To
the extent that the additional information is necessary to handle argument structure phenom-
ena like complex predicate formation, and given that these structures also do everything else
we would want from an argument structure (see e.g. Butt 1995: ch. 6 on mapping), it is hard
to know what to make of this complaint. Perhaps a more minimal a-structure would in fact
be sufficient, but if so that is a matter to be demonstrated empirically, rather than settled by
definitional fiat.
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tures, labelled as transparent events (𝐸𝑇 ), since the light verbs that host them
can “see into” their internal structure. This visibility allows different kinds of
argument fusion to take place, whereby participants of the embedded event are
identified with participants of the event described by the light verb (as discussed
in Section 4.2.4). We omit the full details here – see Butt (1995: ch. 5) for more
information. By way of illustration, the a-structure for the Urdu permissive light
verb de- ‘let’ is given in (122) (Butt 1995: 156):

(122) ⎡⎢⎢⎢⎢⎢⎣
de- ‘let’⎡⎢⎢⎢⎣

CS([𝛼],GOPoss({ }𝐸𝑇 ,TO[ ]))
AFF([ ]𝛼 , )
ASP(_ _ _)

⎤⎥⎥⎥⎦𝐸
⎤⎥⎥⎥⎥⎥⎦

This is very similar to the a-structure in (121), the only difference being that the
first argument of GOPoss has been replaced by a transparent event (indicated by
the curly braces and subscript 𝐸𝑇 ). The “letting” event expressed by this light
verb is viewed metaphorically as a transfer event, where the thing transferred
is the permitted event. This gives some explanation to the fact that both verbs
share the same form in Urdu, for example, and shows how the embedded verb
contributes to the overall interpretation of the complex predicate. It also allows
for the recursive construction of complex predicates which are embedded under
more than one light verb.40

A more contemporary approach to expanding the coverage of a-structure, but
without assuming the Asudeh & Giorgolo (2012) architecture, is that of Schätzle
(2018: ch. 6). She assumes a richly multidimensional version of Kibort MT’s a-
structure, where each argument can be annotated with a variety of non-standard
semantic information, such as whether it is a Figure or Ground (Talmy 1978),
and which kind of event participant it is in the typology of Ramchand’s (2008)
first-phase syntax. This, Schätzle (2018: 202) claims, enables a more “semanti-
cally realistic” account of mapping and of argument alternations, a goal shared
by other recent work – see Section 6.3.

40Other work on complex predicates and LMT, including Butt’s own later work, has tended to
eschew these more complex a-structures in favour of the simpler, ordered list representations
of Classical MT (e.g. Alsina 1996, 1997, Butt 2014). But this leads to enormous difficulty in
appropriately formalising the process of predicate fusion: see Lowe (2016: sec. 2) for critical
discussion.
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6.2 Mapping as co-description

The relationship between different levels of structure, such as a-structure and
f-structure, has been approached in two different ways in LFG: co-description
and description by analysis (Kaplan 1995, Dalrymple et al. 2019: 267–270). In
co-description, multiple levels of structure are described simultaneously – for
example, LFG’s annotated phrase-structure rules simultaneously describe both
c-structure and f-structure. This is the most commonly used approach in LFG.
The alternative, description by analysis, involves determining the description of
one structure by inspecting and analysing another. This was used in early LFG
proposals for semantic analysis (e.g. Halvorsen 1983). Findlay (2021: 344–345)
discusses various shortcomings of the description by analysis approach: notably,
it ignores the possibility of mismatches between levels, and fails to meet the
desideratum of constraint-based grammars laid down by Pollard & Sag (1994: 13)
that they be “process neutral”: description by analysis inevitably introduces direc-
tionality into parsing, which co-description does not. Co-description therefore
“most directly captures the spirit of the constraint-based approach to linguistic
analysis” (Findlay 2021: 344), which may explain why it has come to dominate in
LFG analyses – indeed, while description by analysis was prominent in early ac-
counts of semantics in LFG, those approaches have since been replaced by Glue
Semantics (Dalrymple, Lamping & Saraswat 1993, Dalrymple 1999, Asudeh 2022),
which employs co-description.

Classical LMT, though, is very much in the spirit of description by analysis:
GF assignments at f-structure are determined by inspecting a-structure, and by
analysing it using the Mapping Principle(s). This state of affairs meant that LFG
work on argument structure and mapping was out of sync with the theoretical
mainstream, where co-description was the norm. Once again, Butt et al. (1997: 6)
were the first to tackle this formal issue, treating mapping as co-description of
both a- and f-structure.

For example, to say that a predicate’s Agent argument is expressed as its subj
GF, we could include the following piece of functional description in its lexical
entry (where ∗ refers to the c-structure node bearing the annotation, and ∗̂ to its
mother node):

(123) (∗̂𝛼 agent)𝜆 = (∗̂𝛼𝜆 subj)
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The expression ∗̂𝛼 refers to the lexical item’s a-structure, via the 𝛼 projection
from c- to a-structure, while the expression ∗̂𝛼𝜆 refers to the lexical item’s f-
structure (the equivalent of the more familiar ↑). This constraint therefore picks
out the f-structure corresponding to the a-structure agent, and identifies it with
the verb’s f-structure subj.

But, of course, we generally don’t want to associate an argument with only
a single GF. Instead, Classical LMT associates it with a feature which describes
a pair of GFs. Butt et al. (1997: 6) make this disjunctive meaning of the features
explicit: instead of associating an argument with a feature, a disjunction of map-
ping equations like (123) is given, as in (124) or (125):

(124) agent links to [−𝑜]:(∗̂𝛼 agent)𝜆 = (∗̂𝛼𝜆 subj) ∨(∗̂𝛼 agent)𝜆 = (∗̂𝛼𝜆 oblagent)
(125) theme links to [−𝑟] ∨ [+𝑜]:(∗̂𝛼 theme)𝜆 = (∗̂𝛼𝜆 subj) ∨(∗̂𝛼 theme)𝜆 = (∗̂𝛼𝜆 obj) ∨(∗̂𝛼 theme)𝜆 = (∗̂𝛼𝜆 objtheme)
Butt et al. (1997: 6) suggest that these intrinsic specifications can be universal,
like (124) for agents and (125) for themes, or they can be parameterised on a
language-by-language basis, as is the case for other roles like location, goal,
or instrument.

Of course, these specifications alone do not determine the final mapping. In
fact, Butt et al. (1997: 6) propose an important theoretical break from Classical
LMT in this respect:

Our approach departs most radically from the LMT literature in that we do
not assume that a-structure roles are deterministically and uniquely linked
to grammatical functions via a set of default principles. Instead, we propose
a set of preference constraints which impose an ordering on the available
linking possibilities; the most preferred possibility or possibilities are cho-
sen.

In essence, their approach rejects the mechanistic, rule-driven approach of Clas-
sical LMT, and instead proposes that there is a hierarchy of GFs, and that those
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mappings which realise more highly ranked GFs are preferred. The hierarchy
they propose is as follows:41

(126) subj > obj > obl𝜃 ,obj𝜃
That is, subj outranks obj, which in turn outranks obl𝜃 and obj𝜃 , which have the
same rank as each other. This means, for each argument, that it is preferable for it
to be realised as a subj, or, failing that, as an obj, or, lastly, as either an obl𝜃 or an
obj𝜃 . The argument will therefore be linked to the highest GF on this hierarchy
with which it is compatible, given the disjunctive specifications provided in its
intrinsic classification.42 This gives us a much more dynamic system than in
Classical LMT: there are no explicit Mapping Principles, and arguments simply
compete for the highest available GFs. In a nod to Mapping Principle (a-i) of
Classical LMT (see Section 4.1.2), Butt et al. (1997: 6) do include a preference for
the subj to be linked to the highest available argument on the thematic hierarchy,
but crucially this is just a preference, and so is not inviolable.

The final mapping chosen is the one deemed “optimal” in terms of realising
the highest number of the most highly ranked GFs, and in terms of satisfying any
other preference constraints, such as the subject preference just mentioned (as
well as not violating Function-Argument Biuniqueness or the Subject Condition).
Butt et al. (1997: 7) use a numerical system to express the relative weightings of

41Butt et al. (1997: 7) claim that the hierarchy in (126) can be recast as a preference for negative-
valued features in the classic [±𝑜/𝑟] schema:

(i) a. [−𝑟] > [+𝑟]
b. [−𝑜] > [+𝑜]

But the expressions in (i), which is their (15), do notmatch the authors’ prose description, which
only applies (i-b) within the [−𝑟] GFs. If we simply take (i) as expressing two independent
preference rankings, we get the Markedness Hierarchy of Classical LMT (see Section 4.1.1):

(ii) subj > obj,obl𝜃 > obj𝜃
Alternatively, if we see (i-a) as taking precedence over (i-b), then we obtain another ranking,
this time a total ordering:

(iii) subj > obj > obl𝜃 > obj𝜃
It is of course an empirical matter which of these rankings (if any) is correct.

42Just like Kibort MT’s Mapping Principle (see Section 5), this reverses the Classical LMT map-
ping principle where GFs lower down the hierarchy are preferred. This means that Butt et al.’s
(1997) proposal shares the weakness of Kibort MT that it makes the wrong prediction about
the passives of ditransitives – see Section 4.1.3.
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different GFs and of other constraints, but this is not a crucial component of
the theory, and any appropriate means of ranking different solutions in terms
of a set of preferences could be used – for example, the authors speculate (p. 7)
that the proposal could be reformulated in terms of Optimality Theory (Prince
& Smolensky 1993, 2004, et seq.).

By way of illustration, consider a simple transitive like kick again. For every ar-
gument, the most preferred GF is subj. But is each compatible with subj? Accord-
ing to the disjunctions in (124) and (125), assuming that the intrinsic classification
for Theme also applies to Patients, subj is a possible realisation of both argu-
ments. But we cannot map both to subj, or we fall foul of Function-Argument
Biuniqueness, so we must decide which one to map to subj, and which to map
to the next most highly ranked compatible GF. Since, following the thematic hi-
erarchy, the Agent argument of kick outranks its Patient argument, the subject
preference will be satisfied if we map the Agent to subj but not if we map the Pa-
tient to subj, so the former mapping is preferred; the next highest GF compatible
with the Patient intrinsic specification is obj, and so we end up with the correct
outcome whereby the Agent is linked to subj and the Patient to obj.

The theoretically most interesting consequence of the Butt et al. (1997) ap-
proach to mapping is that certain constructions may have more than one opti-
mal linking. Butt et al. (1997: 8ff.) argue that this in fact characterises alternations
which are motivated by semantic/pragmatic constraints (such as the dative shift)
and not by morphosyntactic ones (such as the passive).43 This offers a more natu-
ral account of the dative shift alternation than the Classical LMT analysis, which
requires two different initial assignments of features to the arguments. In the
Butt et al. (1997) framework, both realisations of the dative shift alternation in
English are made available automatically, since they have equivalent preference
rankings:

(127) [Garak]
subj

gave [the datarod]
obj

[to Sisko].
oblgoal

(128) [Garak]
subj

gave [Sisko]
obj

[the datarod].
objtheme

43However, their distinction does not seem to perfectly match that between meaning-preserving
(morphosyntactic) and meaning-altering (morphosemantic) alternations, since they consider
the locative inversion to be grouped with the dative shift (as being explained by the presence
of more than one optimal linking) and distinct from the passive, when the locative inversion
is no more meaning altering than the passive (neither alternation affects truth-conditional
semantics, but only alters the information structural prominence of its arguments).
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Both involve a subj (linked to the highest argument) and an obj, and since obj𝜃
and obl𝜃 are equally ranked, the different realisations of the third argument
make no odds when it comes to the relative weightings of the two mappings.
Therefore both mappings are made available by the grammar, and the choice
between them must be determined by other factors, such as lexical preference
(the shifted variant is impossible with verbs of Latinate origin, for example) or
semantic/pragmatic considerations (see Bresnan 2007 and Bresnan et al. 2007 for
usage-based/probabilistic accounts of the alternation, andGoldberg 1995: ch. 6 on
the special meanings associated with the double object construction in English).

Work which assumes the Asudeh & Giorgolo (2012) architecture also makes
use of co-description to express mapping possibilities, although here the direc-
tionality is changed: we are mapping from f-structure to s-structure, rather than
from a-structure to f-structure. The equivalent of (123), assuming arg1 corre-
sponds to the Agent (see Section 6.3), is (129):

(129) (↑ subj)𝜎 = (↑𝜎 arg1)

As in Butt et al. (1997), feature decomposition is replaced by explicit disjunctions
over GFs. Findlay (2016: 299) uses abbreviations to describe the (supposedly) nat-
ural classes captured by the traditional features:

(130) a. minuso ≡ {subj|obl𝜃 }
b. pluso ≡ {obj|obj𝜃 }
c. minusr ≡ {subj|obj}
d. plusr ≡ {obl𝜃 |obj𝜃 }

This gives us (131) as the equivalent of (124):

(131) (↑ minuso)𝜎 = (↑𝜎 arg1)

In fact, since arguments may not be realised by any GF – for example, the
Agent argument of a short passive – we also need a description which says
that the argument in question does not correspond to any GF at f-structure. We
achieve this by stating that the inverse of the 𝜎 mapping from f- to s-structure is
empty when applied to that argument, as in (132):

(132) (↑𝜎 arg1)𝜎−1 = ∅
This says that the s-structure arg1 has no f-structure correspondent, i.e. that this
argument is not realised syntactically.
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Findlay (2016: 319, 321) proposes to use templates to abbreviate these mapping
equations and make them more readable:44

(133) Map(D, A) ≡ (↑ D)𝜎 = (↑𝜎 A)

(134) NoMap(A) ≡ (↑𝜎 A)𝜎−1 = ∅
The first of these, (133), says that the GF or disjunction of GFs D is mapped to
the s-structure argument A, while (134) says that the s-structure argument A has
no GF correspondent at f-structure.45 These templates can then be combined, so
that e.g. the correct expression to capture the mapping possibilities of an Agent
assigned to arg1 is the following:

(135) {@Map(minuso, arg1) |@NoMap(arg1)}
That is, either this argument is mapped to one of the two minuso GFs (subj or
obl𝜃 ), or it is not expressed syntactically at all.

Using disjunctions over GFs like minuso or plusr instead of assuming features
like [−𝑜] and [+𝑟] sidesteps any formal issues arising from seeing GFs as decom-
posable into features (as discussed in Section 4.1.1), and simply represents the
most significant empirical claim of the feature-based approach – that GFs can be
grouped into natural classes (whether the [±𝑜/𝑟] classification is the correct way
of grouping them is orthogonal). It has been objected that this use of disjunctions
makes the approach somehow more arbitrary or less well motivated than earlier
incarnations of LMT, since we could just as easily have written a different set
of disjunctions in (130). Such an objection is misplaced for two important rea-
sons. Firstly, it purports to contrast the arbitrariness of the disjunctive approach
with the theoretical motivation of the feature-decomposition approach. But this
is only true to the extent that the features used in the latter have independent
motivations. While a case could be made for [±𝑟] on these grounds (one could
imagine an independent criterion for determining semantic restrictedness), as
we mentioned in Section 4.1.1, this seems not to be the case for [±𝑜], which has
no content other than identifying the two object functions obj and obj𝜃 , and
whose definition is therefore circular. Given this situation, we take the use of
the explicitly “arbitrary” mechanism of disjunction to in fact be an advantage

44On templates, see Dalrymple et al. (2004), Crouch et al. (2011), Asudeh et al. (2013) and Belyaev
(2023a: §5.1 [this volume]).

45One problem with the NoMap template is that in the event an argument is not expressed
syntactically, nothing will ensure its presence at s-structure. Findlay (2020: 135–136) argues
therefore that existential constraints must accompany the introduction of each argument.
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over the classical approach, since it wears its arbitrariness on its sleeve rather
than concealing it behind a veneer of theoretical motivation.

Secondly, and much more significantly, such an objection misses the crucial
distinction between formalism and theory. The formalism itself need not be ex-
pected to say anything about what natural groupings of GFs occur in the world’s
languages. Rather, the formalism gives us tools for making explicit claims about
such things – and it is those claims which constitute the theory. As Pollard (1997:
9) puts it, “it is the theory that imposes the constraints, not the language in which
the theory is expressed”. So, although we could’ve written different disjunctions
in (130), it is precisely in writing one set of expressions rather than another that
we make a theoretical claim. This claim may turn out to be true or false, but if
it is false, we would prefer to be able to use the same familiar tools to express a
different, revised hypothesis, rather than have to throw away our tools entirely
because they have been over-engineered to fit one particular view of reality. Once
again, therefore, we see this property as being an advantage of the disjunctive
approach. As an example, consider the objection by Alsina (1996: 29, fn. 9), noted
in Section 4.1.1, that the traditional [±𝑜/𝑟] features cannot be used to describe the
natural class of terms, or direct GFs, i.e. subj, obj, and obj𝜃 . He instead proposes
a different classification using the features [±subj/obl], where [−obl] describes
the terms (Alsina 1996: 27–30). In the traditional view, this approach and the Clas-
sical LMT approach are simply incommensurable: they represent two different
formalisms which contain different primitive elements. But in the view we are
considering, both can be expresed in the same terms – compare (130) and (136)
– thereby highlighting their status as competing theoretical claims rather than
totally distinct formal approaches.

(136) a. minusSubj ≡ {obj|obj𝜃 |obl𝜃 }
b. plusSubj ≡ subj
c. minusObl ≡ {subj|obj|obj𝜃 }
d. plusObl ≡ obl𝜃

It is an empirical matter which of these analyses is correct, and we should not
generally expect the formalism to adjudicate on empirical matters. Rather, the
theory which we develop in using that formalism is what we expect to align
with the facts.
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6.3 Connection to semantics

While the most influential research in Classical LMT was being conducted, there
was no canonical theory of the syntax-semantics interface in LFG to appeal to.
With the acceptance of Glue Semantics (Glue) into the LFGmainstream around
the turn of the millennium, this changed.46 One of the most important goals of
recent work on mapping theory has therefore been to integrate the theory into a
Glue-based analysis of the syntax-semantics interface. In particular, this strand
of research assumes that Glue’s concept of resource sensitivity (Asudeh 2012:
ch. 5) subsumes the traditional LFG principles of Completeness and Coherence,
so that pred features at f-structure no longer contain an argument list. That is,
instead of (137a), we have (137b):47

(137) a. [pred ‘eat〈subj, obj〉’]
b. [pred ‘eat’]

This creates greater flexibility when it comes to argument realisation, since one
and the same pred value can correspond to different syntactic realisations of its
arguments. In the previous conception, each argument array required a separate
pred value (and therefore a separate lexical entry), since pred values cannot be
manipulated in the syntax (cf. the principle of Direct Syntactic Encoding intro-
duced in Section 3, and discussed further in Kaplan & Bresnan 1982, Bresnan et al.
2016: sec. 5.2, and Dalrymple et al. 2019: 329).

46Although Glue first appeared in the early ’90s (Dalrymple, Lamping & Saraswat 1993), it was
still not well established in the LFG community by the time much of the the work discussed
in the earlier sections of this chapter was carried out. The first major collection of Glue work
connected to LFG was Dalrymple (1999), and the theory later appeared in Dalrymple’s (2001)
handbook-style presentation of LFG, as well as the latest reference guide to LFG, Dalrymple
et al. (2019: ch, 8.5). We cannot include an introduction to Glue Semantics in this chapter for
reasons of space, but see the references just cited, along with Asudeh (2022) and Asudeh (2023)
[this volume] for further information.

47The idea of using linear logic’s resource sensitivity to account for Completeness and Coherence
goes back to the very first Glue paper (Dalrymple, Lamping & Saraswat 1993), and was noted
again by Dalrymple et al. (1999), Kuhn (2001), and Asudeh (2012: 112ff.), though it didn’t find
its way into more mainstream LFG work until the research programme initiated by Asudeh &
Giorgolo (2012).

One oft-noted (potential) problem with viewing Completeness and Coherence as reducible
to semantic resource sensitivity is expletive arguments, i.e. syntactic arguments which do not
correspond to semantic ones. Since, by hypothesis, they make no semantic contribution, they
will not be required by constraints of semantic resource sensitivity, even though they are re-
quired for grammaticality. As Asudeh (2012: 113) points out, however, this is far from an in-
surmountable problem, and there are a number of potential solutions (including rejecting the
idea that expletive arguments are semantically empty in the first place – see Bolinger 1977).
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A typical lexical entry in this strand of work is given in (138):

(138) kick V (↑ pred) = ‘kick’
(↑𝜎 rel) = kick{@Map(minuso, arg1) |@NoMap(arg1)}{@Map(minusr, arg2) |@NoMap(arg2)}𝜆𝑥𝜆𝑦𝜆𝑒.kick(𝑒) ∧ agent(𝑒, 𝑥) ∧ patient(𝑒, 𝑦) ∶(↑𝜎 arg1) ⊸ (↑𝜎 arg2) ⊸ (↑𝜎 event) ⊸ ↑𝜎

The first two lines provide the pred value along with a value for rel at s-struc-
ture.48 The next two lines provide the mapping information, using the technique
explained in the previous section: either the arguments map to one of a pair
of GFs, or they are not realised syntactically. This corresponds to argument-
function mapping in Kibort MT (see Section 5). The crucial advantage of incor-
porating a theory of the syntax-semantics interface is that we can also express
the equivalent of Kibort MT’s argument-participant mapping, via the meaning
constructor in the final line. Here the variable 𝑥 is identified as the Agent of
the kicking event, and connected via the linear logic term to arg1 at s-structure;
similarly, 𝑦 is identified as the Patient, and connected to arg2. That is, the link
between GFs and semantic participants, a key part of any mapping theory, is
mediated by the intervening level of s-structure, here playing the same role as
Kibort MT’s lexical valency frame. And just like in Kibort MT, this setup allows
for the realignment of participants to argument positions – see Findlay (2016:
328–332) for an example of this with the English benefactive.

By bringing together information about mapping and about semantics, which
are just the same kind of object in this approach, viz. pieces of functional de-
scription, it becomes far easier to express semantic constraints on, and seman-
tic consequences of, argument alternations and other argument structure opera-
tions (cf. also the discussion of Butt’s 1995 enhanced a-structures above). Asudeh
(2021: 32–39) shows the potential of this approach in his analysis of the English
“non-agentive dynamic intransitive”, and contrasts it with what he calls the “low
resolution” of Classical LMT, which only has access to very spartan semantic
information (usually just the thematic roles of arguments).

48The current status of pred and rel in LFG is not settled: many if not all of the important
functions of pred have been taken over by Glue Semantics (Andrews 2008), and rel really has
no substantive role in the theory (Lovestrand 2018: 169ff. although see Lowe 2014). They also
seem to both express the same information in (138), which adds a degree of redundancy to the
grammar. Nevertheless, they at least serve to help distinguish different f- and s-structures, as
well as making the representations more readable.

764



16 Argument structure and mapping theory

One promising area of research made possible by this “joined up” approach
to mapping is the idea of incrementally bundling up semantic and mapping in-
formation into more and more complex valency templates (as employed in e.g.
Asudeh & Giorgolo 2012, Asudeh et al. 2014, Findlay 2020), which, coupled with
the notion of an inclusion hierarchy between templates (see especially Asudeh
et al. 2013: 17–20), could lead to a mapping theory based purely on a richly struc-
tured and hierarchical lexicon, along the lines of Davis & Koenig (2000). This
potential has yet to be fully explored, though Przepiórkowski (2017) has pointed
the way.

7 Conclusion

New approaches to argument structure and mapping theory phenomena were
at the heart of what gave rise to LFG as a separate approach to linguistic theory
in the first place: Bresnan’s (1980, 1982) observations about the lexical charac-
ter of argument alternations and the benefits afforded by separating out lexical
predicate-argument structures from surface syntactic structures were what laid
the foundations for LFG’s lexicalist, modular view of the grammar. The advent
of Lexical Mapping Theory (LMT) helped to constrain the theory of argument
alternations, and also offered new explanatory tools which proved successful in
characterising a number of linguistic phenomena across a fairly typologically
diverse range of languages. Recent developments in both theory and formalism
show that the field is ripe for a renaissance, and that while great strides have been
made, many important questions still remain unanswered. This chapter has at-
tempted to give a broad and expository overview of the status quo, along with
a little of how we got here, with the hope that by drawing together different
theoretical perspectives we can both encourage dialogue among experienced re-
searchers, and bring new scholars up to speed, so that both can be in the best
position to contribute to a field which remains full of untapped potential.
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Chapter 17

Prosody and its interfaces
Tina Bögel
University of Konstanz

LFG has always had a strong focus on syntax and semantics, but the last two
decades have seen significant progress with regard to the integration of p(honolo-
gical)-structure into LFG. This chapter first briefly introduces important concepts
for the analysis of prosody and gives an overview of widely adopted approaches to
the syntax–prosody interface. The second part surveys the different proposals for
the integration of p-structure and its interfaces into LFG, with a particular focus on
the architectural assumptions behind each approach and the resulting implications
for the architecture of grammar.

1 Introduction

LFG has always had a strong focus on syntax and semantics. However, with the
realisation that prosodic information can significantly contribute to linguistic
analyses and is often crucial for the correct interpretation of meaning (e.g., in
form of prosodic disambiguation of syntactically ambiguous structures or for the
correct interpretation of information structure), the last two decades have seen
significant progress with regard to the integration of prosodic structure into LFG.

LFG assumes that different aspects of grammar (i.e., syntax, semantics, etc.)
are represented by unique modules (also called ‘projections’), each guided by
its own principles and constraints, and with representations well-suited to their
unique functions (cf. Dalrymple 2001, Sadock 1991, see also Belyaev 2023b [this
volume]). The syntactic component, for example, is represented by c(onstituent)-
and f(unctional)-structure and is concerned with constituency (via phrase struc-
ture rules) and the encoding of grammatical functions and morphosyntactic fea-
tures, while phonology (including prosody) is represented by p(honological)-

Tina Bögel. 2023. Prosody and its interfaces. In Mary Dalrymple (ed.), Hand-
book of Lexical Functional Grammar, 779–821. Berlin: Language Science Press.
DOI: 10.5281/zenodo.10185970
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structure and is concerned with phonological and prosodic properties like pro-
sodic phrasing, rhythmic constraints, and intonation.1

Communication between the different modules is handled by LFG’s correspon-
dence architecture, which allows for relevant information to be made available at
the respective interfaces. The establishment of these interfaces necessarily pre-
sumes a specific grammar architecture; that is, it presupposes an explicit position-
ing of modules with respect to each other. Discussing the architectural assump-
tions made in each p-structure proposal is thus essential for the understanding
of the (in parts fundamental) differences in the representation of prosody and
the communication at the interfaces.

This chapter provides an overview of the different approaches to prosody and
its interfaces in LFG, and places thesewith respect to proposals made in thewider
literature. It furthermore discusses the architectural assumptions made in each
proposal and offers insights into a more general view of grammar. The chapter
is structured as follows: Section 2 provides a general introduction into two major
aspects of prosody (phrasing and intonation) and discusses current approaches
to prosody and its interfaces in the wider literature. A discussion of the LFG
grammar architecture and the placement of the phonological module (including
prosody) is provided in Section 3. This section also establishes a fundamental
difference between the proposals with respect to how grammar is viewed in gen-
eral. Section 4 provides a chronological overview of the different approaches to
prosody and its interfaces in LFG, in particular with respect to the architectural
assumptions made in each proposal. Section 5 concludes the chapter.

2 Prosody and its interfaces

The LFG approaches to prosody discussed in Section 4 draw on a number of
notions and theories established in the wider literature. This section first gives
an overview on the general features that are particularly relevant with respect to
the analysis of prosody at the interfaces and then describes the major approaches
to the interface between syntax and prosody.

1In most of the approaches discussed in Section 4 the ‘p’ in p-structure represents p(rosodic)-
structure, as prosodic features ususally contain relevant information for analyses at the inter-
faces to syntax, semantics, and information structure. However, prosody is only one part of the
larger field of phonology and some phenomena that are not part of prosody (e.g., postlexical
sandhi phenomena) can be closely interlaced with prosody in that they can indicate a spe-
cific prosodic domain. This chapter will thus use the term p(honological)-structure, of which
prosody is part, but which does not, per se, restrict p-structure to represent prosody alone.
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2.1 What is prosody?

Prosody is a term used to describe suprasegmental phonology. It goes beyond
the phonemic level of segmental phonology and is concerned with larger units in
spoken language, including prosodic grouping, intonation and/or tones, rhythm,
and stress patterns. Prosody can be used to express a number of properties and
functions, among these clause type, clause structure, semantic scope, concepts of
information structure such as topic and focus, but also speaker emotion, irony,
or sarcasm. A detailed description of prosody goes far beyond the aim of this
chapter and this sectionwill only focus on some basic notions of prosody deemed
fundamental for the current state of the art in LFG, namely prosodic phrasing,
intonation, and the relationship between prosody and other modules of grammar.

Traditionally, it is assumed that spoken language is grouped into hierarchi-
cally structured prosodic domains (e.g., Selkirk 1978, Nespor &Vogel 1986, Hayes
1989). Example (1) shows the most widely used proposal for the prosodic hierar-
chy originally made in Selkirk (1978) (building on an earlier proposal by McCaw-
ley 1968; see also Frota 2012 for different suggestions).

(1) The Prosodic Hierarchy (Selkirk 1978)

Prosodic hierarchy

U utterance (Ut)
|𝜄 intonational phrase (IntP)
|𝜑 phonological phrase (PhP)
|𝜔 prosodic word (PW)
|∑ foot (Ft)
|𝜎 syllable (Syll)

In addition, the constraints in (2) are assumed to apply to the prosodic hierar-
chy.2

2These constraints have been challenged and are nowmostly considered to be ‘soft’ constraints,
see, e.g., Bennett & Elfner (2019).

781



Tina Bögel

(2) Constraints on Prosodic Domination (Selkirk 1995: ex. 4)
(where C𝑛 = some prosodic category)
(i) Layeredness: No C𝑖 dominates a C𝑗 , j > i,

e.g. “No syllable dominates a foot.”
(ii) Headedness: Any C𝑖 must dominate a C𝑖−1 (except if C𝑖 = syllable),

e.g. “A prosodic word must dominate a foot.”
(iii) Exhaustivity: No C𝑖 immediately dominates a constituent C𝑗 , j < i-1,

e.g. “No prosodic word immediately dominates a syllable.”
(iv) Nonrecursivity: No C𝑖 dominates C𝑗 , j=i,

e.g. “No foot dominates a foot.”

The identification of a prosodic unit is based on various types of evidence and
can vary greatly across languages. Among these types of evidence are sandhi pro-
cesses (e.g., linking and intrusive /r/ in English (Wells 1970)), tonal events (e.g.,
Beckman & Pierrehumbert 1986, Pierrehumbert & Beckman 1988), and rhythmic
patterns (e.g., Liberman 1975, Nespor & Vogel 1989). A phonological phrase in
English, for example, is assumed to be intonationally represented by a pitch ac-
cent and a phrase accent, and to show phrase-final lengthening, where the last
syllable is significantly longer compared to the other syllables of the phonologi-
cal phrase (Lehiste et al. 1976, Frota 2012).

Tonal events like accents and boundary tones can contribute significantly to
the meaning of a clause. These events are often described in terms of High and
Low tones and tone combinations following the ToBI annotation conventions.3

The first set of conventions was developed for American English in 1992 (Sil-
verman et al. 1992); others have followed with specific adaptations to other lan-
guages (e.g., German GToBI (Grice & Baumann 2002)). The ToBI conventions
distinguish between three tonal events:

• Pitch accents (L* andH*, and combinations like L+H* and L*+H) are usually
found on the words that are most important for an interpretation. In a
neutrally pronounced sentence like Amra went to the playground to meet
her friends, ‘Amra’, ‘playground’ and ‘friends’ would usually carry pitch
accents. Pitch patterns can reflect information structure (Zaenen 2023 [this
volume]): Contrastive focus in Germanic languages, for example, can be
indicated by the use of an accent with a notably larger pitch span compared
to the other accents of the clause (see, e.g., Féry 2020).

3The Autosegmental-Metrical/Tone and Break Indices framework (AM/ToBI) (Pierrehumbert
1980, Silverman et al. 1992, Beckman et al. 2005) is a generally adopted set of conventions to
describe tonal events in the intonational contour. Break indices, which indicate the strength
of a break between words, are not further discussed in this chapter.
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• Boundary tones (H% and L%) are only associated with phrase edges of
larger prosodic units, most often the intonational phrase boundary. They
can, for example, signal the difference between a question and a statement
with identical linear word order by means of rising or falling final phrase
boundary tones.

• Phrase accents (H- and L-) are situated between a pitch accent and a bound-
ary tone. They are often related to the edge of a prosodic domain below
the intonational phrase, but there is some variation (see the discussion in
Grice et al. 2000). They can significantly contribute to the disambiguation
of syntactically ambiguous structures.

While these conventions are adopted by the vast majority of the field, propos-
als with a more fine-grained understanding of tonal events in combination with,
for example, a distinct level of prominence (which is essential for the interpreta-
tion of focus type), have recently been developed (e.g., DIMA: Kügler et al. 2019).
Whether these proposals allow for a more thorough interpretation of prosody
and meaning is subject to future research.

Both areas, prosodic constituency and intonation, are deeply intertwined with
each other, and are also closely associated with segmental phonology, in that
phonological processes (e.g., resyllabification) may be constrained to a particu-
lar prosodic domain (e.g., the phonological phrase), or the quality of a vowel may
change if it is associated with a pitch accent. Segmental and suprasegmental pros-
ody both are part of lexical and postlexical phonology. Prosodic constituency
and (lexical) stress are also part of a word’s lexical entry, as is the knowledge
about prosodically deficient clitics, while segmental phenomena frequently also
occur between two words and hence are not restricted to the lexicon. As a con-
sequence, p-structure should not only represent prosodic structure, but should
rather include lexical and postlexical segmental and suprasegmental phonology
(cf. fn 1).

Phonetics can be viewed as the physical translation of phonology into a con-
crete speech signal (and vice versa), which is reflected in the close relationship
between prosodic terms like pitch, length, or loudness, and phonetic terms like
fundamental frequency, duration, and intensity (see Kingston 2019 for a detailed
discussion). Phonetics has not been in the focus of the proposals made in LFG,
although initial approaches towards its integration have been undertaken (see
Butt et al. 2020, Bögel 2020; also Section 4.5).

It is clear that prosodic structure is governed by p-structure internal principles
and constraints, and that, for example, rhythm and the prosodic status of words
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(prosodic words vs. prosodically deficient clitics) can determine the formation of
prosodic domains. It is, however, equally assumed that prosody is influenced by
syntactic structure and discourse-related aspects like the differentiation between
new and given information and the expression of different focus-types (Zaenen
2023 [this volume]). Furthermore, ‘extralinguistic’ factors such as speaking rate
or frequency effects can affect p-structure.4 The exact influence of these and
other factors on prosody is far from being fully explored. As the vast majority of
research (within and outside of LFG) has focussed on the exploration of the rela-
tionship between syntax and prosody, the major approaches to this interface are
briefly introduced here, before turning to the role of p-structure and the different
proposals to prosody and its interfaces in LFG.

2.2 Theories of the prosody-syntax interface

The literature on how the syntactic and the prosodic modules interact can be
roughly divided into two major camps: direct reference and indirect reference
(see Bennett & Elfner 2019 for a detailed discussion of each approach). The direct
reference approach proposes that phonological rules and groupings can directly
be conditioned on syntactic relations or properties, e.g., on c-command, sister re-
lations, or ‘head’ status, without the intervention of a separate prosodic structure
(e.g., Kaisse 1985; see Elordieta 2008 for an overview). As LFG assumes a modu-
lar view of grammar and none of the LFG approaches propose the (non-modular)
direct reference approach, this chapter will not further discuss this particular ap-
proach to the interface.

The other school of thought pursues the indirect reference approach, which
assumes that syntactic structure is first mapped to prosodic domains as shown
in (1). Phonological rules are then conditioned based on these prosodic domains
(e.g., Hayes & Lahiri 1991). Prominent proposals include the end-based approach
(Selkirk 1986, Chen 1987) which assumes that the mapping algorithm is restricted
to the edges of syntactic heads and maximal projections. In the abstract example
in Figure 1, each syntactic head receives a prosodic word boundary and each XP
receives a phonological phrase boundary at its right edge. As all XPs align at
their right edge, only one phonological phrase boundary is included.5 Function
words (‘fw’) are excluded from the mapping algorithm.

4See Shattuck-Hufnagel & Turk (1996) for a thorough discussion of different constraints on
prosody.

5Whether the right or the left edge is aligned seems to be subject to language-specific con-
straints.
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NP

fw

...

...
(𝜑(𝜔 ...

N

... )𝜔
...
...

PP

fw

...

...
(𝜔 ...

NP

N

... )𝜔

... )𝜑
...

⇒ prosodic words (𝜔)⇒ phonological phrase (𝜑)⇒ ‘closing’ algorithm

Figure 1: The end-based approach (Selkirk 1986: 387, shortened and
modified)

All prosodic domains in this example are ‘closed’ by assuming an automatic inser-
tion of a left boundary with the neighbouring right boundaries or at the edges
of the whole construction. This effectively groups all function words together
with their corresponding syntactic heads into prosodic words and places both
prosodic words within the phonological phrase: (𝜑(𝜔fw N)𝜔(𝜔fw N)𝜔)𝜑 .

The end-based approach has been reformulated as a generalized alignment
constraint in Optimality Theory (OT; McCarthy & Prince 1993, Prince & Smolen-
sky 2004) and is generally represented in this format, for example as Align-XP-
R(ight): Align (XP, R; 𝜑, R)6 (Selkirk 1995).

In later work, Selkirk (2009, 2011) introduced match theory (which has ances-
tors in, e.g., Ladd 1986). In contrast to the previous end-based approach, match
theory assumes that both edges of a syntactic constituent are simultaneously
matched to a prosodic constituent.

• match-clause: A clause in syntactic constituent structure must be
matched by a corresponding intonational phrase (𝜄) in prosodic constituent
structure: match (clause, 𝜄)

• match-phrase: A phrase in syntactic constituent structure must be
matched by a corresponding phonological phrase (𝜑) in prosodic con-
stituent structure: match (xp, 𝜑)

6Read as: “Align the right edge of an XP with the right edge of a phonological phrase/𝜑”.
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• match-word: A (lexical) word in syntactic constituent structure must be
matched by a corresponding prosodic word (𝜔) in prosodic constituent
structure: match (lex-word, 𝜔) (Selkirk 2011: 439, modified)

Match theory reflects the syntactic structure in much more detail; in particular
(and in contrast to the end-based approach) it predicts recursion, as syntactically
nested XPs will be phrased as recursive structures in prosodic constituency. The
(modified) example in (3) from Selkirk (2011) illustrates this point for a transitive
verb phrase.

(3) Different mapping approaches for a transitive verb phrase
VP

NP1 NP2 V

Align-L(eft): (NP1)𝜑 (NP2 V)𝜑
Match-phrase: ((NP1)𝜑(NP2)𝜑 V)𝜑

In (3), each VP/NP receives a preceding left phonological phrase boundary in
the end-based approach (Align-L). The 𝜑-boundary for NP1 is identical with the
boundary for the VP. The right boundary for NP1 is placed (‘closed’) before NP2,
and the second right 𝜑-boundary is placed after V, which does not receive any
boundaries by itself. The first phonological phrase thus contains NP1 and the
second phonological phrase groups the verb together with NP2. In contrast, the
match algorithm maps each XP (NP1, NP2, and VP) into a phonological phrase,
thus creating a recursive structure.

Besides these two major schools of direct and indirect reference, a third pro-
posal with regard to the formation of prosodic structure has been adopted into
the LFG community as well (most prominently in Dalrymple & Mycock 2011,
Mycock & Lowe 2013, and subsequent work), which will be called the paral-
lel approach in this chapter. The main motivation for the parallel approach is
the frequently observed non-isomorphism between syntactic and prosodic con-
stituency as illustrated in example (4).

(4) Syntactic Phrasing:
Phonological Phrasing:

[Drink
(Drink

[[a
a)

pint]
(pint

[of
a)

milk]]
(milk

[a
a)

day]]
(day)

(Lahiri & Plank 2010: 376, modified)

This frequent mismatch seemingly rules out any approaches which map syn-
tactic constituents to prosodic domains, but suggests that prosodic structure is
built up on prosodic principles alone. Based on observations of rhythmic pat-
terns (e.g., Sweet 1904), Lahiri & Plank (2010) assume the trochaic foot (X –)
to be the determining element for the creation of prosodic structure in English,
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with the stressed syllable as the initial element of each prosodic chunk. Lahiri
and Plank discuss this approach to prosodic phrasing with respect to a number
of diachronic and synchronic examples which support the assumption that func-
tion words are frequently grouped together with preceding strong syllables (as in
example 4) and not necessarily with the following syntactic head (as suggested
in Figure 1).

However, while the parallel approach provides a suggestion for the creation
of the lower prosodic domains (foot and prosodic word structure), no suggestion
is made for the formation of the higher domains (phonological phrase and into-
national phrase); nor do Lahiri and Plank explicitly exclude the influence from
other modules of grammar. Furthermore, it has long been part of the indirect
reference tradition that it is “crucially [...] not the case that all syntactic bound-
aries of a certain type must correspond to prosodic boundaries of a given type
and vice versa” (Frota 2012: 256). Most researchers assume “prosodic restructur-
ing” (Nespor & Vogel 1986: 172) based on, for example, the type of word (function
word vs. lexical word), the size of the phonological phrase, or the amount of re-
cursive nesting.7 The indirect reference approaches thus do not take prosodic
constituency to be a simple derivative of syntax, but assume that prosodic struc-
ture is also formed by means of syntax-independent constraints, among them
the rhythmic constraints proposed by the parallel approach.

The difference between these two approaches to prosody and its interfaces
necessarily reflects two distinct views of grammar in general. As both directions
have been pursued in the proposals made in LFG, the following section briefly
discusses how prosodic structure is integrated into the overall grammar archi-
tecture and how the indirect reference approach and the parallel approach differ
with respect to the communication at the interfaces.

3 Prosody in LFG’s grammar architecture

Several proposals have been made with respect to LFG’s grammar architecture
(see also Belyaev 2023b [this volume]) and a closer discussion of the different
approaches to prosody and its interfaces presented in this chapter provides in-
teresting insights into the positioning of the different modules on the one hand,
and a general understanding of grammar on the other hand.

Prosodic structure is especially interesting as it is usually taken to represent
form and is thus placed at one ‘end’ of the form-meaning relationship as, for

7For prosodic restructuring mechanisms/‘prosodic markedness constraints’ as expressed in Op-
timality Theory, see Selkirk (2011: 468ff) for an overview.
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example, discussed in Kaplan (1987: 362). In Kaplan’s original proposal, shown
in Figure 2, p-structure was not yet part of the grammar architecture; instead,
the (word) string was taken to be the external form of the sentence. This is also
reflected in Asudeh (2009: 110), where the string is understood as a ‘representa-
tion of linear phonology’ and as the center of the syntax–phonology interface, a
proposal that has concretely been pursued in the approaches of Bögel et al. (2009,
2010), Dalrymple & Mycock (2011), and Mycock & Lowe (2013) (see Section 4).

string

form

c-structure f-structure s-structure

meaning𝜋 𝜙 𝜎
Figure 2: (Simplified) form-meaning relationship in Kaplan (1987: 362)

Proposals in the wider literature have assumed a slightly more complex repre-
sentation of form. Very early, Selkirk (1984) proposed that syntactic structure is
first mapped to a phonological (including prosodic) representation, which is then
further processed by means of phonological rules and constraints before being
mapped to a phonetic representation. In this model the string is not placed be-
tween the syntactic and the phonological module, but is the output of the phono-
logical and the phonetic modules. Such a model is very much in line with psy-
cholinguistic models of speech production and comprehension, e.g., as found in
Levelt (1999) and in Jackendoff’s (2002) work on Parallel Grammar; see Varaschin
2023 [this volume].

(form) (meaning)

comprehension Hearing Lexicon

Phonology Semantics Thought

production Speaking Syntax

Figure 3: The language processor (cf. Jackendoff 2002: 197, modified)

The model in Figure 3 states clearly what is only implicitly expressed in theo-
retical LFG:8 The different modules, placed between form and meaning, assume
a certain directionality, generally termed as ‘comprehension’ (parsing) and ‘pro-
duction’ (generation) in the wider literature. This is seemingly in conflict with

8For example, in Figure 2 by means of arrows, and more explicitly in the pipeline architectures
of the numerous computational LFG grammar implementations (see Forst & King 2023 [this
volume]).

788



17 Prosody and its interfaces

the assumption that the different modules exist in ‘parallel’ in LFG (Dalrymple
et al. 2019: 265); however, as Jackendoff explicitly remarks, this is not necessarily
a hindrance:

P[arallel] A[rchitecture] is nondirectional, but its constraints can be imple-
mented in any order suited to particular processing tasks. (Jackendoff 2009:
589)

‘Parallel’ under this approach refers to the general understanding that each mod-
ule is subject to its own principles and constraints (= modularity). It does not
mean that each component builds a completely isolated structure which then
has to be aligned to the output of other modules. Instead, the individual con-
straints should be adjusted to the processing task at hand (which is either from
form to meaning (comprehension/parsing) or from meaning to form (produc-
tion/generation)).

While this distinction might not carry much weight if a linguistic analysis
is provided within one module of grammar (e.g., a syntactic phenomenon), it is
crucial when modelling constraints at an interface, as the involvement of two (or
more) modules always involves a ‘direction’. The assumptions made by Selkirk
above, for example, are made from the perspective of production, while the ar-
chitecture proposed by Kaplan in Figure 2 (and in general the vast majority of
LFG-related linguistic analyses) is made from the comprehension perspective.
The acknowledgement of this bidirectionality as made explicit in Figure 3 is fun-
damental for the discussion of any interfaces between different modules, and
thus essential for the proposals on the integration of prosody and its interfaces
into LFG.

Models which follow the parallel approach to prosody and its interfaces as
detailed in Section 2.2 by assuming that modules are built up independently of
each other and that their output is matched for the best alignment at each inter-
face might seemingly be in line with the concept of modules existing in parallel.
However, suchmodels are not built to reflect the processing of a given speech sig-
nal to understand its meaning (→ comprehension), or the production of a signal
expressing a specific thought (→ production).

4 LFG approaches to prosody and its interfaces

With respect to prosody and its interfaces, both the indirect reference and the
parallel approach have been explored within the LFG community, mostly with a
directional perspective. As these proposals frequently influence each other and
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furthermore represent very different views of grammar, the following section
provides a chronological overview of the different approaches with a specific
focus on the architectural assumptions behind each proposal.

4.1 From c-structure to p-structure: Butt & King (1998)

Butt & King (1998) were the first to introduce a discussion of the syntax-prosody
interface and p-structure to LFG. They assumed a mutually constraining model
where d(iscourse)- and p-structure are projected off c-structure (in parallel to
f-structure), as shown in Figure 4.

p-structure phonology

string c-structure f-structure s-structure

d-structure

Figure 4: Grammar architecture according to Butt & King (1998: modi-
fied)

Under this approach, c-structure is a pivot point between d- and p-structure.9

P(rosdic)-structure is viewed as an intermediate between c-structure and the
phonological component itself which also contains postlexical phonological rules.

Based on work by Hayes & Lahiri (1991), Butt and King focus on syntactically
ambiguous sentences in Bengali, such as example (5).

(5) ami
I

bHut
ghost

dekH-l-am
see-pst-1sg

a. ‘I was startled’ (idiomatic)
b. ‘I saw a ghost.’ (transitive)

Following findings discussed in Hayes and Lahiri, Butt and King assume that
prosody can be applied to differentiate between the idiomatic and the transi-
tive interpretation. For Bengali, the assumption for the syntactic-prosodic con-
stituent mapping is that every clause is mapped to an Intonational Phrase (𝜄, IntP),

9In contrast to this chapter which takes prosody to be part of phonology (see footnote 1), Butt
and King differentiate between a p(rosodic)-structure and a phonological component.
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every NP to a Phonological Phrase (𝜑, PhP), and every main V or complex predi-
cate is phrased separately. Figure 5 shows the c-structures for (5) and the phras-
ing possibilities for bHut dekHlamwhich consist of separate phonological phrases
in the transitive, and a single phonological phrase in the idiomatic reading.

Basic Transitive

S

NP

PRON
ami

VP

NP

N
bHut
( )𝜑

V′
V

dekHlam
( )𝜑

Idiomatic Reading

S

NP

PRON
ami

VP

V′
N

bHut
( )𝜑

V
dekHlam
( )𝜑

Figure 5: Two c-structure analyses for example (5), Butt and King (1998,
modified)

Butt & King (1998) represent p-structure as an AVM structure based on the pro-
sodic hierarchy as shown in (1) above. The AVM structure allows for the inclusion
ofmore detailed information beyond the prosodic domain and the p(honological)-
form, such as pitch accents or boundary tones. Butt and King also discuss the lin-
earity issue given with any AVM approach. In order to apply phonological and
phonetic processes, it is necessary to preserve the linear order of the string. For a
possible solution to this issue, Butt and King point towards projection precedence
(Zaenen & Kaplan 1995), which arranges the attributes in p-structure similarly
to the string.

Figure 6 shows the prosodic structure of the idiomatic reading in (5), where
bHut and dekHlam are phrased into one phonological phrase (dom(ain): p-
phrase).

The AVM includes all the information in the tree structure and the additional
information known about the tones in the language, for example, that in a neutral
(non-phonological) focus construction, a high tone is associated with the left p-
word in the rightmost p-phrase and the whole clause receives a low boundary
tone. This information is stored in the AVM (tone high), but the final association
of the hight tone with the correct p-form (and the correct syllable in this p-form)
is left to the phonological component itself. The reason is that the final p-phrase
can only be identified once prosodic phrasing is complete and that the placement

791



Tina Bögel

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dom intonational-phrase{[dom p-phrase{[dom p-word
p-form ami ]}]}⎧⎪⎨⎪⎩

⎡⎢⎢⎢⎢⎣
dom p-phrase⎧⎪⎨⎪⎩

[dom p-word
p-form bHut ][dom p-word
p-form dekHlam]

⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎦
⎫⎪⎬⎪⎭

tone high
bnd-tone low

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 6: Prosodic structure relating to the idiomatic reading in exam-
ple (5), neutral focus

of the pitch accent on the correct syllable is solely depending on the phonological
structure of the word itself.

Contrastive focus, on the other hand, is indicated by a low pitch accent and
a high (intermediate) boundary tone at the level of the phonological phrase, as
shown in Figure 7. As the target of the contrastive focus is determined by gram-
mar (here d(iscourse)-structure), the associated pitch accent and boundary tone
can be mapped to p-structure together with their domain.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dom intonational-phrase{[dom p-phrase{[dom p-word
p-form ami ]}]}⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎣

dom p-phrase
tone high⎧⎪⎨⎪⎩

[dom p-word
tone low
p-form bHut

]
[dom p-word
p-form dekHlam]

⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭

bnd-tone low

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 7: Prosodic structure relating to the idiomatic reading in exam-
ple (5), contrastive focus

792



17 Prosody and its interfaces

Butt and King determine the tone distribution by using c-structure as a pivot
between d-structure and p-structure, as shown in (6).10

(6) (↓𝑑 focus-type) =𝑐 contrastive
(↑𝑝 tone) = high → phrasal high
(↓𝑝 tone) = low → local low

The approach proposed by Butt & King (1998) was later taken up in Bögel et
al. (2008) in their analysis of Urdu ezafe. In the ezafe construction in (7), the
ezafe clitic is syntactically grouped with the following modifying noun, but is
prosodically attached to the previous head noun.

(7) sher=e
lion=Ez

panjAb
Punjab

‘a/the lion of Punjab’

Syntactic Phrasing: [[sher] [e panjAb]]
Prosodic Phrasing: ((sher e) panjAb)

Example (7) shows a typical mismatch between syntactic and prosodic structure,
which is difficult to account for if prosodic constituency is directly based on syn-
tactic constituency. The solution proposed in Bögel et al. (2008) integrates the
ezafe clitic (cl-form) into the phonological phrase using a number of bookkeep-
ing features to make sure an ezafe clitic is present, as shown in Figure 8.

NPez′ ⟶ N: (↑𝑝 dom) = p-word
(↓𝑝 p-form) = sher
(↓𝑝 cl-form) = ezafe
(↑ check ezafe) =𝑐 +

ezafe: (↑ check ezafe) = +

⎡⎢⎢⎢⎢⎢⎢⎣

dom p-phrase{[dom p-word{[p-form sher
cl-form ezafe]}]}{[dom p-word{[p-form panjAb]}]}

⎤⎥⎥⎥⎥⎥⎥⎦
Figure 8: (Reduced) ezafe rule and the resulting p-structure in Bögel
et al. (2008)

This approach is not entirely satisfactory. For one, in this approach it is actu-
ally the noun which is ‘checking’ for a following clitic, instead of the clitic ‘ask-
ing’ to be grouped with a preceding prosodic host. Furthermore, this approach
does not allow for a language-specific expression of prosodic principles, e.g.,

10For the interested reader: Focus in Bengali can also be signalled by the clitic -o. Following
Lahiri & Fitzpatrick-Cole (1999), Butt and King assume a lexical high tone which is introduced
onto the prosodic word with the clitic’s lexical specifications.
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the general integration of enclitics into the preceding prosodic domain, and of
proclitics into the following prosodic domain. Instead, individual specifications
have to be created for each clitic. This is not only unintuitive, but also does not
allow for any predictions to be made about prosodic structure in general.

Summing up, Butt and King make a first proposal to include prosodic informa-
tion into LFG and show how this can interact with d- and c-structure. In contrast
to Hayes & Lahiri’s (1991) original approach (and in contrast to the claim made
in Dalrymple et al. 2019), their model does not permit the direct reference of
phonological restructuring rules to relations internal to syntactic structure (e.g.,
to ‘right sister’ or modifier-head-constructions), but provides an indirect, modu-
lar approach to the interface.

Butt and King distinguish between two structures: p-structure and the phono-
logical component. P-structure only includes the information that is pre-deter-
mined by other modules of grammar, e.g., pitch patterns introduced by differ-
ent sentence types and focus, and prosodic constituency based on syntactic con-
stituency. This information serves as input to the phonological component (not
further defined in their paper) and its inherent rules and constraints, which in-
clude prosodic restructuring, or the placement of pitch accents on the correct
syllables within the right domains. This directional analysis from c-structure to
p-structure to phonology reflects part of the production process in Figure 3. How-
ever, Butt and King’s model (as shown in Figure 4) is generally not in line with
the architectural assumptions made in Figure 2 and Figure 3 in that the string
is not the representative of form: neither is the string equal to the phonological
output nor is it closely associated with the phonological module. Without this
connection, it is unclear how the string could be realised in terms of a (physical)
speech signal.

4.2 Prosody and i-structure: O’Connor (2005)

In his thesis, O’Connor (2005) discusses the interface between prosody and in-
formation structure. O’Connor (2005) assumes a bidirectional approach, which
distinguishes between a ‘hearer-based’ and a ‘speaker-based’ approach. He ex-
plicitly focusses only on the hearer-based direction (from p- to d-structure →
comprehension) and leaves the speaker-based direction (from d- to p-structure→ production) to further research.

O’Connor’s approach is based on the AM/ToBI framework (see Section 2.1),
but the description of accents is restricted to High and Low tones only.11 He is

11O’Connor does not distinguish between different types of pitch accents and how these may
relate to specific i-structure categories, e.g., the distinction between broad and narrow focus
based on different pitch patterns (a.o., Baumann et al. 2007).
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mostly concerned with utterances where a difference in meaning is expressed
solely by means of prosodic emphasis (expressed by capital letters in example
(8)).

(8) a. He rode [a green DRAGON]foc .
b. He rode a [GREEN]foc dragon.

The two propositions have a different information structure. Example (8a) can
be the answer for a question with a broad focus (e.g., Did he ride a green dragon
or a thestral?), while example (8b) is more likely to be the (contrastive) answer
to a question like Did he ride a green dragon or a blue dragon?

In his proposal, O’Connor assigns a central role to i-structure. As the AM/
ToBI system is not concerned with the influence of syntactic structure on pros-
ody, O’Connor assumes that prosody and i-structure can be related to each other
without syntactic mediation, as shown in Figure 9.12

p-structure

d-structure i-structure c-structure
lexicon/morphology

Figure 9: Architecture proposed in O’Connor (2005: Fig 6.3, 142, modi-
fied)

Following the general idea behind autosegmental approaches (Goldsmith 1976),
O’Connor pursues the idea of a representation of tonal information indepen-
dent from the segmental/phonemic representation. He proposes that p-structure
should be represented by a hierarchical constituent structure (thus paralleling
c-structure). Via so-called ‘tune structure rules’ like the ones in (9), a tree-like
structure is created to represent intonation where the terminal nodes correspond
to underspecified tonal events: t∗ represents a pitch accent, t− a phrase accent,
and t% a boundary tone.

(9) n ≥ 1
a. Tune𝐼 𝑃 → tune𝑛𝑖𝑝 t%
b. tune𝑖𝑝 → t∗𝑛 t−

12O’Connor does not completely exclude the influence of c-structure on prosody, but only ac-
knowledges a relevance of the linear and hierarchical syntactic structure of the clause for the
length of the transition between tonal events and the alignment of the pitch in general.
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As a result, each prosodic tree constructed on the basis of these rules has four
obligatory nodes: the prosodic ‘intermediate phrase’ (tune𝑖𝑝) consists of a nuclear
accent t* and a phrase accent t− while the prosodic ‘intonational phrase’ (tune𝐼 𝑃 )
consists of at least one intermediate phrase and a boundary accent t%. For exam-
ple (5) (see also Figure 5, basic transitive) from Butt & King (1998), O’Connor
proposes the p-structure in Figure 10.

TUNEIP

tuneip t%

t* t−

H* t− L%

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

[[ami bHut dekHlam ]ip ]IP

Figure 10: O’Connor’s p-structure as applied to example (5) from Butt
& King (1998)

The tree representation is mainly concerned with the organisation of tonal
events; the material below the dashed line includes the orthographic tier and the
prosodic domain information in the form of bracketing.13

O’Connor emphasises the point that under his approach, the association of the
High tone is not left to a further phonological component as proposed in Butt
& King (1998) and discussed above in Section 4.1. It is however not quite clear
how the High tone is associated with the correct string sequence in O’Connor’s
approach, as no formal alignment of string and pitch (i.e., c-structure and p-
structure) is established in his thesis. Indeed, in the data provided by Butt and
King, the High tone should be assigned to the ‘leftmost’ prosodic word in the
‘rightmost’ phonological phrase. As O’Connor collapses all three phonological
phrases proposed by Butt and King under one tune𝑖𝑝 , it is not clear how the
association of the High tone with the correct word can be ensured.

With respect to i-structure, O’Connor assumes that categories like focus and
topic are organised linearly in an utterance, and assigns each to one tune𝑖𝑝 , as
shown in (10). If there are not enough tunes, then the assumption is that there is
no topic correspondent.

13AsO’Connor’s (2005) main focus is on the relation between intonation and discourse functions,
the encoding of further prosodic/phonological information, e.g., syllable structure, or lexical
stress, is not further discussed in his thesis.
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(10) Tune𝐼 𝑃 ⟶ tune𝑖𝑝↓ ∈ {↑𝑑 topic}
tune𝑖𝑝↓ ∈ {↑𝑑 focus}

t%

As O’Connor notes, there are a number of cases where the proposed association
of i-structure categories and tunes does not work. Sentences like ‘It broke.’ will
only have one tune, indicating a focus. However, in i-structural terms, It is a
topic. This mismatch between tunes and i-structure roles is discussed (O’Connor
2005: 161), but not resolved.

In conclusion, O’Connor’s indirect, directional approach to the relationship
between prosody and i-structure suggests an alternative to the syntactocentric
view proposed in Butt & King (1998). However, there are a number of outstanding
questions. Besides the incomplete association of i-structure categories to tune-
structure rules just discussed, there is also the fundamentally important question
as to how tonal events can be associated with their targets without reference to
the morphosyntactic string, or how common phenomena, e.g., the (syntactic)
scope of a prosodically expressed focus, can be determined without reference
to syntactic constituency. The missing association of p-structure, string, and c-
structure, and other unresolved questions thus only allow for an analysis of a
more descriptive nature.

4.3 The string as an interface between c- and p-structure: Bögel et al.
(2009, 2010)

Based on the realisation that the frequent misalignment of prosodic and syntactic
constituents would seriously complicate previously established prosody-syntax
mapping algorithms, Bögel et al. (2009) pick up on the notion of the parallel ap-
proach discussed in Section 2.2. The underlying assumption is that the prosodic
component operates independently of syntax and that the two components are
not related via LFG’s projection architecture. To account for the cases where syn-
tax is influenced by prosody, Bögel et al. (2009) assume a directional ‘pipeline’
architecture (from the comprehension perspective): First, an independent pro-
sodic component interprets various phonological properties thus establishing
the boundaries of prosodic units. This information on prosodic constituency is
then made available to syntax by inserting prosodic bracketing features into the
terminal string of c-structure.14

Bögel et al. (2009) discuss a number of different phenomena, among themUrdu
ezafe (Bögel et al. 2008: see Section 4.1). They extend the c-structure rules by

14Under this approach, the string has a central role as it includes information from both the
syntactic and the prosodic component (similar to the understanding of the string in Asudeh
2009: 110 as a ‘linear representation of phonology’).

797



Tina Bögel

adding left and right prosodic brackets (‘lexical categories’ RB and LB) which
reflect prosodic constituency.

(11) a. EzP ⟶ EZ RB N

b. NPez′ ⟶ LB […] N

The inclusion of brackets greatly simplifies the rule originally used in Bögel et
al. (2008: Figure 10) where a number of check-features were applied to control
for an ezafe clitic following the head noun. The resulting c-structure representa-
tion, shown in Figure 11, allows for the depiction of the misalignment between
syntactic and prosodic structure.

NP

LB
(

NPez

NPez′
LB
(

N
sher

EzP

EZ
e

RB
)

N
panjAb

RB
)

Figure 11: Urdu ezafe analysis as proposed in Bögel et al. (2009)

Another aspect discussed in Bögel et al. (2009) is the prosodic resolution of syn-
tactically ambiguous structures. Consider the following example, where old can
either modify only the first noun ((12a)) or scope over the whole coordination
((12b)). Each possibility is accompanied by a distinct prosodic grouping.

(12) a. [old men]
(old men)

and
and

[women]
(women)

b. [old
(old

[men
(men

and
and

women]]
women))

The paper postulates a ‘Principle of Prosodic Preference’, according to which the
syntactic component disprefers syntactic structures whose constituent bound-
aries do not coincide with prosodic boundaries. For the implementation, Bögel
et al. (2009) use a metarule, which systematically transforms the rules of the
syntactic component. In the following metarule, CAT is a nonterminal category,
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and RHS denotes the regular language over categories which are annotated with
co-describing constraints.

(13) CAT ⟶ RHS

In Bögel et al.’s metarule in (14), the top part of the rule will match a (recursive)
sequence of CAT surrounded by prosodic brackets (LB and RB). The bottom part
will match the RHS regular expression if all occurrences of LB or RB are ignored,
thus preventing the inserted prosodic brackets from ruling out a valid syntactic
analysis.15

(14) CAT → LB CAT RB
| RHS / [ LB | RB ]

Disprefer

The Principle of Prosodic Preference is enforced via the ‘Disprefer’ optimality
mark,16 which assigns a dispreference mark to the construction every time the
bottom part of the metarule in (14) is applied. In the case of several possible
syntactic analyses (as in (12)), this extension effectively ranks the analyses: The
top half of the rule only applies if the prosodic brackets match the syntactic
structure, while the syntactic analyses with no matching prosodic brackets will
be parsed by the bottom half of the rule, but will receive a ‘Disprefer’ mark. This
allows for constructions with matching prosodic and syntactic brackets to be
preferred, while constructions with non-matching brackets will only be valid if
a preferred solution (with matching brackets) is not available.

This first approach to the interface was extended in Bögel et al. (2010) which
discusses second position (2P) clitics in Russian and Serbian/Croation/Bosnian
(SCB). It is concernedwith examples like (15), where a clitic cluster (CCL) disrupts
the NP Taj čovek.

(15) [Taj
that

joj
her

ga
it

je
aux

čovek]
man

poklonio.
presented

‘That man presented her with it.’ (Schütze 1994)

These clitics appear in the second position after a first prosodic word without
regard to syntactic requirements ((16)).

15The ‘Ignore operator’ / was first introduced in Kaplan & Kay (1994).
16See Forst & King 2023: section 1.5 [this volume] for a description of optimality marks and
relevant references.
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(16) (((Taj)𝜔
That

(joj
her

ga
it

je)𝑐𝑙 )𝜔
aux

(čovek)𝜔)𝜑
man

(poklonio)𝜑
presented

‘That man presented her with it.’

Such a structure is problematic for traditional LFG accounts, because it is difficult
to account for the clitics’ appearance within an NP and to furthermore retrieve
the clitics’ functional contribution to the clausal f-structure. With a purely syn-
tactic account, this information is locked into the NP’s f-structure.

Bögel et al. (2010) resolve this issue by assuming a shared responsibility be-
tween the syntactic and the prosodic component:While the syntactic component
ensures the availability of the functional information by placing the clitic in the
(linear) first position, the prosodic component ensures the correct position of the
clitics within the clause and places the clitics following the first prosodic word.
This prosodic repair mechanism has been shown to apply crosslinguistically and
was dubbed ‘prosodic inversion’ by Halpern (1995).17

In order for the clitic to appear in the correct syntactic position, Bögel et al.
(2010) define the rule in (17), where RHS𝑆 denotes the possible expansion of the
clausal S node with left and right brackets (as discussed above). LB𝑆 is a pre-
terminal node that marks the left edge of a clause and allows syntactic/prosodic
constraints to be aligned with respect to clause boundaries. CCL can optionally
appear as a prefix to the S expansion; the ↑=↓ annotation ensures the processing
of the clitics’ clause-level functional information.

(17) S ⟶ LB𝑆 (CCL)↑=↓ RHS𝑆
To account for the prosodic placement, Bögel et al. (2010) distinguish between
a prosodic and a syntactic (c-structure terminal) string which includes the lex-
ical formatives discussed above. The interface between these (usually aligned)
strings is a regular relation, where the syntactic string is the ‘upper language’
and the prosodic string is represented by the ‘lower language’. In the simplified
illustration in (18), the upper language/syntactic string clitic sequence (CS:0) im-
mediately following the clause boundary (𝑆 is placed after the first prosodic word𝜔 in the prosodic string in the lower language/prosodic string (0:CS).

(18) s(yntactic)-string (‘upper’): (𝑆 CS 𝜔 0

p(rosodic)-string (‘lower’): (𝑆 0 𝜔 CS

17For further work in LFG, see an account of prosodically determined second position clitics in
Vafsi in Bögel et al. (2018).
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The regular relation has the effect that strings with syntactically clause-initial
clitic sequences are related to strings where those clusters appear on the other
side of an adjacent prosodic word. The sentence-initial position allows for the
functional information to be made available to syntax, but violates the prosod-
ically dependent clitic’s need for a preceding host. The second position in the
prosodic string satisfies this prosodic constraint in that the clitic is placed fol-
lowing a valid prosodic host.

S

CCL NP VP

LBS CL CL CL D N V

s-string: (S joj ga je taj čovek poklonio

p-string: (S taj joj ga je čovek poklonio

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘present〈subj,obj,obj2〉’

subj
⎡⎢⎢⎢⎣
pred ‘man’
pers 3je
num sgje
spec that

⎤⎥⎥⎥⎦
obj𝑔𝑎 ⎡⎢⎢⎢⎣

pred ‘pro’
pers 3
num sg
gend masc

⎤⎥⎥⎥⎦𝑔𝑎
obj2joj

⎡⎢⎢⎢⎣
pred ‘pro’
pers 3
num sg
gend fem

⎤⎥⎥⎥⎦joj
tense pastje

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 12: 2P clitics and the syntax-prosody interface (Bögel et al. 2010:
13)

In conclusion, Bögel et al. (2009) set up a directional architecture where they
assume an independent prosodic component to process information related to
prosody. Information on prosodic constituency is only entered into the terminal
syntactic string in the form of lexical formatives, that is, the approach pursues a
softer version of the parallel approach discussed above in Section 2.2. This allows
for an account of general prosody-syntax misalignment, but also for a prosodic
resolution of syntactically ambiguous structures. The approach was furthermore
extended to account for second position clitics as well.

There are also several problems with this approach. For one, no further pro-
sodic information can be transmitted via the string. However, information on
pitch patterns, accent types or other prosodic features can be crucial for a cor-
rect interpretation of meaning.

Another factor is the relatively coarse-grained representation of prosody. Pro-
sodic units can be relevant down to the syllable, a granularity that becomes
difficult to represent by interspersing brackets with the terminal c-structure
string. And finally, integrating the prosodic structures into the c-structure analy-
sis makes the representation not only difficult to process, but is also questionable
in terms of modularity.
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4.4 A stricly parallel approach: Dalrymple & Mycock (2011), Mycock
& Lowe (2013)

Dalrymple, Mycock, and Lowe base their approaches18 on the assumption that
the prosodic and the syntactic component are parallel but separate components,
which goes beyond the distinction between direct and indirect approaches to
prosody and its interfaces as briefly discussed in Section 2.2. In the parallel ap-
proach, syntactic structure has no influence on the formation of prosodic struc-
ture (and vice versa).19 Instead, each structure is built up independently: syntac-
tic structure as traditionally assumed, and prosodic structure based on rhythmic
principles, more specifically, the trochaic foot. In constrast, the indirect reference
approach assumes that rhythmic structure is only one factor among many which
contribute to the formation of prosodic structure.

The approach represents prosodic constituency in a tree-like structure, assum-
ing the constituents proposed by Selkirk (1995) (see Section 2.1). Similar to the
proposal made in Bögel et al. (2010), the interface between the syntactic and pro-
sodic components is the interface between a s(yntactic)-string and a p(honolog-
ical)-string. The “linguistic signal” (Dalrymple et al. (2019: 407), the nature of
which is not further defined) is parsed intominimal syntactic units in the s-string,
and into minimal prosodic units (i.e., syllables) in the p-string. A (very simpli-
fied) representation of the example sentence Anna was studying at the university
is shown in Figure 13 (see Figure 15 for a complete picture).

Figure 13 displays the syntactic component (s-string and c-structure) in the top
part. The bottom part represents p-structure: the p-string and the prosodic tree.
The p-string is parsed into syllables (but see below for further specifications)
which are grouped into prosodic words. Following Lahiri & Plank (2010), pro-
sodic structure is built based on rhythmic principles, specifically on the trochaic
foot (see Section 2.2). The representation omits the foot structure, but the un-
derlying formation algorithm is still visible in the fact that the left edge of each
prosodic word is placed with the syllable carrying primary stress in a lexical,
(syntactic) word; e.g., u.ni. (VER.si.ty)𝜔 . Function words and feet built on sec-
ondary stress (e.g., (ˌu.ni)𝑓 𝑡 ) seem to generally be phrased with the preceding

18The approach to the interface described in this section was developed in a number of works,
namely Mycock (2006), Dalrymple & Mycock (2011), Mycock & Lowe (2013) (see also Lowe
2016 and Jones 2016 for further discussion); the version described here is part of the prosody
chapter in Dalrymple et al. 2019.

19Dalrymple et al. (2019: 398) classify their approach as indirect reference. However, all indirect
reference approaches include syntactic structure as a main factor for building up prosodic
structure (mostly from the perspective of production). This is not the case here.
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(c-structure)
...

N I V P D N𝜋 𝜋 𝜋 𝜋 𝜋 𝜋
s-string: Anna was studying at the university

p-string: æ nə wəz stʌ di ɪŋ ət ðə ju nə vɜ: sə ti𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽
S S S S S S S S S S S S S

PW PW PW

PhP PhP PhP

IntP

Figure 13: Simplified interface for Anna was studying at the university
(Dalrymple et al. 2019: 408, showing only c-structure terminal nodes)

prosodic word.20 The following example shows the prosodic phrasing according
to a trochaic foot structure, with primarily stressed syllables in capital letters.

(19) (Anna was) (STUdying at the uni) (VERsity)

The formation of prosodic words based on rhythmic principles naturally leads
to regular mismatches between syntactic and prosodic units. However, the ap-
proach raises the question whether these units are indeed prosodic words or
whether they should rather be defined as phonological phrases. If these units are
prosodic words, then the question arises how phonological phrases are defined
under this approach. In Figure 13, each phonological phrase is identical with a
prosodic word, which is a crosslinguistically very unusual 1-1 relationship.21

20It would be interesting to see how this approach can be applied to cases where the first syllable
of a prosodic unit is unstressed as in a modified version of example (19),Anna or Ravi and Karla
... (Anna∨ (Ravi∧Karla)), where the prosodic boundary is realised directly afterAnna (Wagner
2010), while the rhythmic approach would predict the prosodic boundary to occur after or.

21See, for example, the family of BinMin-constraints, which require for a higher prosodic domain
to contain more than one unit of a lower prosodic domain (a.o., Ghini 1993, Inkelas & Zec 1995).
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Mycock & Lowe (2013) extend the string interface by assuming that the string-
units are not atomic but should rather be seen as feature bundles, represented as
AVMs. The relation between the two strings and their units is regulated through
information stored in the lexicon. While the lexical s(yntactic)-form contains
the traditional morphosyntactic information, the p(honological)-form contains
information on segments and syllable structure as well as the feature syllstress
which indicates the primary lexical stress position.

In addition to the lexical information, the feature structures at the interface
also include information on the edges of constituents in the respective modules.
These ‘edge features’ are necessary to allow for thematching of prosodic and syn-
tactic constituents, e.g., in order to prosodically disambiguate syntactically am-
biguous structures. Mycock and Lowe define a number of mechanisms to make
the edges available to the strings: ⇙ and ⇘ for the left and right edges of syntac-
tic nodes, and

⇝

and
⇝

for the left and right edges of prosodic nodes.22 Figure 14
shows the AVMs for the first syntactic and the first prosodic unit of example (19),
where the values of l(eft) and r(ight) consist of a set of syntactic and prosodic
nodes whose edges are represented by this particular form.

s-string unit Anna p-string unit æ⎡⎢⎢⎣
fm Anna
L {IP, NP, N}
R {NP, N} ⎤⎥⎥⎦

⎡⎢⎢⎢⎣
fm æ
syllstress P
L {IntP, PhP, PW}
R {}

⎤⎥⎥⎥⎦
Figure 14: Feature structure for first unit of the p-string and the s-string
(Dalrymple et al. 2019: 412)

At the interface, a “Principle of Interface Harmony” ensures that the best-match-
ing parses between the p-string and the s-string are preferred. Note, however,
that the approach does not explain how this preference is implemented.23

Furthermore, the question of which syntactic and prosodic constituent edges
should be matched, that is, which prosodic boundary type is important to syntax
and vice versa, is left for future research (Dalrymple et al. 2019: 419). This is
surprising, given the extensive existing literature on the topic, but in a sense it
is a necessary consequence of assuming strictly parallel modules as has been
discussed in Section 2.2.

22See Dalrymple et al. (2019) for the exact definitions.
23Lowe (2016) presents a possible implementation of the Principle of Interface Harmony using
additional formal power in form of OT contraints (see also Lowe & Belyaev 2015). A critical
discussion of this approach can be found in Bögel (2015: Ch.6).
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Apart from the interface to syntax, the string interface also serves as an inter-
face between prosody and semantics and i-structure.24 The semantics-prosody
interface is demonstrated by means of declaratives, where the intonational con-
tour distinguishes between declarative statements and questions. In order to
make the semantic information available at the string interface, the c-structure
receives a “label” PolarIntSem along with the meaning constructor [PolarInt].
Similar to the edge values, this label is handed down to the s-string where it is
placed in the rightmost AVM.

For the prosodic interpretation of a declarative question, information on pitch
is required. This information is included in the form of H and L pitch accents and
boundary tones.

Dalrymple et al. (2019) assume that in English declarative questions, a nuclear
L tone is associated with the stressed syllable of the first prosodic word in the
last phonological phrase, and an H boundary tone at the right edge of the Into-
national Phrase.25 Similar to O’Connor (2005) above (Section 4.2), they annotate
prosodic structure by means of prosodic phrase structure rules. In addition, a la-
bel PolarInt appears at the rightmost AVM of the p-string. The rule in (20) can
then be read as follows: In this phonological phrase, assign a nuclear tone L to
the leftmost syllable with primary stress (

⇝𝑠) and a right boundary tone to the
rightmost unit;26 if these constraints are satisfied, create a label PolarInt which
appears as a set member of the rightmost unit’s right edge.

(20) IntP ⟶ PhP* PhP
((
⇝𝑠 n_tone) = L)

(
⇝

rb_tone) = H ⇒
PolarInt ∈ (

⇝

r)

Figure 15 shows part of the full analysis for example (19), the PP at the university.
In addition to the edge features, both labels, PolarIntSem and PolarInt appear
at the right edge of the string interface. The Principle of Interface Harmony re-
quires both labels to co-occur for the overall structure to be grammatical, but the
matching process is not further detailed here.

24As the description of the interface to i-structure is similar to the one provided for the prosody-
semantics interface, the interested reader is referred to Dalrymple et al. (2019) for details.

25The prosodic expression of declarative questions in English shows much more variability than
assumed here, see, e.g., Gunlogson (2003) for discussion of different contours.

26The assignment of a right boundary tone here does not distinguish between ‘boundary tones’,
e.g. H%, which appear as boundary tones of intonational phrases, and ‘phrase accents’, e.g., H−,
which appear at the edges of phonological phrases. If both edges fall together, these tones form
combinations, e.g. H-H%, which can be crucial for an interpretation. The use of a boundary
tone with a phonological phrase unfortunately collapses this distinction.
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IP
IP ∈ (

⇒
L), IP ∈ (⇒ R)

I’
PolarIntSem ∈ (⇒ R)

[PolarInt]
I’ ∈ (

⇒
L), I’ ∈ (⇒ R)

VP
VP ∈ (

⇒
L), VP ∈ (⇒ R)

V’
V’ ∈ (

⇒
L), V’ ∈ (⇒ R)

PP
PP ∈ (

⇒
L), PP ∈ (⇒ R)

P’
P’ ∈ (

⇒
L), P’ ∈ (⇒ R)

NP
NP ∈ (

⇒
L), NP ∈ (⇒ R)

P D N’
P ∈ (

⇒
L), P ∈ (⇒ R) D ∈ (

⇒
L), D ∈ (⇒ R) N’ ∈ (

⇒
L), N’ ∈ (⇒ R)

N
π π N ∈ (

⇒
L), N ∈ (⇒ R)

π











FM at

L
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}

R
{

P
}
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L
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R
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D
}
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L
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L {}
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R
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}
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SYLLSTRESS P
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L
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PhP,PW
}
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FM s@

L {}

R {}



















FM ti

RB_TONE H

L {}

R
{

IntP,PhP,PW,PolarInt

}













β β β β β β β

S S S S S S S

PW PW
PW ∈ (

❀

L), PW ∈ (
❀

R) PW ∈ (
❀

L), PW ∈ (
❀

R)

PhP PhP
PhP ∈ (

❀

L), PhP ∈ (
❀

R) PhP ∈ (
❀

L), PhP ∈ (
❀

R)

IntP
IntP ∈ (

❀

L), IntP ∈ (
❀

R)

Figure 15: Analysis of the PP in the declarative question Anna was
studying at the university?
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In conclusion, the non-directional model proposed by Dalrymple et al. (2019)
pursues the idea of modularity in the extreme: the syntactic and the prosodic
component are taken to be completely independent structures which do not al-
low for any co-description mechanisms as commonly found in LFG (see Belyaev
2023a [this volume]). Instead, information about (at least) syntactic and prosodic
constituency, semantics, i-structure, and intonational contours is handed to the
respective strings. The interface between the syntactic and the prosodic com-
ponent is then situated between the s-string and the p-string, where matching
edges and ‘labels’ are preferred according to the Principle of Interface Harmony.

Apart from initial suggestions involving OT-constraints in Lowe (2016) and
Lowe & Belyaev (2015), the formal implementation of the Principle of Interface
Harmony is not further detailed. Given that there are numerous combinatorial
possibilities of prosodic constituents, pitch accents, phrase accents, and bound-
ary tones, and hardly any of them can bemapped to one particular interpretation,
but are always co-dependent on other modules of the grammar, the matching of
labels at the string interface will most likely prove to be difficult. The introduc-
tion of these labels and the mingling of information from different modules is,
however, a necessary consequence of the parallel approach. The reduction of
the interface to the strings implies that all potentially relevant information from
other modules has to be duplicated and appear as part of the string where it
might or might not be matched against the material in the parallel string. As it
was the case in Bögel et al. (2009, 2010) (Section 4.3), this is also problematic with
respect to modularity.

The extensive duplication and blending of structures can be avoided by assum-
ing a more traditional co-descriptive approach, while at the same time acknowl-
edging modularity in that each module only processes information related (i.e.,
‘native’) to its module. This indirect reference approach was first pursued in Butt
& King (1998), and was further developed in Bögel (2015) and subsequent work
as discussed in the next section.

4.5 Production and comprehension: Bögel (2015)

Starting with her dissertation in 2015, Bögel developed a directional indirect ref-
erence model of the prosody-syntax interface that enables the integration of a
speech signal into LFG and can account for a vast variety of phenomena from
both perspectives, production and comprehension. In this approach, illustrated
in Figure 16, the interface between c-structure and p-structure is regulated via
two transfer processes, the ‘transfer of vocabulary’ (𝜌), which exchanges phono-
logical and morphosyntactic information of lexical elements via the multidimen-
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sional lexicon, and the ‘transfer of structure’ (♮), which exchanges information
on syntactic and prosodic phrasing, and on intonation.

c-structure

π

s-string

ρ

p-structure

♮ lexicon

production


y

x



comprehension

Figure 16: Abstract overview of the prosody-syntax interface (Bögel
2015)

The transfer of vocabulary requires a lexical entry to contain detailed informa-
tion on (at least) the morphosyntactic as well as the phonological form (s-form
and p-form, Dalrymple & Mycock 2011). Following Levelt et al. (1999), Bögel
(2015) develops a multidimensional lexicon where the s-form encodes the tra-
ditional morphosyntactic information, and the p-form contains information on
segments, the metrical frame and prosodic word status.27 Figure 17 shows the
(shortened) lexical entries for čovek (‘man’), taj (‘that’), and joj (‘her’) from exam-
ple (15) (repeated in (21)) from SCB, where the clitic cluster (joj ga je) is placed in
the prosodic second position, syntactically ‘interrupting’ the NP taj čovek.

(21) [Taj
that

joj
her

ga
it

je
aux

čovek]
man

poklonio.
presented

‘That man presented her with it.’ (Schütze 1994)

The lexical p-form entries of čovek and taj are both marked as full prosodic words
(𝜔). In contrast, the p-form of joj is marked as a prosodically deficient enclitic
(=𝜎 ), that is, it is prosodically dependent on a preceding host. Following the con-
cept of modularity, each dimension can only be accessed by the related module:
c-structure can access the s-form and p-structure the p-form. However, during
the transfer of vocabulary, the lexicon also assumes a ‘transducer function’ be-
tween s-form and p-form: If a particular dimension is accessed (e.g., s-form from

27A third dimension, ‘concept’, which includes semantic information is assumed as well, but not
discussed further here.
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s(yntactic)-form p(honological)-form
čovek N (↑ pred) = ‘čovek’ p-form [t͜ʃoʋek]

(↑ pers) = 3 segments /t͜ʃ o ʋ e k/
... metr. frame (ˈ𝜎𝜎 )𝜔

taj PRON (↑ pred) = ‘pro’ p-form [taj]
(↑ pron-type) = demon segments /t a j/
... metr. frame (ˈ𝜎 )𝜔

joj PRON (↑ pred) = ‘pro’ p-form [joj]
(↑ pron-type) = pers segments /j o j/
... metr. frame =𝜎

Figure 17: Lexical entries for SCB čovek ‘man’, taj ‘that’, and joj ‘her’

c-structure), the associated dimensions become available as well and the infor-
mation stored in them is projected to their respective structures (e.g., p-form
information becomes available to p-structure).

P-structure itself is represented by the p-diagram, a compact linear represen-
tation of the utterance. The p-diagram is structured syllablewise, where each
syllable is part of a vector (v(ector) index) which associates the syllable with
relevant segmental and suprasegmental phonological information.28 During the
transfer of vocabulary, the information stored with each lexical item’s p-form is
stored in the p-diagram. Figure 18 illustrates this process for example (21).

phrasing =𝜎 =𝜎 =𝜎 (𝜎)𝜔 (𝜎 𝜎)𝜔 ...

lex.stress – – – prim prim – ...

segments /joj/ /ga/ /je/ /taj/ /t͜ʃo/ /ʋek/ ...

v. index S1 S2 S3 S4 S5 S6 ...

Figure 18: The p-diagramwith material from the transfer of vocabulary
from example (21) (production)

The p-diagram’s content in Figure 18 is identical with the lexical p-form infor-
mation in Figure 17: t͜ʃoʋek, for example, consists of two syllables, each of which
contains a number of segments. The first syllable has primary stress and the com-
plete word forms a prosodic word. These attributes and their values are stored

28The choice of the underlying prosodic or phonological unit and of the different attributes is up
to the researcher.
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for each syllable, thus creating a linear representation of the phonological string,
with a vertical representation of the different values associated with each part of
the phonological string.

In addition to the lexical information, p-structure receives information on syn-
tactic constituency through the transfer of structure. This approach assumes
match theory29 (see Section 2.2), where each syntactic clause is mapped to an
intonational phrase and each XP is mapped to a phonological phrase. The c-
structure annotation in (22) models this approach to the mapping between syn-
tactic and prosodic constituents for the clausal node S.

(22) S
(♮(𝑇 (∗)) S𝑚𝑖𝑛 phrasing) = 𝜄(
(♮(𝑇 (∗)) S𝑚𝑎𝑥 phrasing) = )𝜄

This annotation can be read as follows: Take all terminal nodes (T) of the current
node (*, here S), for the attribute phrasing assign a left IntP boundary (𝜄() to the
leftmost syllable (S𝑚𝑖𝑛) and a right IntP boundary to the rightmost syllable (S𝑚𝑎𝑥 )
in p-structure. The transfer of structure thus encodes information on larger pro-
sodic domains in p-structure. Taken together, the transfer of vocabulary and the
transfer of structure thus provide an initial input to p-structure based on lexi-
cal phonological information on the one hand, and on syntactic constituency in
form of larger prosodic domains on the other hand (see Figure 19).

As discussed above in Section 4.3, the syntactic analysis of example (21) posi-
tions the clitic cluster in the sentence-initial position: [joj ga je]𝐶𝐶𝐿 [taj čovek]𝑁𝑃
[poklonio]𝑉𝑃 . As information is accumulated, a prosodic constraint violation be-
comes apparent (which, in line with modularity, syntax neither recognized nor
cared about): The clitics are placed in the initial position of the intonational
phrase 𝜄, where they cannot attach to a preceding prosodic host: (𝜄=𝜎 . This issue
is resolved by positing that p-structure is organised according to its own prin-
ciples and constraints. One of these constraints is prosodic inversion (Halpern
1995), which allows for the clitics to be placed after the first valid prosodic host –
in this case (/taj/)𝜔 . As a consequence, the initial linear order of the phonological
string as depicted in Figure 19 will be adjusted to satisfy the prosodic constraints.
The result is the (final) p-string (taj)𝜔 =joj =ga =je (t͜ʃoʋek)𝜔 ... which in turn
forms the basis for the phonetic representation.

This approach to the interface allows for a clear separation of syntactic and
prosodic analyses and can account for a number of other phenomena as well,

29Which approach is chosen for the mapping between syntactic and prosodic constituency is up
to the researcher. In this case, the end-based approach would not lead to a different outcome
with respect to the clitic placement.
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S
(♮(T (∗)) Smin PHRASING) = ι(

(♮(T (∗)) Smax PHRASING) = )ι

CCL NP VP
(♮(T (∗)) Smin PHRASING) = ϕ( (♮(T (∗)) Smin PHRASING) = ϕ(

(♮(T (∗)) Smax PHRASING) = )ϕ (♮(T (∗)) Smax PHRASING) = )ϕ

CL CL CL D N V

joj ga je taj čovek poklonio → syntactic string

joj ga je taj čovek ... Lexicon

s-form p-form

joj PRON SEGMENTS /j o j/

čovek N SEGMENTS /tS
<

o V e k/

... ... ... ...

ρ

PHRASING (ι=σ =σ =σ (ϕ(σ)ω (σ σ)ω)ϕ ...

LEX.STRESS – – – prim prim – ...

SEGMENTS /joj/ /ga/ /je/ /taj/ /tS
<

o/ /Vek/ ...

V. INDEX S1 S2 S3 S4 S5 S6 ...

↓

phonological principles and constraints

(including prosodic inversion)

↓

PHRASING (ι(σ)ω =σ =σ =σ (σ σ)ω ...

SEGMENTS /taj/ /ga/ /je/ /joj/ /tS
<

o/ /Vek/ ...

V. INDEX S1 S2 S3 S4 S5 S6 ...

↓

(phonetics)

→ (initial) p-string

→ (final) p-string

♮

Figure 19: The syntax–prosody interface and the p-structure analysis
for example (21)
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including notorious problems where the concept of lexical integrity (Bresnan &
Mchombo 1995) is seemingly at stake. Such phenomena, among them Pashto en-
doclitics (Bögel 2015: Ch. 6) and Vafsi mesoclitics (Bögel et al. 2018), are difficult
to explain from a purely syntactic perspective, but can be explained in a straight-
forward fashion with the proposal made here, as prosodic restructuring is based
on prosodic constraints alone and is not concerned with syntactic constraints
like word integrity.

The 2P clitic analysis just discussed was an example for production, i.e., the
analysis first considers syntactic structure and then builds prosodic structure.
The framework proposed in Bögel (2015) also allows for comprehension as is
demonstrated in the following with an example from Butt et al. (2017, 2020) on
Urdu polar kya. Consider example (23), where the sentence can be understood
either as a polar question or as a wh-constituent question.

(23) alina=ne
Alina=Erg

zain=ko
Zain=Acc

kya
what

tohfa
present.M.Sg

di-ya
give-Perf.M.Sg

tʰ-a?
be.Past-M.Sg

Constituent Question: ‘What gift did Alina give to Zain?’
Polar Question: ‘Did Alina give a gift to Zain?’

This ambiguity corresponds to two different possible syntactic analyses, as shown
in Figure 20. In the wh-constituent interpretation, kya is phrased together with
the following noun tohfa. In contrast, in the polar interpretation, kya is analyzed
as an immediate daughter of S.

Wh-Question
S

KP

alina

KP

zain

NP

Q

kya

N

tohfa

VC

V

diya

N

tʰa

Polar kya
S

KP

alina

KP

zain

Q

kya

NP

N

tohfa

VC

V

diya

N

tʰa

Figure 20: C-structures for the wh-reading and for polar kya

Prosody is essential to the disambiguation of this structure: kya carries an H*
accent if it is part of a constituent question while it has a flat pitch in the polar
interpretation. In order for the grammar to make use of this disambiguation pos-
sibility, the information on pitch accents thus has to be available at the interface
to p-structure.
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The categorical interpretation of pitch accents is dependent on a number of
attributes in a given speech signal; for a H* pitch accent, there needs to be a
sudden rise followed by a relatively abrupt drop in the fundamental frequency
F0. The p-diagram in Figure 21 allows for the integration of this (and additional)
speech signal information on the ‘signal’ level (here: medium 𝐹0 and duration
for each syllable) with a categorical interpretation of the relevant acoustic cues
given on the ‘interpretation’ level in form of a ToBI annotation: H*.30

Phras. (𝜄 ... ... ... ... ... ... ... ... ... ... )𝜄 interpret.

ToBI ... ... ... ... ... ... H* ... ... ... ... L% ↓
Dur. 0,08 0,16 0,14 0,17 0,28 0,23 0,21 0,20 0,16 0,13 0,11 0,22 signal

F0 164 211 239 243 228 229 247 229 162 147 136 (83) ↓
Value [ə] [li] [na] [ne] [zæn] [ko] [kja] [to̪h] [fa] [d̪i] [ja] [tʰa]
Index S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12

Figure 21: P-diagram for the speech signal corresponding to the con-
stituent question in (23)

This effectively provides for an interface between phonetics (i.e., a concrete
speech signal) and phonology/prosody and allows for the integration of infor-
mation given in a speech signal into an LFG grammar. The relevant information
on the H* accent again becomes available at the interface to c-structure via the
transfer of structure and the transfer of vocabulary.

As shown in Figure 22, the transfer of vocabulary identifies the correct p-forms
in the multidimensional lexicon and makes the associated s-forms available to c-
structure. The transfer of structure then ‘checks’ whether the syllable associated
with the c-structure node Q carries an H* accent – in which case the attribute-
value pair [question-type = constituent] is projected to f-structure. This ap-
proach also allows for the disambiguation of syntactically ambiguous structures
where the boundary domains are the crucial indicators (Bögel 2020) and has also
been applied to more complex pitch accent phenomena (Bögel & Raach 2020).

Summing up, the directional indirect reference approach proposed in Bögel
(2015) allows for a differentiation of production and comprehension and has been

30The annotation on the interpretation level is greatly reduced on purpose. There is not yet a
fully developed ‘UrduToBI’ or a clear conception of possible prosodic domains and how these
are defined (but see Urooj et al. 2019 for discussion) – an interpretation in terms of the English/
German annotation system might thus be misleading.
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S

KP KP NP VC

alina=ne zain=ko Q N V AUX

(♮ (T(*)) S ToBI) =c H*
(↑ QUESTION-TYPE) = constituent

kya tohfa diya tha

... kya tohfa diya tha Lexicon

s-form p-form

kya Q SEGMENTS /k j a/

tohfa N SEGMENTS /t” o h f a/

... ... ... ...

ρ

TOBI ... H* ... ... ... ... ...

DUR. ... 0,21 0,20 0,16 0,13 0,11 0,22

F0 ... 247 229 162 147 136 (83)

VALUE ... [kja] [t”oh] [fa] [d”i] [ja] [tha]

INDEX ... S7 S8 S9 S10 S11 S12 ...

♮

Figure 22: kya as part of a constituent question (Butt et al. 2020)

applied to a large variety of different linguistic phenomena. It is the first approach
in LFG which integrates spoken language in the form of concrete speech signal
data and which pushes LFG towards a more psycholinguistic model of language
as discussed in Section 3.

5 Conclusion

This chapter gave a chronological overview of the different approaches to pros-
ody and its interfaces in LFG. As the different proposals show, work at this par-
ticular interface always requires a discussion of grammar architecture in general
and of module interaction in particular. In general, two schools of thought can
be distinguished in the LFG literature: the indirect reference approach and the
parallel approach. The indirect reference approach assumes that p-structure is
influenced by information from different modules, for example syntactic con-
stituency. In addition, p-structure is assumed to be subject to its own principles
and constraints, among them rhythmic principles, prosodic inversion, or con-
straints on the size of prosodic domains. The indirect reference approach was
pursued in Butt & King (1998), O’Connor (2005), and Bögel (2015) and subsequent
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papers. While these proposals show differences with respect to the overall archi-
tecture, the interfaces between modules in all of these approaches are organised
according to the traditional co-descriptive LFG annotations.

The second school of thought, the parallel approach, assumes that modules are
built up in parallel. Under this view, each module is built on its own principles
and constraints without ‘input’ from the other modules. P-structure is assumed
to be formed on rhythmic principles, thus accounting for the mismatches found
between prosodic and syntactic constituency. The interface between c- and p-
structure is reduced to the interface between the syntactic and the phonological
string, which are extended to include prosodic and syntactic/semantic informa-
tion. The information present in both strings is then ‘matched’. This approach
is most prominently pursued in Dalrymple & Mycock (2011), Mycock & Lowe
(2013), and subsequent work. Bögel et al. (2009, 2010) also fall into this second
group. However, the exact nature of p-structure is never defined under this ap-
proach and it is thus harder to demarcate.

A second main point of this chapter was that the majority of the proposals
presented here assume a certain directionality, which is also in line with psy-
cholinguistic and computational approaches (Forst & King 2023 [this volume]):
‘production’ in the case of Butt & King (1998), ‘comprehension’ in Bögel et al.
(2009, 2010), O’Connor (2005), and an open discussion of both in Bögel (2015).
This distinction is not evident in the proposals by Dalrymple & Mycock (2011)
and Mycock & Lowe (2013), which represent a perspective where each module
builds structure independently of the other modules. The discrepancy between
these views of the grammar architecture and of the analysis of language in gen-
eral has, to my knowledge, not yet been openly debated. This chapter hopefully
contributes to a more general discussion of grammar architectures in that it aims
to show in a very concrete way what each school of thought pursues and how
these ideas can be realised.

Acknowledgements

I would like to thank Tracy H. King, Miriam Butt, and two anonymous reviewers
for their detailed comments, and Mary Dalrymple for her infinite patience.

References

Asudeh, Ash. 2009. Reflexives in the correspondence architecture. Slides of a talk
presented at the University of Iceland.

815



Tina Bögel

Baumann, Stefan, Johannes Becker, Martine Grice & Doris Mücke. 2007. Tonal
and articulatory marking of focus in German. In Proceedings of the Interna-
tional Congress of Phonetic Sciences (ICPhS).

Beckman, Mary E., Julia Hirschberg & Stefanie Shattuck-Hufnagel. 2005. The
original ToBI system and the evolution of the ToBI framework. In Sun-Ah Jun
(ed.), Prosodic typology: The phonology of intonation and phrasing, chap. 2, 9–54.
Oxford: Oxford University Press. DOI: 10.1093/acprof:oso/9780199249633.003.
0002.

Beckman, Mary E. & Janet B. Pierrehumbert. 1986. Intonational structure in Eng-
lish and Japanese. Phonology Yearbook 3. 255–309.

Belyaev, Oleg. 2023a. Core concepts of LFG. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 23–96. Berlin: Language Science Press. DOI:
10.5281/zenodo.10185936.

Belyaev, Oleg. 2023b. Introduction to LFG. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 3–22. Berlin: Language Science Press. DOI: 10.
5281/zenodo.10185934.

Bennett, Ryan& Emily Elfner. 2019. The syntax-prosody interface.Annual Review
of Linguistics 5. 151–171. DOI: 10.1146/annurev-linguistics-011718-012503.

Bögel, Tina. 2015. The syntax-prosody interface in Lexical Functional Grammar.
Konstanz: University of Konstanz. (Doctoral dissertation).

Bögel, Tina. 2020. German case ambiguities at the interface: Production and com-
prehension. In Gerrit Kentner & Joost Kremers (eds.), Prosody in syntactic en-
coding (Linguistische Arbeiten 573), 51–84. Berlin: De Gruyter.

Bögel, Tina, Miriam Butt, Ronald M. Kaplan, Tracy Holloway King & John T. III
Maxwell. 2009. Prosodic phonology in LFG: A new proposal. In Miriam Butt
& Tracy Holloway King (eds.), Proceedings of the LFG ’09 conference, 146–166.
Stanford: CSLI Publications.

Bögel, Tina, Miriam Butt, Ronald M. Kaplan, Tracy Holloway King & John T. III
Maxwell. 2010. Second position and the prosody-syntax interface. In Miriam
Butt & Tracy Holloway King (eds.), Proceedings of the LFG ’10 conference, 106–
126. Stanford: CSLI Publications. http://csli-publications.stanford.edu/LFG/15/
papers/lfg10boegeletal.pdf.

Bögel, Tina, Miriam Butt & Sebastian Sulger. 2008. Urdu Ezafe and the
morphology-syntax interface. In Miriam Butt & Tracy Holloway King (eds.),
Proceedings of the LFG ’08 conference, 129–149. Stanford: CSLI Publications.

Bögel, Tina & Lea Raach. 2020. Swabian ed and edda: Negation at the interfaces.
In Miriam Butt & Ida Toivonen (eds.), Proceedings of the LFG ’20 conference,
47–67. Stanford: CSLI Publications.

816

https://doi.org/10.1093/acprof:oso/9780199249633.003.0002
https://doi.org/10.1093/acprof:oso/9780199249633.003.0002
https://doi.org/10.5281/zenodo.10185936
https://doi.org/10.5281/zenodo.10185934
https://doi.org/10.5281/zenodo.10185934
https://doi.org/10.1146/annurev-linguistics-011718-012503
http://csli-publications.stanford.edu/LFG/15/papers/lfg10boegeletal.pdf
http://csli-publications.stanford.edu/LFG/15/papers/lfg10boegeletal.pdf


17 Prosody and its interfaces

Bögel, Tina, Saeed Reza Yousefi &MahinnazMirdehghan. 2018. Vafsi oblique pro-
nouns: Stress-related placement patterns. In Miriam Butt & Tracy Holloway
King (eds.), Proceedings of the LFG ’18 conference, 88–108. Stanford: CSLI Pub-
lications.

Bresnan, Joan & SamA. Mchombo. 1995. The lexical integrity principle: Evidence
from Bantu.Natural Language & Linguistic Theory 13(2). 181–254. DOI: 10.1007/
bf00992782.

Butt, Miriam, Tina Bögel & Farhat Jabeen. 2017. Polar kya and the prosody-
syntax-pragmatics interface. In Miriam Butt & Tracy Holloway King (eds.),
Proceedings of the LFG ’17 conference, 125–145. Stanford: CSLI Publications.

Butt, Miriam, Farhat Jabeen & Tina Bögel. 2020. Ambiguity resolution via the
syntax-prosody interface: The case of kya ‘what’ in Urdu/Hindi. In Gerrit
Kentner & Joost Kremers (eds.), Prosody in syntactic encoding (Linguistische
Arbeiten 573), 85–118. Berlin: De Gruyter.

Butt, Miriam & Tracy Holloway King. 1998. Interfacing phonology with LFG. In
Miriam Butt & Tracy Holloway King (eds.), Proceedings of the LFG ’98 confer-
ence. Stanford: CSLI Publications.

Chen, Matthew Y. 1987. The syntax of Xiamen tone sandhi. Phonology Yearbook
4. 109–149. DOI: 10.1017/s0952675700000798.

Dalrymple, Mary. 2001. Lexical Functional Grammar (Syntax and Semantics 34).
New York: Academic Press. DOI: 10.1163/9781849500104.

Dalrymple, Mary, Ronald M. Kaplan, John T. III Maxwell & Annie Zaenen (eds.).
1995. Formal issues in Lexical-Functional Grammar. Stanford: CSLI Publica-
tions.

Dalrymple, Mary, John J. Lowe& LouiseMycock. 2019. The Oxford reference guide
to Lexical Functional Grammar. Oxford: Oxford University Press. DOI: 10.1093/
oso/9780198733300.001.0001.

Dalrymple, Mary & Louise Mycock. 2011. The prosody-semantics interface. In
Miriam Butt & Tracy Holloway King (eds.), Proceedings of the LFG ’11 confer-
ence, 173–193. Stanford: CSLI Publications.

Elordieta, Gorka. 2008. An overview of theories of the syntax-phonology inter-
face. Anuario del Seminario de Filología Vasca “Julio de Urquijo” 42(1). 209–286.

Féry, Caroline. 2020. Grammatical reflexes of information structure in Germanic
languages. InMichael T. Putnam&B. Richard Page (eds.),Cambridge handbook
for Germanic linguistics, 661–685. Cambridge, UK: Cambridge University Press.
DOI: 10.1017/9781108378291.029.

Forst, Martin & TracyHolloway King. 2023. Computational implementations and
applications. In Mary Dalrymple (ed.), Handbook of Lexical Functional Gram-
mar, 1083–1123. Berlin: Language Science Press. DOI: 10.5281/zenodo.10185986.

817

https://doi.org/10.1007/bf00992782
https://doi.org/10.1007/bf00992782
https://doi.org/10.1017/s0952675700000798
https://doi.org/10.1163/9781849500104
https://doi.org/10.1093/oso/9780198733300.001.0001
https://doi.org/10.1093/oso/9780198733300.001.0001
https://doi.org/10.1017/9781108378291.029
https://doi.org/10.5281/zenodo.10185986


Tina Bögel

Frota, Sónia. 2012. Prosodic structure, constituents, and their implementation.
In Abigail C. Cohn, Cécile Fougeron & Marie K. Huffman (eds.), The Oxford
handbook of laboratory phonology, chap. 11, 255–265. Oxford: Oxford Univer-
sity Press.

Ghini, Mirco. 1993. Phi-formation in Italian: A new proposal. Toronto Working
Papers in Linguistics 12(2). 41–78.

Goldsmith, John. 1976.Autosegmental phonology. Cambridge, MA: Massachusetts
Institute of Technology. (Doctoral dissertation).

Grice, Martine & Stefan Baumann. 2002. Deutsche Intonation und GToBI. Lin-
guistische Berichte 191. 267–298.

Grice, Martine, D. Robert Ladd & Amalia Arvaniti. 2000. On the place of phrase
accents in intonational phonology. Phonology 17(2). 143–185. DOI: 10 . 1017 /
s0952675700003924.

Gunlogson, Christine. 2003. True to form: Rising and falling declaratives as ques-
tions in English. New York: Routledge. DOI: 10.4324/9780203502013.

Halpern, Aaron. 1995. On the placement and morphology of clitics. Stanford: CSLI
Publications.

Hayes, Bruce. 1989. The prosodic hierarchy in meter. In Paul Kiparsky & Gilbert
Youmanns (eds.), Rhythm and meter, 201–260. Orlando: Academic Press. DOI:
10.1016/b978-0-12-409340-9.50013-9.

Hayes, Bruce & Aditi Lahiri. 1991. Bengali intonational phonology. Natural Lan-
guage & Linguistic Theory 9(1). 47–96. DOI: 10.1007/bf00133326.

Inkelas, Sharon & Draga Zec. 1995. Syntax-phonology interface. In John A. Gold-
smith (ed.), The handbook of phonological theory, chap. 15, 535–549. Cambridge,
MA: Blackwell.

Jackendoff, Ray. 2002. Foundations of language: Brain, meaning, grammar, evolu-
tion. Oxford: Oxford University Press. DOI: 10.1093/acprof:oso/9780198270126.
001.0001.

Jackendoff, Ray. 2009. The Parallel Architecture and its place in cognitive sci-
ence. In Bernd Heine & Heiko Narrog (eds.), The Oxford handbook of linguistic
analysis, chap. 23, 583–605. Oxford: Oxford University Press. DOI: 10 . 1093 /
oxfordhb/9780199544004.013.0023.

Jones, Stephen. 2016. The syntax–prosody interface in Korean: Resolving ambi-
guity in questions. In Doug Arnold, Miriam Butt, Berthold Crysmann, Tracy
Holloway King & Stefan Müller (eds.), Proceedings of the joint 2016 conference
on Head-Driven Phrase Structure Grammar and Lexical Functional Grammar.
Stanford: CSLI Publications.

Kaisse, Ellen M. 1985. Connected speech: The interaction of syntax and phonology.
Orlando: Academic Press.

818

https://doi.org/10.1017/s0952675700003924
https://doi.org/10.1017/s0952675700003924
https://doi.org/10.4324/9780203502013
https://doi.org/10.1016/b978-0-12-409340-9.50013-9
https://doi.org/10.1007/bf00133326
https://doi.org/10.1093/acprof:oso/9780198270126.001.0001
https://doi.org/10.1093/acprof:oso/9780198270126.001.0001
https://doi.org/10.1093/oxfordhb/9780199544004.013.0023
https://doi.org/10.1093/oxfordhb/9780199544004.013.0023


17 Prosody and its interfaces

Kaplan, Ronald M. 1987. Three seductions of computational psycholinguistics. In
Peter Whitelock, Mary McGee Wood, Harold L. Somers, Rod Johnson & Paul
Bennett (eds.), Linguistic theory and computer applications, 149–188. London:
Academic Press. Reprinted in Dalrymple, Kaplan, Maxwell & Zaenen (1995:
339–367).

Kaplan, Ronald M. & Martin Kay. 1994. Regular models of phonological rule sys-
tems. Computational Linguistics 20. 331–478.

Kingston, John. 2019. The interface between phonetics and phonology. InWilliam
F. Katz & Peter F. Assmann (eds.), The Routledge handbook of phonetics, 359–
400. Abingdon/New York: Routledge. DOI: 10.4324/9780429056253-14.

Kügler, Frank, Stefan Baumann, Bistra Andreeva, Bettina Braun, Martine Grice,
Jana Neitsch, Oliver Niebuhr, Jörg Peters, Christine T. Röhr, Antje Schweitzer
& Petra Wagner. 2019. Annotation of German intonation: DIMA compared
with other annotation systems. In S. Calhoun, P. Escudero, M. Tabain & P.War-
ren (eds.), Proceedings of the International Congress of Phonetic Sciences (ICPhS).
Australasian Speech Science & Technology Association Inc.

Ladd, D. Robert. 1986. Intonational phrasing: The case for recursive prosodic
structure. Phonology Yearbook 3. 311–340. DOI: 10.1017/s0952675700000671.

Lahiri, Aditi & Jennifer Fitzpatrick-Cole. 1999. Emphatic clitics and focus into-
nation in Bengali. In René Kager & Wim Zonneveld (eds.), Phrasal phonology,
119–144. University of Nijmegen Press.

Lahiri, Aditi & Frans Plank. 2010. Phonological phrasing in Germanic: The judge-
ment of history, confirmed through experiment. Transactions of the Philologi-
cal Society 108(3). 372–398. DOI: 10.1111/j.1467-968x.2010.01246.x.

Lehiste, Ilse, Joseph P. Olive & Lynn A. Streeter. 1976. Role of duration in dis-
ambiguating syntactically ambiguous sentences. The Journal of the Acoustical
Society of America 60. 1199–1202. DOI: 10.1121/1.381180.

Levelt,Willem J. M. 1999. Models of word production. Trends in Cognitive Sciences
3(6). 223–232. DOI: 10.1016/s1364-6613(99)01319-4.

Levelt, Willem J. M., Ardi Roelofs & Antje S. Meyer. 1999. A theory of lexical
access in speech production. Behavioral and Brain Sciences 22. 1–75. DOI: 10.
1017/s0140525x99001776.

Liberman, Mark. 1975. The intonational system of English. Cambridge, MA: Mas-
sachusetts Institute of Technology. (Doctoral dissertation).

Lowe, John J. 2016. Clitics: Separating syntax and prosody. Journal of Linguistics
52(2). 375–419.

Lowe, John J. & Oleg Belyaev. 2015. Clitic positioning in Ossetic. In Miriam Butt
& Tracy Holloway King (eds.), Proceedings of the LFG ’15 conference, 229–249.
Stanford: CSLI Publications.

819

https://doi.org/10.4324/9780429056253-14
https://doi.org/10.1017/s0952675700000671
https://doi.org/10.1111/j.1467-968x.2010.01246.x
https://doi.org/10.1121/1.381180
https://doi.org/10.1016/s1364-6613(99)01319-4
https://doi.org/10.1017/s0140525x99001776
https://doi.org/10.1017/s0140525x99001776


Tina Bögel

McCarthy, John J. & Alan Prince. 1993. Generalized alignment. In Geert Booij
& Jaap van Marle (eds.), Yearbook of morphology, 79–153. Dordrecht: Kluwer
Academic Publishers. DOI: 10.1007/978-94-017-3712-8_4.

McCawley, James D. 1968. The phonological component of a grammar of Japanese.
The Hague: Mouton.

Mycock, Louise. 2006. The typology of wh-questions. Manchester: University of
Manchester. (Doctoral dissertation).

Mycock, Louise & John J. Lowe. 2013. The prosodic marking of discourse func-
tions. In Miriam Butt & Tracy Holloway King (eds.), Proceedings of the LFG ’13
conference, 440–460. Stanford: CSLI Publications.

Nespor, Marina & Irene Vogel. 1986. Prosodic phonology. Berlin: De Gruyter Mou-
ton. DOI: 10.1515/9783110977790.

Nespor, Marina & Irene Vogel. 1989. On clashes and lapses. Phonology 6(1). 69–
116. DOI: 10.1017/s0952675700000956.

O’Connor, Robert. 2005. Clitics in LFG: Prosodic structure and phrasal affixation.
In Miriam Butt & Tracy Holloway King (eds.), Proceedings of the LFG ’05 con-
ference. Stanford: CSLI Publications.

Pierrehumbert, Janet B. 1980. The phonology and phonetics of English intonation.
Cambridge, MA: Massachusetts Institute of Technology. (Doctoral disserta-
tion).

Pierrehumbert, Janet B. & Mary E. Beckman. 1988. Japanese tone structure. Cam-
bridge, MA: The MIT Press.

Prince, Alan & Paul Smolensky. 2004. Optimality theory: Constraint interaction in
Generative Grammar. Oxford/Malden: Blackwell. DOI: 10.1002/9780470759400.

Sadock, Jerrold M. 1991. Autolexical Syntax: A theory of parallel grammatical rep-
resentations. Chicago: University of Chicago Press.

Schütze, Carson. 1994. Serbo-Croatian second position clitic placement and the
phonology-syntax interface. In Andrew Carnie, Heidi Harley & T. Bures (eds.),
MIT Working Papers in Linguistics: Papers on phonology and morphology, 373–
473. Cambridge, MA: Department of Linguistics & Philosophy, MIT. Revised
version.

Selkirk, ElisabethO. 1978. On prosodic structure and its relation to syntactic struc-
ture. In Thorstein Fretheim (ed.), Nordic Prosody II, 111–140. Tapir.

Selkirk, Elisabeth O. 1984. Phonology and syntax: The relation between sound and
structure. Cambridge, MA: The MIT Press.

Selkirk, Elisabeth O. 1986. On derived domains in sentence phonology. Phonology
Yearbook 3. 371–405. DOI: 10.1017/s0952675700000695.

820

https://doi.org/10.1007/978-94-017-3712-8_4
https://doi.org/10.1515/9783110977790
https://doi.org/10.1017/s0952675700000956
https://doi.org/10.1002/9780470759400
https://doi.org/10.1017/s0952675700000695


17 Prosody and its interfaces

Selkirk, Elisabeth O. 1995. The prosodic structure of function words. In Jill N.
Beckmann, Laura Walsh Dickey & Suzanne Urbanczyk (eds.), Papers in Opti-
mality Theory. Amherst: GLSA.

Selkirk, Elisabeth O. 2009. On clause and intonational phrase in Japanese: The
syntactic grounding of prosodic constituent structure. Gengo Kenkyu (Journal
of the Linguistic Society of Japan) 136. 35–73.

Selkirk, Elisabeth O. 2011. The syntax-phonology interface. In John A. Goldsmith,
Jason Riggle & Alan C. L. Yu (eds.), The handbook of phonological theory, 435–
484. Malden, MA: Blackwell. DOI: 10.1002/9781444343069.ch14.

Shattuck-Hufnagel, Stefanie & Alice Turk. 1996. A prosody tutorial for investiga-
tors of auditory sentence processing. Journal of Psycholinguistic Research 25(2).
193–247. DOI: 10.1007/bf01708572.

Silverman, Kim, Mary Beckman, John Pitrelli, Mari Ostendorf, Colin Wightman,
Patti Price, Janet B. Pierrehumbert & Julia Hirschberg. 1992. ToBI: A standard
for labeling English prosody. In Proceedings of the 1992 International Conference
on Spoken Language Processing. Banff.

Sweet, Henry. 1904. Elementarbuch des gesprochenen Englisch. 3rd edn. Leipzig:
Tauchnitz [u.a.]

Urooj, Saba, Benazir Mumtaz & Sarmad Hussain. 2019. Urdu intonation. Journal
of South Asian Linguistics 10. Special issue on the prosody of South Asian lan-
guages.

Varaschin, Giuseppe. 2023. LFG and Simpler Syntax. In Mary Dalrymple (ed.),
Handbook of Lexical Functional Grammar, 2029–2067. Berlin: Language Sci-
ence Press. DOI: 10.5281/zenodo.10186052.

Wagner, Michael. 2010. Prosody and recursion in coordinate structures and be-
yond. Natural Language & Linguistic Theory 28. 183–237. DOI: 10.1007/s11049-
009-9086-0.

Wells, John C. 1970. Local accents in England and Wales. Journal of Linguistics
6(2). 231–252. DOI: 10.1017/s0022226700002632.

Zaenen, Annie. 2023. Information structure. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 823–853. Berlin: Language Science Press. DOI:
10.5281/zenodo.10185972.

Zaenen, Annie & Ronald M. Kaplan. 1995. Formal devices for linguistic general-
izations: West Germanic word order in LFG. In Jennifer S. Cole, Georgia M.
Green & Jerry L. Morgan (eds.), Linguistics and computation, 3–27. Stanford:
CSLI Publications. Reprinted in Dalrymple, Kaplan, Maxwell & Zaenen (1995:
215–240).

821

https://doi.org/10.1002/9781444343069.ch14
https://doi.org/10.1007/bf01708572
https://doi.org/10.5281/zenodo.10186052
https://doi.org/10.1007/s11049-009-9086-0
https://doi.org/10.1007/s11049-009-9086-0
https://doi.org/10.1017/s0022226700002632
https://doi.org/10.5281/zenodo.10185972




Chapter 18

Information structure
Annie Zaenen
Stanford University

The first section of this chapter gives an overview of the conceptual discussions in
information structure (IS), and the second section describes the LFG work in the
area. The third section intends to be an exhaustive overview of the LFG work on
IS.

1 Introduction

In LFG, attention to information structure has led to many interesting language-
specific studies but, contrary to the situation in, for instance, syntax, there is
no generally accepted view of either the distinctions needed or the terminology
to be adopted. Given this situation, we start with a general, non-LFG-specific
overview of conceptual discussions in IS (Section 2). The hope is that this will
alert the reader to check which notion of say, topic, focus or contrast, is used in
the LFG contribution they happen to be reading. In Section 3, we describe the
general lines of the LFG work, highlighting some of the concepts that are often
appealed to and the major proposals that have beenmade about how IS should be
integrated in the LFG architecture. Section 4 gives exhaustive thumbnails of the
LFG work on IS. The overview in this chapter does not include historical studies.
These will be covered in Booth & Butt 2023 [this volume].

2 What is Information Structure?

Information Structure looks at how a producer of an utterance presents linguisti-
cally encoded information to the audience. It studies the sentence-internal as-
pects of this organization, while Discourse Structure (DS) studies the overall
organization of bigger units of a text. The term information structure (IS)

Annie Zaenen. 2023. Information structure. In Mary Dalrymple (ed.), Hand-
book of Lexical Functional Grammar, 823–853. Berlin: Language Science Press.
DOI: 10.5281/zenodo.10185972
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was coined by Halliday (1967); Chafe (1976) introduced the term information
packaging, which is also used by Vallduví (1992). Recently it has been generally
accepted that it is desirable to keep DS and IS separate, but it is often not pos-
sible to describe IS without making some assumptions about DS: for instance,
the notion of sentence topic and discourse topic are related and often not kept
clearly separated. Both DS and IS are generally considered to be part of pragmat-
ics and different from semantics, which is mainly concerned with information
content, while DS and IS are concerned with information management (cf.
Krifka 2008). But, again, certain aspects of information content and information
management are closely intertwined, e.g. scope phenomena, the notion of pred-
ication, and pronoun interpretation (see e.g. Reinhart 1981 and King & Zaenen
2004).

IS distinctions can be realized through prosody, word order and/or morphology.
In this section we mainly discuss word order and morphology; for prosody, see
Bögel 2023 [this volume].

IS entities can be talked about as being linguistic in nature, e.g. NPs, VPs, etc.,
or they can be thought of as psychological. In most cases the only thing we can
access and study are the linguistic reflexes of psychological states. This leads to
terminological confusion. For example, is a topic a textual entity in the sentence,
or is it the entity/state of affairs which the producer of this utterance intends to
talk about, the denotation? Reinhart’s discussion, for instance, is very much in
terms of linguistic entities: all the NPs in a sentence are possible topics, and new
information will be added to the file card for the NP or a new file card will be
created, in the sense of Heim (1982) or Kamp (1981).

In the discussion of topic, the ambiguity is often not too harmful. It leads to
more confusion in the discussion of focus. Consider the sentence John washed
it as an answer to What happened to the car? Here John washed is taken to be
the focus, but in most syntactic theories this is not a constituent at any level, the
exception being Steedman’s Categorial Grammar framework (see e.g. Steedman
2000).

Lambrecht (1994) and Vallduví (1992) state explicitly that they see topic and
focus as psychological, and that the linguistic entities should be termed topic
and focus expressions. They appeal to a pragmatic notion of common ground1

1The original notion comes from Stalnaker (1970), who defines it as the set of pragmatic presup-
positions shared by interlocutors at the moment of the utterance of the sentence. For Stalnaker,
a proposition is pragmatically presupposed when the participants in the discourse “take its
truth for granted”, and “assume that others involved in the context do the same”. It is not to-
tally clear that Lambrecht has the same idea. Lambrecht (1994: 44) states: “‘To have knowledge
of a proposition’ is understood here in the sense of ‘to have a mental picture of its denotatum’,
not in the sense of ‘to know its truth’”. See Dryer 1995 for an extensive discussion.
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in which interlocutors’ intentions play a role. This relates to the issue of how
IS fits into a full-fledged formal representation of text, which is often left rather
vague. The most common metaphor is that the IS gives instructions to update
file cards. For Lambrecht (1994), the pragmatic presupposition and assertion are
sets of propositions, and topic and focus structure is defined in relation to them.
How all this is ultimately represented in the human mind is definitely outside
of the scope of this overview. For convenience, I will assume that interlocutors
have a structured representation of the discourse they are engaged in, and I will
refer to this as the denotation of the linguistic entities that encode IS.

IS, viewed as part of pragmatics, assumes that information transmission re-
lies on the interlocutors having a common ground from which the interaction
proceeds, with the producer of the utterance introducing information not yet
known by the audience. The interlocutors are in a particular information state
that they intend to change through the interaction. An utterance, then, can be
divided into two parts, one that links it to what precedes and one that introduces
new information. Under this bipartite subdivision, the topic, theme or back-
ground is the part that relates it to the preceding discourse and the comment,
rheme or focus advances the discourse by providing new information. Even ig-
noring the notion of discourse topic and the existence of all focus utterances,
both sets of notions are unclear and defined differently by different authors. A
useful way to get a grip on the main distinctions is to start from Dahl’s (1974)
observation (see also Jacobs 1984) that, assuming a context in which what John
drinks is at issue, a sentence such as John drinks beer can simultaneously be an-
alyzed as having John as its topic and drinks beer as the comment or John drinks
as the background and beer as the (narrow) focus. The sentence is about John
(the topic), so the rest is comment, but the new information, the focus, is beer,
as we already know that John drank something. Researchers interested in focus
often see the main division as background-focus, whereas those interested in
topic see it more often as topic-comment. The two views are combined in the
tripartite proposal of Vallduví, who proposes link-focus-tail, where link and
tail together form the ground.

Apart from these discrete views, there are views that see information struc-
ture as gradient. For instance, the Prague school (e.g. Firbas 1975) describes topics
as the material lowest in “communicative dynamism”, where the latter is deter-
mined by three parameters: linear order, semantic considerations (e.g. the type
of the verb), and the degree of context dependency. These views are not often re-
ferred to in the LFG literature, but some researchers have proposed hierarchical
analyses with respect to the notions of activation/salience (see Andréasson 2009
and O’Connor 2006) or topic-worthiness (Dalrymple & Nikolaeva 2011)
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Other authors have proposed to further analyze notions such as topic and fo-
cus as feature bundles, as we will discuss in Section 3.1. This allows for more
fine-grained distinctions.

There is no accepted view of IS in LFG, but the views that have had the most
influence are Lambrecht (1994), Vallduví (Vallduví 1992, Vallduví & Vilkuna 1998,
Vallduví & Engdahl 1996), and Reinhart (1981). Only a few LFG proposals address
the conceptual issues wholesale.

In what follows I will review some IS notions in more detail and then discuss
the LFG work in the area.

2.1 Notions of topic

One of the most influential proposals is that of aboutness topic, so named by
Reinhart (1981), but the idea goes back at least as far as Kuno’s early work, later
published as Kuno (1987) (see also Dahl 1974). The link to the previous discourse
that is assumed here is rather broad: the referent of a topic is presupposed to
exist (based on Strawson 1964). Reinhart, following Kuno, uses locutions such
as X says about Y, Speaking of X, As for X as tests to distinguish the topic from
other NPs in the sentence. It is recognized that these tests do not work very well.
Speaking of X, for instance, is an expression notoriously used to change the topic,
so it cannot be used as a diagnostic for continuing topics.

Reinhart uses the file card metaphor (cf. Heim 1982) to explain what a topic
does: it indicates where the hearer should store the information contained in
the sentence. The proposal does not distinguish between continuing topics and
switch topics (see below) and makes the explicit assumption that every sentence
has only one topic. For instance, for the sentence All crows are black, the informa-
tion provided is classified under crows and understood as an assertion about the
set of all crows. (So, the natural way to assess it will be to check the members
of the set of crows and see if any of them are not black, rather than checking
the non-black things to see if any of them are a crow.) This view seems to be
based on an overly literal conception of a file card. With a discourse fragment
likeWhat about John and Mary? They got married but he doesn’t love her (adapted
from Lambrecht 1994), it seems difficult to claim that this information is stored
only under John rather than (also) under Mary.

The one-topic idea is explicitly rejected by Lambrecht (1994), who sees Rein-
hart’s (1981) distinction between topics and non-topic definites as a difference in
salience. This view has led to the proposal to distinguish between primary and
secondary topics (see below). Lambrecht also rejects Reinhart’s semantic notion
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of presupposition. For Reinhart, following Strawson (1964), topics are presup-
posed to exist. Lambrecht’s notion of presupposition is pragmatic and does not
require this. For him, the most important pragmatic articulation of a structured
meaning is that between pragmatic presupposition and pragmatic assertion
(comment), where the pragmatic presupposition is assumed by the speaker to be
equally assumed by the hearer and the pragmatic assertion is what the hearer is
expected to assume after having heard the sentence. For Lambrecht, the negative
quantifier nobody can be a topic. Most authors, however, confine the notion of
topic to referents that can be expressed by definites or specific indefinites. How-
ever, not everybody agrees with this: see e.g. Endriss (2009) and Gécseg & Kiefer
(2009).

Vallduví’s (1992) notion of link is close to that of topic, but it is explicitly
restricted to elements in first position. He sees this first position2 in terms of a
requirement for such elements to act as address pointer, instructing the hearer
to go to an address or card in the sense of Heim (1982). When the elements in the
sentence do not require a pointer to a new address, they are not links (topics)
but tails. Tails correspond more or less to what others have called secondary
or continuing topics. Vallduví’s notion of link is restricted to what have been
called switch topics: topics that are different from the topic of the previous
sentence.3

As this short discussion shows, it is useful to distinguish topics depending on
properties of the element in the previous discourse with which they are in an
anaphoric relation. (The discussion tends to be restricted to consideration of el-
ements in the previous sentence.) The antecedent can be a topic, in which case
we have a continuing topic; or it can be a focus, in which case we have a
switch topic (corresponding to Vallduví’s link). It has been claimed that some
constructions explicitly signal switch topics.4 The notion of continuing topic
comes close to that of discourse topic. The two might be distinguished in the
sense that a continuing topic has to be the topic of the immediately preceding
discourse unit (e.g. sentence), whereas the discourse (or familiar) topic can be
broader, but not all authors make that distinction. Some authors reserve the term
aboutness topic for switch topic and hence distinguish them from continu-
ing topics (see e.g. Frascarelli & Hinterhölzl 2007, who show that in Italian and

2He allows for two topics under the condition that they precede all other elements in the sen-
tence.

3The discussion in section 5.1.1 of Vallduví & Engdahl (1996) shows that the alignment between
switch topic and first position cannot be right for all languages. It also shows that restricting
the notion of topic to switch topic is awkward, as Swedish examples show this is also a position
of continuing topics.

4For example, first position elements in Catalan as analyzed in Vallduví (1992).
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German these have a different linguistic realization). Continuing topics are of-
ten not overtly expressed (e.g. in so-called pro-drop languages). Some authors
consider these sentences as topicless, while others assume the understood topic
to be part of the IS of the sentence.

A further distinction is invoked with the term contrastive topic. Contrast is
most often invoked with respect to foci, and the concept will be discussed further
in Section 2.2.1. Here we point out that topic expressions can contain elements
that are new as well as old. For example, in the short discourse What about cars?
Which ones do you like? – Fast cars I like, cars is topical, but fast is new information.
Contrastive topics are seen as implying that a set of alternatives is active in the
speaker’s mind. They can be linked to the notion of d-linking (Pesetsky 2007).
D-linked elements are defined (following Büring 2003) as related to the question
under discussion (QUD). This, again, brings discourse topics into the discussion
of sentence topics.

The types of topics mentioned above are typically expressed as NPs, but there
is a kind of topic that is most often realized as a PP. It occurs in so-called “all fo-
cus” sentences such as In California, there are often forest fires. Here, the initial el-
ement restricts the range of the rest of the sentence. These elements were dubbed
stage topics by Erteschik-Shir (2007), but they have been discussed earlier, e.g.
Gundel (1974). Erteschik-Shir claims there is a silent stage topic in all-focus sen-
tences that do not have an overt topic. Some researchers seem to think the stage
topic only occurs in sentences that have no other topic, but for others, stage
topics can co-occur with aboutness topics. Bentley & Cruschina (2018) discuss
the specific lexical-semantic restrictions on all-focus constructions in Romance
languages. LFG researchers have not worked on stage topics, but Szűcs (2017)
discusses English adverbials that could be considered as, in part, falling in that
class.

2.1.1 Accessibility hierarchies

Apart from the aboutness tests proposed by Reinhart, some proposals in IS ap-
peal to notions, such as salience or topic-worthiness, that distinguish among the
entities that are assumed to be in the discourse participants’ consciousness at the
moment a new utterance is produced or heard. Following Chafe (1987), who intro-
duced the idea, various hierarchies or, at least, classifications have been proposed
(see e.g. Givón 1983, Ariel 1988, Lambrecht 1994, Erteschik-Shir 2007). Within
LFG the ones that are referred to are Prince’s (1981) notions of discourse old/
new and hearer old/new, evoked, and inferrable (see also Ward & Birner
2001) and Gundel’s givenness hierarchy (e.g. Gundel et al. 1993).
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Prince’s categories are about entities. If they have been mentioned in the dis-
course, they are discourse old; if not, they are discourse new (or inferrable). Refer-
entsmay also be old/newwith respect to (the speaker’s beliefs about) the hearer’s
beliefs. In feature decomposition approaches in LFG, following Choi (1996), the
+new feature corresponds to Prince’s notion of discourse new. Lambrecht (1994)
proposes a connection between Prince’s notions and topics (his Topic Accessi-
bility Scale) but notes that inherent semantic factors such as animacy may also
play a role.

The givenness hierarchy of Gundel et al. (1993) proposes six ordered cogni-
tive statuses: in focus > activated > familiar > uniquely identifiable > referential
> type identifiable. These statuses determine the form of referring expressions
and are assumed to correspond to the status of the referent in the memory of the
discourse participants. For instance, for English:

• type identifiable: necessary for the appropriate use of any nominal ex-
pression

• referential: speaker refers to a particular object, hearer needs to know
the referent; necessary for appropriate use of definite expressions

• uniquely identifiable: necessary for the appropriate use of the

• familiar: necessary for the uses of personal and definite demonstrative
pronouns

• activated: necessary for all pronominal forms and sufficient for demon-
strative that and stressed personal pronouns

• in focus: necessary for the use of zero and unstressed pronouns.

Especially the last two items on the scale have been used to argue for differ-
ences in status between elements which are not treated equally: cognitive ac-
cessibility relates to how prominent the entity is in memory. This does not in
itself determine whether it will be a topic or a focus. The accessible elements
are all topic-worthy, but depending on their place on the scale, they will require
different linguistic expression.

2.1.2 Other hierarchies

The topic-worthiness of a discourse element has also been claimed to be influ-
enced by the prominence features that play a role in the referential hierarchy
(Silverstein 1976, Dixon 1994), such as person, definiteness, and animacy. This
hierarchy has played a more important role in studies about the alignment of
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grammatical functions but, as Simpson (2012) (following Bickel 2012) observes, a
hierarchy with pronouns on one end and full NPs on the other is bound to have
something to do with IS.

In recent literature, it is generally accepted that topic-worthiness or accessi-
bility are not enough to guarantee topichood, and that aboutness is the crucial
factor. It is, however, not clear how aboutness can be detected. The decision to
construct a sentence/utterance about a particular sentence topic seems to be a
decision that the speaker/writer makes which is constrained, but not uniquely de-
termined, by the previous discourse. In some languages this choice must always
be clearly marked, while in others that is not the case and a specific marking may
be absent or optional.

2.2 Focus and related notions

The focus is (or is part of) what is informationally new in a sentence, what is
not assumed to be common ground between the hearer and the speaker at the
moment that the sentence is uttered. A common proposal is that the focus can
be found by considering what question the sentence could be an answer to. The
focus is what replaces the wh-term in the question.5 A typical set of question-
answer pairs is the following:

(1) Q: What did Mary do?
A: She [washed the car].

(2) Q: What did Mary wash?
A: She washed [the car].

(3) Q. Who washed the car?
A: [Mary] washed the car.

(4) Q: What happened to the car?
A: [Mary washed] it.

(5) Q: What happened?
A: [Mary washed the car].

5This test runs into problems when a particular language has a special marking for answers
to questions that distinguishes these from other arguable foci. Another more general problem
with the test is that full answers to wh-questions are often unnatural. Most of the topical
information would be silent. These versions are, however, rather uninformative when the test
is used to probe word order constraints.
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(6) Q: What did Mary do with the car?
A: She [washed] it.

The focus of each answer is the material in square brackets. Lambrecht (1994)
distinguished three notions of focus structure: predicate focus (1 and, presum-
ably, 4 and 6), argument focus (2 and 3) and sentence focus (5)

The question-answer approach tends to tie the IS notion of focus to alternative
sets as used in semantics, as the meaning of wh-questions can be considered as
the set of possible answers (Hamblin 1973), or one can think of the alternative sets
of Rooth’s (1992) view on focus and focus particles. The problem with appealing
to these semantic notions is that one can get bogged down by the issue of how
explicit these alternatives have to be. It is clear that, in a certain sense, every
assertion is made against the background of all other possible assertions that
could have been made at that particular moment in the discourse, but that does
not mean that one can list/define a set of alternatives (see below).

It is often claimed that different types of foci are distinguished by the degree
to which the set of alternatives has been made explicit. In the examples discussed
so far, the syntax is unremarkable and the stress pattern is what would be found
in normal narrative text. The foci in these examples are called information
or completive or identification foci. They are often expressed in what is
thought of as ‘neutral’ or ‘default’ syntax. In some languages, specific construc-
tions allow the speaker to signal whether she has a particular set of alternatives in
mind, or even whether she wants to convey that only one option is possible. This
has led to the distinction between the foci above and contrastive and/or ex-
haustive foci. Moreover, exclusive foci can be distinguished from exhaustive
foci: exclusive foci exclude some alternatives, while exhaustive foci exclude all
alternatives. Some researchers have proposed additional subdivisions of focus.
Dik et al. (2008) distinguish completive focus, which is non-contrastive, from
all other contrastive forms: parallel, selective and three types of corrective
foci: expanding, restricting, and replacing. Most of these subtypes can be
seen as specifying relations between the set of alternatives and the focus.6

6Not all researchers distinguish clearly between the focus domain and focus exponent. For
instance, in the English examples (1-6), focus is normally indicated with pitch accent. As dis-
cussed at least since Jackendoff (1972), the nuclear stress rule assigns stress to the final con-
stituent of a focus, while the focus itself can be projected up any higher constituent, so the
answers in (1), (2), and (5) get the same stress assignment but have different foci. Even when
phenomena such as focus projection are recognized, researchers tend to concentrate their
attention on focus markers and are often not very clear on what constitutes the focus do-
main. For some it is actually the markers that deserve the term focus. In this overview I assume
that the conceptual category can be distinguished from its realizations.
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In running text, it is not always clear what the question is. Consider example
(7) (adapted from Vallduví & Engdahl 1996).

(7) a. Mary bought a book yesterday morning.
b. She read it in the afternoon.

Sentence (7b) can be seen as an answer to the questionWhat did she do then? as
well as an answer to the question What did she do with the book? In the first case,
(the denotation of) the VP is focal. In the second case, both she and it are topics
and the rest of the material is focal. Written material, especially reduced by a
window of at most two sentences, is prone to being pragmatically ambiguous. By
turning the text into a set of questions and answers, an interpretation is imposed
which reduces the ambiguity. Looking at larger pieces of text might also help in
figuring out what the right question is in a particular context, but that leads to
discourse analysis as distinct from information structure.

2.2.1 Contrast

Although there are many subdivisions of focus, the main dividing line seems to
be between non-contrastive and contrastive focus. Once this line has been drawn,
however, one realizes that contrast is not only relevant for focus but also for topic.
Take, for instance, an exchange like the following:

(8) • Q. Which foreign languages do your children speak?
• A. Anna speaks English and Maria speaks German.

In languages such as English there will be contrastive stress on Anna and
Maria as well as on English and German. Some researchers see this as a reason
to adopt contrast as an independent notion and propose to distinguish between
±contrastive topics and foci.

Here, again, a confusing factor is that contrast can be used to refer to an
abstract category or to a linguistic signal, e.g. a particular stress pattern. Con-
trastive focus, then, can mean that the focus has some special stress or pitch
pattern (dubbed Kontrast by Vallduví & Vilkuna 1998) or it can mean that the fo-
cus element contrasts with other elements that could fill the same position in the
sentences by being an alternative to these elements. When seen as the latter, the
notion is as confusing as that of focus and, in fact, it is difficult to see a difference
between the two.

The various notions of contrast are discussed in Repp (2016). She distinguishes:

832



18 Information structure

(9) a. Restricted, contextually clearly identifiable set of alternatives: John
would be marked for contrast in an example like John, Pete and Josie
all offered help. I asked John. (É. Kiss 1998).

b. Alternatives must be in the sentence.
c. Substitution of alternatives must create a false statement (Neeleman

& Vermeulen 2013).
d. Alternatives always contrast, simply by being different (alternative

semantics) (Vallduví & Vilkuna 1998, also Krifka 2008).
e. Interlocutors’ belief systems: unexpected, remarkable (Frey 2006).

These are, by and large, the notions of the set of alternatives which have been
proposed in discussions of focus. At the limit, we find notions such as unexpected,
remarkable that seem to depend on the speaker’s frame of mind without being
independently detectable. Moreover, as we have seen above, contrast is not lim-
ited to foci: it can also occur with topics. Some researchers have bit the bullet and
taken contrast as the correct notion, e.g. Kruijff-Korbayová & Steedman (2003).
Under that view, contrast within the topic indicates that part of the topic is ac-
tually focal (Krifka 2008, Erteschik-Shir 2007). Others, however, see contrast as
an additional distinction, and much work in LFG takes that approach. This is a
view that has been argued for explicitly by, for example, Neeleman & Vermeulen
(2013), who distinguish between contrastive and non-contrastive topics as well
as contrastive and non-contrastive foci. They illustrate their approach with word
order data in Dutch, but claim that in other languages it can be detected through
prosodic marking. As noted above, their notion of contrast relies on the general-
ization that in contrastive contexts, the substitution of alternatives leads to false
statements.

2.2.2 Relational newness

For researchers who treat contrast as a feature that can belong to both top-
ics and foci, the question remains: what is the characteristic that distinguishes
focus from topic? Choi (1996), among others, proposes that foci must be dis-
course new in the sense of Prince (1981). This view is, however, contested by
e.g. Lambrecht (1994) and Gundel (1974), who draw attention to examples such
as (10) (adapted from Lambrecht 1994):

(10) a. Last night Anne and Paul were bored.
b. They hesitated between going to the neighborhood restaurant or

going to the new movie at the Rex.
c. Finally they went to the movie.
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(The denotation of) last night in (10a) can be considered to be a stage topic and
the rest of the material in that sentence is focal. In (10b) and (10c), the aboutness
topic is (the denotation of) they (=Anne and Paul). (10b) and (10c) (as well as (10a))
establish new relations between these referents and the rest of the sentence. In
(10c), the movie and even going to the movie are as much old information as they.
What is new is the relation between the elements. The referents of the NPs have
become part of the common ground between speaker and hearer before the sen-
tence is uttered. They are not discourse new in Prince’s sense or referentially
new in Gundel’s terminology. Rather, they are relationally new in Gundel’s
terminology. Once it is determined that the topic is (the denotation of) they, the
choice between the restaurant and the movie is the relevant relationally new
information. Thus, (the denotation of) the movie is the element about which a
new relation is asserted, marked as +new. It is the alternative that is chosen in
opposition to all other possible choices.7

Note that under this view of newness, it is not immediately clear that (the
denotation of) they is the topic: the relation between (the denotation of) they
and (the denotation of) the rest of the sentence is also new. To determine the
focus, it is necessary to know already what the topic is and what we are adding
information about. Here we are assuming that (10a) leads to the question What
were they going to do about being bored? and (10b) to Where did they go?

A sentence can establish new relations between several different entities. In
(11b), the give relation holds between three participants.

(11) a. Mary was wondering what she would give little Hansi: the candy bar
or the chocolate chip cookie.

b. She gave him the chocolate chip cookie.

Assuming that Mary is the topic, (11b) can be analyzed as the answer to What
did Mary do?, in which case the denotation of the whole VP is the focus, or as
the answer to What did she give to him?8, in which case the denotation of the
chocolate chip cookie is the focus. The second question presupposes that both
speaker and hearer already assume that Mary has given Hansi something, so the
relational new information is that it is a chocolate chip cookie. What is the status
of him under that analysis? Here it seems useful to remember the terminological

7Some authors, most clearly Lambrecht (1994), see the relation itself as new, and hence as the
focus. Still others, e.g. Erteschik-Shir (2007), see the focus as a complex structure that can
contain topical material.

8There are other possibilities which we ignore here. Our point is not an exhaustive analysis of
this stretch of text.
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ambiguity remarked upon in the introduction: is focus seen as a synonym of
comment, or is it to be opposed to background?When one assumes an opposition
to background, it is reasonable to consider him to be part of the background and,
possibly, as a special part of the background: a secondary topic.

The comment can also consist of more than just the focus. Consider the ques-
tion-answer pair in (12):

(12) a. Q: Where was Mary?
b. A: She was cooking potatoes in the kitchen.

Here in the kitchen is the answer to question (12a) and presumably the focus,
but cooking potatoes is also new information. Presumably it is part of the com-
ment. It can be seen as supplementary or completive information.9

3 The LFG approach

For LFG, there are two main issues related to IS: (1) what are the relevant distinc-
tions to be made, and how are they encoded? and (2) how does IS interact with
the LFG architecture? We discuss these in turn.

3.1 Feature decomposition

In the previous section we have seen that the notions of topic and focus, although
generally accepted, are felt to be insufficient to encode all relevant IS distinctions.
With respect to topic, there seems to be a need to further distinguish between
different levels of salience and/or topic-worthiness of the entities which are ac-
cessible to the discourse participants. With respect to focus, there seems to be a
need to distinguish between explicitly contrastive and not explicitly contrastive
elements. Moreover, it has been observed that some topical information assumes
the existence of subsets among which a choice has to be made. This has led many
researchers, including many LFG researchers, to use features, most often binary

9What has been analyzed in the literature as focus marking is very heterogeneous. This has led
some researchers, most prominently Matić & Wedgwood (2013), to question the assumption
that the linguistic processes that are described in the literature as marking foci indeed have
a uniform function. Hedberg (2006) already argues that several proposals about the relation
between pitch accent and IS in English are not mutually compatible, nor are the proposals
about wa in Japanese or those about nun in Korean. Matić & Wedgwood (2013) go further and
try to show that many proposals invoking focus marking in various languages actually isolate
markers whose functions are quite different and whose effect on the focus is only a byproduct
of these functions.
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features, to describe the IS behavior of linguistic entities and to define notions
such as topic and focus. There is at this point no closed set of such features.
Descriptive studies in this vein would provide a good basis for more theoreti-
cal investigations if the terminology was constant and explicit. Unfortunately,
this is not the case. The same labels are used for different concepts and often
no clear definition is given that allows the reader to figure out which meaning
of an ambiguous term is intended. There are, however, some general tendencies:
many researchers follow Choi (1996) and Butt & King (1996) and decompose the
notions of topic and focus with two binary features.

In the light of the preceding discussion, one might expect that the notion of
contrast would be represented in these dichotomies. This is, however, not the
case in the proposals of Choi (1996) and Butt & King (1996).

Choi proposes the features ±new and ±prom, for ‘prominence’, as shown in
Table 1. Her notion of new is Prince’s (1981) discourse new. Above, we saw that
that notion is based onwhat is mentioned in the discourse and, hence, is problem-
atic for certain analyses of focus. Choi’s notion of prom collapses the distinction
between contrastive and completive focus and that between tail and link in Vall-
duví’s sense. She does not discuss explicitly what such a collapsed notion would
correspond to intuitively.

Table 1: Choi’s features

Discourse function Topic Contr Focus Tail Compl/Pres Focus

prom + + − −
new − + − +

Table 2: Butt and King’s features

Discourse function Topic Focus Background Completive Info

prom + + − −
new − + − +

Butt & King (1996) adapt Choi’s proposal, making the distinctions in Table 2.
Butt &King (1996) do not use the prom feature to distinguish between contrastive
and non-contrastive focus, as they only discuss cases of what they consider non-
contrastive focus in their paper. This, of course, leaves open the question ofwhich
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distinctions need to be made to account for the cases that have been discussed
as contrastive versus non-contrastive focus.

Another difference between the two feature systems seems to be whether IS
should be a full representation of everything in the sentence, or just some impor-
tant parts. Whereas Choi’s version of the features suggests that only some parts
of the sentence will be represented, Butt & King’s (1996) labeling assumes a full
representation of the sentence. This latter view is also espoused in more formal
treatments (see Section 3.2).

Another version of the scheme is found in Gazdik & Komlósy (2011), who use
the d-link distinction of Pesetsky (2007) instead of the ±new feature, as shown in
Table 3. They consider continuing topics to be background, and discuss the dif-
ference between hocus and focus in Hungarian as well as the status of question
words. This more recent proposal takes into account the most important distinc-
tions discussed in the literature reviewed above. The notion of prominence seems
to correspond to the notion of contrast, and d-linking is a way to distinguish be-
tween more and less salient elements. This proposal is, however, only worked
out for Hungarian.

Table 3: Gazdik and Komlósy’s features

Discourse Focus, Question Contrastive Topic,
function word, Hocus Question word Completive Background

prom + + − −
d-linked − + − +

The switch in interpretation between Choi (1996) and Butt & King (1996) and
the further switch in interpretation in Gazdik & Komlósy (2011) shows that the
features are not clearly enough defined to apply unambiguously. It might be just
this vagueness that has allowed several other LFG accounts, e.g Marfo & Bodomo
(2005), Dalrymple & Nikolaeva (2011), Mycock (2013), Mycock & Lowe (2013)
and Otoguro & Snijders (2016) to adopt the approach of Choi (1996)/Butt & King
(1996).

What these two-feature approaches suggest is that, on an abstract level, only
four distinctions need to be made to account for the IS distinctions that natural
languages encode, even if these distinctions are not exactly the same in all lan-
guages. This is not necessarily false, but it is not something that has been argued
for in any detail.
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With respect to topic, we often find one further distinction, although some au-
thors have proposed more subdivisions. Bresnan & Mchombo (1987) distinguish
between contrastive (new) topics and non-contrastive ones. Although they
refer mainly to early work by Lambrecht, their distinction seems to be basically
Vallduví’s distinction between link and tail. The distinction between link and
tail is also appealed to in Dalrymple & Nikolaeva (2011) as closely correspond-
ing to their distinction between primary and secondary topics. Based on an
analysis and data treated in more detail in Nikolaeva (2000), Dalrymple & Niko-
laeva (2005) argue explicitly for a distinction between primary and secondary
topic in Ostyak: according to the what about X? test, the primary topic has to
be a subject in this language, but agreeing objects are secondary topics. They
are typical answers to questions such as What did X (= primary topic) do to Y (=
secondary topic)? This analysis is further developed for several other languages
by Dalrymple & Nikolaeva (2011) in the context of their discussion of differential
object marking.

Abubakari’s (2018) familiarity and contrastive topics (in Kusaal) seem to
be intended to capture the distinctions between switch and continuing topic,
but he seems to assume that there could be more than two varieties of topic.
Mchombo et al. (2005) use the feature ±contrastive to make a distinction with-
in the class of switch topics; switch topics themselves are distinguished from
continuing topics. Kifle (2011) proposes three topics in certain sentences in
Tigrinya. Szűcs (2014) sees the distinction between contrastive and non-con-
trastive topics (= −new elements) as crucial for left-dislocation and ‘topicaliza-
tion’ in English: the topic position can be occupied by a contrastive element, be it
topic or focus, whereas left-dislocation requires a non-contrastive new element.
His distinctions seem to be similar to the ones made in Mchombo et al. (2005),
but similarities and dissimilarities are not discussed.

Early work on focus often distinguishes between contrastive and presen-
tational focus (e.g. King 1995). A distinction between contrastive and non-
contrastive foci ismade inAbubakari (2018). Dahlstrom (2003) appeals to Lam-
brecht’s (1994) three-way distinction among foci: predicate focus, argument
focus, and sentence focus. Gazdik & Komlósy (2011) also distinguish between
hocus and focus in Hungarian.

When four distinctions are felt not to be enough, appeal ismade to various hier-
archies to introduce further distinctions. The givenness hierarchy is invoked to
make distinctions among topical and/or focal elements: see e.g. O’Connor (2006)
and Andréasson (2008, 2009, 2013), who appeal to the notion ±actv (activated).
Andréasson’s and Connor’s analyses are based on the Gundel hierarchy, but sim-
ilar ideas are found in Lambrecht (1994).
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Morimoto (2000) appeals to an animacy hierarchy in her analysis of subject-
object inversion; following Bresnan (2001), she treats subject as a grammatical-
ized discourse function, and shows that animacy plays a role in the determination
of the subject function in Bantu. Other hierarchies proposed are the Silverstein
hierarchy (e.g. Simpson 2012 and similar hierarchies of topic-worthiness: Dal-
rymple & Nikolaeva 2011), or appeal to animacy, definiteness and specificity as
in Mayer (2006). Mycock (2013) adds a feature for questions that can co-occur
with all other features. O’Connor (2006) adds the feature ±open to capture rep-
resentations with and without a variable. The most extensive feature taxonomy
in LFG, to my knowledge, has been proposed by Cook & Payne (2006) (see Sec-
tion 4).

In general, the LFG analyses would profit from more cross referencing and
more discussion of the similarities and dissimilarities among the various propos-
als. An exception is Dalrymple & Nikolaeva (2011), who adopt the two-feature
scheme of Butt & King (1996) and discuss how their notions of primary and sec-
ondary topic are different. The feature contrastive is liberally used by various
authors, but often not further defined. Given how problematic it is, it would profit
from a systematic clarification.

In general, not much attention is spent on the question of how to identify topic
or focus independently of their syntactic, prosodic or morphological characteris-
tics. Thus, it is not always clear that the marking that is thought to be that of an
IS unit might not mark another distinction.

3.2 Representation of IS in LFG

3.2.1 From f-structure functions to a separate IS representation

The first mention of IS notions in LFG can be found in the discussion of the topic/
focus functions in Kaplan & Bresnan (1982) and Zaenen (1985). These are taken
over from the phrase structure treatment of long distance dependencies in the
grammatical frameworks that were then current. The discussion of what these
discourse functions did was limited to the observation that they were “overlay”
functions, requiring an extension of the coherence principle: topics or foci were
not only topics or foci, but also had an argument function such as subject or
object. The actual content of the notions topic and focus was not discussed. The
discourse functions were treated in the f-structure, just like other functions. In
the early nineties, several Stanford theses (e.g. Alsagoff 1992, Joshi 1993, Kroeger
1991) investigated the relation between subject and topic in Asian languages in
syntactic terms.
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In the first studies to discuss IS as such, the grammaticalized discourse function
approach is also used, e.g. by Bresnan &Mchombo (1987) and by King (1995), who
investigates in detail the phrase structure configuration needed to account for the
configurational encoding of Russian discourse relations.

King (1997) discusses the drawbacks of an approach that integrates IS notions
into the c-structure and the f-structure. She illustrates in detail the potential mis-
matches between f-structure units and IS units, and proposes to handle IS as a
separate projection. This is what most researchers have done in subsequent work.
We will refer to this separate module as the i-structure.

As already indicated above, most researchers start from a two-feature analysis
of topic and focus, in most cases augmented with background and completive
roles. The representation given is generally an attribute-value matrix (avm), with
the roles as attributes. The nature of the values depends on the way the relation
of the i-structure to the other projections is articulated.

3.2.2 How does the IS relate to the other components of the grammar?

As IS can be signaled in various ways, the flow of information from the different
components to the separate i-structure has to be modeled. LFG has a modular
structure which allows researchers to experiment with various approaches while
keeping other aspects of the framework constant. One of twomodels is generally
adopted. One is proposed in an early paper by Butt & King (1996) and King (1997)
and discussed further in Butt & King (1997); a later, different one is proposed in
Dalrymple & Nikolaeva (2011) and further work in glue semantics.

In Butt & King (1996, 1997), the c-structure feeds into the i-structure. The i-
structure and the f-structure feed into the semantic structure and the i-structure
is related to the f-structure, as every pred appearing in the f-structure has to be
linked to a discourse function. Butt & King’s model is assumed in Sulger (2009),
Dione (2012) and Andréasson (2007), but it has not been worked out in detail.

Dalrymple & Nikolaeva (2011) develop a structured meaning approach à la von
Stechow (1982) and Krifka (2006). In their view, the semantic structure encodes
howmeaning constructors relate to each other. The i-structure adds further struc-
ture specifying the pragmatic relations. Every meaning constructor in a sentence
has to have a role at i-structure. What this role is can be positionally determined,
through a c-structure annotation, or morphologically or prosodically determined.
The feeding relations are c-structure to f-structure to s-structure to i-structure.
The Dalrymple & Nikolaeva model is worked out in detail in Dalrymple et al.
(2019). For discussion of how the prosodic information fits in, see Dalrymple
& Mycock (2011), Mycock & Lowe (2013), Mycock (2013) and Bögel 2023 [this
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volume]. Apart from these two proposals, there are proposals by individual re-
searchers that draw attention to specific problems; for example, O’Connor (2006)
stresses the importance of the i-structure (his d-structure) relation to prosody.
For him, part of the goal is to link an avm representation for i-structure (his dis-
course structure) to a tree representation for prosody. Otoguro (2003) discusses
the relation to morphology. Dahlstrom (2003) draws attention to the necessity
of allowing constructional information to distinguish the various types of focus,
especially sentence focus, and tentatively proposes an i-structure organized as a
set of propositions.

Several researchers (e.g. O’Connor 2006, Choi 1996, and Andréasson 2010) pro-
pose an Optimality-Theoretic calculation to determine what is topic or focus or
what is reanalyzed in a particular way, but no precise proposals are made about
how this OT part fits with the rest of the architecture.

4 Studies of IS phenomena in LFG

In the following, I list LFG contributions in IS in chronological order, with some
short comments intended to inform the reader which language data can be found
in the contribution and which issues are most prominent.

Bresnan & Mchombo (1987) Topic, pronoun, and agreement in Chicheŵa. This
early paper treats the IS concepts as part of the f-structure. It discusses mainly
word order and the notions subject and object in Chicheŵa and some other Bantu
languages.

King (1995) Configuring topic and focus in Russian. A revised version of a PhD
thesis. Discusses topic, contrastive and presentational focus and background in
Russian, Serbo-Croatian and Bulgarian. The IS notions are encoded in c- and
f-structure, and other possible architectures are discussed.

Choi (1996) Optimising structure in context: scrambling and information struc-
ture. This PhD thesis discusses scrambling in German and Korean and appeals
to the notions of aboutness topic and contrastive and presentational focus. It
influenced later research by introducing the feature decomposition ±new and
±prom(inent) and by its use of Optimality Theory to calculate the results.

Butt & King (1996) Structural topic and focus without movement. The paper dis-
cusses word order and discourse configurationality in Urdu and Turkish and dis-
tinguishes topic, focus, background and completive information. It is influential
in the new way it used the features ±new, ±prom.
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King (1997) Focus domains and information-structure. The paper explicitly dis-
cusses the problem created by representing IS in the c- and the f-structure on the
basis of Russian data. It proposes an i-structure parallel to the f-structure.

Sharma (1999) Nominal clitics and constructive morphology in Hindi. The focus
of this paper is the representation of focus clitics in Hindi via inside-out uncer-
tainty.

Broadwell (1999) The interaction of focus and constituent order in San Dionicio
Zapotec. The paper uses Optimality Theory to calculate the right word order for
focused constituents in Zapotec.

Morimoto (2000) Discourse configurationality in Bantu morphosyntax (see also
Morimoto 2009) This dissertation looks at Kirundi and Kinyarwanda and dis-
cusses subject-object inversion. Following Bresnan (2001) in analyzing subject
as both an argument and a discourse function and using the features of Choi
(1996), it argues for two notions of topic in Bantu: external and internal topic.
The distinctions are encoded in the f-structure.

Butt & King (1997) Null elements in discourse structure. The paper discusses
pro-drop in Hindi/Urdu. It adds the distinction between switch and continuing
topic to the distinctions made in Butt & King (1996). It uses a separate i-structure
projected mainly from the c-structure.

Otoguro (2003) Focus clitics and discourse information spreading. The paper
studies focus clitics in Japanese and argues for an architecture in which the c-
structure is the input to the i-structure as well as to the f-structure and both are
input to the morphology. It uses Optimality Theory to calculate the outcomes.

Dahlstrom (2003) Focus constructions in Meskwaki. The paper starts from Lam-
brecht’s (1994) three focus types and discusses the various constructions, ex-
emplifying them in Meskwaki. Following Lambrecht (1994), it proposes an i-
structure which is structured as a set of propositions.

Dalrymple & Nikolaeva (2005) Non-subject agreement and discourse roles. The
paper makes an argument for the notion secondary topic based on agreement
facts in Ostyak. It assumes a separate i-structure.

Marfo & Bodomo (2005) Information structuring in Akan question word fronting
and focus constructions. Starting from Akan question word fronting, the paper
studies the difference between focus and background. It assumes a separate i-
structure.
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Mchombo et al. (2005) Partitioning discourse information: A case of Chicheŵa
split constituents. The paper argues that the topic in Chicheŵa can be split into a−prom and a +prom part. The +prominent part can be in initial position or not,
and it can be ±contrastive.

Cook & Payne (2006) Information structure and scope in German. The paper
examines the interaction between word order and scope in German and claims
we need to distinguish between ±topic, ±new and ±contrastive. The facts dis-
cussed relate to what others have called topic-within-focus. The account uses a
separate i-structure, glue semantics and Optimality Theory.

Mayer (2006)Optional direct object clitic doubling in Limeño Spanish. The paper
discusses clitic doubling in Limeño Spanish. It contains an extensive discussion
of the factors that are usually associated with differential object marking (dom):
animacy, definiteness and specificity. It proposes that some of the objects dis-
cussed might be secondary topics.

O’Connor (2006) Information structure in lexical-functional grammar: The dis-
course-prosody correspondence. This dissertation discusses prosody and pitch ac-
cent in Serbo-Croatian and their link to IS notions. It is based on Lambrecht’s
(1994) distinction between presupposition and assertion and the distinction be-
tween active and non-active referents. In O’Connor’s terminology, discourse
structure corresponds to what is called i-structure in this paper. O’Connor rep-
resents discourse structure as an avm and discusses how it should be linked to
the prosodic structure that is represented as a tree.

Simpson (2007) Expressing pragmatic constraints on word order inWarlpiri. The
paper discusses word order in Warlpiri, arguing for a distinction between promi-
nent and non-prominent information as well as the distinction between new and
not new. The aux marks the transition from prominent to less prominent infor-
mation. New information precedes the verb. Both prominence and newness are
seen as relational notions. The separate IS is intended to be capable of represent-
ing hierarchies of newness and prominence.

Kifle (2007) Differential object marking and topicality in Tigrinya. See also Kifle
(2011). The discussion is based on Dalrymple & Nikolaeva (2005), but it is claimed
that for Tigrinya further distinctions are needed. The topic is represented at f-
structure in the implementation.

Andréasson (2007) The architecture of i-structure. The paper argues for a func-
tion scene distinct from ground and rheme and from stage topic. The data
come from Scandinavian languages, mainly Swedish, where the scene is placed
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between the ground and the rheme. A separate i-structure is assumed, but it is
not clear how it relates to the rest of the grammar.

Andréasson (2008) Not all objects are born alike.
Andréasson (2009) Pronominal object shift — not just a matter of shifting or not.
Andréasson (2010), Object shift or object placement in general?
Andréasson (2013) Object shift in Scandinavian languages: the impact of con-

trasted elements. This series of papers studies the different factors that influ-
ence Object Shift in Scandinavian, especially in Danish and Swedish. Andréas-
son (2008) argues for an accessibility hierarchy a la Gundel et al. (1993); Andréas-
son (2009) argues for the importance of factivity when clausal antecedents are
involved; and Andréasson (2013) explores the role of contrastive focus. They as-
sume a separate i-structure and discuss its link to the c-structure.

Sulger (2009) Irish clefting and information-structure. The paper argues for the
distinction between ground and focus in Irish clefts. It assumes a separate i-
structure projected from the c-structure.

Gazdik (2010) Multiple questions in French and in Hungarian: An LFG account.
The paper studies questions in French and Hungarian, making a distinction be-
tween focus, topic and background using a separate i-structure.

Dalrymple & Nikolaeva (2011) Objects and information structure. This book dis-
cusses (differential) object marking and agreement in several languages (Uralic
languages including Ostyak, Tundra Nenets, Vogul; Iranian languages; Indo-Ary-
an languages) with a typological and historical perspective. It mainly discusses
primary and secondary topics and distinguishes the notion of topic from that of
topic-worthiness, which is based on prominence features such as animacy, defi-
niteness, and specificity. It uses Lambrecht’s (1994) notions of assertion and pre-
supposition. It proposes a separate i-structure and provides a structuredmeaning
representation for topic and focus projected from the semantic structure.

Gazdik & Komlósy (2011) On the syntax-discourse interface in Hungarian. The
paper discusses word order and prosody in the Hungarian preverbal field. It dis-
tinguishes between the hocus (an element that highlights an unusual feature of
a otherwise usual event) and the focus, and proposes a revision of Butt & King’s
(1996) schema appealing to the notion of d-linking (Pesetsky 2007). It uses a sep-
arate i-structure.

Simpson (2012) Information structure, variation and the referential hierarchy.
The paper discusses agreement and word order in Warlpiri and Arrernte and
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points out the importance of the Silverstein hierarchy to account for the data. It
does not address architectural issues.

Dione (2012) An LFG approach to Wolof cleft constructions. The paper mainly
discusses clefts in Wolof. It argues that the i-structure can be part of the f-struc-
ture when it has been syntactized.

Mycock (2013) Discourse functions of question words. The paper discusses ques-
tions in English and Urdu/Hindi. It follows Butt & King’s (1996) proposal but
adds a Q mark to all distinctions. It assumes a separate i-structure.

Mycock & Lowe (2013) The prosodic marking of discourse functions. The paper
discusses the prosody of broad and narrow focus in English. The IS distinctions
are based on Dalrymple & Nikolaeva (2011). It addresses the relation between
c-structure, i-structure and p-structure.

Butt (2014) Questions and information structure in Urdu/Hindi. The paper devel-
ops the distinctions made in Butt & King (1996), proposing more subdivisions to
account for questions in Urdu/Hindi. It assumes a separate i-structure, but does
not discuss the relation between projections.

Szűcs (2014) Information structure and the English left periphery.
Szűcs (2017) English left-peripheral constructions from an LFG perspective.These

papers discuss the English left periphery based on insights from Prince (1981) and
Ward&Birner (2001). They argue for a distinction between ±new and ±d-linked
which is further subdivided into ±contrastive. The IS notions are represented
in the f- and the c-structure.

Zymla et al. (2015) Modeling the common ground for discourse particles. The
paper discusses discourse particles in German in the context of the pargram
akr (Abstract Knowledge Representation).

Otoguro & Snijders (2016) Focus clitics and discourse information spreading. The
paper discusses quantifier float in Dutch, English and Japanese. Based on Butt &
King’s (1996) distinctions, it argues that quantified NPs are topics and the floated
quantifer is part of the focus.

Belyaev (2017) Information structure conditions on agreement controller in Darg-
wa. The paper argues for the importance of the notion pivot as defined in Falk
(2006) to account for agreement in Dargwa. The notions used are syntactically
encoded.

Abubakari (2018) Information structure and the Lexical-Functional framework.
The paper argues for a subdivision of focus in contrastive and completive based
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on data from the morphological markings on focus and topic in Kusaal. The mor-
phological markers themselves are retained in the i-structure.

Szűcs (2019) Left-dislocation in Hungarian. The paper argues for a distinction
between topic left-dislocation and clitic topicalization in Hungarian. It mainly
discusses the f- and the c-structure.
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Chapter 19

Morphology in LFG
Ash Asudeh
University of Rochester

Daniel Siddiqi
Carleton University

Lexical-Functional Grammar has been consistent over the past 4+ decades about
its conception of syntactic structure and the sorts of rules that license it. How-
ever, despite being a highly lexicalist model of grammar, LFG has not developed
a similarly consistent model of morphology. LFG has in fact assumed a variety of
different models of morphology and interfaces with distinct ‘morphological’ mod-
ules and theories in this time. This is perhaps because LFG early on solved the
problem of how morphology and syntax can communicate in a common formal
language — the language of functional descriptions, which can be both associated
with words and their parts and with syntactic elements. We first introduce some
important concepts from morphological theory. We then look at some early LFG
analyses which treated morphology incrementally. Subsequently, we review work
on the syntax–morphology interface in LFG. We end with a discussion of realiza-
tional approaches to morphology in LFG.

1 Introduction

Lexical-Functional Grammar has been fairly consistent over the past more than
four decades about its conception of syntactic structure and the sorts of rules that
license it. However, despite being a highly lexicalist model of grammar, LFG has
not developed a similarly consistent model of word-formation. LFG has in fact
assumed a variety of different models of word-formation and interfaces with dis-
tinct ‘morphological’ modules and theories in this time. This is perhaps because

Ash Asudeh & Daniel Siddiqi. 2023. Morphology in LFG. in Mary Dalrymple
(ed.), Handbook of Lexical Functional Grammar, 855–901. Berlin: Language
Science Press. DOI: 10.5281/zenodo.10185976
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LFG early on solved the problem of how morphology and syntax can commu-
nicate in a common formal language — the language of functional descriptions,
which can be both associated with words and their parts and with syntactic el-
ements. Together with the Lexicalist Hypothesis (Lapointe 1980, Chomsky 1970,
Bresnan et al. 2016: 92), this entailed that syntactic terminals are morphologically
complete words, with possibly complex associated f-descriptions, but the theory
did not have to really say anything about the exact mechanism for word forma-
tion or how contributions were made to complex f-descriptions by specific parts
of words. In addition, LFG has distributed what might be considered aspects of
word-formation to various components besides a lexicon, including for example
prosodic or phonological structures (Dalrymple & Mycock 2011, Bögel 2015).

In this context, it is perhaps better to start this chapter with a brief overview of
some of the range of variation in morphological theory so that we can better situ-
ate LFG in the landscape of morphological possibilities (Section 2). We then look
at early LFG analyses which treated morphology incrementally (Section 3). Then
we reviewwork on the syntax–morphology interface in LFG (Section 4). This sets
the stage for a look at current approaches to morphology in LFG, which are re-
alizational (Section 5). We will not have anything to say about the interactions
of morphology, syntax, and prosody in LFG, because that is covered by another
chapter in this volume, Bögel 2023 [this volume].

2 Morphological theory and terminology

The landscape of morphological theory is defined by many key ‘decision points’
that we summarize here for subsequent use. These decision points are pretheo-
retically distinct from each other, but they have a tendency to cluster together in
ways that will be reflected in morphological theories interfacing with LFG. We
attempt to be neutral for each decision point, and also as brief as possible. We
leave the detailed description of these distinctions to sources like Hockett (1954),
Beard (1995), and Stump (2001), but also textbooks like Haspelmath & Sims (2010),
which does an especially good job of describing these decisions.

2.1 Morphemes vs. words

The first of these is also the most basic. What are the ‘atoms’ of morphologi-
cal theory? What are the inputs to morphological rules? What are the elements
that morphology manipulates? Morphological theories fall into two basic classes:
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those that subscribe to the morpheme hypothesis and those that do not. The for-
mer are typically called morpheme-based theories (or morphemic theories). The
latter are typically called word-based theories (or lexemic theories).

In morpheme-based models, the inputs to morphological operations are ideal-
ized as one-to-one pairings of sound and meaning called morphemes. Later mor-
pheme-based models, such as Distributed Morphology (Halle & Marantz 1993),
have redefined ‘morpheme’ to mean ‘abstract morphological feature’. In these
models, the sound-meaning pairing is better considered a listeme (Di Sciullo &
Williams 1987) but is often called a vocabulary item. Historically, a ‘word’ is the
morphological domain above morphemes. In most contemporary models of this
kind, the ‘word’ is mostly epiphenomenal or refers to an extra-morphological
domain (typically prosodic/phonological). In this context, a so-called ‘simplex
word’ is nothing more than a domain containing only a single morpheme, while
a so-called ‘complex word’ is a domain containing more than one morpheme.

In word-based models (Aronoff 1976), words are the atoms of the grammar.
Morphological operations have words as their input and words as their outputs.
In contemporary instantiations of word-based models, the input and output are
not really the appropriate terms. Rather, ‘words’ have both abstract representa-
tions and phonological representations. The abstract form of a word is called a
lexeme.1 A lexeme is the basic representation of a word (often analogized to a dic-
tionary entry). A lexeme may be derived from another lexeme via derivational
morphology or compounding (and thus can be complex) but is never inflected.
The phonological form of a word, which is fully inflected, is called a word-form,
which can be conceptualized as a particular, (grammatically) context-sensitive,
instantiation of a word. The word-forms of a lexeme are typically organized into
paradigms.

There are many reasons why a theory might choose to assume words or mor-
phemes — more than we could possibly summarize in this space. We posit the
following as an oversimplified summary. The basic tendency observed in the
crosslinguistic state of affairs is that morphology is affixal and morpheme bound-
aries are clearly identifiable. This is tautologically true in isolating and aggluti-
native languages, but even fusional languages, which almost always have port-
manteau (many-to-one) morphemes, tend to have clear morpheme boundaries.
On the other hand, divergences from this tendency are legion and likely exist in

1Word-based and lexeme-based models are not strictly the same (Aronoff 1994: 7). For example,
not all word-based models assume lexemes, and some lexeme-based models are actually not
word-based in the strict sense (lexemes are taken to be atoms of morphological descriptions,
but words are not). For the purposes of this overview this simplification suffices. We thank an
anonymous reviewer for helping us sharpen this point.
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every language. Templatic (or root-and-pattern) morphology, such as found in
Semitic languages, is not easily accounted for as affixation. Stem allomorphy and
suppletion, especially in high frequency words, often involves a morphological al-
ternation without clear morpheme boundaries. Furthermore, complex words fre-
quently have lexicalized meaning, i.e. non-compositional meaning that is more
than the sumof the containedmeanings. These exceptional data are usually given
exceptional explanations, such as diachronic ones. Put simply: the morpheme hy-
pothesis captures the basic concatenative cross-linguistic tendency of morphol-
ogy, but lacks synchronic empirical coverage of seemingly exceptional data. The
word hypothesis is its opposite, capturing all the data, but needing to attribute
the basic concatenative tendency to something else, such as diachronic pressures
like grammaticalization.

2.2 Arrangement vs. Process vs. Paradigm

The second decision point is the types of rules that operate on the atoms. This
distinction is originally described by Hockett (1954) as the contrast between item-
and-arrangement (IA), item-and-process (IP), and word-and-paradigm (WP) mod-
els. The names for these models reflect their workings. In an IA model, morphol-
ogy is simply the set of morphemes in a word and the arrangement of those mor-
phemes. Thus, the arrangement itself (which is essentially simple concatenation)
is the only ‘morphological process’. In an IP model, rules (such as affixation, redu-
plication, juxtaposition, suppletion, etc.) are applied to a base (or stem), which may
be complex or simplex, to generate a new complex form. IP models are compati-
ble with both morphemes or words being the ‘base’. Finally, WP models assume
the morphology is the process through which all the word-forms in a word’s
paradigm are inferable from each other via some mechanism that generates a
paradigm.

The reasons for adopting any of these three are similar to the reasons in Sec-
tion 2.1. IA models have two strengths. Firstly, they capture the basic cross-
linguistic generalization: the vast majority of morphology can be explained with
simple concatenation. Secondly, many practitioners of IA models find such a
simple operation to have an elegance and restriction that are laudable metatheo-
retical goals. Because of this, IA would be preferred by those theorists for whom
such theoretical elegance is a high-ranking concern. Again, we find that such
practitioners are satisfied that putatively non-concatenative processes have po-
tential diachronic explanations.

There are familiar reasons to assume IP models, which again, as in Section 2.1
appear to be the opposing reasons. Chief among them is that IA models under-
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describe the data. IAmodels end up accounting for everything with affixation, in-
cluding apparently non-affixal morphology like functional shift, back-formation,
stem allomorphy, suppletion, stress shift, truncation, and reduplication. Affixal ex-
planations for these phenomena tend to be fairly stipulative and lead to a prolif-
eration of null morphemes that condition these changes (which are themselves
a violation of theoretical parsimony, despite this concern being a primary moti-
vation of such approaches). IP practitioners point out that there is also a ready-
made counter-explanation from diachrony for the prevalence of concatenation:
the chief source of morphology is grammaticalization, which (ultimately) leads
to affixes. Furthermore, although rule-based morphological models are undoubt-
edly much more powerful than IA models, that power comes with significant
empirical coverage, which is arguably worth the trade-off. In many varieties of
both WP and IP models, in the idealized case, any two word-forms can be mu-
tually predictive. This allows rules to apply ‘backwards’, capturing phenomena
such as backformation or cross-formation (see, e.g., Becker 1993). These types of
morphological alternations are difficult to capture in an IA model.

The appeal of WPmodels over the other two is the ability to make reference to
the paradigm as an abstract entity. In the domain of inflection, many generaliza-
tions, especially morphomic ones, can be captured by referring to the paradigm
itself. A morphome, as described in Aronoff (1994) and Luís & Bermúdez-Otero
(2016), among others, is a purely morphological pattern. The existences of mor-
phomes is controversial (a debate captured well in Luís & Bermúdez-Otero 2016).
The most salient of proposed morphomes in this debate are root allomorphy pat-
terns like the ‘L pattern’ and the ‘N pattern’ (see Maiden 2018), which are literally
described as patterns in a paradigm (e.g., cells arranged in an L or an N). Thus
WP models are uniquely well-situated to account for these. On the other hand,
arrangement accounts usually deny the existence of morphomes as paradigm
effects and instead account for them via some other mechanism (see Trommer
2016).

Similarly, patterns of syncretism lend themselves to paradigmatic explana-
tions. Paradigmatic explanations are especially well suited to highly fusional
languages as are common in Indo-European. They also lend themselves easily
to complex agreement patterns that are cross-linguistically ubiquitous. Further-
more, because a paradigm cell can contain multiple forms or even no forms, WP
models allow explanations for both optionality and defectiveness/ineffability. The
tradeoff here is paradoxical: on the one hand, paradigmatic models tend to have
little to say about derivation2 and compounding, so they under-describe the data;

2There are some notable exceptions, though, such as Booij (2010) and Spencer (2013).
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on the other hand, paradigms are much more powerful than needed for most of
the world’s languages, so in another respect, they over-describe the data.3

2.3 What is the lexicon?

The third decision point is the nature of theword-storage component of the gram-
mar. For example: Is the lexicon a productive component of the grammar or sim-
ply a passive list of memorized forms? While the terminology here is far from
consistent in the literature, for the purposes of this chapter we will use lexicon
to denote a generative/productive component of the grammar responsible for
word-formation. We will use vocabulary for a passive component which is sim-
ply a list of memorized items. There is nothing inherently contradictory about a
model having both a lexicon and a vocabulary. It just happens that most models
with a productive component typically assume that that component is also the
one responsible for word-storage. Indeed, this dual role is central tomanymodels
of blocking, such as the original one developed by Aronoff (1976). On the other
hand, Di Sciullo & Williams (1987) argue for both a lexicon and a vocabulary
(without using those terms).

There are some downstream effects of the decision to have a component ded-
icated to word-formation. If it is assumed that the lexicon is productive, a deci-
sion must be made on how much it is responsible for. The Single Component Hy-
pothesis claims that all three distinct types of morphology (derivation, inflection,
and compounding) are handled by the same generative component. On the other
hand, the Split Morphology Hypothesis claims that derivation and inflection are
handled by separate components. Thus, it is not uncommon to have two distinct
word-formation components, one for derivation and one for inflection, depend-
ing on a particular model’s definition of lexeme. This is made explicit in the WP
model of Anderson (1982, 1992), where the paradigms are only responsible for
inflection.4

Provided you assume that morphology is not its own domain, there seem to
be two obvious non-morphological components involved in ordering morpho-
logical elements. One of these is prosody/phonology, as seen in models such as
Optimality Theory (Prince & Smolensky 2004). The other, more common, ac-
count for ordering morphological elements outside of a lexicon is the syntactic
component. The Morphosyntax Hypothesis — this is not its common name but
will suit our purposes — assumes that all of morphology and syntax are handled

3Word and Paradigm models encompass more than just what is described here, including adap-
tive discriminative models such as Blevins et al. (2016), but these have not yet been meaning-
fully interfaced with LFG, so we set them aside here.

4Split morphology theories are properly ambivalent about the place of compounding; we do
not address compounding in this chapter.
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by the same component of the grammar. This entails the strong claim that au-
tonomous morphological phenomena do not exist, and are instead attributable
to the morphological interfaces with phonology and syntax. The Weak Lexical-
ist Hypothesis separates derivation from inflection: Derivation is handled by a
lexicon while inflection is part of the syntactic structure. By contrast, the Strong
Lexicalist Hypothesis assumes that all of word-formation is Lexical/non-syntactic.

We won’t get into the reasons why a syntax model might adopt variations on
the Lexicalist Hypothesis. We leave that to elsewhere in this handbook. From
the point of view of morphological theory, there are distinct reasons to consider
breaking the class of things called ‘word-formation’ into distinct components.
Data on morphological structure suggests compounding and derivation are of a
kind that is distinct from inflection. In the domain of derivation and compound-
ing, fully productive morpheme ordering overwhelmingly generalizes as headed
hierarchical structure (the type of structure usually represented by trees in syntac-
tic theory). In inflection, on the other hand, to the extent that morpheme bound-
aries are even identifiable, they tend to be arranged in ordered flat structure (i.e.,
a list). Constituency tests that show hierarchical structure tend to fail, despite
strict ordering. Alternatively, when boundaries are less identifiable, the morphol-
ogy appears to be arranged paradigmatically. This difference is mostly captured
by the distinction between an agglutinative and a fusional inflectional system.
A key reason for treating inflection as different from other kinds of morphol-
ogy is precisely because of the apparent structural distinction between a linear
structure (inflection) and a hierarchical structure (derivation). Conversely, while
inflection is overwhelmingly productive and expresses compositional meaning,
derivation and compounding have a much greater (but still small) likelihood of
having non-compositional meaning and being less than fully productive. This is
yet another reason to partition morphology into distinct classes.

Finally, and perhaps most importantly, to the extent that we can today justify
that derivation is a distinct empirical category from inflection, following Ander-
son (1982), the chief generally observed distinction (outside of the hierarchical/
linear/paradigmatic ones above) is that inflection is relevant to the syntax. In-
flection comes in two varieties. The first empirical category is those inflections
that express grammatical configurations (contextual inflection; Booij 1996). For
example, case and subject/object agreement on verbs express the relationship
between verbs and their dependents. Similarly, nominal concord expresses the
relationship between nouns and their dependents. Importantly, languages ap-
pear to have the option of expressing these relationships either via morphology
or through a fixed word order (or both). The other empirical category of inflec-
tion is those morphological reflexes of so-called ‘morphosyntactic’ or ‘morphose-
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mantic’ categories (inherent inflection; Booij 1996). These are such properties as
tense, aspect, voice, mood, number, definiteness, etc. Again, languages appear to
have the choice of expressing these properties morphologically or syntactically
(through separate categories such as auxiliaries, clitics, prepositions, etc).

Given these differences, it makes sense to split a lexicon into two pieces: one
that handles so-called lexeme-formation and another that handles inflection (but
see Booij 1996 for counter-arguments). These two components can then have
fundamentally different types of processes and can have different relationships
with the syntactic component. And indeed, this division of labor is common in
Word-and-Paradigm models today. For a review of the history and state-of-the-
art of WP models, see Blevins (2018).

Since syntax is also naturally represented, at least in part, by headed hierar-
chical structures, the parsimonious approach to grammar is to identify the ex-
tent to which all such structure can be done with the same component — in
other words, to assume a single component that generates headed hierarchi-
cal structure, whether the structure represents ‘syntax’ or ‘morphology’. Com-
pounding and derivation can similarly easily be accommodated to a compo-
nent that generates headed hierarchical structure, especially if we restrict the
model to only the most productive processes and we are willing to assume that
non-compositional morphological meaning is fundamentally the same as non-
compositional idiomatic syntactic constructions. We would have to then be will-
ing to postulate vacuous hierarchical structure in inflection, but this postulation
is arguably worth the trade-off for overall parsimony. The call of parsimony
is heightened by the definitional interdependence of syntax and inflection. In
fact, an Item-and-Arrangement model has already made certain empirical sac-
rifices for parsimony and restriction goals. It seems that no further sacrifices
are needed to assume a single morphosyntactic component. The gain in par-
simony is even further support for Item-and-Arrangement from this point of
view, so it is not surprising that most models today that assume an Item-and-
Arrangement model reject the Lexicalist Hypothesis and adopt a passive vocab-
ulary. But deciding to approach morphology by reducing it to syntactic (and/or
phonological) operations is not restricted to Item-and-Arrangement approaches.
Similarly, construction-based approaches to morphology (Booij 2010, Masini &
Audring 2018) generally assume that the construction is both a morphological
and syntactic mechanism. This property of having a shared mechanism is often
summarized as ‘X all the way down’, where X is constructions in construction-
based approaches, syntax in standard Distributed Morphology, and constraints
in Lexical-Realizational Functional Grammar.
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Approaching morphology via a single morphosyntactic component has signif-
icant empirical justifications as well. There are several commonplace phenomena
that blur the lines between word and phrase, suggesting that distinction is more
one of convenience than a justifiable categorical contrast. Such phenomena in-
clude for example: clitics, phrasal affixes, phrasal compounds, valence changing
devices, separable prefixes (of the Germanic variety; e.g., Booij 2002), object in-
corporation (of the Mohawk variety; e.g., Baker 1988). Because these phenomena
appear to be both syntactic and morphological, it is appealing to these practition-
ers to find unitary explanations, which ultimately rest on not positing a syntax/
morphology distinction.

2.4 Lexical vs. inferential

While not strictly distinct from our classification above, it is worth taking a mo-
ment to describe a distinction that is common in the literature, especially within
models that interface with LFG. Stump’s (2001) typology of morphological theo-
ries of inflection includes a distinction between two types of theory: Lexical and
Inferential. In a lexical model, the lexicon (or vocabulary) stores associations of in-
flectional properties and phonological properties. A complex word is an ordered
set of these associations. Conversely, in an inferential model, the systematic asso-
ciations are between a lexeme and its word-forms. Word-forms are inferred from
their stems by rules (not restricted to concatenation) that associate aspects of
form with aspects of grammatical content. In sum, lexical models are concerned
with listed lexical objects (words or morphemes), whereas inferential ones are
concerned with rules.

In the typology that we are describing here, these distinctions are not basic.
Instead, they are composites of the distinctions above. While it may not be the
case that Stump (2001) intends “lexical” to comprise these four properties, the
examples of lexical models that Stump (2001) lists all share in common that they
are morpheme-based, Item-and-Arrangement, and morphosyntactic with a passive
vocabulary. In contrast, an inferential model is word-based, and assumes Strong
Lexicalism (at least for inflection, which is what Stump 2001 is concerned with).

2.5 Incremental vs. realizational

The final distinction that we describe here concerns the relationship between in-
formation andmorphology. In an incremental model, morphology is information-
adding. That is, a word gains grammatical complexity (i.e., morphosyntactic prop-
erties) at the same time, or as a function of, gaining complex morphology. For
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example, on this conception, adding the plural morpheme to the word is what
makes it plural. In opposition to this stand realizational models. In a realizational
model, morphology is information-expressing. Some aspect of grammar that is
external to the morphology supplies a set of morphosyntactic properties (which
may or may not include a root). What we conceptualize as morphology then ex-
presses that set of morphosyntactic features. Depending on other choices made,
this expression might be a passive mapping to phonology or the application of
a realizational rule. In these models, morphology provides the exponence of mor-
phological properties (the exponenda).

This distinction is not so much an active distinction today since most contem-
porary morphologists assume some variety of realizational morphology. This can
be achieved via paradigms (Paradigm Function Morphology; Stump 2001, 2016,
Spencer 2013), morpheme-insertion (Distributed Morphology; Halle & Marantz
1993), or constructions (Construction Morphology; Booij 2010, Masini & Audring
2018; Optimal Construction Morphology; Inkelas et al. 2006, Caballero & Inkelas
2013, Inkelas 2016). The simple reason for this is that morphology, especially in-
flection, both under- and overdetermines its featural content.

The underdetermination part has always been well-known. For example, a
fundamental property of inflection and primary explanandum of morphological
theory is the fact that the morphosyntactic features overtly expressed by an in-
flected form are often a subset of those properties that are associated with the
word. For example, it is common for gender to be unexpressed in combination
with participant persons (1st and 2nd). Similarly, it is also common for person
features to be unexpressed in combination with past tense or plural number (see,
for example, Bjorkman et al. 2021).

Interestingly, the reverse is true aswell, which demonstrates the case of overde-
termination. Morphosyntactic properties are often expressed multiply without
additive meanings; this is usually called multiple exponence. For example, chil-
dren is not ‘multiply plural’ despite having three distinct reflexes of plural (vowel
change, historic -r plural, historic -en plural). What is noteworthy here is that the
multiple expression of plurality is grammatical. One wouldn’t expect this of an it-
erated plural function, which is what multiple applications of a plural morpheme
might lead one to expect (see, for example, Harris 2016).
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3 Incremental morphology and LFG

3.1 Phrase structure rules as word-formation rules

An obvious approach to concatenative morphology is to capture morphological
well-formedness using similar (annotated) phrase structure rules to the ones that
license c-structures (Selkirk 1982). The difference is that the morphological ones
use morphological categories. However, standard LFG assumes Strong Lexical-
ism, so it is important to note that this is happening in different combinatorial
components of the grammar — morphology versus syntax. Pedagogical presen-
tations, such as Bresnan et al. (2016), out of necessity simplify representations in
such a way that this important distinction is masked. In the problem set on West
Greenlandic (Bresnan et al. 2016: 364–369), we find the example in (1) below, an-
alyzed with the assistance of the morphological rule in (2), and the sketch of an
analysis for (1) in (3).5

(1) West Greenlandic
Angisuu-mik
big-ins

qimmeq-arpoq.
dog-have.ind.3.sg

‘He has a big dog.’

(2) V ⟶ Nstem
(↑ obl) = ↓ Vsuff↑=↓

Note that this rule looks just like a c-structure rule, except with a c-structure
category on the lefthand side of the rule and morphological categories on the
righthand side. In other words, it is the outputs of these morphological rules that
form the inputs to the c-structure rules.

5We have left the morphological glosses off the free English translation in (3), which is not
present in Bresnan et al. (2016: 446); this is just a rough approximation of the glossing in (1).
We have also elided some annotations from the original.
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(3) S

(↑ obl) = ↓
NP

(↑ adj) = ↓
⋮
N

angisuumik
‘big’

↑=↓
V

(↑ obl) = ↓
Nstem

qimmeq
‘dog’

↑=↓
Vsuff

arpoq
‘has’

However, notice that the node labelled V in this tree is actually licensed by the
morphological rule in (2). In another sense, this very same V is also licensed by
the c-structure rule for S, which is easily inferable from (3).

However, if morphology and syntax are distinct grammatical modules, per
Strong Lexicalism, then it can’t actually be a single rule set that captures both as-
pects of V, as implied by (3), even if the mechanisms involved are the very same
for both syntax and morphology (annotated phrase structure rules) in this incre-
mental approach to LFGmorphology. Thus, a more transparent way to represent
(3) may be something like the following (based on Ishikawa 1985: 285):

(4) S

(↑ obl) = ↓
NP

(↑ adj) = ↓
⋮
N

angisuumik
‘big’

↑=↓
V
‖

‖
V

(↑ obl) = ↓
Nstem

qimmeq
‘dog’

↑=↓
Vsuff

arpoq
‘has’
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The horizontal line represents the syntax/morphology ‘boundary’ and we see
that V has a foot on each side. This representation is arguably more transparent
about the full set of theoretical claims behind (3). But it also highlights that the
licensing mechanisms for c-structure and morphology are redundant in this sort
of incremental morphology for LFG.

It is important to realize, though, that in early LFG, incremental morphol-
ogy through phrase structure rules was not merely a pedagogical simplification.
There were proposals in early LFG research on morphologically rich languages
that involved phrase-structural incremental morphology, such as Baker (2006
[1983]), Ishikawa (1985: ch. 3)6 and Nordlinger (1997, 1998). For example, Nord-
linger (1997: 107) proposes the following morphological rule for case affixation
in various dependent-marking languages of Australia (including, e.g., Kayardild,
Martuthunira, Thalanyji, Wambaya):

(5) N ⟶ N↑=↓ Aff↑=↓
Nordlinger subsequently revised this incremental analysis in favour of a realiza-
tional approach (Sadler &Nordlinger 2004, 2006), whichwill be discussed further
in Section 5.1.

In sum, the early incremental approach to morphology that was commonly
assumed by LFG was a straightforward, even traditional, morpheme-based, item-
and-arrangement approach.

3.2 Finite-state morphology

Another question that arises with incremental phrase-structural morphology is
one of computational complexity/power. One way of expressing the intuition
that morphology is generally concatenative is to observe that regular languages/
finite state automata, which are the Type 3 grammars in the Chomsky Hierarchy
(Chomsky 1957, 1965, Partee et al. 1990: part E), are computationally sufficient
for generating concatenative morphology. One can make an even stronger claim,
which is that almost all of morphology requires no more than finite-state power,
except for total reduplication (Beesley & Karttunen 2003, Roark & Sproat 2007:
25, 53–60), which is beyond finite-state power, since it requires exactly matching
a preceding string of potentially unlimited length.7

6See Bresnan et al. (2016: 396) for a simplified presentation of some of Ishikawa’s proposals.
7Note that Beesley & Karttunen (2003) build their system around the operation of concatenation,
whereas Roark & Sproat (2007) argue that the operation of composition is more general and
is to be preferred. Among other considerations, composition gives a more natural finite-state
solution to templatic (root-and-pattern) morphology (Kiraz 2001, Roark & Sproat 2007: 41–44).
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Let’s now turn back to the particular kinds of proposals for phrase-structural
morphology that we saw in Section 3.1. The computational power of phrase-
structural morphology is at least context-free, which is more powerful than re-
quired and corresponds to a higher level in the hierarchy. In other words, rep-
resenting concatenative morphology in a phrase structure format gives the mor-
phological component more potential power than seems justified by linguistic
data. Moreover, once we add f-structure annotations to morphological phrase
structure rules, we are potentially in the yet more powerful class of mildly
context-sensitive languages (Joshi et al. 1991), since wewould have the full power
of LFG. This seems too powerful.

For example, if morphology were mildly context-sensitive, we might expect
to see morphological long-distance dependencies or cross-serial dependencies,
but we are not aware of any morphological phenomena that straightforwardly
demand such analyses. It might seem that phenomena such as circumfixion or
vowel harmony are candidates for morphological long-distance dependencies,
but these can in fact be handled by finite-state means (Beesley & Karttunen 2003).
Some agreement phenomena, like the Ojibwe person discontinuity in (35) below,
might similarly seem long-distance, but are in fact clause-bounded, so we expect
that finite-state morphology (FSM) could handle them. We are aware of so-called
‘long-distance agreement’ (Butt 1993, Bhatt 2005), but we are not aware of any
such case for which there is no viable non-long-distance solution. Lastly, it might
seem that templatic morphology shows a morphological need for an indexed
language (mildly context-sensitive) to line up consonants and vowels properly.
However, it has been shown that a composition-based finite-state approach can
indeed handle templatic morphology (Kiraz 2001, Roark & Sproat 2007).

It should be noted that actual computational work on LFG, in the context of
the Parallel Grammars (ParGram) project (Butt et al. 1999; Forst & King 2023 [this
volume]), uses finite-state morphology, rather than incremental phrase-structure
morphology. Indonesian is among the languages in the ParGram project and does
have productive total reduplication. The ParGram Indonesian grammar only al-
lows for reduplication of words already in the dictionary/lexicon. This means
that the FSM can extract the morphological feature encoded by the reduplica-
tion (because there is a finite vocabulary). However, on encountering a word
for the first time, such a system cannot recognize the reduplication and so can-
not extract the morphological feature encoded.8 Thus, the full productivity of
Indonesian reduplication is not modelled in the ParGram grammar.

In sum, the FSM approach is a restrictive approach that also yields broad cov-
erage of morphological phenomena; for example, see the many case studies in

8We thank Ron Kaplan (p.c.) for discussion of this point. Any remaining errors are our own.
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Roark & Sproat (2007). The restrictiveness of the FSM approach makes it very
attractive, even more so when coupled with the fact that FSM approaches have
revolutionized applications that require morphological analysis, such as spell-
checkers, part-of-speech taggers, and speech recognition and production sys-
tems (Kaplan & Kay 1994, Beesley & Karttunen 2003, Roark & Sproat 2007). Nev-
ertheless, this does notmean that we should conflate theories with their formal or
computational bases. Using an analogy from syntax, the mildly context-sensitive
formalisms of Lexicalized Tree-Adjoining Grammar, Categorial Grammar, and
LFG form a computational equivalence class but nevertheless underpin distinct
theories. As Roark & Sproat (2007) themselves emphasize, theoretical distinc-
tions may matter even if the options are computationally equivalent. For exam-
ple, they consider Tagalog -um- infixation, as in tawag (‘call’) versus tumawag
(‘call (perfective)’). They note that it is computationally “immaterial” from an
FSM perspective whether we conceive of the infix as attaching to t- or to -awag
(Roark & Sproat 2007: 30–31). However, from a theoretical perspective, these
two solutions are clearly not equivalent. In particular, Tagalog um is an infix
in consonant-initial words (with some exceptions, where it cannot appear at all),
but is a prefix in vowel-initial words, such as abot, which becomes umabot (‘reach
for (perfective)’) (Orgun & Sprouse 1999: 204). On theoretical grounds, it there-
fore seems preferable to think of um as attaching to the element to its right, as
McCarthy & Prince (1993) and Orgun & Sprouse (1999) conclude, but to FSM the
two options (dependency on the preceding or following element) are equivalent
and the distinction immaterial.

3.3 Lexical rules

Throughout the early history of LFG, theorists made crucial use of lexical rules,
such as found in Bresnan (1982). These lexical ruleswere almost always employed
to capture argument structure alternations, like passivization. Another way to
think about the effect of lexical rules is that they concern the remapping of gram-
matical functions. These rules frequently had morphological reflexes in addition
to their argument-structure-changing properties, but they also frequently did
not (see the example lexical rules for gerundives in Bresnan et al. 2016: 316–317).
In fairness, these rules were not normally postulated from the point of view of
morphological theory, so the emphasis was not on their morphological reflexes
or how to use them to capture morphological generalizations. Moreover, lexical
rules were not systematically codified into a model that we could discuss explic-
itly here.
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Nevertheless, it was clear that these rules are explicitly non-syntactic. For ex-
ample, in Falk’s textbook they are described thus (Falk 2001: 93):

[A] lexical rule of this kind is not monotonic: it takes existing information
and changes it. This is ruled out in principle in the syntax on grounds of
processing: syntactic information cannot be changed. But a lexical rule is
not a syntactic rule. Lexical rules do not represent on-line processing, but
rather regularities relating stored lexical items. When a lexical rule is ap-
plied productively, the result is stored as a new lexical item. For this reason,
the usual LFG constraint against changing information is inapplicable here.

Falk’s pedagogical point is revealing of an important foundational tenet of LFG:
syntax is monotonic, so no non-monotonicity can be syntactic. It therefore fol-
lows that argument alternations are non-syntactic, since they are non-monotonic.
In other words, allowing the lexical rules to behave non-monotonically shields
the syntax.

On the other hand, Baker (1985) explicitly considers lexical rules from the point
of view of morphological theory, arguing precisely that because GF-rules (argu-
ment structure rules) and word-formation rules align on the same element in
LFG (i.e., the lexical rule as developed in Bresnan 1982), LFG was especially well
equipped to capture the “lexicalist approach” to the Mirror Principle (Baker 1985:
409). To the extent that these lexical rules were codifiable in the categories we
have laid out, these rules often generated affixation as in the types described
by Baker (1985), but most frequently required the power and mechanisms of an
Item-and-Process approach to morphology, especially because they were often
expressed with non-concatenative (frequently null) morphology and were ex-
plicitly both information-adding and information-destroying, the latter of which
cannot be done with concatenation alone.

4 The syntax–morphology interface

Some work on morphologically conditioned syntactic order (e.g., restrictions on
verbal sequences, as found in English ‘affix hopping’; Chomsky 1957) has pro-
posed a structure called m(orphological)-structure to shield f-structure from fea-
tures that are morphological in nature (Butt et al. 1996, Frank & Zaenen 2002).
This unfortunately gives the impression that m-structure is the morphological
component of LFG, but this is not really the case, as we’ll see in Section 4.2. First,
though, we turn to a general framework for the interface between an LFG syntax
and a realizational morphology (Dalrymple 2015). This better sets the context for
the discussion of m-structure.
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19 Morphology in LFG

4.1 A general framework

Dalrymple (2015) presented a new, systematic approach to realizational morphol-
ogy for LFG (see also Dalrymple et al. 2019: ch. 12). It is clear, though, that themor-
phological output is intended to be something similar or identical to Paradigm
FunctionMorphology (Stump 2001, 2016).We return to that aspect of the Dalrym-
ple analysis in Section 5.1, where we discuss it along with other approaches to
a PFM interface with LFG (Ackerman & Stump 2004, Sadler & Nordlinger 2004,
Spencer 2013, Thomas 2021).

Dalrymple (2015) assumes, following Dalrymple & Mycock (2011), Mycock &
Lowe (2013), that the traditional lexical phonological string is comprised of two
aspects, the s-string which interfaces with c-structure via the 𝜋 correspondence
function and the p-string which interfaces with prosodic structure (via the 𝛽 cor-
respondence function; Dalrymple et al. 2019: 409). This is illustrated explicitly in
Figure 1.

Figure 1: Proposed LFGCorrespondence Architecture. FromDalrymple
& Mycock (2011: 178, (5); see also Dalrymple et al. 2019: 409); used with
permission.

A sample lexical entry for dogs from Dalrymple (2015: 67, (3)) is shown here:9

9This simplified lexical entry sets information structure aside; see Dalrymple (2015: 66).
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(6) s-form
c-structure category
f-description

p-form

(• fm) = dogs𝜆(𝜋 (•)) = N
(↑ pred) = dog
(↑ num) = pl
/dɔgz/

It is convenient to represent the information in lexical entries as a relation (Dal-
rymple 2015: 67 (4)):

(7) ℒ⟨s-form, p-form, category, f-description⟩
The particular information in (6) can therefore compactly be represented as (Dal-
rymple 2015: 67 (5)):

(8) ℒ⟨dogs, /dɔgz/, N, {(↑ pred) = dog, (↑ num) = pl}⟩
This lexical entry generates the structures and correspondences in Figure 2.

Figure 2: Dogs, contributions to the s-string, c-structure, and f-
structure. Adapted from Dalrymple (2015: 66, (2)); used with permis-
sion.

Dalrymple (2015: 68) assumes, following Spencer (2013), that a lexemic entry
consists of information about the form of the root (and any non-predictable al-
ternations), any syntactic information and requirements, a representation of the
semantics of the lexeme, and an arbitrary unique lexemic index. Dalrymple (2015:
68, (7)) therefore defines a lexemic entry as follows:

(9) Lexemic entry⟨root & idiosyncratic stem forms, f-description, lexemic index⟩
She gives the following particular examples (Dalrymple 2015: 68 (8–9)):

(10) a. ⟨{root: dog}, { (↑ pred) = dog }, dog1⟩
b. ⟨{root: child; stem1: children}, { (↑ pred) = child }, child1⟩
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The question is how these lexemic entries interact with the morphological com-
ponent to produce complete lexical entries. For example, how does the lexemic
entry for dog1 produce the lexical entry (8)?

The answer is illustrated in the diagram in Figure 3. The realization of the
s-string form (s-form) and the p-string form (p-form) are handled by the mor-
phological realization function, 𝑅, which also contributes morphological features
(m-features) based on the ID of the lexemic entry (LI). The morphosyntactic de-
scription function,𝐷, uses the m-features to represent the syntactic category and
morphologically contributed f-description. The final lexical entry has the s-form
and p-form that are computed by the realization function 𝑅 (based on the m-
features), the syntactic category that is computed by the description function 𝐷
(again based on the m-features), and the f-description that is the union of the
lexically contributed f-description from 𝐿𝐸 and the morphologically contributed
f-description from 𝐷.

The relations between the different elements can be illustrated in a logic-pro-
gramming-style representation, as in Figure 4. This representation reveals some
redundancy. In particular, it’s not clear why 𝑅 and 𝐷 each need access to both
the lexemic index (LI) and the set of m-features (M), especially given that Mmust
be computed based on LI. A more streamlined representation would eliminate
LI from 𝐷. It would certainly be theoretically elegant if the set of m-features
was sufficient to determine the category C and the morphologically contributed
f-description G. However, there are empirical cases that show that 𝐷 must be
directly conditioned on LI, such as the syntactically singular but morphologically
plural measles (Dalrymple 2015: 75).

As we mentioned above, Dalrymple’s (2015) model is not a theory of morphol-
ogy, but rather a theory of the interface between syntax and morphology. Nev-
ertheless, it is most compatible with a morphological theory that is lexemic, is
Word-and-Paradigm, and assumes Strong Lexicalism.

4.2 M-structure

As noted above, Dalrymple (2015) sees her framework as a general framework for
realizational morphology and it is a feature of the approach that it is very much
backwards-compatible with existing LFG proposals about morphological condi-
tioning of syntax, such as the proposals for adding a m(orphological)-structure
to the Correspondence Architecture proposed by Butt et al. (1996) and Frank &
Zaenen (2002), which are both LFG accounts of affix ordering restrictions (e.g.,
English ‘affix hopping’). The main distinction between the two proposals is that
the first holds that m-structure is projected from c-structure (Butt et al. 1996),
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Figure 3: How the set of lexical entries, ℒ, is computed from the set of
lexemic entries, 𝐿𝐸, using a morphological realization function, 𝑅, and
a description function, 𝐷 (Dalrymple 2015: 70 (15); used with permis-
sion)

Figure 4: Logic-programming-style representation of the relations be-
tween ℒ, 𝐿𝐸, 𝑅, and 𝐷

whereas the second holds that m-structure is projected from f-structure (Frank
& Zaenen 2002).

The morphological entry (m-entry), i.e. instance of 𝑅, based on Butt et al. for
swimming is shown here:

(11) 𝑅⟨swim1, swimming, /swɪmɪŋ/, {m-cat:verb, m-vform:prespart}⟩
The relevant 𝐷 mapping would then be:

(12) m-vform:prespart
𝐷⇒ {(∗̂𝜇 vform) = prespart, (↑ aspect) = prog)}

Given the samem-entry in (11), the relevant𝐷 mapping based on Frank & Zaenen
would instead be:
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(13) m-vform:prespart
𝐷⇒ {(𝜙(∗̂)𝜇 vform) = prespart, (↑ aspect) = prog)}

We have represented things this way for maximum comparability with (12), but𝜙(∗̂) is just ↑, so we could have written ↑𝜇 instead:

(14) m-vform:prespart
𝐷⇒ {(↑𝜇 vform) = prespart, (↑ aspect) = prog)}

Note that there are other differences between the Butt et al. theory and the Frank
& Zaenen theory, but we’ve kept things as simple as possible for direct compari-
son. See Dalrymple (2015) for further details regarding both of these approaches
to m-structure. It’s important to realize, though, that m-structure concerns mor-
phological conditioning on syntactic order and is not a theory of morphology per
se. However, we have seen that the Dalrymple (2015) framework, which can pro-
vide the foundation for a theory of morphology, accommodates both approaches.
This demonstrates the Dalrymple framework’s generality. M-structure is most
compatible with a morphological theory that is lexemic, is Word-and-Paradigm,
and assumes Strong Lexicalism.

5 Realizational morphology and LFG

As noted in Section 2.5, realizational morphology is done today in three major
ways:

1. Theword-based approach, such as Paradigm FunctionMorphology (Stump
2001, 2016, Spencer 2013).

2. The morpheme-based approach, such as Distributed Morphology (Halle &
Marantz 1993) and Nanosyntax (Starke 2009, Caha 2009)

3. The construction-based approach, such as ConstructionMorphology (Booij
2010) or Optimal Construction Morphology (Caballero 2008)

To our knowledge, neither Construction Morphology nor Optimal Construction
Morphology has been interfacedwith LFG, sowe set them aside here.We focus in
particular on PFM and DM interfaces to LFG. PFM and LFG have a history going
back at least to Sadler & Spencer (2004). There has also been renewed interest in
PFM+LFG (Dalrymple 2015, Dalrymple et al. 2019), as well as recent interest in
DM+LFG (Melchin et al. 2020, Asudeh et al. 2021, Everdell et al. 2021, Asudeh &
Siddiqi 2022).
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5.1 LFG interfaced with PFM

The first attempts to interface LFG with Paradigm Function Morphology (Stump
2001, 2016, Spencer 2013) were undertaken by Sadler & Nordlinger (2004, 2006)
to account for highly complex case-stacking in certain Australian languages and
by Ackerman & Stump (2004) to deal with the general problem of periphrasis.
However, the complexity of the data and phenomena involved precluded either
of these collaborations from simultaneously providing a general theory of re-
alizational morphology for LFG. As we have seen, steps in that direction were
taken by Dalrymple (2015) and Dalrymple et al. (2019). Although the Dalrymple
framework is general and not specifically geared towards PFM, there is a deep
compatibility between LFG’s version of Strong Lexicalism, the Lexical Integrity
Principle (see (38) below), and PFM. As Dalrymple (2015) presumably wishes to
preserve Lexical Integrity/Strong Lexicalism — the traditional/default stance in
LFG theory — then it is natural that she envisages a word-based morphology.
Thomas (2021: 22) aptly sums up this underlying compatibility as follows:

Unlike many other theories of morphology, the concept of a ‘morpheme’
is irrelevant to PFM: there is no conception of a form-meaning pair below
the level of the word, as only fully inflected forms are associated with mor-
phosyntactic property sets. This aligns with the Lexical Integrity Principle
of LFG, by which terminal nodes must correspond to fully inflected words,
rather than to morphemes or other sub-word elements.

If one wishes to retain LFG’s Strong Lexicalism, such that the fundamental build-
ing blocks of syntax are words, then it makes sense to interface the syntax with a
word-based theory of morphology. And PFM is arguably the most formally well-
developed realizational, word-based morphological theory, making it a natural
choice. Indeed Thomas (2021: 23) notes in passing that PFM’s rigorous formaliza-
tion offers another natural point of compatibility between PFM and LFG: “PFM
also shares with LFG a commitment to being formally explicit and rigorously
testable, as well as computationally implementable.”

PFM’s fundamental claim is that lexemes are represented as pairs of a form
and a set of morphological properties (captured as features). Thus, in ⟨X,𝜎⟩, X is
the form and 𝜎 is the set of properties. A paradigm function relates the lexeme to
its inflectional realizations, by mapping the input form to an output form given
the morphological properties:

(15) ⟨X,𝜎⟩ 𝑓⟶ ⟨Y,𝜎⟩
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These paradigm functions are defined in terms of realization rules, which consist
of rules of exponence and rules of referral. Rules of exponence realize the property
set directly. Rules of referral instead refer the realization of their property sets to
one or more other realization rules. There is a limited number of additional rule
types; furthermore Stump’s (2001) notion of paradigm has been refined in Stump
(2016), which is typically called PFM2. However, this simple account will have to
serve our purposes.

The realization rules in PFM are arranged into ordered rule blocks; however,
there is no ordering within blocks. Given Panini’s principle, the effect of block or-
dering mimics concatenation, but allows a morphologically synthetic form (port-
manteau10) to block a morphologically analytic form. Selection of the correct
rule in any given block is governed by Paninian blocking: the most specific rule
that can apply in any given rule block must apply. PFM also assumes a principle
called the Identity Function Default (IFD), which states that the identity function
is a member of every rule block: If no other rule applies, the output is identical
to the input.

This is exemplified by the following rules for Swahili future and past tenses
(Stewart & Stump 2007: 402–403), which Thomas (2021: 22) presents in simplified
form.11 We have adapted the representation for maximal consistency with (15)
above.

(16) Block A ⟨X,𝜎 :{cat:verb,tns:fut}⟩ ⟶ ⟨taX,𝜎⟩⟨X,𝜎 :{cat:verb,tns:past}⟩ ⟶ ⟨liX,𝜎⟩⟨X,𝜎 :{cat:verb,pol:neg,tns:past}⟩ ⟶ ⟨kuX,𝜎⟩
Block B ⟨X,𝜎 :{cat:verb,agr(su):{pers:1,num:sg}}⟩ ⟶ ⟨niX,𝜎⟩⟨X,𝜎 :{cat:verb,agr(su):{pers:2,num:sg}}⟩ ⟶ ⟨uX,𝜎⟩⟨X,𝜎 :{cat:verb,agr(su):{pers:3,num:sg},gen:{1,2}}⟩ ⟶ ⟨aX,𝜎⟩⟨X,𝜎 :{cat:verb,agr(su):{pers:1,num:pl}}⟩ ⟶ ⟨tuX,𝜎⟩⟨X,𝜎 :{cat:verb,agr(su):{pers:2,num:pl}}⟩ ⟶ ⟨mX,𝜎⟩⟨X,𝜎 :{cat:verb,agr(su):{pers:3,num:pl},gen:{1,2}}⟩ ⟶ ⟨waX,𝜎⟩
Block C ⟨X,{cat:verb, pol:neg}⟩ ⟶ ⟨haX,𝜎⟩

Recall that the identity function, ⟨X,𝜎⟩⟶ ⟨X,𝜎⟩, is a member of every rule block,
according to the IFD. Thus, we see for example, that the negated third singular
past tense form is correctly predicted to be ha-a-ku-root and not *ha-a-li-root,

10Note that, in this literature, the term portmanteau has a more restrictive use than how we use
it here. What we have been calling a portmanteau would be called cumulative exponence.

11The simplification does not account for all the nuances of the paradigms that are captured by
the rules in Stewart & Stump (2007).
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because the portmanteau form ku expresses both the past tense and the negation.
From Block A, then, the third rule must be chosen. From Block B, the third rule
best expresses the features. Lastly, the rule in Block C can apply, given the input
features. The result is the well-formed ha-a-ku-root, which undergoes phono-
logical shortening to ha-ku-root.

Sadler & Nordlinger (2004) presented an LFG interface to PFM for case-stack-
ing in Australian languages that display that phenomenon (e.g., Kayardild, Mar-
tuthunira, Thalanyji, Wambaya). Sadler & Nordlinger (2006) subsequently pre-
sented the actual PFM morphology, i.e. realization, of case-stacking morphol-
ogy. The two papers together constitute an instance of LFG interfaced with PFM.
Sadler & Nordlinger (2004: 172–180) provide a detailed analysis of the following
example from Martuthunira (Dench 1995: 60, (3.15)):

(17) Martuthunira
Ngayu
I

nhawu-lha
saw-pst

ngurnu
that.acc

tharnta-a
euro-acc

mirtily-marta-a
joey-prop-acc

thara-ngka-marta-a.
pouch-loc-prop-acc
1 saw the euro with a joey in (its) pouch.

Sadler & Nordlinger (2004: 174, (28)) provide the following lexemic entry12 for
the word tharangkamartaa in (17):

(18) ⟨thara, {Case𝐶 : loc, {Case𝐶 : prop, {Case𝐶 : acc}}}⟩
Sadler & Nordlinger (2004: 174, (25)) provide the following interpretations of
these case features:13

(19) M-feature F-description
Case𝐶 : loc (↑ case) = loc

(adjloc ∈ ↑)
Case𝐶 : prop (↑ case) = prop

(adjprop ∈ ↑)
Case𝐶 : acc (↑ case) = acc

(obj ↑)
12We use the terminology of Dalrymple 2015; see Section 4 above.
13Their table does not include acc but what its entry should be is clear from their (30) (Sadler
& Nordlinger 2004: 175). Also, we have adjusted for the feature adj being set-valued by using
the symbol ∈.
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In the Dalrymple (2015) notation this would be:14

(20) 𝐿𝐸⟨{root: pouch}, {(↑ pred) = pouch}, pouch1⟩𝑅⟨pouch1, tharangkamartaa, /ta̪raŋkamaʈaa/,
m-features:{m-cat:n, m-case: loc, {m-case: prop, {m-case: acc}}}⟩𝐷⟨pouch1, m-features, N, (↑ num) = sg

(↑ case) = loc
(adjloc ∈ ↑)
((adjloc ∈ ↑) case) = prop
(adjprop ∈ adjloc ∈ ↑)
(((adjprop ∈ adjloc ∈ ↑)) case) = acc
(obj adjprop ∈ adjloc ∈ ↑)⟩

ℒ⟨tharangkamartaa, /ta̪raŋkamaʈaa/,
N, {(↑ pred) = pouch

(↑ num) = sg
(↑ case) = loc
(adjloc ∈ ↑)
((adjloc ∈ ↑) case) = prop
(adjprop ∈ adjloc ∈ ↑)
(((adjprop ∈ adjloc ∈ ↑)) case) = acc
(obj adjprop ∈ adjloc ∈ ↑)}⟩

This complex lexical entry ℒtharangkamartaa licenses the following f-structure:

(21) ⎡⎢⎢⎢⎢⎣obj
⎡⎢⎢⎢⎢⎣
case acc

adjprop

⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎣
case prop

adjloc {[pred pouch
num sg
case loc

]}⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦

Thus, we can observe that the Dalrymple (2015) notation accurately reconstructs
the intended f-structure from Sadler & Nordlinger (2004: 178, (36)).15

However, some work remains to be done. How is the realization of tharangka-
martaa determined based on the root, lexemic ID, and the m-features? The Dal-
rymple (2015) framework is silent on this issue, because it is meant to be a general

14The (↑ num) = sg part of the f-description occurs by default, following the assumption in
Dalrymple (2015: 76) that singular number is the default for nouns (i.e., m-cat:n in the absence
of m-num introduces the f-description {(↑ num) = sg}).

15Modulo our use of ∈, which they simplify away, and the [num sg], which comes from Dalrym-
ple’s default; see footnote 14 above.
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interface between LFG syntax and realizational morphology. In order to preserve
its generality, the framework remains silent on the question of exponence. As
mentioned above, Sadler & Nordlinger (2006) provide a PFM account, which we
can plug into the Dalrymple framework. Adapting their proposal (Sadler & Nord-
linger 2004: 471, 23) — which in any case is for Kayardild, not Martuthunira —
we get the following case rule block, using the Dalrymple (2015) 𝑅 function:

(22) a. 𝑅⟨pouch1, tharangka, /ta̪raŋka/,
{m-cat:n, m-case: loc}⟩

b. 𝑅⟨pouch1, tharangkamarta, /ta̪raŋkamaʈa/,
{m-cat:n, m-case: prop}⟩

c. 𝑅⟨pouch1, tharangkamartaa, /ta̪raŋkamaʈaa/,
{m-cat:n, m-case: acc}⟩

The effect of these functions on the s-form can be captured in the following sim-
plified PFM representation, based on (15).16

(23) ⟨X,𝜎 :{m-cat:n, m-case:loc}⟩ ⟶ ⟨Xngka,𝜎⟩⟨X,𝜎 :{m-cat:n, m-case:prop}⟩ ⟶ ⟨Xmarta,𝜎⟩⟨X,𝜎 :{m-cat:n, m-case:acc}⟩ ⟶ ⟨Xa,𝜎⟩
In other words, in the context of the features m-cat:n and m-case:loc, the in-
put exponent becomes extended with additional morphological information, the
suffix ngka. In the context of the features m-cat:n and m-case:prop, the input ex-
ponent becomes extended with additional morphological information, the suffix
marta. And, in the context of the features m-cat:n and m-case:acc, the input ex-
ponent becomes extended with additional morphological information, the suffix
a.

In sum, much work in LFG has adopted Paradigm Function Morphology as its
morphological theory. PFM is an inferential-realizational theory of morphology.
It is lexemic, it is Word-and-Paradigm, and it assumes Strong Lexicalism.

5.2 The targets of exponence

What realizational theories have in common is that morphology realizes things;
what they don’t have in common is what those things are. In a paradigm model,
like PFM,morphology realizes a lexeme and a valuation of a fixed set of attributes.

16Note that the simplified formalization in (23) does not account for the set-based embedding
in (17) above. But it should be easy enough to replace the second coordinate of the input to
their function with contains(𝑓 ), where contains is a function that recursively searches 𝜎 for
its argument, 𝑓 , a feature, e.g. m-case:loc.
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It must be a fixed set of attributes, by definition of a paradigm. As Spencer (2013)
notes:

On this […] conception we abstract away from actual word forms and just
consider the set of oppositions or contrasts that are available in principle to
a lexeme. (Spencer 2013: 9)

“The set of cells embodying the set of oppositions open to a lexeme” is what
Spencer (2013: 9) calls the property paradigm. It’s this abstraction, the property
paradigm, that is realized by word forms (the form paradigm) in what Spencer
calls the form-property paradigm (Spencer 2013: 9). In this kind of conception, in
order to preserve Strong Lexicalism one must simply have an intervening func-
tion that maps a lexeme to a syntactic word:

(24) form-property paradigm
𝑓⟶ set of instantiated lexical entries for syntax

The mapping 𝑓 can be a structured mapping, if there are features of the map-
ping itself that the grammar needs to refer to. This could be represented as an
attribute-value matrix. In other words, m-structure (see above) is one possible
characterization of the structured mapping 𝑓 . And an AVM is also indeed how
Spencer (2013) models the structured mapping 𝑓 ; see Figure 5. This paradigm
shows the lexeme delat′ (‘make’) from Russian, which has stem alternants in
the present (delaj-), infinitive (dela-), and predicative adjective (delal-).

Ackerman & Stump (2004) make an antecedent proposal to that of Spencer
(2013) which is very similar, although not as well-developed (as a consequence
of the former being a paper and the latter a monograph). However, it is worth
reading the following passage from Ackerman & Stump (2004) to get a different
perspective on the form-property paradigm of Spencer (2013), especially because
it refers more directly to LFG structures:

In distinguishing a lexeme’s content-theoretic aspects from its form-theo-
retic aspects, we will pursue an innovative conception of the lexicon and
its relation to c-structure, f-structure, and morphological realization. On
this conception, a language’s lexicon is bipartite with respect to content
and form: one part of its lexicon is its lexemicon, whose individual en-
tries are lexemes bearing lexical meanings: the complementary part is its
radicon, whose individual entries are roots, i.e. elements of form. Every
member L of a language’s lexemicon has an associated content-paradigm
C-P(L) such that each cell in C-P(L) consists of the pairing of L with a com-
plete set of morphosyntactic properties; we refer to any such pairing as a
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content-cell. Crucially, content-cells represent ensembles of semantically
interpretable information. In contrast, every member r of a language’s radi-
con has an associated form-paradigm F-P(r) such that each cell in F-P(r)
consists of the pairing of r with a set of differentiating morphosyntactic
property labels; we refer to any such pairing as a form-cell. A language’s
paradigms of form-cells house the information necessary to deduce the
morphological realization of the cells in that language’s content-paradigms.
(Ackerman & Stump 2004: 117–118)

Although their terminology is different, there are obvious correspondences
with Spencer (2013). Ackerman & Stump (2004) assume that a lexicon con-
sists of two parts. The first part is the lexemicon, which “has an associated
content-paradigm”. Their content-paradigm corresponds to Spencer’s prop-
erty paradigm. The second part of the lexicon for Ackerman & Stump (2004) is

Figure 5: The form-property paradigm for Russian delat′ (‘make’).
From Spencer (2013: 263, (56)); used with permission.
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the radicon, which “has an associated form-paradigm”. Their form-paradigm
corresponds to Spencer’s form paradigm. Taken together, then, Ackerman &
Stump’s (2004) lexicon is equivalent to a set of Spencer’s (2013) form-property
paradigms. As a consequence, the mapping in (24) above also accurately char-
acterizes the Ackerman & Stump (2004) proposal, which is about periphrasis —
when a paradigm cell is filled by more than one word. Further work in this vein
can be found in, e.g., Ackerman et al. (2011) and Spencer (2015). We have cho-
sen to describe the Spencer (2013) and Ackerman & Stump (2004) work because
of their close connection to LFG, but PFM2 (Stump 2016) incorporates similar
principles.

The important takeaway here is that in lexemic morphology there is a map-
ping (structured or not) from an abstract property paradigm — whose features
are purely morphological — to syntax. One could imagine instead having mor-
phology realize the syntactic representation(s) directly, which is the approach
taken in Distributed Morphology (DM; Halle & Marantz 1993), and theories like
it (e.g., Nanosyntax; Starke 2009, Caha 2009). This comes at the expense of (at
least some of) Strong Lexicalism, as discussed below in reference to (38), but it
does away with the abstraction of the property paradigm. In a morphemic model,
like DM, morphology realizes the information in the terminals of some syntac-
tic representation. There will necessarily be information about syntax, but also
possibly about semantics and other aspects of grammar (if they are modelled
separately).

5.3 LFG interfaced with DM

In Section 5.1, we explored LFG paired with PFM, an inferential-realizational
framework for morphology. In this section, we see LFG paired with Dis-
tributed Morphology, a lexical-realizational framework. This combination is
called Lexical-Realizational Functional Grammar (LRFG; Asudeh & Siddiqi 2016,
Melchin et al. 2020, Everdell et al. 2021, Asudeh & Siddiqi forthcoming). LRFG
accomplishes this synthesis of LFG and DM by mapping information from the
c-structure to a realization, or exponent, called vocabulary structure.

Importantly, LRFG assumes that c-structure terminals are not words, but just
grammatical and semantic information, with no associated information about the
form (e.g., s-form; see Section 4.1) included in the c-structure. This fact, together
with the fact that LRFG follows DM in postulating highly articulated morpholog-
ical structure, differentiates LRFG c-structures from LFG c-structures. However,
LRFG uses the LFG formal machinery and assumes the same kinds of annotated
c-structure rules. In LRFG, the categorial information in c-structure preterminals
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and the other information in c-structure terminals are realized by LRFG’s 𝜈 corre-
spondence function as v(ocabulary)-structures. Since LRFG assumes a version of
LFG’s Correspondence Architecture (Kaplan 1989, 1995), the information that v-
structures express is not purely syntactic. V-structures also express information
about semantics (encoded in Glue Semantics meaning constructors: see Asudeh
2023 [this volume]) and can indeed express information structure or any other
aspect of grammar that is encoded in distinct modules in the Correspondence
Architecture.

LRFG seeks to add to LFG’s strengths in accounting for nonconfigurationality
by adding DM’s strengths in accounting for polysynthesis. These two properties
co-occur with some frequency in non-European languages. LRFG also seeks to ac-
count for highly agglutinative languages like Finnish and Turkish. Additionally,
because the realizational module, v-structure, interfaces with prosodic structure,
LRFG draws on existing LFG work, especially Bögel (2015), on clitic ordering and
extends it to affixation. Asudeh et al. (2022) develops the interface between v-
structure and p(rosodic)-structure (by the 𝜌 correspondence function) and the
mapping from p-structure to the p(honological)-string (by the 𝑜 correspondence
function).

Figure 6: LRFG’s version of LFG’s Correspondence Architecture. From
Melchin et al. (2020: 271); used with permission.

LRFG’s version of LFG’s Correspondence Architecture is shown in Figure 6,
which shows that there is a lot shared between LRFG and LFG. However, there
is no lexicon feeding the c-structure in LRFG. Rather, there is a Vocabulary in
LRFG that consists of a set of mappings from n-tuples that contain categorial in-
formation and an f-description to vocabulary structures that realize the content

884



19 Morphology in LFG

of the input. In recent LRFG work on morphosemantics (Asudeh & Siddiqi 2022),
we suggest that, for the purposes of the 𝜈-mapping, the f-description could be
usefully partitioned into a set consisting of information about non-f-structural
aspects of the grammar (in particular, Glue meaning constructors for composi-
tional semantics) and the set consisting of the rest of the f-description, which is
information about f-structure.17 The following example shows Vocabulary Items
(VIs) for Ojibwe and English roots for see (Asudeh & Siddiqi 2022):18

(25) Ojibwe⟨ [√ ], Φ{(↑ pred) = see}, {see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 } ⟩ 𝜈−→ waab

(26) English⟨ [√ ], Φ{(↑ pred) = see}, {see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 } ⟩ 𝜈−→ see

The first coordinate of the input is a list of c-structure categories, typically
of length 1. However, it is actually an ordered list of preterminals from the c-
structure, such that the list can be longer in cases of spanning (Ramchand 2008,
Haugen & Siddiqi 2016, Svenonius 2016, Merchant 2015), which is used in some
versions of DM for portmanteau phenomena. The result is similar to the Lexical
Sharing model proposed for LFG by Wescoat (2002, 2005, 2007), but maintains,
like DM, that the complex internal structures of words are part of syntax.

In the cases above, the list is of length 1 and has the sole category √ , the
category of all roots. The second coordinate uses the bridging function, Φ, to map
the f-description to the set of f-structures that it describes. The third coordinate
is not subject to Φ and contains semantic information modelled in Glue meaning
constructors.

Meaning constructors are pairs of terms from two logics (the colon is an unin-
terpreted pairing symbol):

(27) ℳ ∶ 𝐺
ℳ is an expression of themeaning language—anything that supports the lambda
calculus. 𝐺 is an expression of linear logic (Girard 1987), which specifies semantic
composition based on a syntactic parse that instantiates the general terms in 𝐺
to a specific syntactic structure.

The meaning constructors serve as premises in a linear logic proof of the com-
positional semantics. Consider example (28).

17The new third coordinate could potentially also include i-structural information; or perhaps
this would be better captured in a separate fourth coordinate. We plan to explore this in future
work.

18We will present the bridging function, Φ, shortly.
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(28) Alex likes Blake.

We obtain the following meaning constructors from the relevant VIs.

(29) Meaning constructors: alex ∶ 𝑎
blake ∶ 𝑏𝜆𝑦.𝜆𝑥.like(𝑦)(𝑥) ∶ 𝑏⊸ 𝑎⊸ 𝑙

Note that 𝜆𝑦.𝜆𝑥.like(𝑦)(𝑥) is 𝜂-equivalent to just like, but it is useful to use the
expanded form to make the structure of the following proof more obvious.

(30)

alex ∶ 𝑎 𝜆𝑦.𝜆𝑥.like(𝑦)(𝑥) ∶ 𝑏⊸ 𝑎⊸ 𝑙 blake ∶ 𝑏𝜆𝑥.like(blake)(𝑥) ∶ 𝑎⊸ 𝑙
like(blake)(alex) ∶ 𝑙

In the proof, the meaning constructors in (29) are shown in boxes to aid the
reader less familiar with Glue; this is not a part of the proof as such. It highlights
themeaning constructors versus the compositionally derivedmeanings. For brief
overviews of Glue Semantics, see Asudeh (2022); Asudeh 2023 [this volume].

Recall the Vocabulary Item for Ojibwe waab in (25):

(31) ⟨ [√ ], Φ{(↑ pred) = see}, {see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 } ⟩ 𝜈−→ waab

This information can be represented as follows in a c-structure:

(32)

The c-structure is licensed by c-structure rules of the usual kind, but contain-
ing categories like √ , which are less familiar in LFG. Thus, the annotated c-
structure rule for licensing (32) in a c-structure would be as follows, leaving the
mother category underspecified and similarly the sister of √ :

(33) X𝑛 ⟶ √↑=↓ X𝑚, 𝑚≤𝑛↑=↓
Note that it is X𝑚 that projects the c-structure mother X𝑛 in a co-head structure
with √ . Thus, X is necessarily a functional category (Bresnan et al. 2016: ch. 6).

In short, we can think of the lefthand side of a Vocabulary Item as a tree ad-
missibility condition (McCawley 1968) on a subtree whose preterminal yield is
the list of categories in the first coordinate of the 𝜈 function such that the f-
description in the second coordinate and the meaning constructors in the third
are the union of its terminal yield. Alternatively, we can think of it in terms of
terminal expansions, such as:
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(34) √ ⟶ {{(↑ pred) = see, see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 },⋮ }
We prefer the tree admissibility route, but observe that whether we go that route
or the terminal expansion route, there is no information about form in the input
side of the Vocabulary Item. That is the job of the 𝜈 correspondence function.
Recall that 𝜈 maps the information in c-structure terminals and c-structure cate-
gorial information to v-structures, as shown in (25–26).

Here is an example from Ojibwe (Anishinaabemowin, Algonquian; Melchin et
al. 2020: 288):

(35) Ojibwe
gi-
2

gii-
pst

waab
see

-am
vta

-igw
inv

-naan
1pl

-ag
3pl

‘They saw us(incl).’

The LRFG c-structure and f-structure and the 𝜈 correspondence from c-structure
to v-structure are shown in Figure 7 (Melchin et al. 2020: 288). Note that we have
only shown the form part of each v-structure, and only using an orthographic
rather than phonemic representation. V-structures also minimally contain pro-
sodic information — such as information about phonological dependency (e.g.,
for clisis) and the identity of the host (e.g., for affixation) — and any purely mor-
phological information (e.g., inflectional class). Asudeh et al. (2022) propose the
v-structure representation that is schematized in (36).

(36) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

phon(ological)
rep(resentation) phonological realization & conditions

p(rosodic)frame prosodic unit
p(rosodic)level 1|2
dep(endence) {left,right}
class {inflectional classes}
type verbal|nominal|adjectival

host

⎡⎢⎢⎢⎢⎢⎣
identity aunt|niece⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎢⎣
phon.rep …
pframe …
plevel …
class …
type …

⎤⎥⎥⎥⎥⎦
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Figure 7: LRFG c-structure, f-structure, and (simplified) v-structure for
Ojibwe gigiiwaabamigwnaanag (‘They saw us(incl)’)
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A v-structure is thus a feature structure that minimally contains information
about form and morphophonology (phon.rep, pframe, plevel, and dep), prop-
erly morphological information (class, type), and morphosyntactic information
about its host, where relevant. All features can be left underspecified (i.e., when
they are not mentioned in the description that defines the v-structure).

The obvious point of contrast between LRFG and LFG concerns the Lexicalist
Hypothesis (Chomsky 1970, Lapointe 1980):

(37) Lexicalist Hypothesis
No syntactic rule can refer to elements of morphological structure.
(Lapointe 1980: 8)

In LFG, this is captured in the Lexical Integrity Principle, through formulations
like the following:

(38) Lexical Integrity
Morphologically complete words are leaves of the c-structure tree, and
each leaf corresponds to one and only one c-structure node.
(Bresnan et al. 2016: 92)

This statement has two parts:

1. LRFG upholds the part that states that “each leaf corresponds to one and
only one c-structure node”.

2. LRFG rejects the part that states that “morphologically complete words are
leaves of the c-structure tree”.

Clearly, the c-structure leaves/terminals in LRFG are not “morphologically com-
plete words”. The c-structure leaves/terminals are feature bundles that map to
form, but the form itself is not part of the terminal node; hence 2. Yet there is
never multidominance in an LRFG c-structure; hence 1.

However, notice that the notion morphologically complete word is left unana-
lyzed in the definition in (38). In fact, it is far from clear that “morphologically
complete word” is a coherent notion (for discussion, see e.g., Anderson 1982). The
essential problem is that there are multiple relevant notions of wordhood, and
they don’t align on a single type of object that we can point to and unambigu-
ously and confidently call a word (Di Sciullo & Williams 1987).19 In fact, there
can be mismatches between the phonological, syntactic, and semantic aspects
of words (Marantz 1997). Of course, the LFG Correspondence Architecture is de-
signed around the notion of mismatches between modules, which is carried over
into LRFG.

19This is a long and broad discussion that we cannot possibly do justice to here.
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5.3.1 Conditions on exponence

Recall that the exponence function (
𝜈−→) maps a triple to a v-structure. The first

argument of the triple is a list of preterminal categories, typically of length 1,
which are taken in the linear order they appear in the tree. The second argument
is itself a function, Φ, which maps an f-description to the set of f-structures that
satisfy the description; i.e. Φ(𝑑 ∈ 𝐷) = {𝑓 ∈ 𝐹 | 𝑓 ⊧ 𝑑}, where 𝐷 is the set of valid
f-descriptions and 𝐹 is the set of f-structures.20 The third argument is a set that
includes meaning constructors from Glue Semantics (Glue; Dalrymple 1999, 2001,
Dalrymple et al. 2019, Asudeh 2012, 2022).

Let 𝑉 𝑖 be the domain of the exponence function 𝜈 in some language 𝐿, i.e. the
set of inputs to Vocabulary Items in 𝐿. We write 𝑉 𝑖(𝛼) to indicate the domain of
some particular Vocabulary Item, 𝛼 . We write 𝜋𝑛(𝑉 𝑖(𝛼)) to indicate the 𝑛th pro-
jection of 𝑉 𝑖(𝛼). For example, 𝜋1(𝑉 𝑖(𝛼)) returns the c-structure list in the first
projection of the input to Vocabulary Item 𝛼 .21 The following conditions on ex-
ponence hold based on the input side of the 𝜈 correspondence function (Asudeh
& Siddiqi 2022).22

(39) MostInformative𝑐(𝛼, 𝛽) returns whichever of 𝛼 ,𝛽 has the longest list of
overlapping c-structure categories.
Intuition. Prefer portmanteau forms, whenever possible, on c-structural
grounds. Choose the VI that realizes the greater list of categories.

Formalization. We define a function span that compares two lists for
overlap.23

Given two Vocabulary Items, 𝛼 and 𝛽 ,
MostInformative𝑐(𝛼, 𝛽) = ⎧⎨⎩

𝛼 if 𝜋1(𝑉 𝑖(𝛼)) = 𝑓 ∧ 𝜋1(𝑉 𝑖(𝛽)) = 𝑔 ∧ span(𝑓 , 𝑔)𝛽 if 𝜋1(𝑉 𝑖(𝛼)) = 𝑓 ∧ 𝜋1(𝑉 𝑖(𝛽)) = 𝑔 ∧ span(𝑔, 𝑓 )⊥ otherwise
(40) MostInformative𝑓 (𝛼, 𝛽) returns whichever of 𝛼 ,𝛽 has the most specific

f-structure in the set of f-structures returned by Φ applied to 𝛼/𝛽’s
collected f-description.

20We thank Ron Kaplan (p.c.) for discussion of this point. Any remaining errors are our own.
21This 𝜋 is just standard notation for retrieving arguments to functions and should not be mis-
taken for a correspondence function.

22Note that all these conditions are Paninian, as is typical in morphological analysis. The analog
in PFM is actually called Panini’s Principle (Stump 2001) and in DM it is called the Subset
Principle (Halle & Marantz 1993).

23 Asudeh & Siddiqi (2022) define span as follows:

span(list1, list2) = {first(list1) = first(list2) ∧ span(rest(list1), rest(list2))
list1 ≠ elist ∧ list2 = elist
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Intuition. Prefer portmanteau forms, whenever possible, on f-structural
grounds. Choose the VI that defines an f-structure that contains the
greater set of features.

Formalization. The proper subsumption relation on f-structures (Bresnan
et al. 2016: ch. 5) is used to capture the intuition.
Given two VIs, 𝛼 and 𝛽 ,
MostInformative𝑓 (𝛼, 𝛽) = ⎧⎨⎩

𝛼 if ∃𝑓 ∀𝑔.𝑓 ∈ 𝜋2(𝑉 𝑖(𝛼)) ∧ 𝑔 ∈ 𝜋2(𝑉 𝑖(𝛽)) ∧ 𝑔 ⊏ 𝑓𝛽 if ∃𝑓 ∀𝑔.𝑓 ∈ 𝜋2(𝑉 𝑖(𝛽)) ∧ 𝑔 ∈ 𝜋2(𝑉 𝑖(𝛼)) ∧ 𝑔 ⊏ 𝑓⊥ otherwise
(41) MostInformative𝑠(𝛼, 𝛽) returns whichever Vocabulary Item has the more

specific meaning.
Intuition. Prefer portmanteau forms, wherever possible, on semantic
grounds. Choose the VI whose denotation is more semantically
contentful.
Formalization. The proper subset relation on set-denoting expressions is
used to capture the intuition.
Given two Vocabulary Items, 𝛼 and 𝛽 ,
MostInformative𝑠(𝛼, 𝛽) = ⎧⎨⎩

𝛼 if 𝑓 = 𝜋3(𝑉 𝑖(𝛼)) ∧ 𝑔 = 𝜋3(𝑉 𝑖(𝛽)) ∧ J𝑓 K ⊂ J𝑔K𝛽 if 𝑓 = 𝜋3(𝑉 𝑖(𝛼)) ∧ 𝑔 = 𝜋3(𝑉 𝑖(𝛽)) ∧ J𝑔K ⊂ J𝑓 K⊥ otherwise
In addition, there is a constraint on exponence that concerns the output of the 𝜈
correspondence function (Asudeh & Siddiqi 2022), i.e. the expression of prosodic
and phonological information. Let 𝑉 𝑜 be the co-domain of the exponence func-
tion 𝜈 in some language 𝐿, i.e. the set of outputs of Vocabulary Items in 𝐿. We
write 𝑉 𝑜(𝛼) to indicate the co-domain of some particular Vocabulary Item, 𝛼 (i.e.,
the output vocabulary structure).

(42) MostSpecific(𝛼, 𝛽) returns whichever Vocabulary Item has the most
restrictions on its phonological context.

Intuition. Prefer affixes whenever possible.

Formalization. The proper subsumption relation on feature structures —
i.e., v-structures — is used to capture the intuition.
Given two Vocabulary Items, 𝛼 and 𝛽 ,
MostSpecific(𝛼, 𝛽) = ⎧⎨⎩

𝛼 if (𝑉 𝑜(𝛽) host) ⊏ (𝑉 𝑜(𝛼) host)𝛽 if (𝑉 𝑜(𝛼) host) ⊏ (𝑉 𝑜(𝛽) host)⊥ otherwise
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The upshot is that MostSpecific chooses the VI whose output v-structure has
more specific content in the host feature.24

Note that MostInformative𝑐 and MostInformative𝑓 are morphosyntactic con-
straints, MostInformative𝑠 is a morphosemantic constraint, and MostSpecific is
a morphophonological constraint. Note also that each constraint can result in a
tie, represented by ⊥. However, there are regularities in the mappings/interfaces
between structures, so it would be unlikely for all four constraints to yield ⊥.
We are not currently aware of any empirical case that would merit such an anal-
ysis. Lastly, it is important to note that these constraints apply simultaneously
and universally (whenever they can), much like standard constraints and equa-
tions in LFG. There is no constraint-ordering and the constraints are not soft
constraints.25

In sum, LRFG is a daughter framework of LFG that uses the LFG formalism
in a conservative fashion. However, LRFG theory makes some different assump-
tions from traditional LFG theory. Namely, it rearranges the Correspondence Ar-
chitecture, adds a new structure with new properties (v-structure), upholds only
part of the Lexical Integrity Principle, and has a more articulated c-structure than
standard LFG, in order to provide a morphemic theory of morphology. These the-
oretical distinctions are due to the influence of DM, since LRFG is also a daughter
framework of DM.

As its name states, Lexical-Realizational Functional Grammar is a lexical-
realizational theory of morphology. It is morphemic, Item-and-Arrangement, and
morphosyntactic.

6 Conclusion

A feature of LFG is its f-descriptions, which can occur in both lexical entries and
on c-structure nodes. The result is that both morphology and syntax can con-
tribute information to f-structure. This ‘common language’ between morphol-
ogy and syntax has allowed LFG to remain agnostic about the precise nature of

24Note that if (𝑓 feat) does not exist, (𝑓 feat) resolves to the empty feature structure, notated⊥ (not to be confused with the ⊥ explicitly mentioned in the constraints above). as it’s the
bottom of the f-structure lattice. The empty f-structure subsumes all f-structures. Therefore,
if (𝑣 host) does not exist, but (𝑣 ′ host) does exist, then (𝑣 host) ⊏ (𝑣 ′ host) returns true. If
(𝑣 ′ host) also does not exist, then (𝑣 host) ⊏ (𝑣 ′ host) returns false, since it is false that ⊥
properly subsumes ⊥.

25An anonymous reviewer wonders what the system would do if one constraint picks 𝛼 and
another picks 𝛽 . This is an interesting point that deserves further investigation and we thank
the reviewer for highlighting it.
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morphology. In its initial construal as just a theory of syntax, based around c-
structure and f-structure, this was pretty harmless. But once a general grammat-
ical architecture, the Correspondence Architecture, was proposed (Kaplan 1989,
1995), LFG began to owe a better account of how it interfaces with morphology.

In early LFG, morphology was generally done incrementally, using annotated
phrase structure rules of the same kind that license c-structures, but whose cat-
egories are morphological instead of syntactic. Morphological theory in general,
though, has been converging on the idea that morphology is realizational, not
incremental. Therefore, more recent work has focused on exploring the syntax–
morphology interface (Dalrymple 2015, Dalrymple et al. 2019: ch. 12) in light of
an interface with realizational morphology. This work can be thought of as pro-
viding a universal adapter between LFG syntax and some kind of realizational
morphology. Much of the theoretical work on morphology for LFG over the last
couple of decades has focused on interfacing LFG with Paradigm Function Mor-
phology. Other recent work has presented an alternative in the guise of LRFG, a
framework that instead interfaces LFG with Distributed Morphology.

The existence of two different approaches to morphological realization in LFG,
i.e. PFM and LRFG, mirrors two different interpretations of ‘morphological com-
plexity’ as a set of phenomena requiring explanation. Paradigmatic morphologi-
cal complexity (see, e.g., Baerman et al. 2017) concerns complex patterns of syn-
cretism, root allomorphy, and templatic morphology. Syntagmatic morpholog-
ical complexity concerns concatenative morphology whose structures seem to
encode syntactic structure, in other words structure within what we pretheoret-
ically call words. PFM addresses the former kind of morphological complexity,
while LRFG addresses the latter.
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Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

inv inverse voice
prop proprietive case

vta verb transitive animate object
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This chapter looks at the opportunities and perspectives that LFG offers for the
study of language change, surveying existing LFG approaches within historical
linguistics and providing examples of sample phenomena. We discuss how reanal-
ysis, a major driver of language change, can be accounted for elegantly within
LFG’s parallel architecture thanks to its crucial separation of form from function
and, moreover, how different types of reanalysis can be understood, whether they
involve rebracketing, recategorization, or changes at the lexical level commonly
discussed in terms of grammaticalization. As we also discuss, LFG’s fundamental
design principles and resulting flexibility of c-structure allow for complex, nuanced
accounts of word order change. Furthermore, we survey the opportunities that LFG
offers for exploring the complex relationship between variation and change, and in
particular frequency effects and gradual change which proceeds via competition.
Finally, we signpost future possibilities for work in this relatively underexplored
but promising area.

1 Introduction

This discussion of historical linguistic work in LFG builds on two previous meta-
discussions.1 One is Vincent’s (2001) wide-ranging and satisfyingly deep, com-
parative look at the possibilities which LFG’s particular projection architecture

1An additional discussion of previous diachronic LFG accounts relating specifically to the his-
tory of English is Allen (2012).

Hannah Booth & Miriam Butt. 2023. LFG and historical linguistics. In Mary
Dalrymple (ed.), Handbook of Lexical Functional Grammar, 905–960. Berlin:
Language Science Press. DOI: 10.5281/zenodo.10185978
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and its combination of both functionalist and generative perspectives offer for an
analysis of various different types of language change. The other is a recent hand-
book article by Börjars & Vincent (2017), which offers more detail on c-structural
analyses of language change in several Germanic languages that have emerged
since the seminal Time Over Matter book. The Time Over Matter book (Butt &
King 2001) represents the first collection of historical linguistic work within LFG,
in which Vincent’s (2001) contribution represents more of a position paper than
a mere introduction to a collected volume.

In this chapter, we provide a discussion of architectural issues and perspec-
tives on language change in Section 2. However, our intention is not to reproduce
the in-depth discussions already found in Vincent (2001) and Börjars & Vincent
(2017), so we keep this section comparatively brief and proceed on to discussing
examples of lexical and functional change in Section 3. This includes phenomena
generally dealt with under the rubric of “grammaticalization”, but also an under-
standing of complex predication, passives and case. Section 4 provides a discus-
sion of language change at c-structure, which includes “growing” functional cat-
egories, understanding changes in word order and the syntactic configuration of
a language and the development of mixed categories. Finally, we address the pos-
sibilities for modelling the complex relationship between variation and change
within LFG in Section 5.

2 The LFG Architecture and mechanisms of language
change

As Vincent (2001) and Börjars & Vincent (2017) point out, LFG is like most the-
ories in the generative tradition in that it was not specifically designed with
diachrony in mind. There is no paper tackling language change in the landmark
Bresnan (1982) volume. Serious historical work within LFG mainly began in the
1990s, with an early exception represented by Allen (1986): see Section 3.2. How-
ever, as demonstrated by Vincent (2001), LFG’s fundamental design principles
and its parallel projections are particularly well-suited to modelling diachronic
change (see also the discussion of paradigms in Börjars et al. 1997).

In their textbook on language change, Harris & Campbell (1995) articulate a
position whereby reanalysis, along with extension and borrowing, is seen as a
key mechanism of language change. Reanalysis in their terms covers quite a
broad range of phenomena, involvingmorphophonological andmorphosyntactic
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changes.2 A relevant touchstone here is Langacker’s (1977: 59) classic definition
of reanalysis, which Vincent (2001: 11) notes is most useful in an LFG setting,
namely that reanalysis concerns “[a] change in the structure of an expression
or class of expressions that does not involve any immediate or intrinsic modi-
fication of its surface manifestation”. Because LFG does not conflate syntactic
position and syntactic functions and, thus, by extension, is able to cleanly sepa-
rate out surface appearance (at c-structure) from functional and semantic import
(at f-structure, a(rgument)-structure and s(emantic)-structure), it is particularly
well-suited to help understand different types of reanalysis, whether they con-
cern simple syntactic rebracketing, morphosyntactic change of the type where a
dative argument or object is reanalyzed as a subject (Allen 1995, Schätzle 2018),
the rise of a recipient passive (Allen 1995, 2001) or the development of complex
predication (Börjars & Vincent 2017). Other changes may involve the reanalysis
of one syntactic category as another (Börjars & Burridge 2011), also leading to the
existence of mixed category phenomena (Nikitina 2008), for example, again with
attendant functional changes. Van Gelderen (2011) discusses such diachronic de-
velopments in terms of “Linguistic Cycles” and works with changes in feature
specifications that are attached to lexical items and categories. The analyses are
couched within Minimalism and work with a very restricted set of features —
we would argue that LFG is much better poised to account for changes in feature
systems in relation to phrase structure (see Section 4.1).

Cases of classic reanalysis at a lexical level, many of which have been promi-
nently discussed as instances of grammaticalization (Hopper & Traugott 2003,
Narrog & Heine 2017, but also see Roberts & Roussou 2003 within Minimalism)
are also easily modelled and predicted by an architecture which separates surface
syntactic form (c-structure) from function (f-structure). As we discuss in Sec-
tion 3.1, a verb can retain its surface form but begin functioning as a perception
raising verb, an auxiliary or a light verb (Barron 2001, Butt & Lahiri 2013). Over
time, these functional changes may also result in a change in the surface form
of the relevant item – typically some kind of morphophonological reduction, but
also changes in the paradigmatic behaviour. The design of the LFG architecture
allows for this associated process to be captured distinctly from the actual strict
process of reanalysis as per Langacker’s definition. In fact, it can also predict
which types of functional and semantic elements are more prone to change than

2While phonological change has been overall a central topic in historical linguistics, the focus in
this chapter is on morphosyntactic change, reflecting the centrality of syntax in the LFG archi-
tecture and the fact that diachronic work within LFG has focused on morphosyntax. A natural
framework to work within from an LFG perspective with respect to sound change would be
Lexical Phonology (Kiparsky 1982a,b, Mohanan 1986), for example as in Lahiri (2000a).
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others and in what way. For instance, in terms of lexical or semantic bleaching
one would predict that a verb loses its predicational power (the pred feature) at
f-structure, but retains certain functional information. Or, with respect to origi-
nally spatial terms being drawn into the case-marking system of a language, one
can imagine working with underspecification and/or the loss of particular fea-
tures characterizing the spatial terms, e.g., the place and/or path specifications
(Ahmed Khan 2009).

On the other hand, some instances of language change concern changes at the
c-structural level, without necessarily resulting in attendant functional change.
Examples are changes with respect to word order and constituent structure such
as those found in Germanic and Romance languages, where a previously freer
distribution and “discourse-configurational” organization (É. Kiss 1995) yields
to a system where grammatical relations are increasingly licensed by position
(Kiparsky 1995, 1997, Hinterhölzl & Petrova 2010, Luraghi 2010, Ledgeway 2012,
Ponti & Luraghi 2018, Booth et al. 2017, Booth & Schätzle 2019, Booth & Beck
2021). Given that LFG’s c-structure represents actual linear order, constituency
and hierarchical relations, is not dogmatic about binary branching, and allows
for endocentric as well exocentric phrasal organization, there are several param-
eters across which languages would be expected to vary and change and they
indeed do. Thus, the common trend for languages to shift over time from a freer
word order to a more fixed word order can be captured in terms of the devel-
opment of an increasingly endocentric c-structure, as we discuss in Section 4.3.
In such a scenario, the mappings between c-structure and f-structure will neces-
sarily change, fed by the changing positions licensed at c-structure, as typically
manifested in the changing realization of grammatical relations, as we discuss in
Section 4.5.

Of course, most instances of language change do not involve just one change
within one module of grammar (i.e. c-structure or f-structure), but are more
complex. Given the inherently interactional nature of language change, certain
changes which initially occur at c-structure may in turn feed changes at f-struc-
ture, and vice versa. In this sense, keeping surface form, syntactic categorization
and functional information apart as in the LFG architecture allows one to neatly
model the step-wise nature of such developments. Vincent (2001) notes that one
of the most complex series of changes he has seen analyzed is that presented
by Simpson (2001) on the grammaticalization of associated path in Warlpiri (see
Section 3). Indeed, as Vincent (2001) also points out, another consequence of the
complex interactional architecture of LFG is that an LFG perspective on language
change does not expect abrupt, cataclysmic shifts in grammar as proposed in the
influential work by Lightfoot (1979, 1991, 1997), for example. Rather, it is expected
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that a series of small changes, many of them at the lexical level, will combine to-
gether and gradually, over time and with attendant variation in usage, will result
in a major structural change. This is what is argued for with respect to the intro-
duction of ergativity in Indo-Aryan by Butt & Ahmed Khan (2011), for example
(cf. also Traugott & Trousdale (2010) for an overview discussion).

Indeed, variation as an inherent property of language has been closely linked
to language change in a strong tradition of work (e.g., Kroch 1989, 2001, Labov
1994, Pintzuk 2003). However, this empirical fact generally presents a challenge
for generative frameworks, which did not originally feature gradience or stochas-
tic variation as part of their basic design principles. One proposed architectural
solution here has been in terms of Optimality Theory (Kager 1999), in particular
stochastic Optimality Theory (Boersma&Hayes 2001). Aswe discuss in Section 5,
this avenue has also been explored within LFG as a way to model gradual syn-
tactic change via competing variants (Clark 2004), using OT-LFG (see Kuhn 2023
[this volume]).

Having briefly surveyed the explanatory potential of LFG with respect to di-
achronic change via a set of examples in this section, we delve into the issues
and phenomena more deeply in the next sections, also involving other parts of
LFG’s projection architecture, most prominently a(rgument)-structure.

3 Lexical and functional change

We begin by discussing examples of lexical and functional change in Section 3.1,
many of which have been analyzed as instances of grammaticalization. We then
move on to more complex series of changes which involve a restructuring of the
mapping relationship between semantic arguments (a-structure) and grammati-
cal relations (f-structure) in Section 3.2.

3.1 Grammaticalization

The original characterization of the idea behind grammaticalization goes back
to Meillet (1912: 131), who defines it as: “l’attribution du caractère grammatical
à un mot jadis autonome [the attribution of a grammatical value to a formerly
autonomous word]” (Vincent & Börjars 2020: 134). Essentially, this is a process
by which an item with lexical content becomes reanalyzed as a functional ele-
ment (Bybee et al. 1994). Recent decades have seen a substantial body of work
on grammaticalization phenomena, where grammaticalization has been treated
both as a grammatical framework (e.g., Lehmann 1985, Hopper & Traugott 2003)
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and as a pre-theoretical notion which is to be formalized via the tools and con-
cepts available within a particular framework (e.g., Campbell 2000, Newmeyer
2000, Roberts & Roussou 2003, van Gelderen 2011). LFG belongs in the latter class:
it sees grammaticalization as a pre-theoretical concept which describes certain
observed historical changes that are to be modelled via the formal tool-kit and
assumptions available as part of the projection architecture.

The progression from lexical to functional is typically not accomplished in
one fell swoop, but consists of the combined effects of a number of individual
changes (see, e.g., the various papers in Traugott & Trousdale 2010). The gram-
maticalization literature proposes that change progresses along a cline, for ex-
ample as shown in (1) for a crosslinguistically well-established change in which
auxiliaries, clitics and finally affixes develop from an originally contentful lexi-
cal verb. This change is also generally associated with the concept of “semantic
bleaching”, by which the item undergoes the gradual loss of semantic content
until the formerly lexical content word is reanalyzed as a functional element.

(1) full verb > (vector verb) > auxiliary > clitic > affix
Typical Grammaticalization Cline (Hopper & Traugott 2003: 108)

Note that the cline represents a mixture of surface and functional changes
(form and function): the change from a main (full) verb to auxiliary mainly re-
volves around a change in function, while the change from auxiliary to clitic/affix
is very prominently a change in surface form. Given that LFG very clearly dif-
ferentiates between form (c-structure) and function (f-structure), it seems partic-
ularly perspicuous to address issues of grammaticalization from the perspective
of LFG, as we aim to illustrate in this section.

The category vector verb in the cline in (1) was introduced specifically for in-
stances of light verb formation in Indo-Aryan (Hook 1991) and this has been taken
up in discussions within LFG by Butt & Lahiri (2013), who argue that light verbs
should not be placed on a grammaticalization cline, but are diachronically stable.
Butt and Lahiri contrast the diachronic evidence available for Indo-Aryan light
verbs with that of auxiliary formation and show that these two categories exhibit
very different diachronic behaviour. Light verbs show no signs of morphophono-
logical surface changes or further functional changes which often follow a cat-
egorial reanalysis in instances of grammaticalization. However, auxiliaries do.
This is illustrated in (2) for the Bengali verb ‘be’ and in (3) for the Urdu verb ‘go’.

In Bengali the verb ɑʧʰ ‘be’ can function as a full verb (2a), but also as a light
verb (2b), in which case it is always form-identical to the main verb. On the other
hand, the same verb ‘be’ has given rise to new verbal paradigms whereby the per-
fect is realized via a cliticized version of a former auxiliary version of ɑʧʰ ‘be’ (2c)
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and the progressive shows a fully affixal version (2d).3 The cliticized and affixal
versions of a former auxiliary are as expected/predicted by the grammaticaliza-
tion cline in (1).

(2) Bengali
a. ɑmi

I.nom
bʰɑlo
well

ɑʧʰi
be.pres.1

‘I am well.’ Main Verb
b. amar

I.gen
mone
mind.loc

ɑʧʰe
be.pres.3

‘I remember.’ Light Verb
c. rɑm

Ram.nom
ʧitʰi
letter.nom

pe-(y)e=ʧʰ-ilo
receive-perf=be-past.3

‘Ram had received letters.’ Clitic
d. rɑm

Ram.nom
ʧitʰi
letter.nom

pɑ-ʧʧʰ-ilo
receive-be-past.3

‘Ram was receiving letters.’ Affix

Similarly, the verb ʤa ‘go’ in Urdu/Hindi has a light verb use (3b) that is al-
ways form-identical to its main verb use (3a). When the surface form of the main
verb changes due to language change, the light verb version mirrors this change.
On the other hand, the auxiliary version of ‘go’ that furnished the basis for the
innovated future morpheme in Urdu/Hindi went through a clitic phase (3c) and
is now an affix whose surface form is -g-, as in (3d).

(3) Urdu/Hindi
a. mɛ̃

I.nom
gɑ-ya
go-perf.m.sg

‘I went.’ Main Verb
b. bɑʧʧa

child.m.nom
gır
fall

gɑ-ya
go-perf.m.sg

‘The child fell (down).’ Light Verb
c. kɑh-ũ=hi=ga

say-1.sg-emph-fut.m.sg
‘I will say (it), of course.’ Clitic
(Kellogg 1893: s399)

3For a full analysis of the morphophonological changes that led to the formation of new verbal
paradigms in Bengali, see Lahiri (2000b).

911



Hannah Booth & Miriam Butt

d. pυlıs
police.f.sg.nom

ʧor=ko
thief.m.sg=acc

pɑkṛ-e-g-i
catch-3.sg-fut-f.sg

‘The police will catch the thief.’ Affix

Butt and Lahiri focus on developing a theory as to why light verbs should be
diachronically stable, proposing an underspecified approach to the deployment
of lexical semantic information by which light verbs are inextricably linked to
their full verb versions via a single underlying entry, see (4). When deployed as
a light verb, they require combination with another predicational element, with
which they form a complex predicate.

(4)

Underlying Verb

Main Verb Auxiliary

Light Verb

The diachronic path of change from verb to auxiliary to clitic and potentially
an affix is assumed to be based on the main verb version. Along with other work
on grammaticalization in LFG, Butt and Lahiri assume that grammaticalization
primarily involves a loss or difference in functional information at f-structure,
while the surface form is initially held constant. That is, the difference between
a main verb use of ‘go’ and an auxiliary use of ‘go’ would be expressed in terms
of a difference in functional information associated with the respective lexical
entries. In the illustrative main verb entry (V) in (5a) vs. the auxiliary version
(I) in (5b) one major difference in functional information involves the loss of the
predicational power of the verb in terms of its pred function. This then also in-
stantiates the “semantic bleaching” generally observed in the grammaticalization
process.

(5) a. go V (↑ pred) = ‘go〈(↑ subj)(↑ xcomp)〉’
b. goes I (↑ tense) = fut

Thus, in the main verb use, the verb ‘go’ subcategorizes for a subj and an
xcomp. In the auxiliary use that develops over time, this information is absent
and is instead replaced by a futurate use of the verb. As such, the auxiliary ver-
sion then merely provides tense information to an overall predication. That is,
grammaticalization primarily involves a change in the functional information
associated with an item. This functional change then engenders further changes,
such as the reanalysis of the syntactic category of the item (from V to I) and
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possible ensuing changes in the morphophonological realization of the item due
to its new functional status, so that the item eventually develops into an affix
(typically via a clitic stage), as illustrated for Bengali and Urdu/Hindi in (2) and
(3) above.

Grammaticalization does not tend to occur in one sudden step, but happens
gradually over time and tends to involve several intermediate steps. It also does
not take place randomly, but is generally motivated by a semantic reinterpreta-
tion of a given configuration (e.g., ‘goes to go’ ⟶ ‘go.fut’). This type of seman-
tically motivated change is also discussed in a recent paper by Börjars & Vincent
(2019) with respect to Germanic will verbs. Börjars & Vincent (2019) propose an
LFG analysis of how an original verb of desire (‘want’) undergoes change to a
verb of intention and further to prediction, giving rise to a new modal in some
languages and a futurate auxiliary in others. This semantic change goes hand in
hand with a change in functional information (e.g., from a control to a raising
verb) and a concomitant reanalysis at c-structure.

Similarly, Camilleri & Sadler (2018, 2020) postulate a total of four separate
steps in the formation of a progressive auxiliary from a main verb meaning ‘sit’
in Arabic. Unlike Butt and Lahiri and Börjars and Vincent, who work with di-
achronic data, but in keeping with many studies on grammaticalization, the ev-
idence Camillieri and Sadler adduce is mainly from synchronic variation found
in dialects of Arabic, which are taken to be indicative of stages of diachronic
development.

Camillieri and Sadler associate the origin of the progressive auxiliary in Arabic
with constructions inwhich the posture verb ‘sit’ is used togetherwith an adjunct
clause, as in (6). The verb ‘sit’ is considered to be a V that projects a VP and this
is modified by a VP adjunct. The corresponding (simplified) f-structure analysis
is given in (7).4

(6) Wādi Ramm Jordanian Arabic
(Almashaqba 2015, cited by Camilleri & Sadler 2020: 24)

lagē-ta-h
find.pfv-1sg-3.sg.m.acc

gāʕid
sit.act.ptcp.sg.m

ya-smaʕ
3m-hear.1pfv.sg

al-giṣidah
def-poem

‘I found him sitting down listening to the poem.’

4Note that the f-structure in (7) differs from the original one in Camilleri & Sadler (2020: 26) in
that we have rendered the xadj as a set containing one element, which is what is described in
Camilleri & Sadler (2020: 26), but not represented in their f-structure.

913



Hannah Booth & Miriam Butt

(7) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘sit〈subj〉’
subj [pred ‘pro’]
xadj

⎧⎪⎨⎪⎩
⎡⎢⎢⎢⎢⎣
pred ‘listen〈subj obj〉’
subj

obj [pred ‘poem’
def + ]

⎤⎥⎥⎥⎥⎦
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎥⎥⎥⎦

In a second stage this optional modifying xadj is reanalyzed as an obligatory
clausal complement of the posture verb ‘sit’, as shown in the f-structure in (9) for
the attendant example in (8).

(8) Kuwaiti Arabic (Camilleri & Sadler 2020: 28)
layla
Layla

gāʕd-a
sit.act.ptcp-sg.f

ta-dris
3f-study.ipfv.sg

‘Layla is (sitting) studying.’

(9) ⎡⎢⎢⎢⎣
pred ‘sit〈subj xcomp〉’
subj [pred ‘Layla’]
xcomp [pred ‘study〈subj〉’

subj ]⎤⎥⎥⎥⎦
This use of ‘sit’ in combinationwith a clausal argument is in turn reanalyzed as

signaling durational, stative semantics, abstracting away from the original pos-
tural, locational meaning. Once the step from a concrete postural meaning to an
aspectual meaning dimension is made, the verb is assumed to lose its predica-
tional power in terms of the pred feature and to only contribute the durational
aspectual information to the clause, resulting finally in an innovated progressive
marker (cf. Deo (2015) for more discussion and evidence of this type of crosslin-
guistically attested language change). An example is shown in (10) with a corre-
sponding f-structure analysis in (11). Under Camillieri and Sadler’s analysis the
syntactic category of ‘sit’ itself is not reanalyzed; it merely no longer projects a
VP of its own, but functions as a co-head with the formerly embedded verb, as
shown in (12).

(10) Kuwaiti Arabic (Camilleri & Sadler 2020: 30)
gāʕd-a
prog-sg.f

t-niṭṭ
3f-jump.impfv.sg

‘She is jumping.’
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(11) ⎡⎢⎢⎢⎣
pred ‘jump〈subj〉’
subj [pred ‘pro’]
tense pres
asp prog

⎤⎥⎥⎥⎦
(12) VP

↑=↓
V

gāʕd-a

↑=↓
VP

↑=↓
V

t-niṭṭ

The change by which an adjunct is reanalyzed over time as a core argument
of a verb has also been argued to play a role in Latin in the innovation of raising
predicates such as ‘seem’ from verbs of perception such as ‘see’ (Barron 2001)
and the grammaticalization of associated path in the Australian languages Warl-
piri and Warumungu (Simpson 2001). It also plays a role in the spread of dative
subjects in Icelandic, as argued for by Schätzle (2018) and discussed in Butt 2023
[this volume], as well as in Section 3.2 below.

Barron (2001) provides a theoretically sophisticated account for the develop-
ment of Latin videri ‘seem’ from the perception verb videre ‘see’. The general idea
is that the epistemic raising verb develops from a passivized version of videre in
situations where there is a small clause (secondary predication), such as ‘Laelius
was seen as an ideal person.’ This was reinterpreted as ‘Laelius seemed an ideal
person’ and over time was generally concomitantly structurally reanalyzed as a
raising predicate. The analysis is complex and involves changes at the semantic
level which translate into functional changes at f-structure.

Another level of complexity is added by Simpson’s (2001) account of associ-
ated path in Warlpiri andWarumungu. The puzzle she addresses is how the path
expressions (‘thither’ vs. ‘hither’) in (13) came to be grammaticalized as mor-
phemes on a verb, given that the languages generally allow for free word order.
She assumes that at some point there must have been a stage in which the path
expressions were preferentially placed just after the verbs and that this prefer-
ential word order then paved the way for grammaticalization along the cline in
(1).
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(13) Warumungu (Simpson 2001: 174)
a. Juku-nturrarni=angi

carry-thither.past=2s
angkinyi
your

kina
to

ngurraji
camp

kina?
to

‘Did you take it to your home?’
b. Juku-ntukarni=ajjul

carry-hither.past=3s
ngurraji
camp

kina.
to

‘They (more than two) brought it here to camp.’

Again, the change is conceived of as a complex chain of reanalyses. The orig-
inal construction is taken to be one in which a clause like ‘I went to camp’ is
modified by a clausal adjunct, for example: ‘after yam digging’. This adjunct was
then preferentially realized clause-initially: ‘after yam digging, (I) went to camp’,
thus placing the verbs next to one another in certain situations. This adjacent
placement of the verbs is thought to have triggered clause unification, yielding
a monoclausal structure in which the former verb of motion is eventually reana-
lyzed as a morpheme expressing the associated path of the event. We thus have
a preferential word order opening the way for a semantic, then syntactic and
concomitant functional reanalysis of an original verb into a bound morpheme.

For further discussions and examples of grammaticalization approacheswithin
LFG, also contextualized in terms of comparison of approaches across theories,
see Vincent & Börjars (2020). We discuss some aspects of their paper in more de-
tail in Section 4.1, since some of the case studies involve a reanalysis of syntactic
categories with attendant “mixed” effects. We return to grammaticalization in
Section 4.3 in the context of c-structural change. Before turning to these topics,
we discuss instances of language change which primarily involve a change in the
linking configuration between semantic arguments and grammatical relations in
Section 3.2.

3.2 Arguments and linking

In the previous section on grammaticalization we discussed phenomena of lan-
guage change that involved a number of different dimensions. In this section,
we focus on changes that are primarily concerned with reconfigurations in the
linking between semantic arguments and grammatical relations. Work that ad-
dresses these kinds of specific changes within LFG is: Allen (1986, 1995), Kibort
& Maling (2015), Schätzle (2018) and Beck & Butt (2024).
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3.2.1 Experiencer verbs

As mentioned above, a very early application of LFG to diachronic change is
Allen (1986), who considers the verb like in the history of English. This verb can
be analyzed as having an Experiencer (the liker) and a Cause (the cause of lik-
ing).5 Such verbs are interesting diachronically because they show a change in
the correspondence between semantic arguments (experiencer, cause) and gram-
matical relations. In Old English the experiencer argument has the positional and
morphological properties of an object, e.g., (14a), but is uncontroversially a sub-
ject in Present-day English, e.g., (14b).6

(14) a. Old English (Jespersen 1927, as cited in Allen 1986: 376)
Ðam
the.dat

cynge
king.dat

licodon
liked.pl

peran
pears

‘Pears were pleasing to the king’
b. ‘He liked pears.’

Based on detailed investigations of the historical data, Allen (1986) challenges
the traditional account for this change (e.g., Jespersen 1927, Lightfoot 1979, 1981),
which casts it in terms of a reanalysis of preverbal object experiencers as sub-
jects, as a direct consequence of the loss of case-marking and the fixing of SVO
word order. As Allen (1986) points out, there are various problems for this ac-
count, including the fact that the OVS order required as a source for the reanal-
ysis is relatively rare with the verb like, and because of chronological issues con-
cerning the link with the loss of case-marking. Moreover, the data indicates that
the change proceeded gradually, with subject and object experiencers coexisting
alongside one another for several centuries over the course ofMiddle English and
Early Modern English, which is not compatible with a “catastrophic” reanalysis
account as proposed by Lightfoot, for example.

In light of these observations, Allen (1986) puts forward an alternative account,
which involves a gradual change in the mapping correspondences between se-
mantic arguments and grammatical functions, modelled in terms of the introduc-
tion and gradual favouring of a new lexical subcategorization frame, employing
an early LFG approach to this type of mapping. The new subcategorization frame
with a dative-marked subject experiencer, shown here in (15b), is already avail-
able in Old English for the verb lician ‘like’, but sits alongside and is less common

5Alternatively, this semantic role has been referred to as stimulus or theme, as in, e.g., later
work by Allen (1995).

6As has been pointed out (Denison 1993: 81), the original example from Jespersen in (14a) is
invented and represents a pattern which is in fact rather rare.
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than the older frame in (15a) where the dative-marked experiencer maps to ob-
ject.

(15) a. Older frame (adapted from Allen 1986: 388):

lician V pred ‘lician < (obj)
EXP

(sbj)
CAUSE

>’
(↑ obj case) = dat
(↑ sbj case) = nom

b. Newer frame (adapted from Allen 1986: 394):

lician V pred ‘lician < (obj)
EXP

(sbj)
CAUSE

>’
(↑sbj case) = dat
(↑obj case) = nom

According to Allen (1986), the gradual favouring of the correspondences in (15b)
coincides with changes concerning the assignment of case-marking, specifically
a shift from a system where case is lexically assigned to one in which it is struc-
turally assigned on the basis of grammatical relations. Structural case-marking
for objects is introduced in the early thirteenth century according to Allen and
specification of case-marking for the experiencer subject is optional as of the
mid-fourteenth century. Under pressure towards consistent structural case as-
signment, all lexically determined case-marking is finally lost, subjects are con-
sistently nominative-marked and the frame for allowing object experiencers in
(15a) is no longer available.

Allen (1995) develops this account of experiencer verbs in the history of Eng-
lish further in terms of Lexical Mapping Theory (e.g., Bresnan & Kanerva 1989,
cf. Butt 2023 [this volume] and Findlay et al. 2023 [this volume]), discussing a
wider range of data and additional changes including the rise of the recipient
passive, which we discuss in Section 4.5. In particular, she demonstrates that lex-
ical semantic factors, rather than loss of case-marking drives the change with
respect to experiencer verbs, and that this can be elegantly modelled with LFG’s
richly articulated lexicon and Lexical Mapping Theory.

3.2.2 Passives and impersonals

Kibort & Maling (2015) address the innovation of a new impersonal construction
in Icelandic which they argue has emerged as a syntactically active construction
via reanalysis of an impersonal passive with passive morphology. The new con-
struction is thought to have been emerging approximately over the last fifty years
(Thráinsson 2007) and has prompted a good deal of debate concerning what the
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precise analysis should be (Maling& Sigurjónsdóttir 2002, Eythórsson 2008, Jóns-
son 2009). Maling & Sigurjónsdóttir (2002) show that this is currently a change
in progress and that speakers of Icelandic show variation in the interpretation
of examples such as (16): some interpret it as an impersonal passive (Reading
A), others as an active transitive with a [+human] agentive pro subject (Reading
B). Such variation is expected when there is a change in progress, as we discuss
further in Section 5.

(16) Icelandic
Loks
finally

var
was

fundið
found.n.sg

stelpuna
girl.the.f.acc

eftir
after

mikla
great

leit.
search

Reading A: ‘The girl was finally found after a long search.’
Reading B: ‘They finally found the girl after a long search.’

Kibort & Maling (2015) argue that this variation and change arises when a
former impersonal passive with passive morphology is reanalyzed as an active
form. They argue for a series of step-wise changes, beginning with the potential
for the linking configurations of an impersonal passive and a regular passive
being confused with one another when the obl𝜃 agent argument of the passive
is left unexpressed, as is often the case in Icelandic language use. This means
that a regular passive on the surface often looks very much like an impersonal
passive, where there is a covert pro subj, as illustrated in (17) for transitive verbs
(adapted from Kibort & Maling 2015).7

(17) a. verb𝑝𝑎𝑠𝑠𝑖𝑣𝑒 < arg1 arg2 >
[−𝑜] [−𝑟]
[+𝑟]
(obl𝜃 ) subj

b. verb𝑖𝑚𝑝𝑒𝑟𝑠_𝑝𝑎𝑠𝑠𝑖𝑣𝑒 < arg1 arg2 >
[−𝑜] [−𝑟]
[+𝑟]

pro𝑖𝑚𝑝𝑒𝑟𝑠 subj

7In the version of Mapping Theory which Kibort & Maling (2015) employ, argument positions
(arg1, arg2 etc.) are separated out from semantic participants and the thematic roles they instan-
tiate. Here, for ease of exposition, and because this separation is not relevant for the changes
discussed, we just represent the argument positions.
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Kibort & Maling (2015) assume Kibort’s version of Mapping Theory (Kibort
2013, 2014) by which argument slots and types are defined via an overall tem-
plate allowing for specific types or argument slots, shown above as ‘arg1’, ‘arg2’
in the case of transitives. The linking between arguments and grammatical rela-
tions is accomplished via the [±𝑟, 𝑜] features of LFG’s standard Mapping Theory.
See Findlay et al. 2023 [this volume] for a detailed exposition on Kibort’s Map-
ping Theory, also cf. Butt 2023 [this volume]. Maling and Kibort discuss several
different paths of change that are predicted as possible within their assumptions
as to Mapping Theory and draw on additional examples from Slavic as well as
Mayan to illustrate the possible changes.

With respect to Icelandic, they propose that “non-promotional” versions of
the passive opened the way for a reanalysis of the impersonal passive as an im-
personal active. In these non-promotional passives, the patient/theme argument
of transitives is not “promoted” and realized as a subj, as is usually the case un-
der passivization. Instead, it is realized as an obj in examples such as (16) (as
indicated by the accusative marking on ‘girl’ in (16)). The configuration for the
non-promotional passive is shown in (18a). This configuration is in turn very
close to that of an active impersonal in which there is a pro subj and so that is
what it is reanalyzed as, see (18b).

(18) a. verb𝑝𝑎𝑠𝑠𝑖𝑣𝑒_𝑜𝑏𝑗 < arg1 arg2 >
[−𝑜] [−𝑟]
[+𝑟]
(obl𝜃 ) obj

b. verb𝑖𝑚𝑝𝑒𝑟𝑠_𝑎𝑐𝑡𝑖𝑣𝑒 < arg1 arg2 >
[−𝑜][−𝑟] [−𝑟]
pro𝑖𝑚𝑝𝑒𝑟𝑠 obj

Thus, a series of reanalyses that initially arose out of ambiguous surface struc-
tures are seen to lead to an overall diachronic reanalysis in which an originally
passive construction is reinterpreted as a transitive, syntactically active imper-
sonal with a pro subj and an obj, as illustrated in (18). This reanalysis was en-
abled by the variation in interpretation that arose from the ambiguous surface
structures. Note that under this scenario, the verb does not change, nor does the
passive morphology. The surface realization remains the same. What changes
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is the mapping or linking between arguments of the verb and the grammatical
relations.

3.2.3 Dative subjects

Another example of a change involving only the linking configuration between
semantic arguments and grammatical relations is the rise and spread of dative
subjects in Icelandic and Indo-Aryan. Dative subjects were innovated as part of
diachronic developments in New Indo-Aryan (NIA) from about 1100 CE onwards.
Icelandic dative subjects can be traced back to the earliest documented stages of
the language, but these only go back to 1150 CE, about the same time as the new
case marking systems of the NIA cousins were developing.

Schätzle (2018) analyzes diachronic data from Icelandic and finds that dative
subjects in Icelandic have increased over time. Besides the well-documented pro-
cess of “dative sickness” or “dative substitution” (Smith 1996, Jónsson 2003, Barð-
dal 2011), by which accusative experiencer subjects are systematically replaced
by datives, Schätzle finds that dative subjects arise via originally middle forms
of verbs of searching or perception to give rise to lexicalizations of experiencer
predicates which take a dative subject. As in the example of Latin raising verbs
(Barron 2001) and the Arabic progressive (Camilleri & Sadler 2020), Schätzle iden-
tifies an intermediate stage involving secondary predication as an important step
in the series of reanalyses that take place. We do not provide Icelandic examples
and details of Schätzle’s analysis here; the interested reader is referred to Butt
2023 [this volume] for a summary and examples.

Schätzle works out a theory of Linking or Mapping that is based on Kibort
(2013, 2014), but that crucially integrates an event-based approach. She includes
a notion of subevental participants that draws on Ramchand’s (2008) tripartite
view of events. She further introduces a way of determining relative argument
prominence by including a notion of Figure vs. Ground (Talmy 1978), as well
as information on Proto-Role properties (Dowty 1991) as suggested by Zaenen
(1993) for LFG. The resulting linking system is complex, but it does justice to the
complex interface between morphosyntax and lexical and clausal semantics that
is involved in the relationship between semantic roles, event semantics and the
realization of grammatical relations.

Beck & Butt (2024) refine Schätzle’s framework and address dative subjects
in both Icelandic and Indo-Aryan. The general linking schema they assume is
shown in (19). As can be seen, a maximum of four argument slots are assumed.
This number derives from the maximum of four subevental parts identified by
Ramchand: 1) the init(iation) subevent, which requires an initiator (or agent) of
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the event; 2) the proc(ess) or progress of the event, which requires an undergoer
or patient of the process; 3) the res(ult) of the event, which requires a resultee
argument (often but not necessarily identical to the undergoer of the process).
Finally there is (4) the rheme, which is not strictly speaking a subevent, but which
can serve to modify the overall event in some way, i.e. by providing information
on where the event took place or the manner in which it took place.

(19) General Linking Schema
init proc res rh

Predicate < x x x x >
figure ground

subj obj obj𝑡ℎ𝑒𝑡𝑎 obl

The linking in (20) provides an example of a typical agentive transitive verb.
The verb ‘kill’ has two arguments. One of these (‘Indra’) is associated with the
initiation subevent and thus serves as the initiator/agent participant of the event.
The other argument (‘serpent’) is the undergoer of the event and thus affected
as part of the on-going proc(ess) of the event, with a clear res(ult), namely that
it is dead. This argument is thus associated with two subevents.

(20) Indra killed the serpent.

init proc res rh

kill < x_Indra x_serpent >
figure ground

P-A:*** P-P:***
subj obj

The initiator is naturally also the Figure of the event, and the undergoer serves as
the Ground. This basic linking constellation is interpreted with respect to Proto-
Role properties in the following way: a) one Proto-Agent (P-A) property each
is adduced for: initiation and Figure; b) one Proto-Patient (P-P) property each is
adduced for: proc, res, and Ground. In addition, sentient arguments accumulate
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an additional P-A property. The Proto-Role properties are registered via an ‘*’ in
the linking schemas.

Overall, the linking of arguments works as follows. If an argument has more
P-A than P-P properties, it is linked to subj. An argument with more P-P than
P-A properties is linked to obj. When an argument has equally many P-A and
P-P properties or no P-A and P-P properties, then other information must be
taken into account. In this case the type of subevent the participant is associ-
ated with is taken to play a crucial role. That is, if the argument associated with
init vs. res have equal amounts of P-A and P-P properties, the init argument
will be associated with subj. This is also true for third and potentially fourth ar-
guments of an event – once the subj and obj linking has been determined, the
subevental semantics play a role in determining the linking to a secondary object
(obj𝜃 ) or an oblique (obl). Obliques are likely to correspond to spatial terms and
paths (rhemes) or an init-ground combination. Secondary objects are likely to
be related to undergoer semantics. An init argument that serves as the ground
rather than the figure is prohibited from being linked to the subj — this is the
well-known effect of passivization that has often been described as “demotion”
or “inversion” in the literature (e.g., Perlmutter & Postal 1977).

This constellation is illustrated in (21). The association of arguments with
subevents remains the same, but the Figure-Ground relationship is flipped. This
affects the number and type of Proto-Role properties associated with each argu-
ment.

(21) The serpent was killed by Indra.

init proc res rh

kill < x_Indra x_serpent >
ground figure

P-A:**, P-P:* P-A:*, P-P:**
obl subj

Since ‘Indra’ is no longer available to be linked to subj, the ‘serpent’ is the subj.
Because ‘Indra’ still has more P-A (one for init, one for sentience) than P-P (one
for ground) properties, it is not associable with an obj or obj𝜃 , but is linked to
obl.

An example of a linking configuration for an experiencer predicate is provided
in (22). As per Ramchand’s analysis, the holder of the state of experiencing some-
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thing is associated with the init subevent, and the stimulus is analyzed as a rheme
(since it is neither part of the process or the result of the overall event). The ex-
periencer ‘Katherine’ in (22) is also the figure; the stimulus ‘nightmares’ is the
ground. As a sentient argument who is also a figure, ‘Katherine’ receives two
P-A properties. As the holder of a state, this argument receives one P-P prop-
erty. The ‘nightmares’ accumulate one P-P property from being associated with
ground. Because rhemes are not properly event participants, they contribute nei-
ther P-A nor P-P properties for the calculation. Since ‘Katherine’ has the most
P-A properties, it is linked to subj. The ‘nightmares’ argument has only P-P prop-
erties and is thus linked to obj.

(22) Katherine fears nightmares.

init (holder) rh

fear < x_𝐾𝑎𝑡ℎ𝑒𝑟 𝑖𝑛𝑒 x_𝑛𝑖𝑔ℎ𝑡𝑚𝑎𝑟𝑒𝑠 >
figure ground

P-A:**, P-P* P-P:*
subj obj

With this basic event-based linking schema in place, Beck & Butt (2024) chart
a path of development for dative subjects in New Indo-Aryan. A crucial compo-
nent is the innovation of ergative transitive active clauses from originally adjec-
tival participles which featured a nominative and an instrumental adjunct (e.g.,
‘The by Indra killed serpent.’). Beck and Butt posit that the original instrument
adjunct was a ground which was reinterpreted as a figure in situations where
the instrument could be seen as a sentient agent. This then opened the door to
further Figure-Ground flips, such as with originally locative structures as in (23)
(cf. also Bresnan & Kanerva 1989, Landau 2010 on locative inversion).

(23) Urdu/Hindi
ındra=ko
Indra.m=dat

dɑr
fear.m.nom

lɑg-a
be.attach-prf.m.sg

‘Indra was afraid.’

Their proposal is that the original locative predication involved a linking con-
figuration as in (24). The overall predication is stative, so the two arguments
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involved are a holder of a state and a rheme. The ‘Indra’ argument is the loca-
tion of the ‘fear’, so Indra is associated with a rheme and the ground. The ‘fear’
argument is then interpreted as the holder of a state: as a figure it is located
somewhere and receives one P-A property for being a Figure, and one P-A prop-
erty for being the holder of a state. ‘Indra’ receives one P-P property for being
the ground and one P-A property because it is a sentient argument. Both argu-
ments thus have an equal number of P-A and P-P properties, but ‘fear’ is linked
to subj because it is associated with the init subevent.

(24) Fear was attached to Indra.

init (holder) rh (loc)

be.attach < x_fear x_Indra >
figure ground

P-A:*, P-P:* P-A:*, P-P:*
subj obl

nominative ‘at/to’

It is not difficult to see that the linking configuration in (24) is unstable. The
two arguments have equal numbers of P-A and P-P properties and the sentient
argument is associated with ground, which is non-canonical (Talmy 1978). Beck
and Butt propose that as a consequence, in a series of steps, both the Figure-
Ground relation and the association with init and rheme are flipped and the re-
sulting linking configuration is as shown in (25), corresponding to (23). This con-
figuration is clearly more stable as the sentient argument is more prominent and
accumulates more P-A properties.

(25) Indra was afraid.

rh init (holder)

be.attach < x_𝑓 𝑒𝑎𝑟 x_𝐼 𝑛𝑑𝑟𝑎 >
ground figure

P-P:* P-A:**, P-P:*
obj subj

nominative dative
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The original spatial adpositions (‘at, to’) in fact gave rise to the current dative/
accusative case markers in Urdu/Hindi (and across New Indo-Aryan), resulting
in the innovation of dative subjects from originally spatial terms (cf. Montaut
2003, Butt & Ahmed Khan 2011).

To summarize, the innovation of dative subjects is seen primarily as the re-
analysis of an originally stative locative predication as an experiencer verb. The
main change involves a reanalysis of various parts of the overall linking con-
figuration. Beck and Butt see this as being common to both Icelandic and Indo-
Aryan. In Indo-Aryan, however, there is an additional concomitant but indepen-
dent change in syntactic category, from a spatial adposition to a case marker.
Changes involving reanalysis of an item’s syntactic category are taken up in Sec-
tion 4.1, with Section 4 focusing overall on change with respect to c-structure.

4 Syntactic change

4.1 Recategorization

Studies of language change abound with instances of syntactic recategorization,
that is, instances in which an item belonging to one syntactic category is re-
analyzed as belonging to a different one. We have already caught a glimpse of
such a reanalysis with respect to the grammaticalization cline in (1), whereby a
main verb is gradually reanalyzed as an auxiliary, which in turn often becomes
a verbal affix. Within LFG, such c-structural recategorization is seen as being
preceded by a change in an item’s functional import. That is, with respect to
the well-studied changes such as the development of new futurate markers (e.g.,
Fleischman 1982), as we saw in Section 3.1 an originally fully predicating verb
such as ‘want’ or ‘go’ can be used in situations describing the future attainment
of a state or event (Börjars & Vincent 2019). Over time, this usage becomes con-
ventionalized and the verb is seen as routinely fulfilling an additional function,
namely the temporal placement of an event in the future. This meaning of the
verb ceases to predicate fully and it develops into a functional item. Often the
original lexical/content verb continues to exist side-by-side with the new auxil-
iary; in other cases it ceases to be used as a main verb. In English, for example,
the item will is now only rarely used as a modal meaning ‘want’, but only as a
futurate marker. On the other hand, as we saw for the examples taken from Urdu
and Bengali in Section 3.1, the verbs ‘be’ and ‘go’ continue to exist as main verbs
while also serving as auxiliaries and giving rise to new verbal affixes.

Within this same verbal domain, Börjars & Vincent (2017) argue for the histor-
ical development of a causative light verb in Romance from the Latin verb facere
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‘make, do’, which in turn results in the reanalysis of a formerly biclausal con-
struction as a monoclausal predication. This reanalysis of biclausal predications,
where one verb embeds another into monoclausal structures, also generally re-
sults from the reanalysis of main verbs as auxiliaries (Butt et al. 2004, Butt 2010).

Vincent & Börjars (2020) go through a number of further examples of syn-
tactic recategorization from an LFG perspective, including the development of
adpositions from nouns, infinitival markers from prepositions, complementiz-
ers from prepositions (P to C; Vincent 1999) and case-marking functions from
prepositions. They also engage in a comparison of analyses across frameworks
(Minimalism (Chomsky 1995) and HPSG (Pollard & Sag 1994)) and ask the ques-
tion of whether anything in LFG’s architecture predicts the mainly unidirectional
change in categorial reanalysis (meaning that a verb will change into an affix, but
an affix does not change into a fully predicating main verb). The answer to this
question is “no”, unlike the clear predictions made by Roberts & Roussou (2003)
within Minimalism, for example, where such reanalysis is seen as an instance of
a lexical category raising upwards into the functional domain of a syntactic tree
and eventually being reanalyzed as simply originating in that functional position.
Upward “mobility” is expected in this framework, while downward movement is
prohibited. However, Vincent & Börjars (2020) point out that while this type of
grammaticalization along a cline from more lexical to more functional can be ac-
counted for well within Minimalism, instances of “lateral” change whereby the
recategorization involves adjacent categories like deictic markers into copular
verbs (Börjars & Vincent 2017) are more challenging. In this case, an originally
nominal category is reanalyzed as belonging to the verbal domain.

Another example of a recategorization that does not necessarily involve direc-
tionality can be observed in Chinese, where Börjars & Payne (2021) argue that
nouns which originally denoted a container or a measure and which had the
syntactic distribution and modificational properties of standard nouns in the lan-
guage were reanalyzed over time as measure words and classifiers. They argue
that the reanalysis as measure words involves only a syntactic recategorization
by which these nouns have a more restricted syntactic distribution and modifi-
cational properties in comparison to standard nouns. This syntactic change is
not accompanied by a systematic semantic or functional change: the words still
measure out units, as in the original usage and appear to retain their full lexical
semantics.

Van Gelderen (2011) seeks to address issues of recategorization by thinking of
language change in terms of cycles (though there seems to be no discussion of
actual full cycles of language change) and working heavily with features that are
associated with syntactic categories. Changes in the features associated with an
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item eventually lead to reanalysis at the level of syntactic categories. Interest-
ingly, this take on language change seems to move towards the separation out
of functional vs. categorial characteristics of an item that is already in-built into
LFG, but with a comparatively impoverished understanding of feature theory.

The difference in how many and what kinds of features and functionality are
associated with an item can also lead to debates as to whether syntactic recate-
gorization has taken place at all. Vincent & Börjars (2020: 144) discuss this with
respect to prepositions being used to mark the subcategorized for arguments of
a predicate, thus acquiring the properties of case markers and note: “Within Min-
imalism such shifts can be seen as involving a change from P to K, whereas once
again, in HPSG and LFG, the change is in the information associated with the
argument of P rather than in the category itself.” This view of the relationship
between adpositions and case clashes with the lexical semantic approach to case
taken by Butt & King (1991, 2003, 2004), who use the category K to model the sta-
tus of case markers in New Indo-Aryan as independent clitics that have a range
of functional and lexical information associated with them. Ahmed Khan (2009)
shows how spatial adpositions may be associated with feature structures specify-
ing ex:historical:path and place and how changes in the specification of these
features can result in case markers. Butt & Ahmed Khan (2011) further chart the
development of originally spatial adpositions into case markers, analyzed as K,
in modern Urdu.

4.2 Mixed categories

Recategorization as described in Section 4.1 also generally does not happen in
one fell swoop, but via a number of intermediate stages. One side-effect of these
intermediate stages is the emergence of mixed categories. Verbal nouns or gerun-
dives, which have the external distribution of nouns, but the internal properties
of verbs, are one well-known example. A recent survey and analysis of mixed
categories by Nikolaeva & Spencer (2020) shows that there are several different
types of mixed categories (see also the discussion in Lowe 2016b).

In her diachronic take on mixed categories, Nikitina (2008) argues for a clear
disassociation of the lexical and syntactic components of category mixing, pre-
cisely because of the range of mixed properties displayed by syntactic categories.
She investigates and analyzes phenomena from Romance and Wan (Mande) and
proposes that a clear distinction be made between instances of function retaining
derivational changes in syntactic category and structural reanalysis, including
rebracketing. An example of the former function retaining change is the Eng-
lish -ing nominalization, whereby the head distributes as a noun, but retains the
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functional predication of a verb. Over time, this retention of function may be
lost, resulting in a straightforward nominal, rather than a syntactic categorywith
mixed properties. Examples of the latter (structural reanalysis) include types of
instances discussed in the previous section, i.e. the development of adpositions
and case markers from nouns and the development of complementizers from
verbs (Lord 1993) or adpositions.

The work by Vincent & Börjars (2010) on the slippery slope between adposi-
tions and adjectives serves as another example. Vincent & Börjars (2010) look at
Germanic and Romance languages which are losing their overall case system and
investigate paths of change that serve to compensate for this loss. One path of
change involves the use of adpositions like Latin prope ‘near’ and English ‘near’.
These subcategorize for an obj and have the spatial meaning of adpositions, but
can be used as adjectives and take comparative and superlative morphology. See
also Vincent & Börjars (2020) for some further discussion on this issue.

Formal analyses of mixed categories in LFG have often invoked lexical sharing
of one type or another (Bresnan & Mugane (2006), Lowe (2015, 2016a); see dis-
cussion in Section 4.4). Butt et al. (2020) propose an alternative to this approach
in their analysis of complement clauses in Tamil. The complement clauses show
a mixed set of nominal and verbal properties, which is due to a historical de-
velopment by which an originally relative clause type structure incorporated a
pronoun and thus acquired the external properties of a noun while retaining the
internal verbal predication of a finite clause. Butt et al. (2020) propose an anal-
ysis of mixed categories in terms of the formal tool of complex categories first
introduced in the context of the ParGram computational grammar development
effort (Butt et al. 1999, Crouch et al. 2011). This approach essentially allows for
the parameterization of syntactic categories, avoiding themonolithic assignment
of one syntactic category to a given lexical item or phrase.

4.3 The growth of structure

The diachronic phenomena discussed under the term “grammaticalization” in
Section 3.1 involved a change whereby an individual lexical item comes to be re-
analyzed as a functional element. This could be considered grammaticalization in
the narrow sense, inwhich the focus is on the changing status of a particular item,
as in much of the classic work on grammaticalization where changes occurring
above the level of individual lexemes (e.g., changes in word order) are typically
secondary concerns. For example, in their seminal textbook, Hopper & Traugott
(2003: 24, 59) suggest that word order changes, though “deeply interconnected”
with grammaticalization, are not to be considered under the term on the basis
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that they do not exhibit the unidirectionality typical of grammaticalization (see
also Sun & Traugott 2011 for a similar view). At the same time, some authors have
called for a broader take on grammaticalization, encompassing also cases where a
particular fixed word order comes to encode certain functional information. This
type of change is argued for by Börjars et al. (2016) as grammaticalization involv-
ing a “template” made up of slots and categories, one example being V1 clauses
which have grammaticalized to varying degrees so as to encode conditionality
across the Germanic languages (see also Hilpert 2010). Börjars et al. (2016) ex-
tend the remit of grammaticalization further still, proposing a specific type of
grammaticalization, couched within LFG, which involves two concomitant de-
velopments: (i) the development of a grammaticalized meaning in a particular
item and (ii) the increasing association of that grammaticalized meaning with a
particular structural position.

Börjars et al. (2016) propose this special type of grammaticalization on the
basis of diachronic data concerning the development of definite markers and
noun phrase syntax in North Germanic, specifically from Old Norse to modern
Faroese. They provide empirical evidence which shows that Old Norse lacks an
obligatory dedicated (in)definiteness marker via paired examples such as (26),
where the bold element in (26a) receives a definite interpretation and that in
(26b) an indefinite interpretation, despite the fact that neither is overtly marked
for (in)definiteness.

(26) Old Norse (Börjars et al. 2016: e10)
a. Austmaðr

east.man
kvezk
said

…

‘The Norwegian said …’
b. Ok

and
gekk
went

kona
woman

fyrir
in.front.of

útibúrsdyrrin
outhouse.door.def

‘A woman went in front of the door of the outbuilding’

Moreover the relative order of elements within the noun phrase is relatively
free, although the initial position is associated with prominent and contrastive
elements, as in the two instances of prenominal possessive pronouns with con-
trastive emphasis in (27).

(27) Old Norse (Börjars et al. 2016: e14)
at
comp

minn
1.sg.poss

faðir
father

væri
was

eptirbát
after.boat

þins
2.sg.poss.gen

f̨oður
father.gen

‘that my father trailed in the wake of yours’
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In the next diachronic stage which Börjars et al. consider – early Faroese
(ca. 1298 CE) – they provide evidence which indicates that overt marking of def-
initeness is now obligatory, since unmodified nouns must occur with a definite-
ness marker in order to receive a definite interpretation, e.g., (28a). Indefinite
markers are not yet obligatory, however, as evidenced by examples like (28b),
which is interpreted as indefinite without any overt indefinite marker.

(28) Early Faroese (Börjars et al. 2016: e18)
a. Bardr Peterson

B.P.
war
was

ritade
written

brefet
letter.def

‘Barður Peterson had written the letter.’
b. Ef

if
sauþr
sheep

gengi
goes

j
in

annars
other’s

haga
field

…

‘If a sheep goes into another man’s field …’

Moreover, unlike in Old Norse, where different definiteness markers can co-
occur, by this stage of Faroese they are in complementary distribution. Only later
in the history of Faroese — the representatives which Börjars et al. examine are
a newspaper from the 1890s and data from Present-day Faroese — does overt
marking for indefiniteness become obligatory via ein, e.g., (29a), and a prenomi-
nal syntactic definiteness marker (tann or hinn) is generally required when there
is premodification, leading to “double definiteness”, e.g., (29b)–(29c).

(29) Present-day Faroese (Börjars et al. 2016: e22–e23)
a. ein

indef
ungur
young.str

maður
man

‘a young man’
b. tann

def
stóra
big.wk

gatan
mystery.def

‘the/that big mystery’
c. hin

def
størsta
biggest

vindmylluparkin
windmill.park.def

í
in

Europa
Europe

‘the biggest wind farm in Europe’

In sum, the history of Faroese exhibits the grammaticalization of dedicated
(in)definiteness markers which only later come to be associated with a particular
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structural position (the left edge of the noun phrase), in line with an overall in-
creasingly fixed word order within the noun phrase.8 Börjars et al. (2016) take ad-
vantage of the flexible nature of LFG’s c-structure to model the observed gradual
changes, building on a diachronic account of word order change in the context
of grammaticalization concerning Romance prepositions by Vincent (1999). Cen-
tral to both Vincent’s (1999) and Börjars et al.’s (2016) accounts is the assumption
that a new category can emerge diachronically without it necessarily needing to
project a full endocentric phrase straightaway. Indeed, in the two accounts the
full endocentric phrase projected by the new category is “grown” gradually at
c-structure over time. This view is in line with the c-structure principle of Econ-
omy of Expression (Bresnan et al. 2016), which privileges lexical over phrasal
expression and is radically different to the more standard universal application
of X-bar theory in certain other generative approaches whereby, as soon as one
posits a category, one also needs to posit a full endocentric phrasal projection
complete with a specifier and complement position (cf. also Toivonen 2001, 2007
on non-projecting categories within LFG).

Applied to the Faroese story, Börjars et al. (2016) propose three c-structures to
capture the structure of nominal phrases in the three periods: Old Norse (30a),
early Faroese (ca. 1298) (30b) and Present-day Faroese (30c). In the earliest struc-
ture in (30a), word order is largely free (captured in the flat structure under
NOM(inal)) but there is an initial position associated with information-structur-
ally privileged elements. Crucially, in (30a) there is no category D; this only de-
velops in early Faroese, cf. (30b), but at this point it is not yet associated with a
particular structural position. Once definite markers are structurally associated
with the left edge of the noun phrase, one can assume a projectional functional
category, as captured in the endocentric DP structure for Present-day Faroese in
(30c). The proposed growth of c-structure thus captures the grammaticalization
of (in)definiteness in the context of a gradual shift from relatively free word order
driven by information structure to a much more rigid, syntactically constrained
word order as exhibited in modern Faroese.

8Specifically, the definiteness marker was originally associated with the adjective in Old Norse,
and frequently occurred postnominally, to the left of the adjective. The proposal by Börjars
et al. is that, as adjectives became increasingly prenominal, the definiteness marker became
associated with the left edge of the noun phrase overall.
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(30) a. Old Norse
NP

(↑ inf-priv)=↓
XP

↑=↓
NOM

↑=↓
Dem

↑=↓
N

↓ ∈(↑ adj)
AP

(↑ poss)=↓
NP[gen]

b. Early Faroese
NP

(↑ inf-priv)=↓
XP

↑=↓
NOM

↑=↓
D

↑=↓
N

↓ ∈(↑ adj)
AP

(↑ poss)=↓
NP[gen]

c. Present-day Faroese
DP

↑=↓
D′

↑=↓
D

↑=↓
NP

↑=↓
N′

↓ ∈ (↑ adj)
AP

↑=↓
N′
↑=↓
N
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4.4 Degrammaticalization and lexical sharing

Another way in which gradual degrees of syntactic change have been captured
at c-structure is via “Lexical Sharing”, as originally proposed within LFG byWes-
coat (2002, 2005, 2007, 2009) and further developed by Lowe (2015, 2016a) as
“Constrained Lexical Sharing”. Lexical Sharing is essentially a mechanism which
allows two or more constituents at c-structure to map to a single lexical ele-
ment. As we discuss in this section, Lowe (2015) employs this in the context of
diachrony as a way to model degrees of “degrammaticalization” (see e.g., Norde
2009, Willis 2017) with respect to the English possessive marker ’s, building on a
synchronic analysis of Present-day English in Lowe (2016a).

The starting point for Lowe’s account is Present-day English, which indicates
a mixed picture with respect to whether the possessive marker ’s has clitic or
affixal status. This is reflected in the literature, where some argue for it to be a
clitic (e.g. Quirk et al. 1985, Anderson 2008) and others for it to be an affix (e.g.,
Zwicky 1987, Payne 2009). In this context, Lowe (2016a) claims that synchron-
ically ’s has dual status, i.e. that Present-day English exhibits both clitic forms
and affixal forms and shows how this complex status can be modelled via Con-
strained Lexical Sharing. As Lowe points out, the lexicalism underpinning LFG
leads to a discrete distinction between clitic and affix. An affix is assumed to at-
tach to its host in the lexicon and will thus map to the same c-structure node as
its host, e.g., (31a), while a clitic is a distinct lexical element which occupies its
own c-structure node, e.g., (31b). The example c-structures here are as in Lowe
(2015: 213).9

(31) a. Affix: NP

DP

NP

N

Henry’s

N′
N

toys

𝜋 𝜋
9In both Lowe (2015: 213) and Lowe (2016a: 174), different structures are provided for the pos-
sessum toys depending on whether one assumes the affix analysis or the clitic/lexically shared
affix analysis; for the affix analysis, the immediate daughter of N’ is N, but for the clitic and
lexically shared analysis the immediate daughter of N’ is given as an NP. Although Lowe does
not provide any explanation for this difference, for the sake of consistency we simply repeat
the structures here.
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b. Clitic: NP

DP

NP

N

Henry

D

’s

N′
N

toys

𝜋 𝜋 𝜋
Rather than assume the straightforward affixal analysis in (31a) for affix-like in-

stances of ’s, however, Lowe (2016a) proposes an account involving (Constrained)
Lexical Sharing. This allows one to capture the affixal status of ’s whilst being
able to maintain a consistent syntactic structure for possessive phrases, irrespec-
tive of the affixal/clitic status of ’s. Wescoat’s original formulation of Lexical Shar-
ing (Wescoat 2002, 2005, 2007, 2009) assumes an additional dimension, l(exical)-
structure, which consists of a linearly ordered set of words. The idea behind Lexi-
cal Sharing is that it is possible for two adjacent c-structure elements to map to a
single element at l-structure, i.e. “sharing” the same lexical exponent. Within the
Constrained Lexical Sharing of Lowe (2015, 2016a), Wescoat’s l(exical)-structure
is identified with the syntactic string (s-string) of Kaplan (1989), and thus Lexical
Sharing refers to instances where a single element at the s-string is associated via
the relation 𝜋 with two adjacent c-structure nodes. In Lowe’s account, the affix-
like ’s is a lexically shared affix, e.g., (32), i.e. constitutes a single lexical element
with its host but maps to a separate node from the host at c-structure, resulting in
an overall structural configuration parallel to that for the clitic analysis in (31b).

(32) Lexically shared affix:
NP

DP

NP

N

Henry’s

D

N′
N

toys

𝜋 𝜋𝜋
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Applied specifically to diachrony, Lowe (2015) shows how this approach can
be used to represent degrees of “degrammaticalization” of the English posses-
sive marker, which “degrammaticalizes” over time from an unambiguous affix
to a clitic (cf. the typical grammaticalization cline in (1) above). At the earliest
attested stage, the Old English ancestor of Present-day English ’s, -es, is one of
a number of genitive case allomorphs and is uncontroversially an affix which is
fully integrated with its stem in the s-string and maps to the same c-structure
node as its host, cf. (31a). Crucially, as Lowe (2015) points out, drawing on data
discussed by Allen (1997, 2003, 2008), the emergence of the clitic over the sub-
sequent centuries is gradual and involves degrees of degrammaticalization and
small-step changes from affix to clitic.

Specifically, in the period ca. 1100–1400 CE several changes are underway
which affect the affixal status of the possessive marker: the various genitive case
forms are largely lost and -(e)s becomes the possessive marker for most nouns,
while possession is increasingly marked on just the head of the possessor, rather
than on every element of the possessor. Lowe (2015) cites two construction types
in particular which are attested during this period and indicate the beginning of
a change in the morphosyntactic status of the possessive marker: (i) possessors
which involve coordination where possession is marked only on the rightmost
head, e.g., (33a) and (ii) possessor phrases with split postmodification flanking
the possessum, where possession is marked on the head of the possessor, e.g.,
(33b).

(33) Middle English
a. wif

wife
&
and

weres
man.gen

gederunge
union

‘The union of man and wife.’
(Hali Meidenhad, c. 1225 CE)

b. þe
the

eorles
earl.gen

douʒter
daughter

of
of

Gloucetre
Gloucester

‘The Earl of Gloucester’s daughter’
(Polychronicon VIII, ca. 1380)
(Lowe 2015: 217–218)

The two constructions in (33) show a strong positional constraint, whereby the
possessive marker on the head of the possessor phrase must immediately pre-
cede the possessum. Lowe interprets this as evidence that the possessive marker
is no longer fully affixal, since it is now constrained by the syntactic context in
which it appears, rather than just being dependent on the position of the word
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to which it attaches. In the Lexical Sharing approach, this change can be cap-
tured by assuming that the original affix (modelled in (34a)) is reanalyzed as a
lexically shared affix as shown in (34b) (structures from Lowe 2015: 222). In (34a),
an optional D node is assumed, which is later incorporated into the head of the
possessor phrase (see (34b)), once possessor phrases come to supply the definite-
ness of the possessum, in line with the broader grammaticalization of the definite
article which is underway in the period.

(34) a. NP

(↑ poss)=↓
NP

D

þe

N′
N

eorles

(D) N′
N

douʒter

↓ ∈(↑ poss adj)
PP

P′
P

of

NP

N

Gloucetre

𝜋 𝜋 𝜋 𝜋 𝜋
b. NP

(↑ poss)=↓
DP

NP

D

þe

N′
N

eorles

D

N’

N

douʒter

↓ ∈(↑ poss adj)
PP

P′
P

of

NP

N

Gloucetre

𝜋 𝜋
𝜋 𝜋 𝜋
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However, theMiddle English lexically shared affix in (34b) is not yet equivalent
to the status of the possessive marker in Present-day English but rather has a
subtle difference. As Lowe (2015) points out, in the former, the noun component
must supply the head of the possessor phrase. This is captured in the lexical
entry in (35a), where the N component is associated with an f-description which
requires that the f-structure of the noun serve as the value (or a member of a
set of values) of the feature poss in a wider f-structure; the D does not need to
have any f-descriptions associated with it. By contrast, for Present-day English –
where the possessive marker is closer to a clitic – Lowe assumes the lexical entry
in (35b), “Partitioned Lexical Sharing”, which involves two c-structure nodes each
with their own set of f-descriptions (structures from Lowe 2015: 215, 223).

(35) a. Unified Lexical Sharing:
eorles: N D

(↑ pred) = ‘earl’
(poss (𝜖) ↑)
((poss ↑) def) = +

b. Partitioned Lexical Sharing:
species’: N D

(↑ pred) = ‘species’ (poss ↑)
According to Lowe, only from the end of the 14th century are “phrasal pos-

sessives proper” attested, i.e. phrasal possessives with postmodified possessors
with possessive marking on the right edge of the postmodifier, rather than on the
head of the possessor as in early examples, cf. (33b). The example Lowe provides
is from Chaucer (ca. 1400 CE), shown here in (36). These more clitic-like exam-
ples coexist alongside the more affix-like split examples as in (33b) throughout
the Middle English and Early Modern English periods, with an increasing prefer-
ence for the more clitic-like type in (36). This is modelled in terms of gradually
shifting preferences in favour of the Partitioned Lexical Sharing analysis, cf. (35b)
over the Unified Lexical Sharing analysis, cf. (35a).

(36) Middle English (Lowe 2015: 219)
The grete god of Loves name

‘The great God of Love’s name.’

Taking advantage of Lexical Sharing thus allows Lowe (2015) to model the nu-
anced steps involved in syntactic change via degrammaticalization and, applied
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to Present-day English, also to capture the coexistence of older and newer vari-
ants at a synchronic level (Lowe 2016a).

A very different approach to the mix of clitic and affixal properties is exempli-
fied by Bögel & Butt (2012), who work out an analysis of various different Urdu
possessive constructions, including case clitics and the originally Persian ezafe
construction. Their analysis factors in prosodic features typical of clitics (rather
than leaving them out) and avoids the introduction of lexical sharing or other
complex formal machinery.

4.5 Grammatical relations and licensing

As Vincent (2001) points out, the fundamental design of the LFG architecture,
in which position and function are captured separately, means that it is well
suited tomodelling changes concerning grammatical relations. A consequence of
assuming f-structure as an independent level of representation for abstract func-
tional information is that grammatical functions such as subj and obj are viewed
as basic building blocks of the theory. As such, unlike in some other generative
approaches, subj and obj need not be defined in terms of structural position.
This allows one to neatly capture the full cross-linguistic spectrum with respect
to how languages encode grammatical relations, from those where structural po-
sition plays a strong role, e.g., modern English, to those where morphological
marking is the dominant encoding means, e.g., Latin, but also languages which
use a mixture of means, e.g., Chicheŵa (Bresnan &Mchombo 1987) and Icelandic
(Zaenen et al. 1985). Previous work in this area has tended to focus on the cross-
linguistic possibilities from a synchronic perspective; see Nordlinger (1998) and
Snijders (2015) for relevant typologies. But this approach to grammatical rela-
tions also has much to offer for diachronic studies, since change concerning how
languages encode grammatical relations is well-attested across languages (e.g.,
Kiparsky 1997, Hewson & Bubenik 2006, Ponti & Luraghi 2018) and individual
historical stages will naturally exhibit intermediate stages along a change trajec-
tory, with a particular balance between structural and morphological encoding
strategies.

4.5.1 Word order and recipient passives

A complex change in this area which has been investigated in detail by Allen
(1995, 2001) is the rise of the recipient passive in English, i.e. constructions like
(37), where the recipient rather than the theme is treated as the subject.

(37) He was given a book.
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According to Allen (2001), recipient passives are unattested in Old English; the
earliest known example of a recipient passive is from 1375 CE, alongside other
scarce examples from the late fourteenth and early fifteenth centuries. The ear-
liest example according to Allen, from 1375, is shown here in (38).

(38) Middle English (Award Blount, p. 207, Allen 2001: 51)
Item as for the Parke, she is alowyd Every yere a dere and xx Coupull of
Conyes and all fewell Wode to her necessarye…
‘Item: as for the park, she is allowed a deer every year and 20 pairs of
rabbits and all firewood necessary to her…’

As with the change concerning experiencer verbs discussed in Section 3.2,
Allen again challenges classic accounts of this development (e.g., Jespersen 1927,
van der Gaaf 1929, Campbell 1998), which assume that recipient passives emerged
via reanalysis of an ambiguously case-marked fronted indirect object as the sub-
ject, as in (39).

(39) Middle English (Ric.Couer de L. 1307, Auchinleck ms, Allen 2001: 49)
The Duke Mylon was geven hys liff, and fleygh out of land with his wife.
‘Duke Mylon was given his life, and fled out of the country with his wife.’

Allen (2001) points out that the chronology does not stack up to support the clas-
sic account, for a variety of reasons. This includes the observation that the loss
of the morphological distinction between nominative and dative which results
in the prerequisite ambiguity for the classic reanalysis account occurred long
before the first recipient passive examples are attested, with a gap of 175 years.

Allen (2001) argues instead for a change involving reanalysis of the indirect
object (theme) of active sentences as the direct object, which in turn has conse-
quences for the status of the recipient argument and ultimately facilitates its pro-
motion to subject under passivization. Rather than being driven by ambiguous
case-marking, as assumed in the classic accounts, Allen argues that her reanalysis
story was triggered by the fixing of the relative word order of two objects. This
is based on the observation that the first attestation of recipient passives coin-
cides with the disappearance of examples like (40), in which a (non-pronominal)
NP which is the Theme precedes a (non-pronominal) NP which is the Recipient.
According to Allen, such orderings with two NPs are unattested as of the last
quarter of the fourteenth century.

(40) I gave [a gift]theme [the king]recipient
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Allen suggests that once nominal recipients became fixed in the immediately
postverbal position, the simplest analysis from the perspective of the language
learner was to analyze the recipient as an obj, due to the fact that the learner
could now calculate grammatical relations directly on the basis of position, and
in turn the semantic relations too. Specifically, a new processing strategy arose
which stated that the first non-pronominal NP after the verb would be the obj,
provided no pronoun preceded it — the strategy for pronouns would be rather
different according to Allen, presumably owing to the special positional distri-
bution of pronouns in Early English. As a result, the semantic role could now be
determined on the basis of position: if the obj was followed by another NP, the
obj could only be the Recipient and the second NP could only be obj𝜃 , with the
only possibility in terms of semantic role as the Theme. In this way, the fixing
of the order eases the hearer’s processing concerning the assignment of gram-
matical relations and thematic roles. Moreover, since the Recipient as an obj is
now [−𝑟], it can map to subj under passivization in accordance with the natural
classes which fall out from the features [±𝑟, 𝑜]. Thus recipient passives are now
possible.

Allen’s account thus investigates the connection between word order and the
assignment of grammatical relations and in particular a change whereby gram-
matical relations become increasingly encoded via position. Next, we discuss
other work which has considered this type of change within LFG.

4.5.2 Positional licensing and information structure

Changewhereby structural position becomes an increasingly dominant licensing
strategy for grammatical relations over time is well attested cross-linguistically;
cf. the rise of (argument) configurationality (e.g., Hewson & Bubenik 2006, Lu-
raghi 2010). In the linking theory developed by Kiparsky (1987, 1988, 1997, 2001),
where case, agreement and position are viewed as interacting licensing strate-
gies for grammatical relations, this type of change has been formalized as the
rise of “positional licensing” (Kiparsky 1997). Focusing on the history of Eng-
lish, Kiparsky (1997) argues that as English lost its morphological case system,
position became the dominant licensing strategy for grammatical relations. Be-
yond Allen’s analysis of the recipient passive, this idea has been explored more
recently within LFG by Booth et al. (2017), who present a positional licensing ac-
count in LFG terms for the diachrony of subjects in Icelandic. As both Kiparsky
(1997) and Booth et al. (2017) point out, Icelandic offers an interesting point of
comparison with Kiparsky’s original account since, unlike English, Icelandic has
maintained rich morphological case up to the present day.
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Booth et al. (2017) observe that Icelandic subjects are increasingly realized in
the clause-initial prefinite position and capture this change in terms of the rise of
positional licensing, also bringing information structure into the account. Two
other concomitant changes are observed and feed into their analysis: (i) a de-
crease in V1 declaratives as in (41) and (ii) the emergence of the expletive það
which is positionally restricted to the clause-initial prefinite position; cf. the con-
trast in (42), when the expletive is ruled out in contexts where this position is
otherwise occupied.

(41) Middle Icelandic (Georgius, 1525, Booth et al. 2017: 111)
Sýndi
show.pst.3sg

drottinn
lord.nom.def

mikla
great.acc

miskunn
mercy.acc

vin
friend.dat

sínum
his-own.dat

sankti
saint.dat

Georgíum
George.dat

‘The Lord showed great mercy to his friend St. George.’

(42) Modern Icelandic (Booth et al. 2017: 111–112)
a. Það

expl
var
be.pst.3sg

ekki
neg

minnst
mention.ptcp

á
on

önnur
other.acc

dýr.
animals.acc

b. Ekki
neg

var
be.pst.3sg

minnst
mention.ptcp

á
on

önnur
other.acc

dýr.
animals.acc

‘There was no mention of other animals.’

Following a proposal by Hinterhölzl & Petrova (2010) for the history of West
Germanic, Booth et al. (2017) put forward an information-structural account for
the rise of the expletive það and in turn the decrease in V1 declaratives, assum-
ing that the finite verb serves as an information-structural boundary separating
topic and comment. The change is captured in terms of the growth of structure,
whereby a flat structure lacking functional categories yields to a more articulated
structure making use of functional categories and projections, similar to the ac-
count of North Germanic noun phrases by Börjars et al. (2016) (see Section 4.3).
In Booth et al.’s account at the clausal level, the relevant functional projection
which emerges from an earlier flat structure is IP, headed by the finite verb in
I; cf. the LFG accounts of modern Scandinavian clause structure by Sells (2001,
2005) and Börjars et al. (2003).

Once the IP structure is established, various changes occur concerning the na-
ture of the clause-initial prefinite position, i.e. SpecIP. The information-structural
role of the finite verb as a boundary between topic and comment leads to SpecIP
becoming increasingly associated with a discourse function (df) capturing given
or topical information, cf. (43).
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(43) IP

(↑ df)=↓
XP

I’

I VP

In their account, this increasing association of SpecIP with topicality can in turn
explain the observed increasing realization of subjects in this position. Agentive
and sentient entities tend to make for better topics than non-sentient entities,
and, since subjects typically represent the more agentive, sentient semantic par-
ticipants, subjects will accordingly often occur in this new topic position (see
also Givón (1990), who discusses subjects as “grammaticalized topics”).

However, as Booth et al. show, SpecIP does not straightforwardly develop into
a designated subject position, since subjects can still occur postfinitely in mod-
ern Icelandic. In particular, in clauses which lack a topic altogether, i.e. imper-
sonal and presentational constructions, the expletive occurs in the SpecIP topic
position as a signaller that the clause lacks a topic. As such, they propose the
functional annotations in (44) for SpecIP in the modern stage: it can be occupied
by any topical gf, or alternatively the expletive, provided the clause lacks a topic.

(44) IP

{ (↑ topic) = ↓
(↑ {comp|xcomp}* gf) = ↓

| (↑ expletive)=𝑐 + }¬(↑ topic)
XP

I’

I …

Thus the reorganization of information structure and word order in Icelandic,
and in particular the changing status of SpecIP, is seen as the underlying shift
which results in a decrease in V1 in favour of V2 sentences with a clause-initial
topic or an expletive in topicless contexts. Booth et al.’s study shows that infor-
mation-structural properties are an important consideration in the context of
change with respect to word order and the licensing of grammatical relations.
For a similar account which presents this change in terms of shifting correspon-
dences between c-structure, f-structure and LFG’s i(nformation)-structure (Butt
& King 1996, King 1997), see Booth & Schätzle (2019) and Booth & Beck (2021). In
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a similar vein, Booth (2021) shows how assuming that languages can gradually
change their status with respect to argument configurationality and discourse
configurationality can account for subtle changes in word order between Old
and Modern Icelandic, which have otherwise prompted heated debate within
approaches which assume configurationality to be a binary parameter (e.g. Faar-
lund 1990, Rögnvaldsson 1995).

5 Variation and change

In this last section, we turn to the question of the role of variation. It is well-
known that language change is gradual and goes hand-in-hand with variation
(e.g., Weinreich et al. 1968, Kroch 1989, Labov 1994, 2001, Pintzuk 2003, Chambers
& Schilling 2013). However, formal grammars are discrete in nature, so a natural
question which arises is how to combine the inherent variability and gradualness
associated with language change into formal models of grammar.

One very popular way forward has been the combination of Optimality The-
ory (Boersma et al. 2000, Kager 1999) with stochastic methods (Boersma 2000,
Boersma & Hayes 2001), which has been argued to account for patterns of vari-
ation and language acquisition. Optimality Theory (OT) was adapted into LFG
very early on to yield a version of LFG dubbed “OT-LFG” (Kuhn 2023 [this vol-
ume], Bresnan 1996, 1998) and combined with stochastic methods to yield ex-
planations for gradience in judgements (Bresnan et al. 2007, Bresnan & Nikitina
2010) and variation across dialects (Bresnan 2007, Bresnan & Hay 2008, Sharma
et al. 2008, Bresnan et al. 2001).

In terms of historical linguistics, Clark (2004) is the first to lay out a formal
model of diachronic variation that has led to gradual change.10 He works with
two case studies from the history of English: 1) word order change from primar-
ily OV to VO; 2) the preferred association of subjects with the clause-initial po-
sition. Clark models the observed changes within stochastic OT-LFG and shows
how the model parallels the observed stages in the historical development and
variation in the corpora. Change is essentially effected via competing variants,
as in much influential work on syntactic change in recent decades (e.g., Kroch
1989, Pintzuk 2003). In Clark’s OT-LFG account, these competing variants are
taken to be the result of constraints that are liable to be re-ranked with respect

10Note that ‘gradual’ in this context refers not to incremental steps along, e.g., a grammaticaliza-
tion cline as in (1) but rather the gradual diffusion of a particular change through a population
of speakers, or even possibly the gradual establishment of an innovation in the grammar of an
individual.
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to one another due to inherent “noise” in the communication process between
humans and the asymmetry of goals between perception (more information is
generally useful for decoding) vs. production (producing less information is gen-
erally less burdensome). The stochastic OT-LFG approach is able to capture the
steady quantitative rise in the use of an innovated structure by associating it
with gradual changes in the relative strength of the relevant constraints. A con-
straint re-ranking that may be due to “noise” variation may become statistically
preferred and from there finally lead to a categorical change.

In a comprehensive look at auxiliary contraction in English, Bresnan (2021)
proposes a new hybrid model of LFG and a usage-based mental lexicon to ex-
plain the synchronic distribution and diachronic development of auxiliary con-
tractions/clitics. The usage-basedmental lexicon is conceived of as a combination
of ideas coming from Pierrehumbert’s examplar-based model of the mental lexi-
con (Pierrehumbert 2001, 2002) and Bybee’s usage-based approach (Bybee 2006).
The frequent co-occurrence of certain combinations of words, e.g., you+are or
we+will, are predicted to undergo contraction. Frequencies are calculated using
a measure termed Informativeness, which is the logarithm of the inverse of the
conditional probability of one word following the other. In Bresnan (2021), the
corpus study, the frequency calculations and the development of the hybrid LFG
plus usage-based mental lexicon make for a rich and complex paper which com-
bines the strengths of formal grammar modelling with by now well-established
effects of frequency and variation in usage.

The auxiliary contractions themselves are modelled via the formal concept
of lexical sharing within LFG (cf. Section 4.4) and this is where Bresnan (2021)
draws a concrete connection to diachrony: “lexical sharing as a formal construct
can be viewed as a grammaticalization of high-probability syntactic distributions
in usage…”. However, as argued for by Bögel (2015), clitics do not necessarily
need to be modelled via lexical sharing. She instead proposes a more articulated
architecture of the prosody-syntax interface for an analysis of clitics and provides
a means for integrating effects of frequency and variation (Bögel & Turk 2019).
Frequency effects can also bemodelled via preferences applied directly to rules or
lexical items, as practiced with respect to computational grammar development
in LFG (Frank et al. 2001, Dost & King 2009).

Overall, the area of variation and change provides an interesting area of re-
search for LFG, with initial architecturally complex and sophisticated proposals
having recently been formulated, pointing the path towards innovative and ex-
citing research in this area.
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6 Summary

This chapter has endeavored to provide an overview of the types of work done
within LFG on language change. Like most formal theories of grammar, LFG did
not address language change from the outset and the first serious work on lan-
guage change only began appearing in the 1990s. However, as LFG is fundamen-
tally designed to separate form from function, the complex interaction between
the function of an item and its overt realization can be modelled very well. In-
deed, given LFG’s complex formal design, in which the different components
of grammar are represented with component-appropriate rules and representa-
tions, and interface with one another via the projection architecture, one might
argue that there are too many moving parts to permit a clearly delineated theory
of language change.

In one sense this is correct, but in another sense, one could argue that, as with
synchronic description, what LFG provides is a broad formal framework, which
must be specified by linguistic theorizing. By its very nature LFG pursues an in-
ductive approach — the framework provides a broad perspective on the data (e.g.,
form and function are assumed to be separate, c-structure is assumed to model
linear order, constituency and hierarchical relations, grammatical relations and
argument structure are core objects over which generalizations can be stated,
etc.) but the linguistic explanations and generalizations themselves emerge from
the data and can be stated independently of the theory, thus allowing for po-
tential cross-theoretic validity. Another aspect of the inductive approach is that
the overall framework can be adjusted in the face of strong empirical evidence.
For instance, when there is strong empirical evidence that information about fre-
quency of items plays a role, the theory is adjusted and opens up interesting new
ways of modelling language change, as we saw in Section 5.

Furthermore, the fact that LFG is very functionally oriented allows for an open
channel of communication with the functional-descriptive and grammaticaliza-
tion literature, leading to natural and insightful accounts of lexical and functional
change, as we discussed in Section 3. Change in terms of syntactic categories and
clausal organization is seen as being motivated by changes in function in the first
place, with syntactic recategorization and reorganization following to reflect the
change in underlying function (Section 4).

In this chapter, we have followed the very broad notion of reanalysis adopted
by Harris & Campbell (1995) and hope to have shown how LFG can naturally
account for reanalysis at various different levels: lexical, functional, categorical.
In fact, one could see LFG as providing a firm formal basis for understanding the
possible moving parts involved in reanalysis as part of language change, while
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also providing a basis for understanding how the well-attested gradualness, vari-
ation and frequency-based effects of language change can be modelled formally.
That said, and despite the length of the chapter, it should be obvious to the reader
that the existing body of historical linguistic work within LFG is so far not large
and there is thus much room for investigation into language change. There is
also room for experimentation and innovation with respect to how to represent
and understand language change. This might include a new model of the lexi-
con, a new version of LFG or the introduction of new methods of probabilistic
modelling, as we have seen above, or working with new ways of accessing the
diachronic data, for example by means of a platform developed together with
experts from visual analytics (e.g., Schätzle et al. 2019, Beck & Butt 2020, Beck
et al. 2020).
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Chapter 21

LFG, Optimality Theory and learnability
of languages
Jonas Kuhn
University of Stuttgart

Optimality-Theoretic accounts of grammar specification do not rely (exclusively)
on rules and descriptions that every expression in the implied formal language
has to satisfy strictly. Instead, a universal set of violable constraints is posited, and
most grammatical expressions are not perfectly harmonic in all respects, but vi-
olate some of the constraints. A particular language is characterized by a certain
priority ranking over the universal constraint set. This conceptualization of gram-
matical knowledge gives rise to the prediction of cross-linguistic variation: across
languages, the same underlying meaning is realized by different expressions since
different rankings of the constraints make different candidates optimal. The frame-
work comes with a straightforward algorithmic formulation of the language learn-
ing problem – as error-driven constraint reranking.

Optimality Theory (OT) was combined with many linguistic description frame-
works in the 1990s. LFG turned out to be a very appropriate base formalism for
specifying the candidate representations in OT’s competition-based definition of
grammaticality. The novel way of characterizing formal languages prompted a
range of debates regarding central assumptions in linguistic theorizing; various
extensions of the competition-based setup were proposed; and the concept of vi-
olable constraints was taken over as an effective modeling device for managing
ambiguities in broad-coverage computational grammar development. This chapter
provides an introduction of the core concepts of OT as fleshed out on the basis of
LFG, it illustrates the most influential extensions, and it reviews important concep-
tual debates triggered by the approach.

Jonas Kuhn. 2023. LFG, Optimality Theory and learnability of languages. In
Mary Dalrymple (ed.), Handbook of Lexical Functional Grammar, 961–1032.
Berlin: Language Science Press. DOI: 10.5281/zenodo.10185980
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1 Introduction

The term Optimality Theory (OT) refers to a family of grammatical frameworks
developed in various subfields of linguistics following the original proposal for
phonology by Prince & Smolensky (1993). Bresnan (1996), in her keynote address
at the first LFG conference,1 showed that LFG constitutes a natural base formal-
ism for an OT account of syntax, laying the foundation for substantial research
activities in the late 1990s and early 2000s.

The key idea behind OT is that grammatical knowledge is not captured in
distinct rule systems for each language, but theorists assume a universal set of
constraints responsible for determining the harmony or markedness of poten-
tial realizations of some underlying input representation. For example, both the
clause structure you see who? and who do you see? are candidate realizations for
expressing a wh-question that asks for the object of a transitive verb. In some
languages, the equivalent of the former is grammatical, whereas in English, the
latter is. Neither of the two variants is perfectly unmarked; each violates certain
constraints (in essence: an interrogative phrase is best realized at the beginning
of the clause vs. the object of a verb is best realized in the canonical VP-internal
complement position). What differs across languages is the relative prominence
among the universal constraints, such that there are different winners in the com-
petition for the most harmonic/least marked candidate, which is defined to be
the language-particular output. Learning a language thus amounts to determin-
ing the correct prominence ranking over a known set of constraints to replicate
the behavior observed in adult speakers. A more technical illustration of an OT
system building on the LFG formalism will follow in Section 1.1.

The notion of violable grammar constraints inspired linguists to explore the
explanatory potential of a competition-based definition of grammaticality for a
whole range of linguistic subfields. Moreover as Section 1.2 will discuss, the no-
tion turned out fruitful for computational work aiming at linguistically grounded
broad-coverage grammars: expanding “classical” constraint-based grammar for-
malisms with a novel type of violable constraints enables a competition-based
filtering of ambiguity sources and thus greatly facilitates the treatment of rela-
tively rare lexical variants and grammatical constructions (Frank et al. 2001). An
outline of the remaining sections of this chapter will be provided in Section 1.3.

1Details of the analysis presented in the keynote address are discussed in Bresnan (2001a) and
Bresnan (2002).
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1.1 Example of an OT-LFG analysis

The tableau in Figure 1 demonstrates more technically how an OT-LFG account
predictswhowill she see? to be the grammatical structure for realizing this type of
question in English. It is adapted fromBresnan (2001a), a contribution that recasts
Grimshaw’s (1997) OT analysis of English verb inversion in an LFG framework
assuming ExtendedHead Theory (as detailed in Bresnan 2001b: ch. 7 and Bresnan
et al. 2016: ch. 7).

Input:

⎡⎢⎢⎢⎢⎣
pred ‘see(x, y)’
gf1 [“you”]
gf2 [“who”]
q-foc
tns fut

⎤⎥⎥⎥⎥⎦ Op-Spec Ob-Hd Stay

a. ⟨ [IP you will [VP see who ]], …⟩ ∗!
b. ⟨ [CP who e [IP you will [VP see e ]]], …⟩ ∗! ∗

� c. ⟨ [CP who will [IP you e [VP see e ]]], …⟩ ∗∗
Figure 1: Tableau for the competition that leads to who will you see?
being the most harmonic candidate under the constraint ranking for
English. The candidates’ c-structure trees are shown as bracketing ex-
pressions; their full f-structures is not shown here. Only a small subset
of the candidate set is listed, omitting other realization variants. These
are excluded for English by additional constraints, but could be gram-
matical in other languages and are thus included in the candidate set.

The tableau shows the comparison of three candidate realizations for the un-
derlying content, the input – here the proposition see(𝑥, 𝑦 ), where 𝑥 is a pronom-
inal for the second person singular, 𝑦 is the focus of a question, and the clausal
realization expresses future tense. Particular syntactic choices, for instance the
realization of the semantic arguments by grammatical relations such as subject
and object are underspecified in the input. In the OT-LFG framework, the range
of realization options across languages can be captured very well by assuming
that the input is a partially specified f-structure, and the candidate set consists
of all fully specified LFG analyses whose f-structure is subsumed by the input.

The excerpt from the full candidate set shown in Figure 1 focuses on c-struc-
tural realization alternatives for clause structure. In Extended Head Theory, func-
tional categories (such as I and C) and their c-structure projections are mapped to
the same f-structure as their corresponding lexical categories (V). The functional
projections occur optionally, but they offer the possibility to realize additional
head elements such as tense auxiliaries and they comewith one c-structural spec-
ifier position each, which can for instance be used for wh operators. Also, it is a

963



Jonas Kuhn

possibility across languages for verbal head elements to be realized in a higher,
c-commanding, position (e.g., V in I or I in C, as in candidate c.). By definition,
elements in such a functional position are still extended heads of the lower pro-
jections. This nonderivational account of head mobility, which Bresnan (2001b:
ch. 7) also formalizes in a non-OT setting of LFG, thus opens up a considerable
spectrum of alternative candidate realizations for the basic clause structure.

Let us now consider what effect the three violable constraints have that Fig-
ure 1 shows in the order of the ranking for English (the constraint formalization
will be discussed in more detail in Section 2.2). The harmony/markedness of a
candidate is determined by its constraint violation profile. In the tableau nota-
tion, a violation is signalled by a star in the row for the corresponding constraint.
Since OT assumes a ranking of the constraints (and not a more general weigh-
ing as for instance in Harmonic Grammar, Legendre et al. 1990), one can simply
proceed from left to right through the constraints to determine the winning can-
didate(s): at each constraint, only the candidates that have the fewest violations
for this constraint are kept. The other candidates have no more chance of win-
ning the competition, even when they do not violate any of the lower-ranking
constraints. It is common to mark the decisive constraint violations with an ex-
clamation mark following the star; the cells for the lower-ranking constraints
are often grayed out in tableaux. In our example competition, the Op-Spec con-
straint demands that syntactic operators such as wh phrases be realized in c-
structural specifier positions (highlighting the operator’s prominence). Candi-
date a. violates this constraint, since the who is realized inside the VP. Op-Spec
is the highest-ranking constraint and the other candidates satisfy this constraint,
hence candidate a. is excluded from further comparison. The Ob-Hd constraint
(for obligatory head) says that every projected category (X′, X″) should have
a lexically filled extended head. Candidate b., which includes a CP projection
without a lexically filled head, incurs a violation of this constraint.2 The third
constraint, Stay,3 states that categories should dominate their extended heads,
thus punishing c-structural realizations in higher, c-commanding positions: In
candidate c., the wh phrase in the CP-Spec position incurs one Stay violation
(due to a lexically empty DP inside the VP), the will that is not realized within
IP another one. Since Stay is low in the constraint ranking for English, candi-

2The notion of extended heads leads to the situation that the empty I head in candidate c. does
not incur an Ob-Hd violation: The C head, which contains will, is in a c-commanding position
and thus acts as an extended head for the I′ and IP.

3The name Stay is carried over from Grimshaw’s (1997) account, which assumed a derivational
base formalism with upward movement in trees. The reconstruction is entirely nonderiva-
tional.
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date c. is optimal despite the two violations: there are no surviving competitors
with fewer violations.

Under different rankings of the same three constraints, different clause struc-
tures come out as optimal. When Stay outranks Op-Spec, for instance, candidate
a. is the most harmonic. This predicts non-echo matrix questions like in (1) to be
grammatical, as is the case in a wh-in-situ language like Chinese.

(1) Mandarin Chinese (Huang 1982: 253)
ni
you

kanjian-le
see-ASP

shei?
who

‘Who did you see?’

According to OT assumptions, a language learner starts out with an uninformed
initial constraint ranking. Whenever they hear an utterance by an adult speaker
of the language, they check whether the observed output (for a contextually in-
ferred input) is the same that their current ranking would have predicted. If not,
the constraints responsible for the error are demoted in the ranking (Tesar &
Smolensky 1998). Details of the OT approach to characterizing grammaticality
and the OT-LFG formalization will be discussed Section 2.

1.2 Ranked soft constraints in computational grammar development

As mentioned, Joan Bresnan gave a keynote at the first LFG conference in 1996,
presenting her proposal for integrating the competition-based grammatical frame-
work of Optimality Theory with LFG’s declarative specification of parallel rep-
resentations that are in imperfect correspondence (Bresnan 1996). The concept
of violable constraints immediately prompted interest in the computational LFG
community, which was working towards implementations of LFG grammars that
robustly cover real-life text data, most notable in the Parallel Grammar Develop-
ment project ParGram (see also Forst & King 2023 [this volume]).

As Frank et al. (2001) discuss, violable constraints can alleviate a considerable
practical problem with broad-coverage grammars that aim for linguistic preci-
sion: the ambiguity management problem. To reach an acceptable coverage of
real corpus data with a linguistically precise grammar, the rules have to cater for
essentially all conceivable realizations of variable phenomena – even for those
that are infrequent and tend to underlie special contextual restrictions. In a gram-
mar with such a comprehensive rule set however interactions among multiple
variable phenomena can lead to an enormous degree of ambiguity in parsing. Al-
though ambiguity packing techniques keep the computational parsing task itself
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tractable (Maxwell & Kaplan 1989) (see also Cahill & Way 2023 [this volume]), it
can become hard for the grammar writers to keep track of whether the contex-
tually justified readings are among the readings predicted by the grammar (King
et al. 2004). The notion of violable constraints puts grammar writers in a position
to overcome the ambiguity management problem via perspicuous filters.

The following examples may illustrate the proliferation of sources of ambigu-
ity in a comprehensive grammar. In English, temporal adverbials can have the
shape of a plain NP headed by a time expression such as year, day, moment, etc.,
as for instance in (2a,b). A carefully constrained grammar will rely on a lexical
marking of the relevant nouns to avoid overgeneration. Without such a lexical
restriction, any intransitive verb used with an NP in object position, such as (2c),
would be incorrectly predicted to form a grammatical sentence.

(2) a. The car had problems all weekend.4

b. What are your future plans the next half year?5

c. * Lou yawned two big bones.

The rule in (3) uses a constraining equation to ensure that the adverbial NP comes
with the marking [ntype time +].

(3) VP → V (NP) { PP | NP }*↑=↓ (↑obj)=↓ ↓ ∈ (↑adj) ↓ ∈ (↑adj)
(↓ntype time) =𝑐 +

Examples (4a,b) show however that adverbial uses of plain NPs can also occur
with nouns that do not refer to time expressions.

(4) a. Being prepared will save your soles from aching the entire trip.6

b. And WoW had problems every expansion for years […]7

By a semantic process of type coercion (see, e.g., Pustejovsky 1995), NPs referring
to segments of a process (e.g., during spatial movement, as in (4a), or in repetitive
processes, as in (4b)) can receive a temporal reading. A grammar that strictly ties
adverbial NPs to a lexical marking of time expressions will fail on these examples.
And since such coercion processes are relatively productive, grammar writers

4https://www.flickr.com/photos/speedcenter/19225841474
5https://www.reddit.com/r/UnderCards/comments/kdjbb1/ama_is_the_way_to_get_a_free_
vieeeews/

6https://vivaglammagazine.com/how-to-effortlessly-look-good-when-traveling/
7https://forums.newworld.com/t/fix-your-product-this-isnt-an-indie-company/247609/59
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face a difficult tradeoff between maximizing coverage and risking a proliferation
of ambiguity.

The issue is amplified when several variation phenomena interact, as the fol-
lowing considerations demonstrate. Completely independent of the type coer-
cion process we just saw, many transitive verbs in English can occur with an
understood object in appropriate contexts – i.e., without a syntactically realized
direct object: enjoy and announce are both strictly transitive, but (5a,b) show that
occasionally, an understood object can be filled in contextually.

(5) a. [Text message with a video posting:]
Here it is. Lean back and enjoy for the next 7 minutes.8

b. [News headline:]
Troy Williams will announce tomorrow9

To capture such uses, one could have transitive verbs optionally fill in a pronom-
inal pred value for their object (this can for instance be done by putting an op-
tional equation in the lexical template for transitive verbs: { (↑ obj pred) = ‘pro’ }).
The pronominal pred value indicates that its referent can be contextually in-
ferred.

Both the temporal type coercion discussed previously and understood objects
occur rather infrequently overall; yet, a broad-coverage grammar should cater for
these constructions. Unfortunately, it is impossible to fully capture the contex-
tual constraints on the use of such constructions within a knowledge engineer-
ing approach – individual uses may depend on inferences involving situational
knowledge and general world knowledge.

By employing violable “soft” constraints inspired by Optimality Theory in a
broad-coverage LFG grammar, the infrequent constructions can be captured in
the grammar without causing a proliferation of ambiguity for the core construc-
tions. Sentence (6a) is an example of a plain transitive use of the verb announce.
A conspiracy of the two infrequent constructions we just discussed would how-
ever also lead to an understood object reading of announced (corresponding to
the only reading available for (5b)) when every expansion would be analyzed as
a coerced temporal adjunct (like in (2e)). With a comprehensive grammar allow-
ing for these rare options, every single transitive VP (as in (6b)) would receive
duplicate readings – although a temporal reading of the NP is extremely implau-
sible in most cases. As (6c) shows, even an NP including a time expression will

8https://mobile.twitter.com/automobilirimac/status/765505874425180160
9https://www.on3.com/teams/kentucky-wildcats/news/troy-williams-will-announce-
tomorrow/amp/
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rather fill the position of the direct object than acting as an adverbial NP along-
side an understood object (although in this particular case, the two readings are
semantically hard to distinguish).

(6) a. The company announced every expansion.
b. The dog chases every bird.
c. [From a comment page for a music band:]

Super talented, professional. We enjoyed every minute.10

The mechanism of ranked violable constraints discussed by Frank et al. (2001),
which is implemented in the XLE system (Crouch et al. 2011), provides a highly
convenient way of dealing with this situation. In (7), template definitions are
seen that optionally11 introduce the infrequent construction of a type-coerced
common noun (such as expansion, trip and even bird) and an understood object
with a transitive verb.

(7) a. common-noun(_p) ≡ (↑ pred) = ‘_p’
{ (↑ ntype time) = +
TypeCoercionToTimeNoun ∈ 𝑜(*) }

b. transitive(_p) ≡ (↑ pred) = ‘_p ⟨ (↑ subj) (↑ obj)⟩’
{ (↑ obj pred) = ‘pro’
UnderstoodObj ∈ 𝑜(*) }

Note that the optional functional descriptions go along with statements of the
form ‘xyz ∈ 𝑜(*)’. These have the effect of introducing so-called optimality marks
(xyz etc.) to a data structure projected from c-structure to a novel 𝑜-projection
(for Optimality projection).12 Mathematically, the data structure is a multiset (i.e.,
a generalization of sets that can include two or more identical ‘copies’ as dis-
tinct elements). The purpose of this multiset is simply to implement a counting
mechanism that keeps track of how many times a certain functional description
was used in the construction of a particular LFG analysis. In c-structure rules𝐴 → 𝐵1 …𝐵𝑛, the union of the multisets from all daughter categories 𝐵1 …𝐵𝑛
forms the multiset projected from the mother category 𝐴. So the root node of

10https://www.esteemlivemusic.com/we-enjoyed-every-moment/
11Enclosing functional descriptions in curly brackets has the effect of creating one option with
the descriptions and one without.

12Like the 𝜙-projection, the 𝑜-projection starts out from c-structural entities (i.e., lexical or
phrasal c-structure nodes, denoted by ‘*’). This makes it possible to introduce distinct marks
from several c-structure nodes that map to the same f-structure. This can for instance be rele-
vant for economy constraints that favor structures with fewer nodes.
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a c-structure tree will always provide access to the aggregate counts of marks
from the full tree.

The multiset of optimality marks provides the basis for filtering a set of can-
didate analyses, very much like in the OT tableaux illustrated in Section 1.1. The
grammar writer can define the relative ranking of the violable constraints (the
OPTIMALITYORDER) that guides the filtering:

(8) OPTIMALITYORDER UnderstoodObj TypeCoercionToTimeNoun.

Starting with the highest-ranking type of optimality mark, the set of readings
is successively reduced; for each type of OT mark only the candidates that have
the fewest marks are kept. The effect of this is that the structures for infrequent
constructions as illustrated in (4) and (5) will only be seen in the final output
of the grammar when there is no alternative, more canonical way of analyzing
the same string. In our example scenario, plain transitive sentences like (as (6b))
will hence receive only the canonical subject-object reading. At the same time
however, the OT-style ranking system does cover uses of type coercion or under-
stood objects. For instance when analyzing sentences that contain type-coerced
adverbial NPs like (4a,b), all candidate analyses include at least one mark Type-
CoercionToTimeNoun, hence they will survive this step of the filtering.

With such a filtering mechanism, the grammar writers can transparently con-
trol many of the interaction effects of the linguistic phenomena they are dealing
with – without having to come up with explicit descriptions of contextual con-
ditions for the rare special uses. The approach has hence been widely applied
in the broad-coverage grammars of the ParGram project. As we will see in Sec-
tion 2.6, some modifications of the plain ranking mechanism open up further
functionality for grammar development.

To conclude this section we note however that there is a clear difference in
the conceptual role played by the competition among candidate analyses (i) in
OT-LFG, as discussed in Section 1.1) vs. (ii) in the “OT-style” filtering approach
in grammar development, as discussed in this section: in the former case, the
competition serves to define grammaticality in a given language, whereas in the
latter case, all candidates are assumed to be grammatical in principle, and the
competition serves to filter out implausible readings.

1.3 Chapter outline

The remainder of the chapter is organized into four sections and a conclusion:
Section 2 discusses the OT framework and its combination with the LFG formal-
ism in more detail. Section 3 provides a number of demonstrations of how the
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competition-based notion of grammaticality can systematically derive variation
patterns within a language and predict typological patterns across languages.
Section 4 goes into important extensions of the standard OT framework and
reviews discussions of the status of key components of an OT system such as
the violable constraints. It also provides a discussion of linguistic formalisms
and learnability of languages. Section 5 reviews the developments after the mid-
2000s, with an emphasis on a comparison of OT and other competition-based
architectures. It also includes a discussion of the relationship between OT and
the recent so-called neural modeling paradigm in Machine Learning and Natural
Language Processing research. Section 6 concludes with a summary of important
epistemological considerations regarding the OT approach.

2 OT: Formalism and computational considerations

Section 2.1 discusses the key components of an OT system in general and their
motivation for the Theory of Grammar. On this basis, Section 2.2 addresses the
application of OT systems in syntax and expands on the OT-LFG approach out-
lined in the introduction. Section 2.3 contrasts the OT-LFG approach with OT
syntax approaches using a derivational base formalism.

Section 2.4 discusses the most important computational considerations regard-
ing OT-LFG. An excursion in Section 2.5 addresses potential concerns regarding
plausibility of OT-LFG that might arise if one assumes that the declarative spec-
ification of the candidate set has any direct psychological reality during human
sentence processing. Section 2.6 provides some more details on the use of soft
constraints in broad-coverage grammar development illustrated in Section 1.2.

2.1 Key components and assumptions of OT

The initial example shown in Figure 1 already provided an illustration of the key
components of Optimality Theory in general and OT-LFG in particular. Within
an OT system, the set of grammatical expressions for a particular natural lan-
guage 𝐿 is defined using (i) a language-independent function Gen, which maps
a given input representation to a set of candidates, (ii) a universal set of vio-
lable constraints Con, and (iii) a harmony evaluation function Eval, applying a
language-specific prominence ranking ≫𝐿 that is defined over the constraint set.
We define an expression to be grammatical in 𝐿 if it is (one of) the most har-
monic candidate(s) in the set of competing realizations for some input according
to ≫𝐿. A candidate 𝐶1 is more harmonic than a candidate 𝐶2 iff it contains fewer
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violations for the highest-ranked constraint in which the marking for 𝐶1 and 𝐶2
differs.

With the variable ranking relation over a universal set of constraints, an OT
system does not just predict an individual language, but essentially an entire
constellation of possible languages, the so-called factorial typology. The task for a
theorist working on some family of phenomena is to find a set of constraints that
plausibly predicts the spectrum of cross-linguistic variation as it is empirically
attested in the languages of the world.

A key methodological assumption of linguistic work employing OT systems
is that the input includes no language-specific information or restrictions. This
is called the “richness of the base” (Smolensky 1996). A construction that is only
available in some languages should not be explained by differences in the input,
but must be derived as an effect of constraint ranking. In other words, the role of
candidate generation, Gen, is limited to providing the space of possibilities; the
substantive linguistic regularities should by assumption all be dealt with in the
constraint set.

In phonology, the input can be thought of as the target sound sequence a
speaker intends to realize. In the case of loan words, this target sequence may
include sound clusters that cannot be expressed in the language. For instance,
the Dutch loan word plan is realized as päläna in Sinhalese:

(9) Sinhalese (Indo-Aryan; Boersma et al. 2000: 5, citing Sannasgala 1976)
päläna
‘plan’

The OT explanation is that there is a constraint against complex syllable on-
sets and that in the constraint ranking for Sinhalese, this constraint is ranked
higher than a constraint against the addition of epenthetical vowels. As a conse-
quence, a surface realization that deviates from the target sound sequence arises
as optimal. To capture the full spectrum of phonological systems,Genmust make
far-reaching deviations from the input available.

Constraints that evaluate whether a property from the input is preserved in
the output are called faithfulness constraints; there are three types, punishing (a)
the insertion and (b) the deletion of a segment and (c) the alteration of some
feature value (e.g., devoicing of a voiced consonant) (Prince & Smolensky 1993,
McCarthy & Prince 1995). Which part of the space of more or less faithful can-
didates a language uses for a certain phenomenon is determined by the relative
ranking of faithfulness constraints and a second class of constraints, the so-called
markedness constraints. These constraints assess the output shape of a candidate,
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irrespective of the input it is supposed to convey. By and large, OT predicts ty-
pological differences to arise from different strategies of reconciling conflicts
among faithfulness and markedness constraints.

2.2 Optimality-Theoretic Syntax and its formalization

The predictive potential of OT systems regarding language typology as demon-
strated in phonology soon attracted researchers working on different subfields
of grammar, including syntax (Grimshaw 1997, Samek-Lodovici 1996, Pesetsky
1998, Legendre et al. 1998).13 Technically, it is relatively straightforward to as-
sume that some modular part of a conventional theory of grammar is replaced
by an OT system: instead of the conventional output representation, a set of alter-
native candidates is assumed whose harmony is then assessed based on ranked
violable constraints.14 (It should be noted however that depending on which part
of a conventional approach is being replaced by the output of an OT competition,
there can be great differences in the predictive potential of the model component;
we come back to this in Section 2.3.)

The fact that the explanatory power of an OT system comes largely from
constraint interaction had an interesting effect in terms of sociology of science:
Optimality-theoretic extensions of base formalisms from different schools of
thought could be subjected to ameaningful comparison, evenwhere diverging as-
sumptions in the conception of the base formalisms themselves had before made
comparisons very difficult. This led to an opening up of channels for exchange
among theoretical frameworks (see for instance the collection of contributions
in Legendre et al. 2000).15

Early work on OT syntax sometimes relied on an intuitive and informal con-
ception of the syntactic structures that should compete with each other in the
same candidate set. To preserve the idea from OT phonology that all conceivable
alternatives for saying the same thing are included in the candidate set, the nat-
ural assumption for the input in OT syntax is an abstract representation of the
syntactically relevant semantic content of an utterance. As Bresnan (1996) points
out, this intuition can be cashed out straightforwardly if candidate generation

13The account of unaccusativity in French by Legendre et al. (1990) in the framework of Har-
monic Grammar predates much of the work in OT phonology. Nevertheless, many syntacti-
cians presumably only took notice of competition-based approaches in the aftermath of the
success of OT phonology and reacting to Grimshaw’s (1997) paper.

14The approach of “Harmonic Serialism” assumes an architecture that is broken down into a
sequence of steps with local optimization. Müller (2020) for instance explores an extension to
morphology.

15This unifying potential is discussed for instance by Newmeyer (2002: 44).
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Figure 2: Illustration of candidate generation in OT-LFG (Bresnan
2001a): an underspecified functional structure (on the left) is the basis
for generating full LFG analyses (c-structure/f-structure pairs) whose
f-structure is subsumed by the input.

is based on a monotonic unification formalism like LFG: the input can be oper-
ationalized as a partial representation including the relevant semantic informa-
tion, and the set of candidates as all the complete representations expanding this
input representation – in the case of LFG pairs of c-structures and corresponding
f-structures that are subsumed by the input presentation, as is illustrated in Fig-
ure 2 from Bresnan (2001a). Cross-linguistic variation at the level of constituent
structure is captured by including all typologically different options for express-
ing some core semantic information in the candidate set.
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A formal definition for the candidate generation function Gen in OT-LFG is
shown in (10) (Kuhn 2003: 74).16 Gen depends on an LFG-type base grammar𝐺inviol, which specifies the space of structurally valid candidate tuples from the
full typological spectrum by means of the ‘inviolable principles’, and is applied
to a partially specified f-structure Φin.

(10) Restricted definition of Gen
Gen𝐺inviol

(Φin) = { ⟨𝑇 , Φ′⟩ ∈ 𝐿(𝐺inviol) | Φin ⊑ Φ′, where Φ′ contains
no more semantic information than Φin }

The candidate set generated byGen includes all c-structure/f-structure pairs from
the base grammar whose f-structure Φ′ (i) is subsumed by the input f-structureΦin and (ii) does not add any semantic information.17

The violable constraints in OT-LFG operate on the candidate representations.
It is in principle conceivable to include the detection of constraint violations al-
ready in the specification of the base grammar 𝐺inviol, using disjunctive f-annota-
tions of the kind shown in Section 1.2 on soft constraints in computational gram-
mar development and introducing marks to a special 𝑜-projection for counting.
However, the specification would presumably become unmanageable fast, since
the representational patterns addressed in the various constraints are interdepen-
dent; moreover, many constraints address not only patterns in f-structures, but
make reference to portions of c-structure. The formalization of OT constraints in
Kuhn (2003: ch. 4) therefore proposes to leave constraint marking out of 𝐺inviol
and assume a conceptually separate step for detecting the constraint violations
for each c-structure/f-structure pair in the candidate set. This step can employ
straightforward descriptive constraint schemata which use a special metavari-
able ⋆ that is successively being instantiated to every structural element in a
candidate analysis, i.e., to each c-structure node, and to each (sub) f-structure.

In (11), the schema-based formal capturing of Bresnan’s (2000) constraints Op-
Spec and Ob-Hd, which were discussed in Section 1.1, is seen (for details, see
Kuhn 2003: 90ff):18

(11) a. Op-Spec (‘An operator must be the value of a df in the f-structure.’)(f-str(⋆) ∧ ∃𝑣.[(⋆op) = 𝑣])→ ∃𝑓 .[(𝑓 df) = ⋆]
16The language 𝐿(𝐺) generated by an LFG grammar 𝐺 is here defined as the set of tuples ⟨𝑇 , Φ⟩
such that 𝑇 is a c-structure generated by the context-free skeleton in 𝐺 and Φ is a valid f-
structure for 𝑇 according to the functional descriptions in 𝐺.

17The restriction excluding surplus semantic information will be addressed in Section 2.4.
18The schemata assume appropriately defined auxiliary predicates cat (for category) etc.
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“If ⋆ is an f-structure bearing a feature op (with some value 𝑣 ), then
there is some f-structure 𝑓 such that ⋆ is embedded in 𝑓 under a df
function.”

b. Ob-Hd (‘Every projected category has a lexically filled extended
head.’)(cat(⋆) ∧ (bar-level(⋆, 1) ∨ bar-level(⋆, 2))→ ∃𝑛.[ext-hd(𝑛, ⋆)]
“If ⋆ is an X-bar or X-max category, then there is some node 𝑛 which
is the extended head of ⋆.”

The evaluation function Eval is operationalized as a trial of all schemata in the
constraint set 𝐶 on every structural element of a candidate analysis (c-structure
node or partial f-structure). For the trial, the metavariable ⋆ is instantiated to the
element under consideration; the count for the relevant constraint is increased
in case the proposition is satisfied. The language-specific ranking ≫𝐿 over the
constraints then controls the filtering of the most harmonic candidate(s), in the
same way as illustrated in Figure 1 in Section 1.1.

All candidates that are optimal (under the constraint ranking for a given lan-
guage 𝐿) for some underlying partial f-structure Φin then form the language (=
set of c-structure/f-structure pairs) generated by an OT-LFG system for language𝐿 (Kuhn 2003: 117):

(12) Definition of the language generated by an OT-LFG system𝑂 = ⟨𝐺inviol, ⟨𝐶,≫𝐿⟩⟩ for language 𝐿:𝐿(𝑂) = { ⟨𝑇𝑗 , Φ𝑗⟩ ∈ 𝐿(𝐺inviol) |∃Φin ∶ ⟨𝑇𝑗 , Φ𝑗⟩ ∈ Eval⟨𝐶,≫𝐿⟩(Gen𝐺inviol
(Φin)) }

The OT-LFG formalization thus provides a declarative, fully operationalized
framework for specifying a theory of the typological space of options for a range
of grammatical phenomena, predicting specific realization patterns for languages
associated with certain constraint rankings. Computational considerations, in
particular regarding the complexity of Gen, will be addressed in Section 2.4.

Combining the OT concept of competition-based specification of grammati-
cal knowledge with the LFG formalism for operationalizing the components of
such an account was beneficial for both sides: For OT theorists interested in ex-
ploring the expressiveness of the Optimality-Theoretic approach when applied
to phenomena from the broad field of morphology/syntax/semantics, the OT-
LFG framework provided a basis whose formal and computational properties
were well understood. Consequently, (i) concrete accounts for phenomena of in-
terest could be worked out and tested against attested linguistic data, and (ii)
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formal and computational implications of the novel conceptualization of mod-
eling grammatical knowledge could be pinpointed. In the reverse direction, the
LFG community benefited from the extension of the classical formalism, since
OT-LFG provided a formalized framework for predicting patterns in the varia-
tion observed across languages (and within a language). By couching an LFG ac-
count for a phenomenon in the OT-LFG framework, its generality thus becomes
testable against empirical data from language typology. And even when trying to
capture variation patterns within a single language, an OT-LFG approach readily
supports a reasoning that reduces the range of available realization options to a
small set of independently justifiable directives.

2.3 OT-LFG’s conceptual advantages over a derivational base
formalism

A large proportion of work in OT syntax is not couched in the OT-LFG frame-
work, but assumes a derivational base formalism such as Principle-and-Parameter
Theory (Chomsky 1981) or Minimalism (see Grimshaw’s 1997 original account
andmuch subsequent work, e.g., Pesetsky 1998).With candidate analyses that are
inherently derivational, an implementation of the original OT idea – that the in-
put corresponds to the semantic content of the expressions under consideration
– inevitably leads to a more complicated architecture. In the study of syntax, the
expressions under consideration are full sentences; so, to implement the original
OT idea, all alternative surface sentences expressing the same semantic content
should be included in a candidate set. The complication for an OT architecture
now arises from the fact that in a Chomskyan derivational approach, semantic in-
terpretation is located at the level of logical form (LF), which is by definition one
of the end points of a derivational process that starts out from a D-structure (as
in the T-model underlying Principle-and-Parameter Theory, shown in Figure 3)
or a set of lexical items, the “numeration”.

In a non-OT framework, the derivational processes that lead to a phonological
form and a logical form are controlled by language-particular factors. When the
derivational processes are taken to be the candidates of an OT system that ad-
heres to the richness of the base, the derivational mechanisms have to be opened
up in such a way that all language-particular restrictions on the derivations are
lifted – generating all conceivable variants as alternative candidate derivations
and leaving the calculation of language-particular effects to Eval, which selects
the optimal derivation based on the constraint ranking. The input (for the def-
inition of the OT candidate set) has to be (some relevant part of) an LF repre-
sentation, and the set of candidates that Gen assigns to such an “input” LF must
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lexicon, X-bar theory↓
D-Structure↓ move 𝛼
S-Structure

spellout move 𝛼↙ ↘
PF LF

(phonological (logical
form) form)

Figure 3: The T-model (or Y-model) of the derivation processes un-
derlying a single analysis couched in Principle-and-Parameter Theory
(Chomsky 1981)

be all derivations that end in this LF via unconstrained derivation – from any
possible starting point (i.e., any numeration of lexical items that could arrive at
this LF through unconstrained transformational derivations). Leaving aside con-
cerns regarding the computational tractability of such a system, it is challenging
to conceptualize the workings of the OT constraints if the candidate-internal
derivation is taken literally as a (potentially destructive) structure-transforming
process: if the evaluation of candidate derivations does not take place until a
particular LF has been reached, how can the constraints be used to control the
language-specific choices in the derivation steps happening early on in the pro-
cess?

The constraint evaluation challenge can be resolved by viewing the deriva-
tional process inherent to the candidates as some abstract process that produces
a representation including a record of all relevant steps (such as traces of a move-
ment). With this representational strategy, a definition of the candidate set via
a shared LF becomes possible. Let us call this an LF-as-input OT system, which
preserves the original, meaning-related concept of the OT input (but enforces an
abstract view of the derivations, with a representational record).

For a research approach starting out with a derivational framework, it may
seem more natural however to resolve the constraint evaluation challenge in a
different way: giving up the fully meaning-related notion of the OT input, one
can turn to a different way of characterizing the set of competing candidates:
since the derivations have their own technical starting point – D-structure or a
numeration of lexical items – why not adopt a conceptualization in which this
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part of the candidate derivations constitutes the input for the OT system and
have Eval compare the various possible derivations with identical D-structures/
numerations? Important typological considerations regarding syntax and mor-
phology can be addressed under this view. In fact, when a study focuses on a
small set of specific phenomena – as is common practice both for typological
and for language-particular studies in linguistics – the two approaches are often
indistinguishable, since the (supposedly) relevant variation across candidates on
which the study is centered originates from the same derivational subprocess
across all candidates. This is presumably the explanation for the fact that the
simpler system is often tacitly assumed. However, in situations where attention
is not focused on a narrowly delineated range of phenomena, the two ways of
conceptualizing the input do make an enormous difference. Only a semantically
based input will leave the choice among realizations that differ in the lexical
material in non-trivial ways to Con and Eval.19

A numeration-as-input approach generally imposes restrictions on the candi-
date space that are tied to particular languages (since semantically equivalent
paraphrases of the same content which use different lexical material do not com-
pete in the same candidate set). It is actually a consequence of the predominance
of the numeration-as-input approach (and similar input conceptualizations) that
language-particular ineffability was considered a central issue for OT accounts of
syntax. The issue can be characterized as follows: since by definition there is al-
ways a most harmonic candidate in any given candidate set, the OT approach ap-
pears to systematically exclude the possibility that in some languages there is no
grammatical realization at all for a conceivable linguistic construction. Fanselow
& Féry (2019) provide the example in (13). While (13a) is grammatical in English,
there is no grammatical way of saying (the equivalent of) (13b). They argue that
a standard system of OT syntax as Grimshaw’s (1997) will include a candidate set
of alternative clause realizations for (13b), and one of them will inevitably be the
most harmonic, incorrectly predicting that there is some grammatical realization
used this set of lexical items.

(13) a. Who did the president think that the foreign minister met in
Afghanistan?

19Of course, not all accounts incorporating a competition-based subprocess are necessarily fol-
lowing the idea that all cross-lingual variation should be reduced to a global, fully meaning-
based optimization. It is also conceivable to construe distinct derivational steps as separate, self-
contained optimizations (compare e.g., Heck & Müller 2000, Müller 2003). Many approaches
explicitly couched in a derivational setting indeed assume fairly restricted structural or deriva-
tional domains of local optimization (Müller 2012: sec. 4).
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b. * Who did the president resign although the foreign minister met in
Afghanistan?

Note however that with a sufficiently abstract semantic input, an LF-as-input
OT system could be devised that makes reasonable predictions for all languages:
Where there is no compact realization of a thought in a single clause, a more
verbose, multi-clause paraphrase can be used (for (13b) maybe Who was it that
the foreign minister met in Afghanistan when the president resigned nevertheless?).
This appears like a plausible analogy to examples from phonology, where some
languages enforce a very unfaithful realization of loan words or foreign names
that fall outside the phonological patterns of a language (as exemplified by (9)
above). Thus, the language-particular ineffability problem arising in numeration-
as-input approaches is not a problem under a global meaning-based conceptual-
ization of the input.

The considerations in this subsection have shown that while a competition-
based construal of dedicated derivational subprocesses may be fruitful in order
to systematically derive typological patters for a certain submodule of a broader
derivational theory of grammar, the original OT idea of deriving all cross-lingual
differences – and thus learnability – as an effect of constraint reranking presup-
poses a comprehensive global competition among all alternative candidate ex-
pressions for a given underlying meaning. For capturing constraint evaluation
in global competition with a derivational base formalism, there does not seem
to be a good alternative to using representational traces of the (abstract) deriva-
tional process inherent to each candidate representation.

Bresnan’s (1996) recasting of Grimshaw’s (1997) account of extended projec-
tions – employing Extended Head Theory as sketched in Section 1 – can be
viewed as a blueprint of a strategy that translates some relevant key aspects
of a derivational approach into a representational approach. So, one can effec-
tively view OT-LFG not only as an OT extension of the LFG framework; it also
provides a feasible implementation for LF-as-input approaches, in particular a
whole range of work that follows the general spirit of Grimshaw’s (1997) pro-
posal.

To sum up the previous and this section, OT-LFG as proposed by Bresnan
(1996, 2000, 2001a, 2002) spells out a conceptualization of OT syntax that allows
for a clean and comprehensive separation of language-independent candidate
generation and violable constraints capturing the spectrum of typological varia-
tion. LFG’s representational framework makes this separation conceptually sim-
ple. Global competition, for instance between morphological vs. syntactic means
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of expressing for realizing an underlying feature is naturally accounted for since
LFG assumes parallel correspondence among all representational structures.

2.4 OT-LFG: Computational considerations

Conceptually straightforward as it is, the idea of relying on feature structure sub-
sumption to define the set of candidate analyses (i.e., tuples of c-structure, fully
specified f-structure and potentially more LFG projections) in Gen as specified
in Section 2.2 raised computational concerns. Johnson (1998) points to the issue
that the parsing problem for an OT-LFG grammar is undecidable in the general
case. To solve the parsing problem given a string 𝑠, all optimal analyses have to
be found that have 𝑠 as the yield of their c-structure tree.20

Figure 4 from Kuhn (2003: 173) illustrates the procedure with a semi-abstract
example. In a first step (i) all potentially underlying input representations have
to be found. This can be achieved by standard LFG parsing (which is decidable),
using the base grammar that defines the set of all universally available candidate
structures. The input information is by definition part of the f-structure in each
candidate. This predicate-argument structure representation has to be filtered
out (step (ii)). In a next step (iii), for each potential underlying input representa-
tion, the set of all candidates has to be generated (including the original as well
as all alternative full c-structure/f-structure tuples); the constraints are applied
to each candidate (iv) and the most harmonic candidate can be determined, given
the relevant constraint ranking. This candidate is only included in the set of valid
analyses for the original string 𝑠 if 𝑠 is indeed the yield of the optimal candidate
(v).

We note that step (iii) involves generation with an LFG-type grammar from a
partially specified f-structure. Wedekind (1999) shows that the general problem
of generation from partial f-structures, given some LFG grammar, is undecid-
able. This implies that there could be cases in which the candidate set for a given
input f-structure cannot be computed, so it would also be impossible to deter-
mine the effect of an OT system. However, Wedekind also points out that the
decidability problem for generation with plain LFGs occurs only with certain
technical feature representations that are not used to represent the semantics
of natural-language sentences. How does this translate to the application of an

20Johnson (1998) assumes stronger conditions for the optimal candidate: the input representation
determined in the first step needs to be included in the optimal analysis of the string. This
corresponds to (strong) bidirectional optimality, as discussed in Section 4.4. For standard OT,
only the production-based competition is relevant, as assumed in the remainder of this section.
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Figure 4: Illustration from Kuhn (2003: 173) for the parsing procedure
for a standard OT system, with grammaticality based on production-
based optimality.

LFG-style grammar in OT candidate generation? Is it possible to formulate re-
strictions on admissible partial f-structures and thus guarantee decidability of
the parsing problem?

Potentially problematic cases are candidates that include violations of faithful-
ness constraints, as they are for instance assumed to derive do-insertion in Eng-
lish questions (Bresnan 2000: ex. 44). As we will see in the following, restrictions
on the formalism can be devised that guarantee decidability but nevertheless per-
mit the use of faithfulness constraints to derive syntactic variation of this kind.
Taking advantage of the explanatory potential of OT, Bresnan’s (2000) analysis
does not stipulate a special, pred-less lexicon entry in do insertion (like in stan-
dard LFG), but derives insertion of an additional verb as a consequence of the
ranking of violable constraints. To achieve this effect, the Gen function underly-
ing in this system has to be able to add “unfaithful material” quite freely. Does
this mean that we are confronted with the decidability problem?
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As Kuhn (2003: ch. 4) discusses, the option of adding unlimited amounts of ma-
terial in a candidate is not only undesirable from a computational point of view. It
also goes against the key idea of treating all candidates as potential verbalizations
of some identifiable semantic content. The definition of Gen should therefore be
restricted in such a way that the candidates’ f-structures (i.e., the interpretable
part of the representation) are not only subsumed by the input f-structure, they
alsomay not contain any additional semantic information.21 With this restriction,
it can be guaranteed that the set of candidates stays computationally tractable
(Kuhn 2002, Kuhn 2003: 199ff). The definition (10) above already incorporated
the necessary restriction.

[ pred ‘do’ ] 𝜆[ tns past ] 𝜆
⎡⎢⎢⎢⎣

pred ‘say(x, y)’
subj [ pred ‘pro’ ]
obj [ pred ‘pro’ ]
tns past

⎤⎥⎥⎥⎦ 𝜙
[ pred ‘say’ ] 𝜆

IP

NP

she

I′
I

did

VP

V′
V

say

NP

that

Figure 5: Illustration of a candidate incurring a faithfulness violation,
following the technical formalization of Kuhn (2003: 112); c-structure
nodes project not only to f-structure (via function 𝜙), but also to a (very
local) lexical structure (via function 𝜆).

Figure 5 illustrates a formalization of faithfulness violations that is compati-
ble with this restriction and can be used to derive do insertion in English. The
key idea from Bresnan (2000: ex. 44) is that the lexical contribution of elements
that are inserted “unfaithfully” (as a way of satisfying some other constraint

21It is allowed for candidates to contain additional non-semantic f-structure information and
material at the level of c-structure and other projections; this is unproblematic for decidability,
since the amount of information that can be added is bounded by the size of the grammar.
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that is higher-ranking than faithfulness) does not make it into the candidate’s
f-structure. The technical operationalization from Kuhn (2003: 112) uses a spe-
cial 𝜆-projection to keep track of all lexical contributions from the words, which
may ormay not re-appear in f-structure. In case they do not re-appear, a violation
of a faithfulness constraint (Dep-IO) will be recorded by Eval.

The lexical entries underlying the analysis in Figure 5 are specified as shown
in (14) (adapted from Kuhn 2003: ex. 140):

(14) did I 𝑔1 = 𝜆(ℳ∗)(𝑔1 pred) = ‘do’{ 𝑔1 =↑ }𝑔2 = 𝜆(ℳ∗)(𝑔2 tns) = past{ 𝑔2 =↑ }
say V 𝑔1 = 𝜆(ℳ∗)(𝑔1 pred) = ‘say’{ 𝑔1 =↑ }

In these entries, the functional annotations make use of local metavariables (such
as 𝑔1 and 𝑔2) in the following way: The equation 𝑔1 = 𝜆(ℳ∗) defines 𝑔1 as the
variable name for an attribute-value structure that is 𝜆-projected from the current
element’s c-structuralmother (= the node I for did). The equation (𝑔1 pred) = ‘do’
introduces a pred feature and value into the attribute-value structure. The third
equation { 𝑔1 =↑ } identifies the local l-structure with the c-structural elements
normal f-structure (i.e., its 𝜙-projection; recall that ↑ is defined as ℳ∗). What is
crucial is that the third equation is enclosed in curly brackets, whichmeans that it
is applied optionally. Hence, the lexical specificationwill either be included in the
f-structure or not. (Since the rest of the LFG structure leads to an identification
of the f-structure projected from did and from say, maximally one of the two
entries can introduce their pred value to f-structure.)

The enormous variation opened up by this optionality is controlled by the
faithfulness constraint Dep-IO, which in this setup can be formalized as in (15):

(15) Dep-IO (referred to as Fill in early OT work)
General OT formulation (Kager 1999: 68): ‘Output segments must have
input correspondents.’(atomic-f-str(⋆) →∀𝑛, 𝑃.[(cat(𝑛) ∧ feature-path(𝑃) ∧ (𝜆(𝑛)𝑃) = ⋆) → (𝜙(𝑛)𝑃) = ⋆])
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“For all categories 𝑛 and feature paths 𝑃 , if ⋆ is an atomic value under 𝑃 in
the 𝜆-projection from 𝑛, then ⋆ is also the value under 𝑃 in the𝜙-projection from 𝑛.”

Recall that in the application of the Eval function, every structural element in
a candidate representation – i.e., every c-structure node, every local f-structure,
and also every local l-structure – will be tested for all constraints. For the top-
most l-structure seen in Figure 5, ⋆ will be instantiated to the pred-value ‘do’,
which is an atomic f-structure and which is also in the 𝜆-projection of a node 𝑛
(namely I) under a path 𝑝 (namely pred). So to satisfy the Dep-IO faithfulness
constraint, pred ‘do’ should also be in the f-structure for I, which it is not. This
leads to the desired effect of capturing an insertion in c-structure which has no
correspondence in f-structure as a Dep-IO violation.

To sum up, the insertions that are required to implement a generalized OT
account are compatible with the restricted definition of Gen. By definition, the
semantic information in a candidate’s f-structure is always the same as the se-
mantic information in the underspecified input f-structure Φin. Additional mate-
rial can only occur in locally projected l-structures. While it is not forbidden to
have infinitely many distinct candidate structures for an input f-structure, the re-
striction keeps the candidate set computationally tractable (Kuhn 2003: ch. 6).22

2.5 Excursion: The cognitive status of “directional” candidate set
specification

As established in the previous subsection, it is possible to provide a declarative
formal characterization of the language generated by an OT system. Thanks to
the non-derivational character of (tuples of) LFG structures, it is possible to use
the sharing of the semantic part of the structures as the defining element for can-
didate sets (independent of the question of how a computational system might
be implemented that takes a string of words as an input and produces all fully
specified LFG structure tuples with that surface string that are optimal for some
input according to the OT system for a given language). Moreover, it can be
shown that the task of determining whether a string of words is in the language
generated by an OT system is not computationally undecidable. This subsection
is an excursion that discusses a reaction that LFG practitioners might have when
confronted with the multi-step breakdown of the abstract parsing task for an
(LFG-based) OT system sketched in Figure 4: the assumption of a back and forth

22Exploiting results from Kaplan & Wedekind (2000), recursive loops that lead to infinite candi-
date sets can be captured in a tractable way.
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of generation and parsing processes seems to go against the goal of developing
a cognitively plausible model architecture to capture grammatical knowledge.

The intuitive algorithmic breakdown of parsing with plain LFG does not carry
over to parsing in the OT-LFG framework, which necessarily has to incorporate
a production-based directionality, while parsing models comprehension. Parsing
with a plain LFG grammar follows the logic of the structure specification step by
step: given a string, matching lexicon entries and c-structure rewrite rules are
used to construct a set of c-structure trees spanning the string. To narrow the
set down to the trees which correspond to a valid f-structure, functional descrip-
tions from the lexical annotations and the rule annotations are then taken into
account in a process of model construction (in a feature logic), and wherever we
find a valid f-structure, we have one possible analysis for the input string. The in-
tuitive simplicity of the algorithmic breakdown has presumably played a role in
the attraction of the LFG formalism as a psychologically realistic framework – in
particular as it contrastedwith themodel of Chomskyan derivational approaches,
whichworkwith a notion of an underlying deep structure (D-structure or numer-
ation). The theoretically motivated transformation of an underlying deep struc-
ture into a surface structure does capture intuitions regarding the highly system-
atic relationship between expressions like the cat drinks milk and what does the
cat drink? or between she saw the cat and the cat was seen. But in comprehension,
a listener is confronted with the linear string from a surface structure (say, the
cat was seen), and there is no cognitively intuitive algorithmic process that leads
back to conceivable underlying deep structures. When spelling out a parsing pro-
cedure with OT-LFG, we now find ourselves in a similar situation: if we translate
the bidirectional characterization of the set of valid structures for a given string
into an algorithmic procedure, we do not arrive at a plausible rendition of what
could be going on in comprehension.

One might suspect that these considerations challenge the cognitive plausi-
bility of Optimality Theory. It should be noted however that there is an over-
simplification in the reasoning that assumes a direct conceptual mapping of a
declarative specification of some function (such as the function from a string of
words to a set of c-structures associated with valid f-structures) to the seemingly
straightforward algorithmic breakdown of this function. It is misleading in the
general case to assume that an intuitively appealing translation of a composite
function into some procedure is the only option for realizing the theoretically
motivated function in a cognitive system. As a matter of fact, there would be no
computationally tractable parsers for standard LFG if one relied on the simple-
most translation of the conceptual steps underlying grammatical specification
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in LFG into an algorithm. As the discussion in Maxwell & Kaplan (1996) illus-
trates, LFG parsing performs a highly sophisticated interleaving of the various
sources of grammatical and lexical knowledge. Vice versa, Edward Stabler’s work
on the formalization of Chomskyan derivational grammar models (e.g., Stabler
2011, 2013) shows that algorithmic solutions do not have to stick to the seemingly
counterintuitive procedures in the underlying theoretical characterization.

The complicated procedural breakdown of the parsing task for OT systems fol-
lows in fact from the decision to incorporate an important consideration into the
conceptualization of grammatical knowledge that has nothing to do with the pro-
cedural knowledge needed for parsing a particular given input string, but rather
reflects a language learner’s and adult speaker’s conscious or tacit knowledge
of the expressive potential that lies in the language system: for a speaker of lan-
guage X to know the grammatical way of expressing something in X amounts to
knowing which other potential ways of expressing the same thing are not avail-
able in X.23 During the acquisition of X, the speaker will have learned from ex-
posure to adult speakers’ language behavior which realizational variants can be
completely excluded. So, the adult speaker’s grammatical knowledgemaywell be
thought of computationally as a “hard-wired” input-output mapping that freezes
the patterns which have stabilized in the competition system (superseding a dy-
namic acquisition phase, during which the relevant constraint rerankings were
triggered for language learner).

As a side note, the “pre-compilation” of a cascade of optimality constraints
with their step-by-step filtering effect into a single input-output function was
subject to research in the context of OT systems that can be fully formalized
with finite-state systems. Karttunen (1998) proposed a special finite-state opera-
tor (so-called lenient composition) that has the effect of turning a sequence of
individual constraints formulated as transducers into a single transducer with
the same effect as an OT competition.24 To achieve a similar computational ef-
fect for a syntactic OT-LFG system, the internal data structures built up dur-
ing parsing (following a chart-based or dynamic programming approach) would
have to be re-designed to simultaneously incorporate a production-based and
a comprehension-based directionality – which could then be instantiated in a
single bottom-up algorithmic pass, avoiding direct bidirectionality processing
(compare the “interleaved” bidirectional processing approach proposed in Kuhn

23When working with a classical grammar formalism, the formal model of a speaker’s grammat-
ical knowledge provides no way of making this differential knowledge explicit, yet to arrive
at a particular formal grammar in language acquisition, the learner must have pruned away
certain realization options that the language under consideration does not exploit.

24A similar approach is discussed by Frank & Satta (1998).
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2000b). Sincework in computational linguistics focusing on learningwithout any
language-specific prior knowledge had already reached a relatively advanced
state using different approaches, there was no substantial practical interest in
putting the full OT-LFG account to use on a larger scale.

2.6 OT-style constraint ranking in broad-coverage grammars

Section 1.2 provided an illustration of the constraint ranking mechanism imple-
mented in the XLE system, which is widely used in grammar development. The
examples showed how violable constraints allow grammarwriters to include rule
variants for infrequently occurring constructions without causing a proliferation
of implausible readings for canonical constructions.25

The XLE implementation of violable constraints via a special 𝑜-projection pro-
vides some furthermechanisms that are of high practical value in broad-coverage
grammar development. The specification of the ranking of the optimality marks
in (16) illustrates some of these mechanisms. We will shortly go through a num-
ber of details, but first of all we note that the ranking is specified in the configu-
ration section of the grammar code. This means that the relative ranking of the
marks (and hence of the soft constraints) can be adjusted for different application
scenarios of the grammar without changing the grammar code itself. Thus the
ranking specification can be used to flexibly adjust the grammar to peculiarities
of certain language registers or text domains.

(16) OPTIMALITYORDER +PPasOBL (UnderstoodObj
TypeCoercionToTimeNoun) NOGOOD Missing3SgMarking
STOPPOINT Fragment.

In (16), the highest-ranking mark PPasOBL is preceded by a plus sign. This in-
dicates that in the filtering of analyses, the mark is not considered to be nega-
tive, but positive. When the available readings differ in the count of PPasOBL,
the ones with the maximal number of marks survive. This provides grammar
writers with a way of giving preference to a certain variant rather than having
to “punish” a different variant, which, depending on the feature representation
adopted, may be impractical. Rule (17) exemplifies the introduction of PPasOBL
as a preference mark for the oblique object analysis of PPs (like in wait for some-
one). The oblique reading will be preferred over the alternative of analyzing the

25Computationally, we can note in the light of Section 2.4 that XLE’s OT-style constraint ranking
is not normally used to modify the notion of grammaticality from the base grammar; hence,
the additional complexity of a two-way application of the grammar in parsing and generation
mode does not arise.
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PP as an adjunct whenever both are available. This has the effect of reducing the
number of parses for a considerable number of input sentences. In real-world
uses of grammars, the available information makes it often hard to make an in-
formed decision. So, in many application scenarios, it may be preferrable to make
a (more or less arbitrary) decision in favor of one of the variants.26

(17) VP ⟶ V↑=↓ ( NP
(↑ obj)=↓) PP*

{ ↓ ∈ (↑ adj)| (↑ obl𝜃 )=↓
PPasOBL ∈ 𝑜(*) }

The ranking in (16) also illustrates the workings of parentheses and of some
specially defined keywords. The marks UnderstoodObj and TypeCoercionTo-
TimeNoun, which were introduced in Section 1.2, are now jointly enclosed in
parentheses to treat them as equally ranked. In grammar writing practice, such
constraint ties are frequently used for phenomena that are independent from
each other, since there is no grammar-internal justification for giving preference
to one of them.

To the right of the two we see the mark NOGOOD. This is a predefined key-
word that has the effect that all marks that follow receive a special interpretation
that is best explained with a concrete example. Consider Missing3SgMarking:
this mark is introduced in the definition of the template SubjNon3SgAgr in (18).
This template is used in present tense verb forms of English like I laugh or they
laugh. There is a similar template for third-person singular forms like she laughs.
The third disjunct in (18) covers the use of the form laugh with a third-person
singular NP like in *she laugh, which is ungrammatical in standard English. By
providing this option, the grammar will robustly cover agreement mistakes or it
can be used for varieties of English that include this variant.

(18) SubjNon3SgAgr ≡ { (↑ subj num) = pl| (↑ subj num) = sg (↑ subj pers) ~= 3| (↑ subj num) = sg (↑ subj pers) = 3
Missing3SgMarking ∈ 𝑜(*) }

26Contrary to the situation with very infrequent constructions that were discussed in Section 1.2,
the filtering may here have the effect that a contextually inappropriate analysis is chosen over
the more appropriate analysis (for instance in Sue was waiting for hours). But in a range of
applications this may not be too problematic, while a reduction of the sources of ambiguity
can be extremely helpful during the process of extending the grammar or fixing a certain
problem. When the grammar is used in application scenarios in which it can be harmful to
occasionally choose the contextually inappropriate variant, the preference mark can simply
be taken out of the ranking specification, so the parser outputs both variants.
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With the ranking specified as in (16), she laugh will receive an analysis; however
due to the use of the NOGOOD mark, it will be labeled as ungrammatical by the
parsing system.

A last point illustrated by (16) is the predefined mark STOPPOINT. This mark
offers a way for grammar writers to control the computational behavior of the
parser. Putting an optimality mark to the right of STOPPOINT (like Fragment
in the example) has the effect that the functional descriptions that it marks will
not be used at all in the first pass of running the parser. However, if parsing
leads to an empty set of valid analyses, the parser will be reset for a second pass,
this time including marks like Fragment. This mechanism can be used to make
the grammar more robust without compromising the runtimes of the parser for
“well-behaved” input sentences. A typical example for using STOPPOINT in the
ParGram grammars is as part of a fall-back option for covering strings that do not
receive an analysis with the standard root symbol of the grammar. An artificial
category like FRS (for fragments) is provided as an alternative root symbol. (19)
is a schematic depiction of a recursive rule for such a category. Its purpose is to
collect c-structure fragments such as NPs, PPs and certain incomplete verb pro-
jections. With such a rule, problematic input sentences (e.g., with misspellings
or rare constructions) will still receive an analysis for the parts that are covered
correctly. The partial f-structure contributions are collected in a first/rest data
structure. Note that each fragment introduces one Fragment mark, so the fil-
tering mechanism will output the option with the fewest (i.e., on average the
largest) fragments. It is even possible to use several instances of STOPPOINT in
a ranking to potentially trigger several resets.

(19) FRS ⟶ { NP
(↑ first)=↓
Fragment∈ 𝑜(*)

| PP
(↑ first)=↓
Fragment∈ 𝑜(*)

| VP
(↑ first)=↓

(↑ subj pred)=‘pro’
Fragment ∈ 𝑜(*)

} ( FRS
(↑ rest)=↓)

As the various mechanisms we briefly discussed show, a flexible ranking for
specially marked parts of the grammar conveniently puts grammar writers in a
position of exerting control over the set of valid structures that an LFG grammar
will assign to a given input string in parsing (and similarly for a given input
f-structure in generation).27

27One way of looking at the addition of rankable constraints to an LFG grammar writer’s means
of expression is to include ideas from grammatical frameworks that never factorized the task
of disambiguation out, most notably Constraint Grammar (Karlsson 1990).
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An alternative approach to controlling the space of ambiguities is the use of
probabilistic techniques, which have been widely applied in the context of struc-
tural analysis of realistically occurring language (Collins 1997, Riezler et al. 2000,
2002). Here, the approach to the ambiguity problem is to rely on supervised train-
ing of probabilistic models that predict the distribution of alternative linguistic
representation structures, dependent on a variety of contextual factors. If a suf-
ficiently large training corpus is available that was manually disambiguated by
competent speakers of the language, a so-called treebank, the complex interac-
tion of knowledge sources on the contextually appropriate choice of readings can
be captured quite reliably. When the sentences parsed in the application scenario
are similar enough to the training corpus, the disambiguation quality that can be
reached is typically higher than in a knowledge engineering approach of classi-
cal grammar writing, since statistically relevant patterns of all kinds (e.g., word
order preferences, lexical-semantic argument selection preferences, but even sta-
tistical effects unrelated to grammatical knowledge) are learned “in passing”.

The XLE system offers both the optimality ranking approach discussed in this
section and a probabilistic filtering approach that relies on supervised treebank
training. In the practice of broad-coverage grammar development with a highly
expressive formalism such as LFG, both mechansisms have their place and a com-
bination is arguably the most effective way to go: a probabilistic approach ex-
ploits the empirical distribution of interacting factors, such that a sufficiently
expressive probabilistic formalism (or machine learning model) will induce im-
plicit statistical knowledge even about patterns that could not (yet) be captured
in symbolic terms (see, e.g., Cahill et al. 2007, Forst 2007). On the downside how-
ever, a plain probabilistic approach leaves little leeway for grammar writers to
inject specific symbolic knowledge about certain constructions. By using sym-
bolic optimality ranking as a pre-filter for the set of candidate analyses going
into treebank training, the grammar writers can easily experiment with alterna-
tive strategies (King et al. 2000).28

28It has to be noted that in the combined setup, the grammar writer is not in a very informed
position to determine the relative ranking among the optimality constraints for multiple differ-
ent linguistic constructions – for instance UnderstoodObj and TypeCoercionToTimeNoun
from Section 1.2. This is something that an empirically informed training procedure can do
better. The utility of symbolic soft constraints for linguistically informed ambiguity manage-
ment lies more in the flexibility of experimenting with preference, dispreference and delayed
execution (via one or more STOPPOINT marks) of constraints. By leaving the ranking of OT
marks within a section (before NOGOOD, between NOGOOD and STOPPOINT, etc.) very flat
through the use of parentheses, the ranking decision is postponed to the subsequent proba-
bilistic filtering module.
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There are a number of publications that report on the use of ranked constraints
in various contexts of grammar specification, for instance Zaenen & Crouch
(2009), Bögel et al. (2009), Dione (2014).

3 Linguistic applications of the competition-based
concept of grammaticality

Section 2.6 provided details on the OT-style ranking mechanism that offers very
effective functionality for ambiguity management in broad-coverage grammar
development. We now go back to the original, theoretically motivated OT syntax
model that employs competition among candidates to determine the grammatical
way of expressing an underlyingmeaning. Themodel has been broadly employed
to (a) systematically derive variation patterns within a language and (b) predict
typological patterns across languages.

A broad range of syntactic phenomena have been addressed with OT syntax
approaches. We will take a closer look at a few accounts in this and the subse-
quent sections – mostly to illustrate some specific properties of OT systems, in
particular in the guise of OT-LFG and extensions that have been proposed. A full
overview of all important phenomena addressed in the literature is beyond the
scope of this chapter.29 This section focuses on two important predictive schemes
that the OT approach offers at the interface between syntax and morphology.
Section 3.1 shows how morphological blocking phenomena can be derived in a
very general way. Section 3.2 reviews the harmonic alignment account of the
typological spectrum of differences in argument linking.

3.1 Generalizing blocking accounts to incorporate
morphology-syntax competition

LFG’s system of corresponding parallel representations can be straightforwardly
integrated in the competition-based grammaticality account of OT. This opens
up a path for formulating a generalized theory of morphological blocking that
was described before a generic mechanism of comparison was included in the
overall formal framework. Prominent examples are the accounts by Andrews
(1982, 1990), building on top of the Elsewhere Principle from phonology (An-
derson 1969). The idea of morphological blocking offers an explanation of how

29Important areas excluded for space reasons are for instance positional alignment accounts of
phrase structure such as Sells (1999, 2001). Sten Vikner and collaborators have worked out a
detailed account of object shift in OT (Vikner 2001, Engels & Vikner 2014).
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within a morphological paradigm such as the inflection of English verbs in pres-
ent tense, an unmarked form (like laugh) can fill all cells in which no explicitly
marked form (like the third person singular form laughs) is available. When al-
ternative forms are available that express different degrees of specificity with
respect to certain morphosyntactic features, the existence of a marked form for
some specific feature combination (or position in a morphological paradigm)
blocks the use of an unmarked form for this particular combination: laughs,
which is marked for person and number (to the values 3 and singular, respec-
tively), blocks the unmarked laugh, which is underspecified for person and num-
ber. Technically, Andrews (1982) proposes a blocking condition which states that
a less specifically marked form A cannot be used in a position X if there is a form
B that comes with a more specific marking, subsumed by A’s specification.

With a competition-based definition of grammaticality, blocking effects can
be construed as a consequence of general constraint interaction (Bresnan 2002,
2001a): the unmarked form is assumed to incur faithfulness violations, since it
does not explicitly realize the underlying feature information in the input. For
each inflectional category, a faithfulness constraint (e.g., faithnum for number)
checks whether a surface form accurately marks the underlying feature. On the
other hand, a markedness constraint is assumed for each specific feature value,
punishing the explicit marking of this value (e.g., *pl “avoid marking the plural
explicitly”, *sg “avoid marking the singular”). The markedness constraints imple-
ment the tendency in natural language to keep expressions as concise as possible.
On the basis of these two antagonist constraints, learning their relative ranking
for a given language30 has the effect of learning in which paradigm cells to use
a marked form vs. the unmarked form:31 if *pl outranks faithnum in a language,
the plural (of the word class under consideration) is realized by an unmarked
form in this language; under the reverse ranking, a marked form is used for plu-
ral. For fusional morphology, in which a single morpheme (like for instance the
-s in English present tense verb forms) can realize person and number simultane-
ously, conjunctive faithfulness constraints to sets of inflectional categories have
to be assumed besides faithfulness to an individual inflectional category, for in-
stance faithpers&num (Bresnan 2001a: ex. 22). The verb inflection paradigm for
present tense in modern English can be predicted by the following ranking: *pl,
*1, *2 ≫ faithpers&num ≫ *sg, *3 ≫ faithpers, faithnum. Plural as well as first

30The learner acquires the constraint ranking through exposure to output produced by adult
speakers; the speakers’ underlying input has to be inferred from the situational context.

31To capture the finegrained differentiations inherent to inflectional paradigms, the faithfulness
constraints have to be parametrized, for instance to specific verbs/verb classes for which learn-
ers have to learn distinct patterns.
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and second person is never marked, since the markedness constraints for these
feature values outrank all faithfulness constraints. For the combination of per-
son singular and number 3, a fusional form is used, since faithfulness to the
combination of person and number outranks the markedness constraints *sg
and *3. For the other person/number combinations, the fully unmarked form
(laugh) is used, since faithpers and faithnum rank lower than the markedness
constraints *sg and *3.

Given this characterization of the task of learning inflectional paradigms, the
following typological spectrum is opened up by the interaction of faithfulness
and markedness constraints: (i) when the markedness constraints outrank all
faithfulness constraints, a paradigm with no inflectional distinctions follows; (ii)
when faithfulness outranks all markedness constraints, all paradigm cells go
along with an explicit forms; (iii) blocking effects occur when faithfulness is
ranked in between certain markedness constraints. The account then predicts
features (or feature combinations) whose markedness constraints outrank faith-
fulness to be realized by an unmarked form.

The OT-LFG framework makes it even possible to generalize the OT account
of blocking to situations where it is not just alternative synthetic word forms that
could be used to express an underlying feature bundle, but syntactically complex
expressions are an additional alternative. Speakers of English have learned for in-
stance when to use the analytical realization of a comparative adjective or adverb
(such as more quickly) instead of a synthetic realizations (such as *quicklier). In
LFG’s system of imperfect correspondence among parallel representations (Bres-
nan 2001b), such alternatives are just different surface realizations of the same
f-structure. Now, the set-up in OT-LFG is to have such alternatives compete for
the status of the most harmonic candidate. It is clearly possible for a theorist to
find constraint sets that will lead to analytical realization of a phenomenon in
one language an synthetic realization in another. This alone may not be consid-
ered a strong argument in favor of a competition-based framework using parallel
representation structure like LFG. However, when it can be shown that having
analytical and synthetic alternatives side-by-side in the candidate set for realiz-
ing an input (i.e., expanding the same partial f-structure) leads to a systematic
explanation of variability in inflection paradigms that mix analytical and syn-
thetic realizations – via a generalization of the morphological blocking effect –
this constitutes persuasive evidence that the architecture of the theoretical ac-
count does capture aspects of the human cognitive system quite well. This is
exactly what Bresnan (2001a) achieves by the account of negation in varieties of
English she proposes.
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The tableaux in Figure 6 illustrate competitions among different analytic c-
structural realizations of negation; in Bresnan (2001a: ex. 43), these tableaux serve
to motivate the constraint set for an account in which an analytical form blocks
a synthetic form. The analysis assumes two alternative realizations for the nega-
tion of verbs or auxiliaries in English: not can adjoin to the auxiliary itself, which
is realized in I0, or it can adjoin to the VP. (For the modal verb can, the ortho-
graphic rules of English happen to make the distinction visible in the written
form.) By hypothesis, both alternatives can have the meaning of a wide-scope
negation, but only the latter can mean negation of the VP. Bresnan assumes
one markedness constraint for each of the two possible sites for adjoining nega-
tion, *neg-vp and *neg-i; in English *neg-vp is ranked higher than *neg-i. Faith-
fulness to the negation scope (i.e., the constraint faithneg) however is ranked
higher than both markedness constraints. As an effect, the neg-i option (cannot)
arises as the optimal realization for a wide-scope reading of negation, whereas
the more marked analytic form (can not) is required to express the VP scope of
negation.¬(poss(work(he))) faithneg *neg-vp *neg-i

� a. he cannot have been working ∗
b. he can not have been working ∗!

poss(¬(work(he))) faithneg *neg-vp *neg-i

a. he cannot have been working ∗! ∗
� b. he can not have been working ∗

Figure 6: Two tableaux from Bresnan (2001a: ex. 43)

For the realization of negated forms of the auxiliary be in various varieties of
English, analytical forms compete with synthetic forms: the negated third per-
son singular can be realized as is not or as isn’t. Moreover, a synthetic form that
is unmarked for person and number is available: aren’t. Interestingly, although
Standard English has a marked form for declarative first person singular (am),
there is a lexical gap for the negated first person singular.32 In negated interrog-
ative clauses, this gap is – for many speakers – filled by the unmarked aren’t
(examples from Bresnan 2001a: ex. 14-15):

(20) a. * Am I not going?
b. I am not going.

32For synchronic learnability of such an idiosyncratic gap, it is not relevant how the gap came
about. Bresnan (2001a: fn. 26) mentions stigmatization of an older synthetic form ain’t as a
potential explanation.
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(21) a. Aren’t I going?
b. * I aren’t going.

This effect can be derived in an OT-LFG analysis that assumes high-ran-
king markedness constraints punishing analytic negation adjoining either to C0
(which would yield *Am not I going?) or to VP (yielding (20a) (Bresnan 2001a:
ex. 61-63). These markedness constraints outrank the constraint faithpers&num

be ,
which regulates faithfulness to the person and number feature for the auxiliary
be. A hypothetical synthetic form *amn’t marked for person and number is un-
available due to the idiosyncratic lexical gap in English that was just discussed.

How can the grammatical framework model that a person acquiring English
learns about such an idiosyncratic gap? In the OT framework, it has been pro-
posed to assume a constraint lex parametrized for specific lexical material and
incurring a violation whenever it is used. Learners of a language with an idiosyn-
cratic gap will rank the respective lex constraint above all other constraints (be-
cause adult speakers never use this material when one would expect them to,
based on the context).33 For the English speakers using (21a) rather than (20a) to
fill the lexical gap in the interrogative case, the third analytical option, adjoining
negation to I0, is ranked lower than faithpers&num

be . This has the effect that the
pattern in (20)/(21) is predicted: when be can be realized in I0 as is the case in
a declarative clause, the fully marked analytic form is the most harmonic; in a
question however, where be is in C0, the unmarked form aren’t wins out.

This analysis demonstrates the explanatory potential coming from a competi-
tion-based account of grammaticality that makes distinct grammatical means
available in candidate sets based on an input corresponding to the underlying
content.

3.2 Harmonic alignment

In many languages, certain properties that argument phrases like subjects and
objects can bear (e.g., first person vs. third person, full NP vs. pronoun, overt
case marking, but also the choice of grammatical relation itself) are correlated
with the availability of grammatical syntactic realization options, for instance in

33Note that assuming constraints sensitive to specific lexical material in a language does not go
against the principle of richness of the base, which excludes language-particular restrictions
on the candidate set. However, it is not fully compatible with the assumption of a (finite) uni-
versal set of constraints. From the point of view of learning algorithms, it seems quite plausible
however that instances of some constraint schema can be parametrized by lexical items that
the learner has added to their inventory. See also van der Beek & Bouma (2004) for a discussion
of language-particular lexicon properties within OT-LFG.
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a clause with a transitive verbs. In the Australian language Dyirbal for example,
the case marking patterns for transitive verbs are sensitive to such properties:
“1st/2nd person pronouns are marked when they are objects, but not when they
are subjects” (Aissen 1999: 674). When looking at the distribution of the relevant
properties across languages, typologists have made the following observation: it
is possible to organize these properties along markedness scales in such a way
that the different scales tend to align with each other (Silverstein 1976). In a re-
lational scale, subjects are used for the most salient/central arguments, followed
by objects for less salient arguments, followed by obliques. In terms of thematic
roles, agents are more prominent than patients. Animacy hierarchies have first
and second person pronominals at the top of the scale, followed by third per-
son pronouns, common nouns referring to humans, to animate referents and fi-
nally inanimate referents. Aissen (1999, 2003) develops an influential OT syntax
account34 demonstrating that many fine-grained observations from typological
studies can be explained when the following assumption is made: the OT con-
straints that make reference to the various markedness or prominence scales
cannot be arbitrarily (re-)ranked, but there are universal subhierarchies that are
imposed over families of related constraints. These subhierarchies, technically
implemented by the mechanism of harmonic alignment, have the effect that the
various different markedness or prominence scales are systematically aligned.35

For certain pairs of constraints, the relative prominence is fixed a priori,36 while
their interaction with other factors can still be freely learned from the observa-
tions.

For instance, Aissen’s (1999) account explains the split ergativity patterns in
Dyirbal, where under specific conditions argument phrases are realized without
case marking: the subject is generally unmarked when it is first or second person;
the object is unmarked when it is third person. When the subject is third person,
case has to be marked; likewise when the object is first or second person. (22)
shows the OT subhierarchies that ensure the alignment of the relational scale
and the person scale (combining first and second person as “local”). In essence,
it is more marked to align a high element from one scale with a low element

34Aissen does not explicitly couch her account in an OT-LFG setting, but it is fully compatible
and has greatly influenced subsequent OT-LFG work.

35The technique of harmonic alignment across prominence scales was already introduced by
Prince & Smolensky (1993) for phonological features (sonority and syllable structure).

36Zeevat & Jäger (2002) demonstrate that the effect of the subhierarchies may also follow empir-
ically from a systematic skewedness in patterns of usage. To the extent that this skewedness
follows from invariant aspects of human social interaction, etc., it is presumably hard to tell
empirically whether a priori rankings should be assumed within in the language faculty.
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from another scale than to align either two high elements (Su/local) or two low
elements (Ob/3rd).

(22) a. *Su/3rd ≫ *Su/local
b. *Ob/local ≫ *Ob/3rd

To capture the case marking patterns, each of the alignment constraints is
locally conjoined with the constraint *∅case, which punishes expressions that
do not use overt marking for the respective combination – similar to faithfulness
constraints. Local conjunction (𝐶1 & 𝐶2) of two distinct OT constraints 𝐶1 and𝐶2 within a given local domain 𝐷 is a mechanism that captures the fact that in
certain cases, it can bemoremarkedwhen the two constraints are violatedwithin
the same local domain, for instance the same argument phrase, than when there
are two independent violations of 𝐶1 and 𝐶2 (Smolensky 1995). Since the local
conjunction 𝐶1 & 𝐶2 can be ranked independent of the individual constraints,
special markedness patterns that are sensitive to the conjunction can be learned.

In Aissen’s (1999) account, the universal subhierarchies assumed for alignment
constraints like *Su/3rd carry over to the family of their local conjunctions:

(23) *∅case & *Su/3rd ≫ *∅case & *Su/local

Learning the casemarking patterns for a particular language amounts to learning
where within the universal subhierarchy a structural markedness constraint for
the relevant grammatical feature is placed in that language – here the constraint
*Structcase. In Dyirbal, *Structcase splits up both of the two hierarchies from
(22):

(24) a. *∅case & *Su/3rd ≫ *Structcase ≫ *∅case & *Su/local
b. *∅case & *Ob/local ≫ *Structcase ≫ *∅case & *Ob/3rd

Hence, it is more harmonic to avoid using a structural case marking on an argu-
ment when this is the subject and first or second person, while for third person
subjects the high ranking of the conjunction *∅case & *Su/3rd, excludes an un-
marked subject in favor of a case-marked one.37

37We will come back to Aissen’s harmonic alignment account in Section 4.2, as it forms the
central target of Newmeyer’s (2002) critique of functionally motivated constraint sets.
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4 Extensions and debates

The competition-based definition of grammaticality in OT with its typological
predictions attracted considerable attention in linguistic research communities,
at the same time triggering debates about consequences of the new formal frame-
work. Extensions were proposed to capture aspects of language(s) that the stan-
dard OT setup does not bring out. One such phenomenon is free variation, which
one would expect not to exist under a plain OT approach. Section 4.1 discusses
stochastic OT, an extension of the OT approach that does capture free variation.

Section 4.2 addresses a debate regarding the motivation of OT constraints. A
substantial part of the OT community has been following the practice of provid-
ing amotivation for each constraint they assumewhich is grounded in functional
considerations (for instance physiological considerations in OT phonology). This
led to controversies, which are illustrative for the conceptual status different re-
searchers assign to the constraints formulated in a theory of grammar. Section 4.3
steps back and discusses some of the cognitive considerations that led to the pro-
posal of a competition-based account of knowledge of grammar in the first place.
The section links this specifically to the question of learnability.

A second important extension of the basic architecture, bidirectional OT, is
discussed in Section 4.4. It is motivated, inter alia, by the so-called phenomenon
of word order freezing in languages with a (relatively) free order. In word order
freezing, a clausal pattern that one would actually expect to be ambiguous de
facto receives only one interpretation.

4.1 Extension I: Stochastic OT

One counterintuitive prediction of the competition-based definition of grammat-
icality is that languages should display very little (if any) free variation among
two equally grammatical ways of expressing the same thing – for example we
need a more catchy title vs. we need a catchier title. Even when it is just some
minor and low-ranking constraint in which the two realization options differ,
the OT system will by definition predict one variant to be ungrammatical for
the relevant input.38 Most natural languages do however offer free variation for
certain lexical or grammatical means – there is for instance a certain amount of
free word order variation in many languages.

38Of course, two equally harmonic candidates can arise when the relevant constraints are tied. In
more comprehensive grammatical accounts however, this modeling option will only be avail-
able in exceptional circumstances, since most constraints play a role in multiple constraint
interactions. So other phenomena will enforce a resolution of the ties.
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The circumstance that a standard OT system covering a non-trivial range of
phenomena is extremely unlikely to ever predict free variation is concealed by
the fact that linguistic studies commonly focus their attention on a particular
family of phenomena. When isolating a specific set of constraints that is rele-
vant for deriving the observations regarding these phenomena, the possibility
of ranking two or more constraints at the same level for a given language (=
a constraint tie) does create a basis for explaining the systematic occurrence of
free variation. For instance, Bresnan’s (2001a) account of English auxiliaries dis-
cussed in Section 3.1 predicts variation among cannot and can’t. However, for
a more comprehensive account of grammatical knowledge, we have to assume
that all the constraint sets posited for certain phenomena are combined in one
larger constraint set. As a consequence, the effect of most constraint ties will go
away – since the alternatives will differ in properties that are of relevance for
some independent account (e.g., cannot has an extra syllable).

The problematic implications that standard OT has for free variation triggered
several independent proposals for an extension of OT systems that will naturally
predict free variation (see, e.g., Müller 2014, Asudeh 2001). One of the most in-
fluential proposals is known as stochastic OT (Boersma 1998, Boersma & Hayes
2001).39 It preserves most of the original OT architecture; the key modification is
that the ranking of the OT constraints is no longer viewed as fixed and discrete,
but (1) the rank of a given constraint is a value on a continuous scale, and (2)
the constraints are assumed to oscillate stochastically around their (mean) rank.
Hence, at the time of harmony evaluation for a particular OT competition, it is
possible with a certain probability for two constraints that are close in rank to
effectively swap on the prominence scale. As an effect, a stochastic OT system
(SOT) can predict variation patterns. The learning algorithm proposed for SOT
operateswith incremental error-driven adjustment of the constraints’ mean rank,
which even puts the learner in a position to replicate the quantitative distribution
pattern in the observed variation data. Asudeh (2001) shows that in combination
with a harmonic alignment analysis following Aissen (1999), SOT can derive op-
tionality patterns in Marathi (Indo-Aryan, India): for non-volitional transitive
verbs like saapaḍṇe (‘to find’), either of the two arguments can be realized as the
subject (while the other is realized as the object).

Bresnan et al. (2001) demonstrate with an analysis of the corpus distribution of
passives that the SOT approach, again combined with Aissen’s (1999) harmonic
alignment analysis, can explain strong quantitative effects in a language like Eng-
lish (which does not categorically enforce passive for certain person constella-
tions among the arguments of transitive verbs) in parallel to strictly categorical

39A similar account was proposed by Anttila (1997).
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patterns in Lummi (Straits Salish, British Columbia). In Lummi, the realization of
a transitive verb with a third person agent and a first or second person patient in
active voice is ungrammatical. The underlying input has to be realized in passive
voice. Now, although in English a clause like she invited me is not ungrammati-
cal, Bresnan et al.’s (2001) study showed that in corpora of spontaneous spoken
English, there is a significant statistical effect of an elevated passive use in this
constellation (i.e., I was invited by her) – a circumstance that is exactly what one
would expect when the standard OT treatment of Lummi is extended to English
in a stochastic OT framework.40

4.2 Functional motivation of the constraint set

In any linguistic account that makes use of abstract descriptive categories such as
‘syllable’, ‘subject’, ‘passive’, ‘quantifier’, etc., the symbolic expressions assumed
to describe formal and content-related properties of linguistic utterances are the-
oretical constructs. They are not directly observable. However, most linguistic
theories attempt to choose their central descriptive representations in a way
that permits a mapping to empirically observable properties based on as few
assumptions as possible: phoneme representations are chosen based on seman-
tically distinguishable minimal pairs, for the definition of syntactic notions like
subject, operationalized tests are advanced, etc. In the same vein, the candidate
representations in most OTwork (and definitely in OT-LFG) are chosen under an
operationalized regime assuming that all candidate distinctions can be derived
from the surface distribution and contextual clues reflecting semantic distinc-
tions.

What about the choice of constraints used to drive the typological predic-
tions? It is important to notice that even with perfectly uncontroversial, empir-

40In their criticism of Boersma & Hayes (2001), Keller & Asudeh (2002) argue that viewing a
stochastic OT system not just as a model of variation/optionality, but of some notion of graded
grammaticality tied to corpus frequencies, is conceptually problematic since it blurs the stan-
dard distinction between competence and performance. It should be noted however that cer-
tain systematic observations regarding quantitative distributions in corpus data seem to make
it inevitable to revise some standard assumptions. Compare Bresnan’s (2011) autobiographical
notes: “Strikingly, the rare, marginal, and ‘incorrect’ construction types in large collections
of English language usage parallel the rare grammatical phenomena that can be found across
languages of the world. Moreover, judgments of ungrammaticality are often unstable and can
be manipulated simply by raising or lowering the probability of the context. Most remarkably,
language users have powerful predictive capacities, which can be measured using statistical
models of spontaneous language use. From all these discoveries I have come to believe that
our implicit knowledge of language has been vastly underestimated by theoretical linguistics
of the kind I had practiced.” (Bresnan 2011)
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ically grounded candidate representations, there are generally many extension-
ally equivalent choices of the constraint set for deriving the same distribution of
optimal candidates (= the predicted language typology). For a given constraint
set, an alternative set of ad hoc constraints with the same empirical prediction
can be constructed. OT systems are empirically underdetermined in this respect
(and this is no design fault; many formal systems employed as scientific models
are underdetermined along certain dimensions). Therefore, to convince oneself
that an OT analysis does indeed reflect a linguistically valid pattern, it is impor-
tant to exclude that one or more of the constraints are ill-justified and merely
play the role of getting the predictions right. Hence, starting out in phonologi-
cal OT work, it has become good practice to provide a plausible motivation for
each constraint, independent from this constraint’s role within the constraint set
– a “functional” motivation. In phonology, many constraints can be given a mo-
tivation based on considerations of articulation, aerodynamics or perception, for
instance “a constraint against voiced obstruents, e.g., the Voiced Obstruent Prohi-
bition (VOP, *[+voice], *Laryngeal) can be said to be functionally grounded, since
vocal fold vibration is difficult to sustain if the outgoing airstream is blocked.”
(Krämer 2017: sec. 3.2.3). In syntax, the argumentation often needs to be more
indirect, for instance by putting forward general considerations of economy to
motivate a constraint against movement in a derivational framework, such as
stay in Grimshaw’s (1997) and similar frameworks. But throughout the applica-
tion fields of OT, a wide-spread argumentation practice sees the need for inde-
pendent justification of constraints beyond the fact that it reaches a particular
effect within the factorial typology. Many researchers welcomed that OT syn-
tax triggered a confluence of the formalist and the functionalist perspective on
language and grammars.41 Still, Newmeyer (2002) presents a vigorous argument
against the conception of “functionally-based optimality theory” (FOT) accounts,
specifically targeting Aissen’s (1999, 2003) harmonic alignment account. As the
argumentation shows however, and as Bresnan & Aissen (2002) argue in detail
in their rebuttal of Newmeyer (2002) in the same volume of Natural Language
& Linguistic Theory, the notion of constraints that Newmeyer’s argumentation
is based on is not the one inherent to the standard OT conception (which com-
pletely shifts the definition of grammaticality away from a rule-based system
to the interaction of violable constraints). Newmeyer criticizes that by requiring
constraints to be paired with an external functional motivation, FOT “incorrectly
locates the form-function interplay in the mental grammar itself, rather than see-

41Haspelmath (1999) argues for the additional need to take diachronic evolutionary processes
into account.
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ing the response of form to function as emerging from language use and acquisi-
tion” (Newmeyer 2002: 43). Newmeyer draws into question whether “the claim
that every constraint has a functional motivation” (Newmeyer 2002: 56) is empir-
ically contentful for OT syntax. But if we take into account that constraints are
abstract constructs which are not directly observable in any particular language,
this formulation somehow reverses the need for justification that a theoretician
should provide for their assumptions. Putting forward some plausible motiva-
tion for theoretical constructs, beyond the technically desired effect, responds to
principles of scientific practice precluding arbitrariness in an underdetermined
formal system. Providing a functional motivation for an OT constraints does not
amount to an empirical claim, but it is part of the argumentation that the abstract
choices made adhere to second-order principles of good scientific practice. It is
only a full OT system that is empirically falsifiable; inadequacy may come to the
surface when there is no way of extending a system which plausibly covers a
core set of phenomena to clearly observable additional evidence.

4.3 Learnability in the context of the broader cognitive architecture

As has become clear from the discussions up to this point, a theorist’s decision
to move from a conventional generative grammar formalism to the competition-
based formal model of grammaticality underlying OT does not merely mean
that instead of working with hard constraints they now work with violable con-
straints. The status of familiar descriptive devices becomes fundamentally differ-
ent with the different characterization of the set of well-formed analyses. Some
of the debates that this development triggered have been already addressed in the
previous sections – for instance the question how ineffability might be modeled
and how optionality/free variation can be accounted for.42

But it is worthwhile to pause and consider the status of the components of an
OT system as a model of the language faculty within our broader cognitive sys-
tem. The competition-based frameworks of Harmonic Grammar (Legendre et al.
1990) and Optimality Theory (Prince & Smolensky 1993, 2004) were originally
developed to reconcile (i) the potential of connectionist networks for learning
complex input-output functions from exposure to data following up on work
in the Parallel Distributed Processing framework (Rumelhart et al. 1986)43 with
(ii) the insights from linguistic theory in the generative tradition, which models

42Wunderlich (2006), in his encyclopedia article on OT in morphology and syntax, provides a
list of fundamental questions that arise when adopting an OT approach.

43The collection edited by Smolensky & Legendre (2006) is devoted to this perspective, but it
does not seem to be very prominent in linguistic debates.
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systematic generalizations in a formal system. Optimality Theory is an attempt
to gain ground towards resolving some of the most central challenges for the
cognitive sciences: understanding how abstract systematic knowledge (which is
best described using recursive symbolic systems, relying on logical inference)
is implemented in connectionist architectures and how it blends with associa-
tive knowledge (which is best captured in subsymbolic terms). We know that
the neurophysiological basis for all our cognitive systems, the human brain, is a
large and complex connectionist network. For artificial connectionist networks,
the potential to pick up complex patterns from empirical learning data has been
convincingly demonstrated for many scenarios. However, the abstract symbolic
concepts that are at the core of many linguistic accounts of grammar – allowing
for a very compact characterization of very far-reaching generalizations – turn
out to be hard learning targets for a bottom-up empirical learning procedurewith
the comparatively simple artificial networks available (Marcus 2001).44

Given the complexity of the brain and our very preliminary understanding
of the interaction of cognitive subsystems available to humans, it is no surprise
at all that there is still a gap between our current understanding of systematic
knowledge, captured via abstract concepts, and what we know about the level
of neurophysiological implementation. Yet, when looking more specifically at
knowledge about language, there seems to be a certain degree of impatience in
the research communities taking a conncectionist vs. an abstract symbolic ap-
proach – possibly because on both sides of the gap, mature theories and mod-
eling frameworks have evolved substantially over the past decades, yet the key
question of how the views go together remains rather open.

From the point of view of linguistics, it may seem that the concerns about the
missing path across scientific levels are just a problem for cognitive scientists
who believe that a connectionist implementation of linguistic knowledge needs
to be spelled out in concrete terms. Under the working assumptions of many
linguistic frameworks, details of a technical implementation are of subordinate
importance as long as one can convince oneself that a symbolic approach could
be implemented in principle. This thinking ignores however that many of the es-
tablished frameworks, including LFG, had (and have) a major weakness when it
comes to capturing the learnability of languages. This weakness is no embarass-
ment per se, since it was never in the focus of research interests; but it implies
that it is not even clear in principle how an abstract description of grammatical
knowledge could be implemented at the neurophysiological level – where it can-

44Compare e.g., the systematicity debate started by Fodor & McLaughlin (1990) (Buckner & Gar-
son 2019).
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not be the case that the relevant language-specific knowledge is symbolically en-
coded, but some representation needs to be learned from observable indications.
Formally, the Principles-and-Parameters Theory (Chomsky 1981) has an answer
to the question of learnability: the framework assumes an articulate structural
system to be innate, such that learning amounts to setting a small number of
switches, the parameters. The Minimalist Program (Chomsky 1995) attempts to
derive the complex structural displacement patterns (which are required to re-
duce the complex sound/meaning relationship available in natural languages to
a uniform construction plan and which by assumption must be predetermined
by universal grammar) as a consequence of a small set of assumptions that are
justified on the grounds of simplicity of the theory. Through innate universal
grammar, the learner of a language has access to the principles that govern the
displacement patterns and thus the learner only needs to learn the language-
particular choice of linearizing the displacement configurations (Chomsky et al.
2019). Language learning is here conceptualized as a process of setting a num-
ber of discrete parameters. What is not very clear however is how the language
acquisition system interacts with other parts of the cognitive learning system,
many of which are quite clearly responding to the statistical distribution of cues.
But linguistic knowledge could not be acquired and put to use if it had no ef-
fective interfaces with the statistically sensitive parts of cognition. It is hard to
imagine that a learner can find out about the space of possible constructions in
a language when they cannot rely on expectations regarding typical (= highly
frequent) ways of saying something; when the learner notices that certain ex-
pectations were incorrect, this will trigger a highly informative learning step
regarding the relationship between the language system and contextual factors.
For instance, a learner can only learn about a rare phenomenon like heavy NP
shift as in (25) if they have a notion of a canonical order, so they can reconstruct
the conditions for deviations.

(25) I gave [PP to Sue ] [NP the books that I found on my aunt’s attic ]

The aspect of statistical learning is where connectionist approaches turn out to
capture the empirical behavior quite realistically – but a theory that construes
language acquisition as an entirely different process provides no grounds for
capturing such triggers and any frequency-related patterns.

The classical constraint-based theories of grammar, such as LFG and Head-
driven Phrase Structure Grammar (see Przepiórkowski 2023 [this volume]), do
emphasize the objective of finding psychologically realistic models of the cog-
nitive processes of production and comprehension (i.e., parsing and generation

1004



21 LFG, Optimality Theory and learnability of languages

algorithms that start from an information state that corresponds to what is avail-
able to a human listener or speaker). However, the goal of coming up with real-
istic algorithmic accounts capturing the information processing of real cognitive
agents does not traditionally extend to the cognitive process of learning a lan-
guage, i.e., acquiring the lexical and grammatical knowledge necessary to per-
form the tasks of production and comprehension. The grammar formalisms are
not designed in such a way that there is a formal learning procedure that always
starts from the same initial state, and then takes in observations from adult speak-
ers of Bulgarian, English orMandarin. But this would be required to have a falsifi-
able theory of theway grammatical knowledge is instantiated in cognitive agents.
In the classical paradigm, the precise grammatical knowledge representation for
a particular language is (still) specified by a scientific observer, the linguist, who
is able to “look behind the scenes” and make far-reaching decisions about the
use of certain descriptive means from a meta perspective – which is clearly not a
realistic rendering of the information available to human learners (who however
nevertheless reach the knowledge state robustly and fast). Of course, there are
good research-strategic reasons why the classical paradigm stops short of also
trying to model the cognitive process of acquisition: the grammatical knowledge
that is available to adult speakers of the languages of the world is complex and
the systematic workings of most language-particular systems are far from being
understood. So one might say that the research community is still at the stage of
clarifying what the exact targets for the acquisition process are, thereby avoid-
ing a situation where it could not be truly judged whether a learning algorithm
is on the right track from a theoretical point of view. An opponent could how-
ever argue that it is not clear whether the formalism that was designed so meta
observers can specify a theory of adult linguistic knowledge provides the right
concepts and interfaces to ever support a realistically learnable knowledge rep-
resentation of grammar and the lexicon (for instance because it is unclear how
associative knowledge merges in, as mentioned above). If there is any truth in
this objection, the best strategy is probably to adopt a parallel strategy: advance
systematic accounts of the adult linguistic knowledge and at the same time try to
explore architectures that are better suited formodeling learning and for interfac-
ing with knowledge that is more readily captured in a connectionist framework.

The design of Optimality Theory provides a link between the abstract sym-
bolic level, tying in with established concepts from linguistic theory, and the
level of connectionist implementation. From the point of view of LFG, the great-
est conceptual gain from adopting an OT perspective might lie in the fact that
this provides a fleshed-out learning algorithm (Tesar & Smolensky 1998), which

1005



Jonas Kuhn

is compatible with insights about the low-level generalizing behavior of connec-
tionist approaches.

4.4 Extension II: Bidirectional optimization

The standard definition of grammaticality in an OT system is based on what
is often called a speaker-oriented, or production-based competition. Here, the
most harmonic candidate analysis realizing some underlying content represen-
tation is determined. The characterization of the competing candidates reflects
the fundamental knowledge that a competent speaker of the language has: they
know which is the grammatical way of expressing some thought in their lan-
guage. When they learned their language, they had to exclude other ways that
would be possible in principle. The candidate set and rerankable constraints are
thus a straightforward rendering of the mathematical search space for learning
an input-output function capturing the speaker’s competence.

A competent language user however has an additional ability: the listener is
(mostly) able to reconstruct what the speakers wanted to express in the given
context. Formally, the disambiguation problem for a given surface form can be
construed as the mirror image of the task of realizing some underlying repre-
sentation with the grammatical means of some particular language. Hence, it is
tempting to explore to what extent the same competition-based architecture can
be applied to model our ability to disambiguate. The representational setup of
OT-LFG makes it particularly easy to implement the reverse competition: for a
listener-oriented, or comprehension-based optimization, all that needs to be al-
tered from the standard scenario is the basis for defining the candidate set. Here,
all candidate analyses sharing the same surface string are compared.

A realistic model of our cognitive ability to make disambiguation decisions of
course has to incorporate a lot more than just grammatical and lexical knowl-
edge. On reading an ambiguous request/instruction like (26) (compare (27a) vs.
(27b)), a reader may exploit frequency knowledge about the phrasal verb read in
vs. the simple verb read, which one might argue is part of their extended lexi-
cal knowledge. However the utterance context of the request will probably play
a much more important role: Does the building have a physical library? Or is
the reader receiving programming hints? Ultimately, reasoning about what the
speaker/author meant will draw upon any available world knowledge.

(26) Read in the library.

(27) a. Read in the comma-separated data file.
b. Read in the living room.
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So, taking all relevant knowledge sources into account, there is an asymme-
try between production-based and comprehension-based optimization. Never-
theless, it is a valid question what disambiguation decisions are made when there
are no grammar-external clues. If we can isolate such cases, we might learn a lot
about the way our grammatical knowledge is organized.45

A case in point are so-called word-order freezing phenomena, which have re-
ceived considerable attention in OT frameworks. For languages with relatively
free word order, the following type of effect is often reported: when there are no
other disambiguating clues, listeners interpret examples as unambiguous that
due to freedom of word order should actually have two possible interpretations.
Bouma & Hendriks (2012), who provide a detailed discussion of OT treatments
of word order freezing, give the Dutch example in (28):

(28) Dutch (West Germanic; Bouma & Hendriks 2012: ex. 4)
Fitz
Fitz

zag
saw

Ella.
Ella

Only ‘Fitz saw Ella’ (SVO), although structurally compatible with ‘Ella
saw Fitz’ (OVS)

The interpretive preference for cases like (28) is directly predicted if one as-
sumes that not only the determination of grammatical (surface) outputs follows
a (production-based) optimization, but also the distinction among potential un-
derlying interpretations in comprehension – assuming the very same constraint
set.46 Accounts that make use of this idea are called bidirectional optimization
accounts. Early discussions of such an account in an OT-LFG setting are found
in Lee (2001) and in Kuhn (2000a, 2003).

Assuming that comprehension-based competition plays a role in a model of
grammatical knowledge immediately raises questions about the relationship be-
tween the two directions: in a standardOT setting, onewould not want to assume
in general that listeners only apply constraint evaluation on the possible analy-
sis candidates of a surface string to retrieve the semantic interpretation; they
should also double check that the surface string is also optimal in the reverse di-
rection47 – otherwise, a listener may end upwith a candidate structure that is not

45Recall from Sections 1.2 and 2.6 that comprehension-based optimization is also predominantly
used with the OT-style constraint ranking scheme implemented in the XLE system (Frank et al.
2001).

46Zeevat (2006) argues that bidirectional optimization is not an adequate account for word order
freezing; but see Bouma & Hendriks (2012).

47The simple comprehension-based optimization does play a role in work in OT phonology. The
mechanism of lexicon optimization, assumed by Prince & Smolensky (1993), is such a competi-
tion. Also, Tesar & Smolensky (1998) propose a procedure of robust interpretive parsing during
the learning process.
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even grammatical in the language that the speaker used. For illustration, let us
consider what optimizations listeners have to take into account when processing
the English sentence (29a) and the German sentence (29b), which is superficially
a close correspondence of the English sequence.

(29) a. Lou hopes not to arrive before Sunday.
b. German

Lou
Lou

hofft
hopes

nicht
not

vor
before

Sonntag
Sunday

anzukommen.
to-arrive

‘Lou doesn’t hope to arrive before Sunday.’ or ‘Lou hopes not to
arrive before Sunday.’

If it was enough in comprehension to determine the optimalmost harmonic struc-
ture for the observed surface string, we would expect that there is no great dif-
ference between the processing of the English and the German example. How-
ever, since in German simple negation of full verbs is grammatical, whereas in
English it is not, there is a difference in the number of readings available. For
(29a), a listener of English would never come up with the matrix negation read-
ing – even in a context that would strongly favor it. This observation can be
captured if we assume that a listener verifies that the most harmonic candidate
in the comprehension-based optimization (with meaning �̂�) is also the most har-
monic in a production-based optimization (taking �̂� as the input). Demanding
that a form-meaning pair has to be optimal both among all production-based
and among all comprehension-based candidates is called strong bidirectional OT.

An additional variant of combining the outcome of the two optimizations was
pioneered by Blutner (1998, 2000). With a so-called weak bidirectional optimiza-
tion, not only the optimal form-meaning pairs from a competition play a role in
defining meaningful expressions. The “runner-up” form-meaning pair after re-
moving the overall winner from the competition is defined to express a more
specialized form-meaning relation, and this can continue down a scale of expres-
sions. The idea is best illustrated with the well-known example (30):48

(30) a. John killed the sheriff.
b. John caused the sheriff to die.

48Although the competitions assumed in bidirectional OT accounts in pragmatics like the one
sketched here are inspired by the OT systems used to characterize the grammar of a language,
it should be noted that a weak bidirectional approach would presumably not work if the full
set of candidates was assumed, most of which are ungrammatical. OT pragmatics work focuses
on relating grammatical expressions of different structural shape to the spectrum of potential
meanings that can express.
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(30a) is the unmarked way of expressing that John killed the sheriff. Logically,
(30b) is equivalent; however, on hearing this sentence (and not (30a)), most lis-
teners will take the speaker to implicate that the sheriff died in an indirect way
from John’s actions, assuming Gricean maxims. Weak bidirectional optimality
predicts this by assuming that the overall competition will make the form/mean-
ing pair of sentence (30a) and a proposition with a plain instance of a killing
event the most harmonic candidate in both directions. The more marked form
(30b), paired up with a “specialization” of the meaning is weakly optimal.49

The fields of OT semantics and OT pragmatics which in essence build on top
of the idea of bidirectional OT are among the most prolific areas in terms of
publications (see for instance the Stanford Encyclopedia of Philosophy entry van
Rooij & Franke 2020). It has to be noted that the role that the constraints play
in OT systems modeling systematic patterns in pragmatics is slightly different
from the grammaticality-defining role of the constraint set in OT phonology and
OT syntax; nevertheless, there are many systematic connection points between
OT syntax and OT semantics/pragmatics, discussed for instance by Beaver & Lee
(2004).

5 Developments after the mid-2000s

This section starts out with a discussion of the developments in the OT frame-
work after the phase of the highest research activity in the late 1990s and early
2000s (Section 5.1) and furthermore asks how aspects of language learning are
captured in OT vs. in mainstream work in Computational Linguistics and Natu-
ral Language Processing since the 2000s (Section 5.2). Section 5.3 addresses the
relatively recent developments of neural modeling, i.e., the application of “deep”
artificial neural networks.

5.1 Developments after the peak research activity

Müller (2012), in the conclusion to his survey paper on OT syntax, notes that
after a phase of very high research activity, there have been comparatively few
OT contributions in the area of syntax – contrary to the situation in morphology,
semantics/pragmatics, and most notably phonology. To a certain degree, this de-
velopment also holds for OT-LFGwork on syntax. According toMüller’s analysis
of the situation, many ideas from derivationally based work in OT syntax live on

49The formal properties of bidirectional OT are discussed in Jäger (2002).
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in the research strand of the Minimalist Program, in which for instance the de-
cision to apply one of a number of competing elementary operations like Agree,
Merge, Move, Delete etc. is resolved in different ways across languages, which
can be captured in a ranking account (Müller 2012: sec. 5).

In this section, we address the question: what was the further development in
the part of the OT syntax community that assumes nonderivational candidate
analyses – in particular OT-LFG? Section 4.3 above ended with the observation
that the couching of LFG in an OT framework adds a plausible algorithmic ac-
count of learnability of grammars, which the original formalism was missing.
Against this background, one might have expected an increase of activity rather
than a reduction, for instance in the computationally oriented LFG subcommu-
nity. One can only speculate about the exact reasons for trends in research com-
munities, but there seem to have been framework-internal factors, which are
discussed in this section, and external factors in the broader computational com-
munity, which will be discussed in Section 5.2.

Looking at the framework itself, the introduction of a competition-based def-
inition of grammaticality in syntax research, or in a subcommunity of syntax
research, did not go along with a fixed catalogue of new principles that read-
ily leads to the formation of a homogeneuous and focused research paradigm.
Rather, the introduction of OT can be seen as the starting point for addressing
a broad bundle of phenomena and conceptual aspects that conventional formal
grammar models were not able to capture. These aspects include quantitative
aspects of linguistic knowledge that draw the strictly binary notion of grammati-
cality and the established split of grammatical competence and performance into
question.50 The fanning out of community activities into a whole range of devel-
opment lines should probably not be seen as a failure of the new framework,
but as a sign of the true complexity of empirical interrelations that transcended
the scope of the convential approach due to its strategic idealizing assumptions.
Under such circumstances, new developments committed to the elimination of
overly far-reaching idealizations cannot be couched in a single formal frame-
work. Regarding the quantitative aspects for instance, extensions like stochastic
OT (Section 4.1) provide certain alternatives, but in particular work by Bresnan
(2007), Bresnan & Ford (2010), Bresnan & Nikitina (2010) went on to explore a
broader range of modeling options. For other aspects, bidirectional optimization
and other extensions of the architecture promise the most explanatory account.

50In her acceptance speech of the Lifetime Achievement Award by the Association for Computa-
tional Linguistics, Joan Bresnan shares her view of the development of the various descriptive
frameworks that points in this direction (Bresnan 2016).
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In parallel to these architectural considerations, linguistic work continues to
study empirically robust grammatical patterns for which symbolic abstractions
have been established – exploring a phenomenon in new languages and/or inter-
actions among phenomena. It is hence quite natural that depending on the focus
of particular studies, authors would choose to use an OT-LFG framework or a
classical LFG setting.

5.2 The shift of computational syntax research in the 2000s

As just discussed, the OT approach unlocked a diverse range of new concep-
tual and empirical questions, which explains in part why we did not witness
the development of a single, comprehensive research paradigm that couched all
competition-based work in theoretical linguistics. But in addition, there were
also framework-external factors that presumably precluded a streamlining of ac-
tivities into a single coherent research paradigm. One of them is that the linguis-
tically motivated exploration of the formal OT architecture was not accompa-
nied by major synchronized efforts in a computationally oriented community51

– contrary to the situation in the 1980s and early 1990s where formal and compu-
tational results for linguistic grammar formalisms like LFG received significant
attention at the computational linguistics conferences. At first glance, this is sur-
prising. OT as a move to a competition-based framework in theoretical work in
linguistics did lead to an architecture that is structurally very similar to the archi-
tectures underlying the dominant data-driven approaches in computational lin-
guistics and natural language processing (NLP) (Eisner 2000: 287). A high-level
objective in both contexts lies in developing a model framework capable of using
empirical (“training”) data from a natural language (in principle an arbitrary one)
to induce a language-particular instantiation of the framework that replicates the
competence/language behavior of a speaker of that language. This is reflected by
the fact that the same families of learning algorithms could be employed (which
led to interesting discussions between theoretical and computational linguistics,
see Keller & Asudeh 2002, Goldwater & Johnson 2003, Jäger 2007). What differs
across the research contexts despite the great similarities are three interleaved
points.

First, linguistic OT work by design uses a strict constraint ranking to limit
the degrees of freedom in theory development and to be able to connect to the

51The use of the idea of violable constraint for postfiltering the readings predicted by a clas-
sical grammar discussed in Sections 1.2 and 2.6 is so different conceptually from OT as a
grammaticality-defining device that many of the implications of the latter do not arise for
the former.
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long tradition of work on linguistic generalizations at the level of symbolic de-
scriptions of linguistic structures.52 In practically motivated machine learning
approaches in NLP however, there is no reason for positing such restrictions on
the learnable input-output functions. Hence, the actual learning processes for
some given language input are quite different in the two research areas. Key in-
sights from decades of research on the theory of grammar have nevertheless been
incorporated in most NLP modeling efforts of the time, since supervised learn-
ing on annotated corpora (“treebanks”) is the most effective approach, and the
annotation categories in available corpora reflect many of the important distinc-
tions from theoretical linguistics. Again however, the processes of generating
new insights in theoretical vs. computational work is somewhat disconnected:
improvements in NLP are based on enrichments of the competition and evalua-
tion models – which is excluded by assumption in linguistic OT work.

Second, while both in linguistics and in NLP, competitions in both processing
directions play a role, it is the production-based view that plays the defining role
(for grammaticality) in linguistics, whereas it is the comprehension-based view
(=disambiguation in parsing) that is the most fundamental in NLP.53

Finally, third – and related to the first and second point – there is a difference
in the scope of empirical phenomena related to language and text targeted by lin-
guistic vs. contempory NLP work. A linguistic OT approach targets grammatical
phenomena and therefore controls for context factors which would discriminate
among candidates but are considered extralinguistic (or orthogonal to the phe-
nomenon under consideration). This is important to be able to isolate the effect
of the abstract grammatical categories responsible for systematic generalizations.
NLP work on the other hand does not aim to isolate the linguistic knowledge in-
volved in solving processing tasks – it pursues the objective of maximizing the
predicted system scores for the tasks as they realistically occur (e.g., replicating
the structure assignment decision human annotators made on real-life corpus
sentences, where the annotators recurred to their linguistic knowledge as much
as they exploited any explicit or implicit contextual clue). From the NLP per-
spective, it is therefore not only legitimate, but good practice to try to exploit
correlations of the actual target task with any other trends reflected in the em-
pirical training data. For instance, a syntactic parser, say, of English, trained with
NLP techniques on a treebank from a certain domain will presumably make its
decisions to a large part because it has picked up grammatical knowledge regard-
ing the positioning of grammatical subjects and objects from the treebank. To a

52Stochastic OT assumes oscillating rank values for a constraint, but each evalution is still based
on the strict ranking from standard OT.

53Compare Sections 1.2 and 2.6 and the discussions in Frank et al. (2001) and Kuhn (2001, 2003).

1012



21 LFG, Optimality Theory and learnability of languages

certain degree, it will however also exploit non-linguistic domain knowledge re-
flected in the distribution of factual statements (e.g., a certain brand name being
mentioned a lot more than others in a context like buy a … watch). The difference
in the scope of empirical phenomena targeted across the subfields implies very
different foci in the modeling work.

The three differences in the configuration details and application of
competition-based learning architectures imply different key research chal-
lenges in theoretical vs. computational work and explain how separate agendas
have evolved. Nevertheless, there are numerous connecting points that become
particularly relevant when the (often tacit) simplifying assumptions underlying
the respective standard approaches are relaxed. For example, the idea of bidirec-
tional optimization from theoretical work can be translated straightforwardly to
machine learning models applied to disambiguation in parsing and choice in gen-
eration (Cahill & Riester 2009, Zarrieß et al. 2011, Yu et al. 2019). An example of
developments in which linguistic insights and considerations re-gained attention
in the past years is the Universal Dependencies project (Nivre et al. 2016), which
assembles treebanks for a growing number of languages in a cross-linguistically
uniform dependency format (compare Haug 2023 [this volume]).

5.3 OT and recent neural models in natural language processing

Section 4.3 addressed the connectionist motivation behind the original proposal
of OT. Interestingly, over the course of the 2010s successes in machine learning
with artificial neural networks (Henderson 2020) and the broad availability of
high-capacity computing resources brought about a major shift in NLP research
(as well as most other areas of applied machine learning), often associated with
the buzz word of “Deep Learning”: neural network models replaced the conven-
tional machine learning (ML) architectures discussed here in Section 5, which
required the design and optimization of the set of ML features to reach the best
generalizations from training data. (The machine learning features are the equiv-
alent to the rankable constraint in OT – the only difference is that they are used
in more general mathematical functions than in the strict relative ranking of OT.)

The training of “deep” neural networks does not rely on pre-designed ML fea-
tures. Instead, it employs hidden layers of neurons that are densely connected
with a neuron-based input or output representation andwith other hidden layers.
Weight parameters on all the connections are iteratively adjusted by supervised
training based on input/output data, where weight adjustments for links involv-
ing hidden layers are percolated from the ends using backpropagation (which
can be thought of as spreading out the activation of some neuron to all connected
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neurons in the neighboring layers). The effect is that during empirical learning,
the hidden layers receive the role of couching emerging internal representations
of systematic patterns observed in the training data. For instance, when certain
input neurons tend to be activated when a specific output occurs, some neuron
in the next hidden layer can take over the role of an internal “feature” recording
the constellation. With appropriately chosen network architectures that capture
task-specific properties of the input and output representation (e.g., cross-talk
among neighboring elements in a sequential input such as character or word to-
ken sequences), the neural approach led to substantial improvements over con-
ventional ML approaches for a great variety of learning tasks.

The conceptual relationship between recent computational neural networks
and the OT approach as popularized in the 1990s has not been discussed promi-
nently in the research literature, but it is worthwhile comparing the major com-
ponents in these architectures – in particular since the inherent black-box char-
acteristics of neural models have prompted wide-spread efforts into making the
emerging model representations scientifically interpretable (see, e.g., Belinkov
& Glass 2019). At first glance, the move away from human-designed ML feature
sets, which parallel OT constraint sets, seems to have widened the gap between
NLP work and a linguistic notion of OT competition. Moreover, the effective abil-
ity of neural models to induce task-relevant generalizing representations which
bridge between some input and some output representation has made it pos-
sible to train neural architectures for complex input/output mapping tasks for
which a conventional approach would have crucially involved a linguistically
informed intermediate representation. An illustrative example is machine trans-
lation. Conventionally, it was considered unquestionable that the best possible
machine translation approach would for instance exploit a parser on the source
side and a generator on the target side, which take advantage of all accumulated
insights regarding the grammatical systems in these languages (potentially me-
diated through ML-based parsers/generators trained on treebanks that capture
the linguistic knowledge). Now, neural models for translation can be trained on
very large numbers of pairs of input/output sentences without providing any
abstract characterization of linguistic properties or composing a pipeline of sub-
steps such as parsing, transfer and generation (for an overview, see Zhang &
Zong 2015). The model parametrization resulting for the end-to-end translation
process captures many of the relevant grammatical regularities in the hidden
layers. The great advantage of the free induction of internal representations as
systematic patterns occur in the observed input/output relation is that the model
will capture not only regularities along the major dimensions underlying estab-
lished modular descriptions of knowledge of language, but any other trends that
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aremanifest in the data. And since all aspects are incorporated in a single, densely
connected model architecture, cross-talk among the various knowledge sources
and contextual clues is captured very effectively.54

But how could then a comparison with the classical OT architecture be of any
use or lead to new insights? OT was designed to have an abstract symbolic rep-
resentation level (OT constraints) in a quasi-connectionist model architecture
that implements an input/output function with supervised training. However,
with the assumed fixed set of grammatically relevant constraints, one of the key
strengths of current connectionist models – the free induction of internal repre-
sentations at hidden levels, without preconceived features or violable constraints
– is excluded by design. Accommodating for the tension between OT’s fixed set
of symbolic constraints and the current neural model’s completely unrestricted
representational space could be the key to advances on both the linguistic and the
computational side. The unrestricted neural models lack scientific interpretabil-
ity, but they can use representation learning to capture cross-talk among any
factors influencing the observed input/output behavior, while the OT approach
enforces the exclusion of non-linguistic factors as an influence on the competi-
tions. It is conceivable to reconcile the shortcomings on either side by building
up symbolically informed diagnostic tools operating on trained neural models:
such tools would in a first step allow researchers to inspect in a controlled way
how a neural model trained on corpus data captures known symbolic generaliza-
tions. In a second step, it could be explored empirically how factors from addi-
tional, non-linguistic knowledge sources affect the model’s “own account” of the
symbolic generalizations beyond the controlled setup. Recent work in NLP has
started looking at various techniques (probing tasks, causal intervention) that
can serve as such diagnostic tools for inspecting neural models (Ettinger et al.
2016, Gulordava et al. 2018).

To give an idea of the potential that lies in symbolically guided analysis of
the internal representations of trained neural models, Figure 7 shows an anal-
ysis of the behavior of a neural syntactic parser from Falenska & Kuhn (2019).
The parser, a neural graph-based dependency parser, is trained in a supervised
way to predict dependency arcs (essentially representing the grammatical rela-
tion between the words in a sentence). The model can build up and exploit its
own internal representation to capture emerging systematic patterns that guide

54Recent advances in the neural modeling of text, in particular transformer-based contextual
word embeddings like BERT (Devlin et al. 2019) have led to an often surprising level of emerg-
ing generalizations. Even before the advent of this generation of models, Loula et al. (2018)
reported “impressive generalization capabilities” of neural sequence-to-sequence models in
phrasal composition underlying the meaning of commands like turn left twice.
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the decision for assigning a particular dependency arc. It may for example no-
tice the influence of intervening words (as in the contrast some prefer water vs.
some cold water, where the intervening word influences what is the most likely
grammatical relation between some and water).
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Figure 7: Analysis of trained neural dependency parsers from Falenska
& Kuhn (2019), aggregating results from nine treebank training experi-
ments (Ancient Greek, Arabic, Chinese, English, Finnish, Hebrew, Ko-
rean, Russian and Swedish): impact (blue crosses) of the information
fromwords in various functional positions (occurringwith a frequency
plotted by the gray bars) on the prediction score of a multi-layer per-
ceptron for a dependency arc in a graph-based dependency parser. The
position types compared are the following: heads (ℎ), dependents (𝑑),
children of 𝑑 (𝑐), siblings (𝑠), grandparents (𝑔), ℎ, 𝑑±𝑖 tokens at distance±𝑖 from ℎ or 𝑑 which are none of ℎ, 𝑑, 𝑐, 𝑠, or 𝑔.

Figure 7 shows a diagnostic analysis of the neural model that emerged from
training on treebanks for nine languages. The model was specifically trained to
decide whether two given tokens in a sentence should stand in a head-dependent
relation, taking into account all tokens in the sentence. For the trained model, it
is possible to quantify what impact on the decision the model attributes to indi-
vidual tokens in the data.55 For the analysis shown in Figure 7, the token impact
was systematically aggregated based on the position of the token in the syntac-
tic gold-standard configuration, as labeled in the treebank. (This information is
not available to the model itself.) The blue crosses in the diagram indicate what
impact the model itself has decided to assign to tokens in the various configur-
ational positions. The two tokens with the greatest impact are – as one would

55The paper introduces a special normalized measure for the impact of specific word represen-
tations on the prediction.
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expect – the head (ℎ) and the dependent (𝑑) themselves. But other tokens in the
sentence have an impact too. The gray bars represent the frequency of tokens
in the various configurational positions in the training corpora. In a structurally
uninformed model, our expectation would be that the impact of certain types of
tokens correlates with their frequency, so the blue crosses should be high on the
tall gray bars and low on the short bars. The diagram reveals that the parser has
for instance learned from exposure to data to be substantially more sensitive to
the children of dependents (𝑐) than to siblings (𝑠), although the latter occur much
more frequently in the training data.56 In fact, the neural model with its self-
induced internal representation achieves a better prediction quality than the best
classical machine learning models, for which carefully designed configurational
features are provided. Since direct information about the representational con-
figuration is not in the input representation that the parser receives in training
or application, we have an indication that the emerging internal, connectionist
representation does encode implicit knowledge about important aspects of func-
tional structure.

The linguistic questions that can be addressed with the dependency parsing
example are relatively limited, but it is conceivable to generalize the approach to
a more complex interplay of factors affecting linguistic expressions. Diagnostic
tools of this kind may thus provide an informed view on the ability of a con-
nectionist model to pick up patterns for which a theory of syntax has posited
symbolic abstractions – capturing their systematic significance. A central chal-
lenge for theoretical interpretability of the models’ predictive capacity is to fur-
ther develop the diagnostic machinery for disentangling the overlaid effects of
very different knowledge sources.57

56It should be noted that there is no delimitable locus in the model’s parameter space where this
information is represented – but based on the theoretically informed diagnostic tests, we can
observe that whatever the model has learned correlates with the distinction.

57To make progress in this process of disentangling, it is necessary to cross long-established
disciplinary boundaries that provided clear-cut subspaces in the study of language, text and
corpora of discourses from specific contexts: theory of grammar with its subdisciplines, psy-
cholinguistics, sociolinguistics, but also literary studies, media studies, etc.; many relevant pat-
terns fall into the realm of scholarly disciplines that do not study language and text per se, such
as cultural studies, history and social science. The delimited subspaces have so far justified con-
venient idealizations in the working assumptions – in the theory of grammar for example the
idealizing assumption of a shared body of grammatical and lexical knowledge that makes up
the linguistic competence of all native speakers of language X. An extra challenge comes from
the divergent methodologies that have developed in the subfields as a response to the very
distinct idealizations; this becomes clear in work in subareas of digital humanities and com-
putational social science which has recently explored corpus-based modeling techniques for
addressing research questions from literary studies (Kuhn 2019) or political science (Padó et al.
2019). Considerable effort is needed to appropriately incorporate findings from computational
models in the respective question contexts and theoretical frameworks (Reiter et al. 2020).
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6 Conclusion: Epistemological considerations

Optimality Theory was introduced to the study of language in the 1990s as a
symbolic description framework for linguistic representations which can make
stronger empirically testable predictions about the human language faculty than
a classical formal grammar. It can be seen as an attempt to overcome an epis-
temological limitation of the established formalisms underlying most work in
linguistics. The limitation affects plain rewrite systems from the Chomsky hi-
erarchy as much as extensions such as for instance transformational systems,
tree-adjoining grammars and unification-based grammars.

With a classical framework, the predictions that can be tested “directly”58

against empirical observations are always tied to the formal grammar for a par-
ticular language, i.e., a specific instantiation of the class of formal systems, for
example, a specific context-free grammar 𝐺137 = ⟨𝑁137, Σ137, 𝑃137, 𝑆137⟩ with a
concrete set of non-terminal symbols, terminal symbols, rewrite rule productions
and start symbol (and similarly for more expressive grammar formalisms).

One such instantiation is typically viewed as a scientific model for (aspects
of) the grammatical competence of speakers of, say, Japanese, Swahili or English.
The formal system predicts a set of terminal strings, which can be experimentally
compared against the linguistic behavior of competent speakers. A grammatical
theory about a range of phenomena, e.g., in Japanese, is then falsifiable in the
sense of Popper (1959)59 because it is conceivable that relevant types of terminal
strings predicted to be excluded from the formal language according to the the-
ory do in fact occur in an experiment (potentially using corpus studies that com-
pare against very similar string types predicted to be included).60 The theoretical
scope is however rather limited: if 𝐺137 fails to predict an empirically observable
opposition of acceptable vs. unacceptable data in Japanese, all that the theorist
can conclude is that some aspect in the specification of this formal grammar has

58“Directly” is set in scare quotes, since what goes through as direct empirical evidence in lin-
guistic work always depends on methodological preassumptions that a community agrees on.
The nature of language data in communication is such that very few event types are truly
observable in a direct way. However, appeal to certain theoretical constructs and certain con-
textually triggered inferences is typically considered uncontroversial since they are orthogonal
to research questions under debate.

59Falsifiability is a prerequisite for a theory with any predictive power.
60Most theories of grammar work with the stronger assumption that (some part of) the internal
symbolic structures used by the formalism also represent relevant aspects of meaning, i.e., they
can be viewed as logical forms. This provides an additional basis for testable predictions; the
experiment then has to access speakers’ (and listeners’/readers’) interpretation of given strings.
What is directly testable are however still the system’s predictions for one fully parametrized
(language-particular) instance of the grammar formalsm.
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been inappropriate. When there are multiple ways of fixing the problem (e.g., by
different strategies of introducing additional non-terminal symbols in a variant𝐺′137 and by modifying some existing productions and adding some new ones
in 𝐺″137), there is no theoretically forceful way of distinguishing between them.
Assume for the sake of the argument that only one of the modified grammars
makes structural similarities with Korean, which is modeled in some grammar𝐺214, explicit. As long as the other modified formal grammars predict the same
formal language, a theoretically well-founded statement differentiating between
the options cannot be made (for lack of falsifiability).

In contrast to classical formal systems, an OT system can make testable pre-
dictions for quite a different type of experiment: the theory implemented in a
particular OT system, with a spelled-out candidate generation function Gen and
a set of rankable constraints Con, does not predict a single formal language, but –
via the factorial typology implied by all possible rankings of Con – a whole class
of formal language approximations of natural languages. Fully formalized OT
systems come with a spelled-out empirical learning algorithm (Tesar & Smolen-
sky 1998 and subsequent work in the community), which provides the basis for
falsifiability of a theory about the human language faculty as such: a formal OT
system predicts how a learner of any specific language in their learning behavior
responds to exposure to language behavior by adult speakers of the language in
question.61 A concrete OT system can thus be falsified by evidence from any of
the languages of the world: a particular observed adult language behavior could
in principle trigger a sequence of constraint rerankings that make it impossible
for the learner to converge on the constraint ranking needed for this language.
If this is the case for some conjectured theory (with a constraint set, etc.) and
observed language data, then the theory of some part of the human language
faculty counts as falsified.

Of course, most research communities employing classical formalisms, in-
cluding the LFG community, have established agreed-upon meta principles and
methodological research practices which effectively ensure that empirical evi-
dence from a particular natural language is accepted by the community as evi-
dence affecting all formal systems adhering to the shared conventions (to con-
tinue with our context-free grammar illustration, the theory could be character-
ized as the set of formal grammars {𝐺𝑖 | the components of 𝐺𝑖 satisfy all meta
principles }). There are countless examples of such meta principles: X-bar the-
ory, extended projections, the concept of lexical redundancy rules, constraints

61Adult behavior is assumed to be observed in contexts that provide enough extra-linguistic
clues to support inferences about the intended meaning where there is ambiguity.
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on legitimate transformations in a derivational framework, a universal layering
of functional projections, etc. With such principles it becomes possible that the
grammatical theory constituted by the meta principles is falsified by language-
particular evidence. Even the language learning/acquisition problem has been
formulated on the basis of such framework, presumably most prominently in
the Principles-and-Parameters theory (Chomsky 1981): the learner (guided by
some language acquisition device that is assumed to be part of the cognitive
equipment) has the task of adjusting a number of free parameters in an other-
wise highly constrained innate grammatical system – in response to observed
linguistic behavior by adult speakers. (A rigorous formalization as for OT learn-
ing algorithms is typically not provided.)

However, although sophisticated research practices have been established that
ensure a far-reaching consensus about plausible meta principles assumed in a
community, the epistemological relationship between a particular instantiation
of the meta framework (say, formal grammar 𝐺137 for Japanese) and the frame-
work itself, with its meta principles, remains contestable. Typically, the represen-
tational constructs developed to capture generalizations across natural languages
have been established in a long process of cautious plausible reasoning – yet it is
almost always conceivable that there are alternative, empirically indistinguish-
able ways of predicting surface-level divergences across languages. To explain
unexpected patterns in some language X, a modification in the formulation of
one or another meta principle could be made, or idiosyncratic lexical knowledge
could be posited. The falsifiability issue of general theoretical statements is not
completely resolved by the assumption of meta principles. This circumstance
explains in part why there have been many controversial debates about the rep-
resentational locus for capturing cross-linguistic variation in a phenomenon –
take for instance Binding Principles, which one might construe along a configur-
ational tree structure or along a functional hierarchy (Asudeh&Dalrymple 2006).
In the same vein, a re-occurring type of argument against specific linguistic ac-
counts is the accusation for overly strong theory-internal assumptions. In other
words, it happens quite frequently that members of a research community de-
velop reservations with respect to the falsifiability of parts of the established
consensus framework.62

As just noted, OT can be technically seen as the move towards an approach
that meets higher standards of falsifiability (when fully formalized). One may

62Given the underdetermination of theories of grammar by direct empirical evidence, aesthetic
arguments regarding the simplicity of a theory are often advanced,most notably inMinimalism
(Chomsky 1995). But even this strategy cannot escape controversies, since there are different
possible starting points for seeding a theoretical accounts in fundamental propositions.
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ask oneself then why it has not replaced classical formalisms in mainstream
linguistic research? Section 5.1 discussed this question under the perspective of
the concrete course of research activities in the 1990s and 2000s. But there are
also relevant meta-theoretical considerations: since most aspects of representa-
tional choice in linguistic modeling are not directly observable (only the linear
sequence of surface units of expression and semantic entailments of the content
of utterances are directly observable), the space of possible OT theories remains
vastly underdetermined. This means that (unless a community decides to change
their research paradigm completely), plausible argumentation for abstract inter-
mediate representations remains an important part of linguistic theorizing. And
since substantial groundwork in linguistic research has always lain in the system-
atic capturing of regularities in variation patterns for particular languages, the
justification for the use of classical formalisms has not disappeared. By choosing
a strict ranking approach over violable constraints captured in terms of estab-
lished symbolic representations, the OT endeavor was from the outset designed
to stay connected with work using the classical formalisms; the effect of relevant
constraints on a phenomenon under consideration can be calculated in manually
constructed tableaux.63 Insights from a specific OT account may thus feed back
into the more general debate of what are appropriate theoretical constructs for
systematically capturing a particular aspect of linguistic knowledge.

Against this background, the most important contribution of OT to generative
linguistics might have been to increase the awareness in (part of) the community
that a comprehensive, falsifiable account of the human language faculty has to
include a formalized account of learnability of language from exposure to data.
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LFG
Ronald M. Kaplan
Stanford University

Jürgen Wedekind
University of Copenhagen

This chapter first reviews the basic architectural concepts that underlie the formal
theory of Lexical-Functional Grammar. The LFG formalism provides a simple set
of devices for describing the common properties of all human languages and the
particular properties of individual languages. It postulates two levels of syntactic
representation for a sentence, a constituent structure and a functional structure.
These are related by a piecewise correspondence that permits the abstract func-
tional structure to be described in terms of configurations of constituent structure
phrases. We then survey the mathematical and computational properties of this
simple framework. We demonstrate that the recognition/parsing, realization/gen-
eration, emptiness, and other more specific decision problems are unsolvable for
grammars in the unrestricted LFG formalism. A first set of restrictions guarantees
decidability of recognition, realization, and other problems for grammars that are
still suitable for linguistic description, but the solutions to these problems in the
worst case are computationally impractical. The class of LFG grammars that meet
an additional set of restrictions is equivalent to the class of mildly context-sensitive
grammars, and the recognition and realization problems for grammars in this class
are thus not only decidable but tractable as well.

Ronald M. Kaplan & Jürgen Wedekind. 2023. Formal and computational
properties of LFG. in Mary Dalrymple (ed.), Handbook of Lexical Functional
Grammar, 1035–1082. Berlin: Language Science Press. DOI: 10.5281/zenodo.
10185982
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1 Introduction

The basic features of the LFG formalism are quite simple and have remained re-
markably stable since they were first introduced by Kaplan & Bresnan (1982).1 An
LFG grammar assigns to each sentence in its language at least one constituent
structure (c-structure) and at least one functional structure (f-structure). The c-
structure is a phrase-structure tree that represents the order of words and their
grouping into phrases. The f-structure is a hierarchical attribute-value matrix
that represents the underlying grammatical relations that are expressed by con-
figurations of c-structure nodes. The c-structure is determined in the traditional
way by the rules of a context-free grammar. The f-structure is a minimal model
for the functional description (f-description) that is constructed from annotations
associated with the categories of rules that license the nodes of the c-structure.
The f-description is obtained by instantiating those annotations on the assump-
tion that there is a piece-wise correspondence 𝜙 between the nodes of the c-
structure and the units of a satisfying f-structure.

This simple correspondence architecture still lies at the core of LFG theory
even as it has been extended and refined to provide more insightful accounts
of long distance dependencies (Kaplan & Zaenen 1989), coordination (Kaplan &
Maxwell 1988), and other syntactic phenomena. In this chapter we focus on the
mathematical and computational properties of the basic formalism. As is well
known, its expressive power goes far beyond the capabilities of the context-free
c-structure grammar. This is because the annotations may associate information
that originates from different (and possibly arbitrarily distant) nodes with the
same f-structure unit. The result is that such a unit must satisfy requirements
that come from words in the string or nodes in the tree that do not stand in
a local mother-daughter relationship. A string with an otherwise well-formed
c-structure is excluded from the language if such context-sensitive f-structure
requirements are inconsistent. We know that some degree of context sensitivity
is needed for recognizing and parsing natural languages (Bresnan et al. 1982, Culy
1985, Shieber 1985), but the basic LFG formalism may allow for more expressive
power than is actually required.

Indeed, Kaplan & Bresnan (1982) used a reduction from the Turing machine
halting problem to show that the recognition/parsing problem is undecidable for

1Jürgen Wedekind passed away just as work on this chapter was coming to an end. Jürgen was
a master of the LFG formalism, with deep insights into its mathematical and computational
properties and how they relate to important principles of linguistic analysis. His early passing
is a great loss to the LFG community. He will also be missed as a close friend and collaborator.
RMK
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unrestricted LFG grammars (see also Johnson 1988). This is the computationally
important problem of determining whether or not a given string belongs to the
language of the grammar and is assigned at least one c-structure and correspond-
ing f-structure.Wedekind (2014) proved the undecidability of the realization prob-
lem, also of practical significance. This is the problem of determining whether
the language contains at least one string towhich an arbitrary given f-structure is
assigned. Wedekind’s undecidability proof used a reduction from the emptiness
problem for the intersection of context-free languages. He also used that reduc-
tion to show the undecidability of the emptiness problem for unrestricted LFGs
(Wedekind 1999). This is the problem of determiningwhether or not there are any
strings at all in the language of a given LFG grammar. The emptiness problem
for LFGs was previously shown to be undecidable by reductions from Hilbert’s
Tenth Problem (Roach 1983) and Post’s Correspondence Problem (Nishino 1991).

We revisit these undecidability results in Section 4. We provide alternative
proofs within a single, conceptually simple, framework. In Appendix A we use
this framework to show that other more specific decision problems are also un-
solvable.

We consider in Section 5 some formal conditions that are sufficient to guaran-
tee decidability of the recognition and realization problems. Kaplan & Bresnan
(1982) showed that recognition is decidable if c-structures with non-branching
dominance (NBD) chains and/or unlimited empty nodes are excluded, and they
argued that this is a reasonable restriction for LFG grammars that describe nat-
ural languages. This parsing-oriented limitation does not reduce the complexity
of generation (Wedekind 2014), but an unrelated restriction has been shown to
ensure the decidability of that problem (Wedekind &Kaplan 2012). This raises the
question whether there is a single, linguistically plausible, condition that applies
indifferently to both parsing and generation. We introduce in Section 5 such a
uniform condition, proper anchoring, but we also demonstrate that this particu-
lar condition is not strong enough to guarantee that these problems can be solved
with practical efficiency. In the worst case recognition and generation may take
an amount of time that is exponential in the length of an input sentence or f-
structure.

This leads us to examine in Section 7 a stronger set of restrictions that not
only guarantee decidability of recognition and realization as well as emptiness
but also ensure that those problems can be solved in polynomial time. This fol-
lows from the fact that LFG grammars that meet these additional restrictions are
mildly context-sensitive in their expressive power and thus also have the known
mathematical and computational properties of that class of formal grammars.
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2 Basic LFG formalism

We show in Figure 1 the c-structure and f-structure that the annotated c-structure
rules in (1) and lexical entries in (2) would assign to the sentence He sees the girl.

(1) S → NP(↑ subj)= ↓ VP↑= ↓(↑ tense)
NP → (Det)↑= ↓ N↑= ↓
VP → V↑= ↓ NP(↑ obj)= ↓

(2) he N (↑ pred)= ‘pro’(↑ agr pers)=3(↑ agr num)=sg

sees V (↑ pred)= ‘see⟨subj obj⟩’(↑ tense)=pres(↑ subj agr pers)=3(↑ subj agr num)=sg

the Det (↑ spec)=def

girl N (↑ pred)= ‘girl’(↑ agr pers)=3(↑ agr num)=sg(↑ spec)
The correspondence function 𝜙 is indicated by the arrows between the c-struc-
ture nodes and the f-structure units and also, redundantly, by the columns of
node identifiers 𝑟𝑜𝑜𝑡, 𝑛1, 𝑛2, ... attached to the f-structure units.We see even in this
simple example that the function 𝜙 is typically many-to-one (heads and coheads
of grammatical constituents are mapped into the same f-structure) but is not
onto (the agr/agreement f-structure units are not the image of any node). The
function 𝜙 may also be partial, if nodes necessary for c-structurewell-formedness
have no f-structure significance.

The phrasal categories of this c-structure obviously meet the node admissi-
bility conditions of the annotated rewriting rules (1). Lexical entries are inter-
preted also as annotated rewriting rules that relate the lexical categories of the
c-structure to the words of the sentence. The entry for the, for example, is inter-
preted as the rule

(3) Det → the(↑ spec)=def

and the normal node admissibility conditions also license the proper lexical ex-
pansions for the tree.
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S𝑟𝑜𝑜𝑡
NP𝑛1
N𝑛3
He

VP𝑛2
V𝑛4

sees

NP𝑛5
Det𝑛6
the

N𝑛7
girl

𝜙
𝑟𝑜𝑜𝑡𝑛2𝑛4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj 𝑛1𝑛3 [pred ‘pro’

agr [pers 3
num sg]]

tense pres
pred ‘see⟨subj obj⟩’
obj 𝑛5𝑛6𝑛7

⎡⎢⎢⎢⎣
pred ‘girl’
spec def

agr [pers 3
num sg]

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 1: Illustration of the basic LFG architecture: A c-structure 𝑐 and
f-structure 𝑓 related by the correspondence function 𝜙 from the nodes
of 𝑐 to the units of 𝑓 . The f-structure units are indexed by the nodes to
which they correspond.

The description that the f-structure must satisfy is constructed from the anno-
tations associated with the daughter categories of the rules that license particular
nodes in the c-structure. Each side of an equation designates an element of a cor-
responding f-structure, and the equation is satisfied if both sides designate the
same element. The metavariable ↓ in an annotation designator instantiates to the
f-structure corresponding to the node that matches the associated rule category
(𝑛1 for ↓ in the annotation (↑ subj)= ↓ attached to the NP in the S rule), and the
metavariable ↑ denotes the f-structure corresponding to the mother of that node
(the node 𝑟𝑜𝑜𝑡 for that rule). To be precise, if ∗ instantiates to the matching node
and 𝑀(∗) instantiates to its mother, then ↓ and ↑ are abbreviations for 𝜙(∗) and𝜙(𝑀(∗)) respectively. The metavariable instantiations are easy to read from the
annotated c-structure in Figure 2. This is a phrase-structure tree whose nodes
are labeled with the category-annotation pairs that appear in grammar rules and
lexical entries.

The first NP is identified as 𝑛1 and its mother is 𝑟𝑜𝑜𝑡 , so the annotation(↑ subj)= ↓ instantiates directly to (𝜙(𝑟𝑜𝑜𝑡) subj)=𝜙(𝑛1). Since a parenthesized
designator denotes the element reached by traversing a path of attributes from
a starting f-structure, the f-structure in Figure 1 satisfies this equation because𝜙(𝑛1) is the subj of 𝜙(𝑟𝑜𝑜𝑡) under the illustrated 𝜙 correspondence. The full f-
description for this annotated c-structure is the conjunction of instantiated equa-
tions collected from all of its nodes, shown in (4).
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S𝑟𝑜𝑜𝑡
NP𝑛1(↑ subj)= ↓
N𝑛3↑= ↓
He(↑ pred)= ‘pro’(↑ agr pers)=3(↑ agr num)=sg

VP𝑛2↑= ↓(↑ tense)
V𝑛4↑= ↓

sees(↑ pred)= ‘see⟨subj obj⟩’(↑ tense)=pres(↑ subj agr pers)=3(↑ subj agr num)=sg

NP𝑛5(↑ obj)= ↓
Det𝑛6↑= ↓
the(↑ spec)=def

N𝑛7↑= ↓
girl(↑ pred)= ‘girl’(↑ agr pers)=3(↑ agr num)=sg(↑ spec)

Figure 2: Annotated c-structure for He sees the girl with the rules in (1)
and lexicon in (2).

(4) (𝜙(𝑟𝑜𝑜𝑡) subj)=𝜙(𝑛1)𝜙(𝑟𝑜𝑜𝑡)=𝜙(𝑛2)(𝜙(𝑟𝑜𝑜𝑡) tense)𝜙(𝑛1)=𝜙(𝑛3)(𝜙(𝑛3) pred)= ‘pro’(𝜙(𝑛3) agr pers)=3(𝜙(𝑛3) agr num)=sg𝜙(𝑛2)=𝜙(𝑛4)(𝜙(𝑛4) pred)= ‘see⟨subj obj⟩’(𝜙(𝑛4) pred)=pres

(𝜙(𝑛4) subj agr pers)=3(𝜙(𝑛4) subj agr num)=sg(𝜙(𝑛2)obj)=𝜙(𝑛5)𝜙(𝑛5)=𝜙(𝑛6)𝜙(𝑛5)=𝜙(𝑛7)(𝜙(𝑛6) spec)=def(𝜙(𝑛7) pred)= ‘girl’(𝜙(𝑛7) agr pers)=3(𝜙(𝑛7) agr num)=sg(𝜙(𝑛7) spec)
We can test each equation separately to verify that the f-structure in Figure 1
meets all the specifications in (4). The equation (𝜙(𝑛4) subj agr num)=sg is sat-
isfied, for example, because 𝜙 maps 𝑛4 to the outermost f-structure, and that
f-structure has a path from subj through agr to num, ending in the atomic
value sg. That value is consistent with the requirement that the equation(𝜙(𝑛3) agr num)=sg imposes on the f-structure of 𝑛3. In contrast, this gram-
mar would assign no f-structure to the string They sees the girl because the f-
description for its c-structure would require its subject f-structure to have incon-
sistent values for agr num, a violation of the Uniqueness Condition of Kaplan &
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Bresnan (1982). The correspondence 𝜙 and the instantiated metavariables ensure
that the properties of the subject NP are consistent with the verb’s agreement
specification even though they do not appear together in a local mother-daughter
configuration.

The f-structure in this configuration alsomeets the additional well-formedness
conditions of LFG theory.We see that it is aminimal model of the f-description in
the sense that at least one equation or combination of equations will no longer be
satisfied if any attribute or value is removed (for example (𝜙(𝑛6) spec)=def fails
without the spec feature of the obj).1 Conversely, a structure with any features
beyond those already present, say if the subj is extended with tense past, is not
minimal, because the f-description is still satisfied when that feature is removed.
The minimal model is unique2 for a given annotated c-structure and contains all
and only the linguistically relevant features that are expressed by the words of a
sentence.

The minimal model is important in LFG theory for another reason. It is the
basis for the distinction between defining annotations and constraining annota-
tions. The defining annotations are the simple equalities between two designators
whose instantiations determine the attributes and values of the minimal model.
That f-structure must then also satisfy the instantiations in the f-description of
any constraining annotations. The grammar in (1) contains two constraining an-
notations, the positive existential constraints (↑ tense) and (↑ spec). The instan-
tiation (𝜙(𝑟𝑜𝑜𝑡) tense) is satisfied because the conjunction of defining equations
in the f-description specify a particular value (pres) for the attribute tense in
the f-structure corresponding to the S node. This constraint excludes strings
whose main verb is a participle instead of a tensed form (e.g. *He seeing the
girl) without depending on participles setting up a uniqueness clash by also
adding a tense feature with an otherwise unnecessary and uninformative value
(e.g. none). Similarly the instantiation (𝜙(𝑛7) spec) excludes singular common
nouns that have no specifier (e.g. *He sees girl). The formalism also allows for con-

1Strictly speaking, a minimal model of the f-description includes not only the attributes and
values of the f-structure but also the association of those elements with the nodes of the c-
structure as instantiated via the 𝜙 correspondence, as depicted in Figure 1. Technically, what
we usually regard as the f-structure is the restriction of such a model to just those attributes
and values.

2As a notational convenience, the LFG formalism allows for primitive annotations to be em-
bedded in disjunctive formulas that then might have several solutions. There is an obvious
transformation of the grammar that converts disjunctions of annotations within a rule to an
equivalent set of alternative rules with annotations that are no longer disjunctive. Theminimal
models are unique for the annotated c-structures assigned by the rules of such a transformed
grammar.
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straints that test the minimal model for the absence of a feature, e.g. ¬(↑ obj);
for the presence or absence of a specific attribute value, e.g. (↑ voice)=𝑐 passive
or (↑ voice)≠active; for the identity of two f-structures, e.g. (↑ subj)=𝑐 (↑ obj);
and for any value other than a specific one, e.g. (↑ subj num)≠sg. Constraining
annotations help to avoid clutter in the f-structure by assigning syntactic signif-
icance to the presence or absence of unmarked or default features and also by
capturing the difference between constituents that provide values for features
and constituents that check those values. See Kaplan (2019) for a fuller discus-
sion of underspecified values in LFG.

The quoted values of the pred attributes in Figure 1 carry the subcategoriza-
tion restrictions of the predicates they represent, and they characterize the es-
sential interaction between syntax and semantics while staying agnostic about
the details of any particular underlying semantic theory. The semantic form
‘see⟨subj obj⟩’ contains a list of grammatical-function designators that the pred-
icate subcategorizes for. The Completeness Condition requires that all listed func-
tions appear locally in the minimal f-structure, and the Coherence Condition pre-
cludes the local appearance of any governable functions (comp, obl, xcomp...)
not included in the list. The semantic form also indicates that see is the semantic
relation and, by virtue of their order in the list, that subj and obj respectively
map to the first and second arguments of that relation. Semantic forms do not
require special treatment in our formal analysis because they can be interpreted
as succinct abbreviations for collections of other annotations. Thus the positive
and negative constraints (5a-b) express the subcategorization requirements of
‘see⟨subj obj⟩’. The semantic relation and themapping of functions to arguments
can be coded with distinguished attributes rel, arg1, arg2 as in (5c-d).3

(5) a. Completeness: (↑ subj) (↑ obj)
b. Coherence: ¬(↑ comp) ¬(↑ obl) ¬(↑ xcomp) ...
c. Semantic relation: (↑ rel)=see
d. Argument mapping: (↑ arg1)=(↑ subj)(↑ arg2)=(↑ obj)
e. Instantiation: (↑ pred source)=∗

3Halvorsen & Kaplan (1988) introduced a separate semantic projection, 𝜎 , as an alternative to
distinguished attributes in formulating these essential properties of the syntax-semantics in-
terface. In that more explicit arrangement 𝜎 would be a qualifier on the (5c-d) designators. In
Glue Semantics they are elaborated in collections of linear logic premises (Dalrymple et al.
1993, Dalrymple 1999).
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Semantic forms are instantiated in LFG theory to mark the difference between
syntactically-implied semantic coreference (as in constructions of functional con-
trol) and unrelated repetitions of similar expressions. Equation (5e) records as
the value of the additional distinguished attribute source the daughter node at
which a particular pred is introduced. This makes each occurrence unique, and
also supports a precedence order that can be used in regulating long distance
dependencies (see Kaplan 2023 [this volume]).

3 Technical preliminaries

In preparation for the mathematical analysis in the following sections we now
introduce more precise specifications of the LFG derivation machinery.

The annotated c-structure is often described as the result of a special derivation
process for an LFG grammar 𝐺 that treats categories and annotations separately.
But it is helpful for formal reasoning to regard it as a normal derivation of the
annotated c-structure grammar for 𝐺, an ordinary context-free grammar with a
systematically modified set of rules. Suppose 𝑋 :𝐴 is an annotated category in the
right side of a rule in the traditional LFG grammar format. Then for every rule
expanding 𝑋 the annotated grammar contains a version in which the left side is
also decorated with those particular annotations. For example, because NP in (1)
is annotated in S with the subj assignment and in VP with the obj assignment,
the NP rule is replaced by the rules in (6).

(6) NP(↑ subj)= ↓→ (Det)↑= ↓ N↑= ↓
NP(↑ obj)= ↓→ (Det)↑= ↓ N↑= ↓

With this reformulation the normal category matching of context-free deriva-
tions allows us to make direct use of all established properties (decidability, clo-
sure, pumping) of context-free grammars and their derivations. The traditional
LFG c-structure in Figure 1 is obviously just the annotation-free projection of the
annotated c-structure in Figure 2.

For every annotated c-structure there is an instantiated f-description that de-
fines a function 𝜙 mapping its nodes to their corresponding minimal-model f-
structure units, if the f-description is satisfiable. There is also a function Yield
that maps its nodes to the substrings of the sentence that they dominate. The set
of 𝐺’s derivations is then characterized by the relation Δ𝐺 defined in (7).
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(7) Δ𝐺(𝑠, 𝑐, 𝑓 ) iff 𝑐 is an annotated c-structure of 𝐺, 𝑠 is the terminal string of𝑐, and 𝑓 is the minimal model for the satisfiable f-description instantiated
from 𝑐.

Note that an annotated c-structure 𝑐 uniquely determines both the string 𝑠 and f-
structure 𝑓 in a derivation triple. Moreover, without further stipulation we know
that the length of the string |𝑠| and the number of units |𝑓 | in the f-structure are
both bounded by (functions of ) |𝑐|, the number of nodes in the c-structure. That
is, there are grammar-dependent functions ⃗𝑏𝐺 and �⃗�𝐺 such that

(8) For all (𝑠, 𝑐, 𝑓 ) ∈ Δ𝐺 , |𝑠| ≤ ⃗𝑏𝐺(|𝑐|) and |𝑓 | ≤ �⃗�𝐺(|𝑐|).
The function ⃗𝑏𝐺 depends on the number of daughters in the longest c-structure
rule and �⃗�𝐺 depends on the most complicated annotated category.

The language, f-structure, parsing, and generating projections of Δ𝐺 are de-
fined in (9).

(9) 𝐿(𝐺) = {𝑠 ∣ Δ𝐺(𝑠, 𝑐, 𝑓 ) for some 𝑐 and 𝑓 } = the language of 𝐺𝐹(𝐺) = {𝑓 ∣ Δ𝐺(𝑠, 𝑐, 𝑓 ) for some 𝑠 and 𝑐} = the f-structures of 𝐺
Par𝐺(𝑠) = {𝑓 ∣ Δ𝐺(𝑠, 𝑐, 𝑓 ) for some 𝑐} ⊆ 𝐹(𝐺)
Gen𝐺(𝑓 ) = {𝑠 ∣ Δ𝐺(𝑠, 𝑐, 𝑓 ) for some 𝑐} ⊆ 𝐿(𝐺)

A parser for an LFG grammar 𝐺 provides for any given string 𝑠 the set of f-
structures (if any) that are related to it by the grammar, and a generator provides
all the strings that the grammar relates to a given f-structure (if any).

These projections allow for succinct statements of the emptiness, recognition,
and realization decision problems (10).

(10) Emptiness: is 𝐿(𝐺) empty? (equivalently, are 𝐹(𝐺) or Δ𝐺 empty?)
Recognition: for any string 𝑠 is Par𝐺(𝑠) empty?
Realization: for any f-structure 𝑓 is Gen𝐺(𝑓 ) empty?

We show in the next section that the emptiness, recognition, and realization prob-
lems are all undecidable for unrestricted LFG grammars. This implies immedi-
ately that the parsing and generation are also unsolvable. Our demonstrations
involve simple phrase-structure rules with elementary defining annotations as
exemplified in (11).

(11) (↑/↓ subj num)=sg assign an atomic value(↑ subj)= ↓ assign a function to a daughter f-structure(↓ obj)=(↑ subj) daughter-mother control(↑ xcomp subj)=(↑ subj) traditional functional control
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Annotations of these types are not exceptional, they are commonly found in lin-
guistic grammars.

4 Undecidable problems

A standard method for showing that a formal problem of interest is undecidable
is the reduction technique. A problem 𝑃 is said to be reducible to problem 𝑃 ′ if
for any instance of 𝑃 an instance of 𝑃 ′ can be constructed such that solving the
instance of 𝑃 ′ will solve the instance of 𝑃 as well. Thus, if 𝑃 reduces to 𝑃 ′ and 𝑃
is undecidable, then 𝑃 ′ must also be undecidable. As noted, this general strategy
has been applied with reductions from different source problems (Turing ma-
chine halting, Hilbert’s Tenth, Post Correspondence, emptiness of context-free
intersection) to address the LFG emptiness, recognition, and realization problems.
Here we present a single reduction-source framework, based on the emptiness
problem of context-free intersection, that recapitulates these previous results.

4.1 The emptiness problem

The emptiness problem for context-free intersection is the problem of determin-
ing whether or not the languages generated by two given context-free gram-
mars 𝐺1 and 𝐺2 have an empty intersection (𝐿(𝐺1) ∩ 𝐿(𝐺2) = ∅). This problem is
known to be undecidable. The reduction of this emptiness problem to questions
of the LFG formalism depends on the ability to construct for every context-free
grammar 𝐺 an LFG grammar whose f-structures contain encodings of all and
only the strings of 𝐿(𝐺). We show in (12) one way in which a string pqr can
be encoded in the attributes and values of an f-structure, as a h(ead)-t(ail) list
representation.

(12) [h p

t [h q
t [h r]]]

Without loss of generality, let 𝐺 be an arbitrary context-free grammar in
Chomsky Normal Form, that is, a context-free grammar with only binary branch-
ing rules of the form𝐴 → 𝐵 𝐶 for nonterminal expansions and unary rules𝐴 → 𝑎
for terminals. The schematic rules in (13) provide a template for an LFG grammar
String(𝐺) that creates head-tail encodings (12) for the strings of 𝐿(𝐺).
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𝜙S𝑟𝑜𝑜𝑡
PQ𝑛1(↑ l)= ↓(↓ b)=(↑ b)

P𝑛3(↑ l)= ↓(↓ b)=(↑ b)
p(↑ b h)=p(↑ b t)=(↑ e)

Q𝑛4(↑ r)= ↓(↓ e)=(↑ e)(↑ l e)=(↑ r b)
q(↑ b h)=q(↑ b t)=(↑ e)

R𝑛2(↑ r)= ↓(↓ e)=(↑ e)(↑ l e)=(↑ r b)

r(↑ b h)=r(↑ b t)=(↑ e)

l rb e

l r
b e

b e b e b e

t t t
h h h

p q r

Figure 3: An annotated c-structure and f-structure derived with head-
tail string encoding rules of the form in (13). Thick lines show the string
encoding, thin lines show the construction scaffolding. The 𝜙 corre-
spondence is depicted with dashed lines.

(13) a. 𝐴 → 𝐵(↑ l)= ↓(↓ b)=(↑ b) 𝐶(↑ r)= ↓(↓ e)=(↑ e)(↑ l e)=(↑ r b)
b. 𝐴 → 𝑎(↑ b h)=𝑎(↑ b t)=(↑ e)

The annotations on the binary rules (13a) transmit the string encodings from
their daughter f-structures to their mother f-structure. The attributes l(eft) and
r(ight) are the scaffolding needed to concatenate the encodings from the daugh-
ters by linking the end of the left-daughter encoding to the beginning of the
right. Rules of the form (13b) create for each terminal the one-element head-tail
encoding of their right side, with b and e attributes marking its beginning and
end. Control equations such as (↓ b)=(↑ b) and (↑ b t)=(↑ e) are the essential
ingredient in this and other string-encoding formulations: Crucially, they allow
terminal-string information to propagate transparently through all intermediate
nodes to the f-structure of the root. Figure 3 shows the annotated c-structure
and a graphical f-structure representation for a derivation containing a head-tail
encoding of a single string.

Now suppose that 𝐺1 and 𝐺2 are arbitrary context-free grammars in Chom-
sky Normal Form and assume without loss of generality that their nonterminals
are disjoint and that the strings of each language end with a marker # distinct
from all other terminals. We construct a new LFG grammar 𝐺 by combining the
rules of String(𝐺1) and String(𝐺2)with root categories S1 and S2 respectively and
introducing a new root category S with start rule (14).

(14) S → S1(↓ b)=(↑ b) S2(↓ b)=(↑ b)
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By construction of the string grammars and the b annotations of the start rule,
only the string encodings of the two derived f-structures can interact. Because
the string encodings are compatible only if the derived strings are identical, the
LFG language 𝐿(𝐺) contains all and only strings 𝑠𝑠 for 𝑠 ∈ 𝐿(𝐺1) ∩ 𝐿(𝐺2). The
emptiness of context-free intersection is undecidable so the question whether𝐿(𝐺) is empty must also be undecidable.

4.2 The recognition problem

We prove that the LFG recognition problem is undecidable by exhibiting one
particular string that belongs to 𝐿(𝐺) only if 𝐿(𝐺1) ∩ 𝐿(𝐺2) ≠ ∅. We modify the
string grammars for 𝐺1 and 𝐺2 by treating each terminal 𝑎 other than # as a
nonterminal category and adding for each of them a trivial rule

(15) 𝑎 → 𝜖
The effect is that only the string # belongs to the language of each of the modified
string grammars, but that single string is assigned all and only the f-structures
that respectively encode the original context-free languages. Againwith the start-
ing rule (14) the concatenation ## belongs to the language of the modified gram-
mar if and only if 𝐿(𝐺1) ∩ 𝐿(𝐺2) ≠ ∅, that is, if and only if Par𝐺(##) is not empty.

Empty nodes are disfavored in some modern versions of LFG, particularly
when long-distance dependencies are characterized by functional uncertainty
rather than traces (Kaplan & Zaenen 1989, Dalrymple et al. 2015). But the unde-
cidability of recognition can also be demonstrated with grammars String(𝐺1) and
String(𝐺2) redefined so as to produce the same head-tail string encodings from
nonbranching dominance chains without the benefit of empty nodes.

For each binary rule 𝐴 → 𝐵 𝐶 the string encoding grammars will now contain
a nonbranching rule of the form (16a). This immediately derives only the left
daughter 𝐵 but pushes the right-daughter category 𝐶 on a simulated stack for
expansion lower in the derivation. Since 𝐵 is the left daughter of𝐴, the encodings
of their terminal strings have a shared b(eginning).

(16) a. 𝐴 → 𝐵(↓ stk cat)=𝐶(↓ stk nxt)=(↑ stk)(↓ b)=(↑ b)
b. 𝐴 → 𝐶(↑ stk cat)=𝐶(↑ stk nxt)=(↓ stk)(↑ b t)=(↓ b)(↑ b h)=𝑎

c. 𝐴 → #(↑ b h)=#

Corresponding to each terminal rule𝐴 → 𝑎, for 𝑎 ≠ #, there is a collection of rules
of the form (16b), one for each right-daughter category 𝐶 whose expansion may
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have been deferred until it reemerges at the top of the stack. The annotations
pop that category from the stack while adding the terminal 𝑎 to the front of the
head-tail encoding of the terminal string under 𝐶 . Finally, for each unary rule𝐴 → # the string grammar contains a rule of the form (16c) to terminate the NBD
derivations and install # as the final item of every string encoding. Because # is
the distinguished end-of-string marker, these preterminals never appear as left
daughters of binary rules and are thus always the last categories to be removed
from the stack. As before, if NBD string grammars String(𝐺1) and String(𝐺2) are
combined into an LFG grammar 𝐺 with rule (14), then Par𝐺(##) ≠ ∅ if and only
if 𝐿(𝐺1) ∩ 𝐿(𝐺2) ≠ ∅.

The complexity of recognition arises from the fact that, in order to assign f-
structures to the strings of infinite languages, annotated c-structure grammars
must include rules for recursive subderivations (rule sequences that derive a node
labeled with an annotated category 𝐴 from an 𝐴-labeled dominating node), and
such recursive subderivations must be allowed to stack one above another. The
string grammars in our undecidability proofs show that recursive subderivations
can assign to a single string (#) a set of f-structures each encoding one of the
strings of an infinite context-free language. Unlike the f-structures that corre-
spond to the sentences of natural languages, those f-structures are determined
only by the annotations on nonterminal categories without regard to any lexical
information carried by the input string or even its length (there is no function of|𝑠| that bounds the sizes of 𝑐 and 𝑓 in all derivation triples).

4.3 The realization problem

We turn now to the realization problem. Also using a reduction from the empti-
ness of context-free intersection, Wedekind (2014) proved that realization is un-
decidable for unrestricted LFG grammars if there are cyclic paths in the input
f-structure.4 Whereas the emptiness and recognition demonstrations are based
on head-tail string encodings, Wedekind’s proof is formulated in terms of an
alternative way of encoding the strings of a language, a descending chain of at-
tributes as illustrated in (17).

(17) [b [p [q [r [ ]]]]
e

]
4Wedekind & Kaplan (2012) established that the realization problem is decidable if the input
f-structure 𝑓 contains no cycles. For an acyclic f-structure the string-set Gen𝐺(𝑓 ) can be de-
scribed by a context-free grammar, and the emptiness problem for context-free grammars is
decidable.
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The beginning of the encoding for string pqr is still accessible as the value of the
b attribute, but now the end is identified by the reentrant value of the top-level e
attribute. Grammars that encode context-free languages in this way are created
by replacing the annotations on the terminal rules (13b) with functional control
annotations as in (18).

(18) 𝐴 → 𝑎(↑ b 𝑎)=(↑ e)
The scaffolding illustrated in Figure 3 is unchanged but the h attributes at the
bottom are removed and the sequence of t attributes is replaced by the sequence
of terminal-attributes.

The essence of Wedekind’s (2014) proof is then captured by combining
attribute-chain string-encoding grammars for arbitrary context-free grammars𝐺1 and 𝐺2 into an LFG grammar 𝐺 with start rule (19).

(19) S → S1(↑ l)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e1)
S2(↑ r)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e2)

#(↑ e1 e1)= ↑⋀𝑥 an attribute
(↑ e2 e1)=(↑ e2 e1 𝑥)

In the absence of atomic values there can be no atom-value clashes to exclude
mismatching combinations, and the language 𝐿(𝐺) therefore contains all strings𝑠1𝑠2# for 𝑠1 ∈ 𝐿(𝐺1) and 𝑠2 ∈ 𝐿(𝐺2). However, strings belonging to the intersec-
tion of 𝐿(𝐺1) and 𝐿(𝐺2) are distinguished by the fact that the end points e1
and e2 of their descending attribute-chain encodings are the same. In that case(𝜙(𝑟𝑜𝑜𝑡) e1)=(𝜙(𝑟𝑜𝑜𝑡) e2) and the annotations on the terminal # entail by sim-
ple substitutions that (𝜙(𝑟𝑜𝑜𝑡) 𝑥)=𝜙(𝑟𝑜𝑜𝑡) for all attributes 𝑥 . Thus all and only
strings 𝑠𝑠# for 𝑠 ∈ 𝐿(𝐺1) ∩ 𝐿(𝐺2) receive the one-element cyclic f-structure 𝑓 in
(20).

(20)
b

e2
e1

e

l
r

cycles for all terminals

The realization problem is undecidable because Gen𝐺(𝑓 ) ≠ ∅ if and only if𝐿(𝐺1) ∩ 𝐿(𝐺2) ≠ ∅. This shares with the recognition proof the property that in-
finitely many annotated c-structures of arbitrary size may have to be inspected
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to determine whether there is at least one that is related to a single input of a
fixed size (a cyclic f-structure in this case).5

The undecidability results we have demonstrated here, together with other
simple reductions from the emptiness problem of context-free intersection, can
be used to show that other properties of the unrestricted LFG formalism are also
undecidable. The following is a partial list of these undecidable questions.

(21) a. Generation from underspecified f-structures: Is there a sentence that
realizes an f-structure with more features than a given one?
(Wedekind 1999)

b. Ambiguity-preserving generation: Is there a single string that realizes
two different f-structures? (Wedekind & Kaplan 1996)

c. Finite versus infinite ambiguity: Is any string in the language
infinitely ambiguous? (Jaeger et al. 2005)

d. Ranking in Optimality-theoretic LFG: Can an optimal derivation
always be identified? (Kuhn 2003)

e. Economy of Expression: Can the smallest c-structure for a given
f-structure be identified?6

Appendix A includes simple proofs showing that a number of more specific ques-
tions are also undecidable. Additional restrictions are clearly necessary to pro-
vide a linguistic formalism that is mathematically manageable.

5 Conservation and decidability

The recognition and realization problems are undecidable for unrestricted LFG
grammars because there is no finite number of (size-bounded) annotated c-
structures whose inspection is sufficient to determine whether there is a valid
derivation for a given input string/f-structure. As a consequence, there is no sys-
tematic relationship between the length of a string and the sizes of its f-structure
parses or the size of an f-structure and the lengths of its generated strings. More-
over, a grammar can assign infinitely many f-structures to a single string and

5Cyclic f-structures have been proposed in the analysis of complex adjunction and coordination
constructions (Zweigenbaum 1988, Fang & Sells 2007, Haug & Nikitina 2012, Przepiórkowski
& Patejuk 2012) and thus cannot be excluded from the LFG formalism. More to the point, exam-
ple (52b) in the Appendix A shows that it is undecidable whether an arbitrary LFG grammar
produces cyclic f-structures.

6This follows from the fact that realization is undecidable in the general case (as just sketched):
if it cannot be decided whether there are any c-structures at all for an f-structure input, then
the smallest such structure cannot be determined.
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infinitely many strings to a single f-structure. These properties seem implausi-
ble for language as a medium of communication.

From a broader perspective, these excesses can be cast in terms of the “gram-
matical mapping problem”, the problem of characterizing in an explanatory and
computable way the relation Γ between the sentences of a language and represen-
tations of their meanings (presumably logical formulas that can be interpreted in
a representation of the world) (Kaplan & Bresnan 1982, Kaplan 1987). If 𝑠 is a sen-
tence of a language and𝑚 represents one of its meanings (that is, (𝑠, 𝑚) ∈ Γ), then
pretheoretically we expect the derivational machinery that translates between 𝑠
and 𝑚 to be information-conserving in the following sense.

(22) Principle of Conservation
For all (𝑠, 𝑚) ∈ Γ, |𝑚| is bounded by |𝑠| and |𝑠| is bounded by |𝑚|.

The size of the meaning representation can be defined in any reasonable way.
The crucial claim is that the derivational machinery does not by itself add or
subtract, in either direction, arbitrary amounts of information. The additional
linguistically appealing property of bidirectional finite ambiguity follows as an
immediate corollary.

(23) Finite Ambiguity
If Γ is conservative, then each sentence expresses only a finite number of
meanings and each meaning is expressed by only a finite number of
sentences.

In LFG-based approaches the grammatical mapping Γ is typically conceptu-
alized as the composition of the grammar-defined syntactic derivations Δ𝐺 and
the semantic derivations Σ that map primarily between syntactic f-structures and
corresponding representations of meaning.7

(24) (𝑠, 𝑚) ∈ Γ𝐺 iff (𝑓 , 𝑚) ∈ Σ and (𝑠, 𝑐, 𝑓 ) ∈ Δ𝐺 for some c-structure 𝑐.
An end-to-end mapping (𝑠, 𝑚) ∈ Γ𝐺 is conservative if the semantic deriva-
tion (𝑓 , 𝑚) ∈ Σ has grammar-dependent bounds in both directions and is thus
information-conserving, and 𝑠 and 𝑓 of the triple (𝑠, 𝑐, 𝑓 ) ∈ Δ𝐺 are also co-
bounded (the syntactic derivation is also conservative). Recalling that |𝑠| and |𝑓 |
are both bounded by |𝑐| in any derivation triple (8), it follows that

7This is not to discount the influence of linguistic features that may be formalized in other
projections within the LFG correspondence architecture. The bounding requirements of the
Conservation Principle would also govern mappings that include those other projections.
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(25) An LFG syntactic derivation (𝑠, 𝑐, 𝑓 ) ∈ Δ𝐺 is conservative if also |𝑐| is
bounded by both |𝑠| and |𝑓 |.

The syntactic recognition/parsing and realization/generation problems are solv-
able if only conservative derivations are defined to be linguistically relevant, in
accordance with principle (22). In each direction only a finite number of size-
limited annotated c-structures must be enumerated and inspected to determine
whether a derivation belongs to Δ𝐺 .8

With respect to Σ, Glue Semantics (Dalrymple et al. 1993, Dalrymple 1999)
determines a meaning representation 𝑚 for a string by a linear-logic deduction
applied to a collection of premises associated with an f-structure 𝑓 assigned to
that string. The resource-sensitive nature of linear logic suggests that 𝑚 will nat-
urally be bounded by |𝑓 |, but that has not yet been clearly established. It is also
unknown whether or under what additional conditions the f-structures that cor-
respond to a given meaning representation 𝑚 are bounded by |𝑚|.9 With the ex-
pectation that those issues will be resolved in future research, we return here to
our focus on Δ𝐺 , the syntactic component of Γ𝐺 .

Kaplan & Bresnan (1982) were the first to show the undecidability of the recog-
nition problem for unrestricted LFG grammars and the first to address it by
imposing an information-conserving constraint on the derivations in Δ𝐺 . Their
constraint restricts the derivations of the annotated c-structure grammar so as
to limit the distribution of empty nodes and nonbranching dominance chains.10

The effect is to include as NBD-valid c-structures only those where every recur-
sive subderivation contains at least one pair of terminal-dominating sisters. This
specifically excludes the derivations that our demonstrations of recognition un-
decidability rely on. All NBD-valid derivations are conservative in the parsing
direction, since the annotated c-structure is bounded by the length of the string,
and the recognition and parsing problems are therefore solvable.

8However, the emptiness problem remains undecidable even if attention is confined only to
conservative derivations. All derivations for the grammars constructed with rules (13) and (14)
are conservative in the sense of (25). Emptiness requires consideration of all possible string or
f-structure inputs, not just particular ones that are presented for parsing or generation. By the
same token, it is undecidable whether all derivations for a given grammar are conservative.

9Generation from an f-structure not bounded by |𝑚| can be reduced to the undecidable problem
of generating from an arbitrarily underspecified f-structure (Wedekind 1999).

10The NBD constraint in LFG was a specific and early example of a family of what have be-
come known generically as Off-line Parsability conditions. A number of variants of Off-line
Parsability have been proposed for other grammatical frameworks. See Jaeger et al. 2005 for a
survey.
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By a symmetrical argument, syntactic derivations will be conservative in the
generation direction if they are restricted so that the size of the annotated c-
structure is bounded as a function of the size of the f-structure. Unfortunately,
the NBD condition is not sufficient to pick out just those information-conserving
derivations and thus to ensure also that the realization and generation problems
are decidable (cf. Wedekind (2014), Wedekind & Kaplan (2020)). The attribute-
chain string-encoding grammars and the combining start rule (19) used in the
undecidability proof for realization are 𝜖-free, and it is only (nonrecursive) ter-
minal rules that do not branch. A condition stronger than the NBD restriction is
needed to guarantee that generation is conservative and thus decidable.

It has also been noted, on the other hand, that the original NBD condition may
be too strong. It disallows recursive nonbranching dominance chains in every
context, even when an errant subderivation is a component of a discontinuous
constituent supported intuitively by an element elsewhere in the string. For ex-
ample, Johnson (1986) observed that it proscribes the straightforward analysis of
the Dutch double infinitive construction as provided by the grammar of Bresnan
et al. (1982) and illustrated in (26).

(26) (dat) hij het boek heeft kunnen lezen
(that) he the book has able read
‘(that) he has been able to read the book’

Recursive applications of the nonbranching VP rule (27) would be required to
match the level of the obj ‘het boek’ with the level of its governing predicate in
the discontinuous, extended-head configuration.11

(27) VP → VP(↑ xcomp)= ↓
We address these shortcomings of Kaplan and Bresnan’s NBD restriction by in-

troducing an alternativeway of identifying a subclass of conservative derivations
that is better attuned to the natural flow of linguistic information. It takes into

11Johnson’s particular example does not violate the very early refinement of the constraint
wherein functional annotations are also taken into account in determining whether a cate-
gory is recursive. This was introduced soon after the original formulation and later described
by Kaplan & Maxwell (1996) and Dalrymple 2001. But this slightly weaker version would still
disallow the intended analyses of sentences with more intransitive verbs and deeper xcomp
embeddings as in

(dat) hij het boek moet haben kunnen lezen
(that) he the book must have able read
‘(that) he must have been able to read the book’
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account the architectural correspondence between c-structures and f-structures
to impose a new bound on the size of generation c-structures while relaxing the
bound in the parsing direction. Our new condition makes use of the following
definitions.

Let 𝑐 be an annotated c-structure and let 𝑛 and 𝑛′ be two distinct nodes in𝑐 with 𝑛 dominating 𝑛′. The subderivation from 𝑛 to 𝑛′, denoted by 𝑐𝑛𝑛′ , is the
derivation that we obtain from 𝑐 by removing from the subderivation rooted by𝑛 the subtree under 𝑛′. Two subderivations 𝑐𝑛𝑛′ and 𝑐 ̌�̌�𝑛′ are said to be stacked if the
bottom node of one dominates the top node of the other. A subderivation 𝑐𝑛𝑛′ is
recursive if 𝑛 and 𝑛′ are both labeled with the same annotated category.

The admissibility of recursive subderivations is then defined in terms of f-
structure and string anchors.

(28) Let 𝑐 be an annotated c-structure with terminal string 𝑠 and f-structure 𝑓 .
We say that a recursive subderivation 𝑐𝑛𝑛′ is
a. f-anchored in 𝑓𝑘 if there is a node ̄𝑛 of 𝑐𝑛𝑛′ such that 𝜙( ̄𝑛) = 𝑓𝑘 and
b. s-anchored in 𝑠𝑗 if there is a node ̄𝑛 of 𝑐𝑛𝑛′ such that ̄𝑛 or a node in𝜙-1∘𝜙( ̄𝑛) dominates 𝑠𝑗 .

We refer to 𝑓𝑘 and 𝑠𝑗 as the f- and s-anchors of 𝑐𝑛𝑛′ . The subclass of properly
anchored derivations is then defined as follows.

(29) A derivation (𝑠, 𝑐, 𝑓 ) ∈ Δ𝐺 is properly anchored iff
a. every recursive subderivation 𝑐𝑛𝑛′ of 𝑐 is f- and s-anchored and
b. the f-anchors of any two recursive subderivations in a stack are

distinct, and so are their s-anchors.

If (𝑠, 𝑐, 𝑓 ) is a properly anchored derivation, then every recursive subderivation
is anchored in both a functional unit of the f-structure and an element of the
string (29a). Moreover, requirement (29b) ensures that the anchoring for stacked
recursive subderivations is one-to-one. The anchoring of stacked recursive sub-
derivations of such a c-structure is illustrated in Figure 4.

If 𝑁 is the set of annotated nonterminal categories for a grammar 𝐺, any sub-
derivation 𝑐𝑛𝑛′ with a path length equal to |𝑁 | must be recursive. The annotated
c-structures of properly anchored derivations are thus bounded by the respective
sizes of their corresponding strings and f-structures, as stated in the following
lemma.

(30) The depth of the c-structure 𝑐 of all properly anchored derivations(𝑠, 𝑐, 𝑓 ) ∈ Δ𝐺 is bounded by |𝑁 |(|𝑠| + 1) and |𝑁 |(|𝑓 | + 1), respectively, for a
string of length |𝑠| and an f-structure of |𝑓 | units.
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A

A

B

B

𝑠𝑖 𝑠𝑗𝜖 𝜖

𝑓𝑘
𝑓𝑙

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⌈

⌊
Figure 4: A c-structure with two stacked subderivations, highlighted
in gray. The subderivations are f- and s-anchored at 𝑓𝑘 , 𝑠𝑖 and 𝑓𝑙 , 𝑠𝑗 ,
respectively, with 𝑘 ≠ 𝑙 and 𝑖 ≠ 𝑗. The upper subderivation is disconti-
nously string-anchored because none of its internal nodes dominates a
terminal (it derives the empty string 𝜖) while the lower subderivation
is continuously string-anchored.

Lemma (30) implies that the properly anchored derivations for an unrestricted
LFG grammar are conservative, and that the recognition and realization problems
are therefore decidable if unanchored derivations are excluded from linguistic
consideration. This is because only a finite number of size-bounded annotated
c-structures need to be inspected in order to solve these problems.

The conditions for proper anchoring include derivations that the NBD condi-
tion does not admit and exclude derivations that NBD classifies as valid. NBD
and proper anchoring, however, do agree on the status of derivations for the
schematic grammars in (31).

(31) a. S → S(↑ gf)= ↓ a(↑ pred)= ‘p⟨gf⟩’ S → a(↑ pred)= ‘a’
NBD-valid
anchored

b. S → S(↑ gf)= ↓(↑ pred)= ‘p⟨gf⟩’ S → a(↑ pred)= ‘a’
NBD-invalid

shared s-anchor

The recursive subderivations for (31a) are branching and they are thus both valid
and properly string-anchored. Each subderivation is also f-anchored to a distinct
unit in its f-structure’s gf hierarchy. If gf is a governable grammatical function,
then the f-structures of all derivations are complete and coherent and correspond
to the lexical meanings carried by the repetitively longer strings. The grammar
(31b) provides the same set of complete and coherent f-structures but associates
all of them to the single one-element string. That string is infinitely ambiguous
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and there is no bound on the size of the constructional meaning representations
determined by the recursive subderivations. These linguistically implausible sub-
derivations are nonbranching and their string anchors cannot be distinct (29b).
They are appropriately excluded as neither NBD-valid nor properly anchored.

In (32) we show grammars that provide branching derivations for every string
in the set {𝑎𝑛 ∣ 𝑛 > 1}, and every derivation is thus NBD-valid but properly an-
chored only with respect to strings. The recursive subderivations of these gram-
mars are excluded because they do not meet the f-anchoring conditions of (29).

(32) a. S → S a S → a NBD-valid, no f-anchor

b. S → S↑= ↓ a S → a(↑ pred)= ‘a’
NBD-valid, shared f-anchor

The subderivations of (32a) have no f-anchors (28a) while the f-anchors for the
subderivations of (32b) are not pairwise distinct (29b). The effect of the proper an-
choring conditions for these configurations is consistent with other exclusionary
proposals, in particular, the Different-Words version of Economy of Expression
(Dalrymple et al. 2015).

As a final point of comparison, we note that the branching requirement of the
NBD condition is essentially a special case of the string-anchor conditions (29)
when recursive subderivations are stacked. The string anchors for valid deriva-
tions must be dominated by nodes contained within each particular subderiva-
tion. In contrast, (28b) admits stacked recursive subderivations whose distinct
anchors may be dominated by nodes elsewhere in the c-structure. The linguis-
tically significant relationship is captured in the composition 𝜙-1∘𝜙. It requires
only that the dominating node is an extended (co-)head of a node in a recur-
sive subderivation, a component of the same discontinuous constituent (Zaenen
& Kaplan 1995, Bresnan et al. 2016). The situation is schematized by the gram-
mar (33).

(33) S → A↑= ↓ P↑= ↓ NBD-invalid, anchored

A → A(↑ gf)= ↓ P → P(↑ gf)= ↓ p(↑ pred)= ‘p⟨gf⟩’
A → a(↑ pred)= ‘a’

P → p(↑ pred)= ‘p⟨gf⟩’
The highest A and P nodes each dominate a separate stack of recursive subderiva-
tions. The subderivations of the P stack contain their distinct p string anchors,
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but the A stack is a nonbranching (invalid) chain over the single terminal. Be-
cause of the parallel gf function assignments, the P nodes serve as extended
heads for the A nodes of the A–P discontinuous constituents, and the p termi-
nals can thus act as distinct s-anchors for the A subderivations.12 The number
of A subderivations in each properly anchored derivation is thus bounded by
the length of the p substring, and only those finitely-many derivations are made
available for further filtering by the Completeness and Coherence subcategoriza-
tion conditions. Derivations of this type are the basis for a natural account of
the discontinuous constituents in Johnson’s (1986) Dutch double infinitive exam-
ples.13

The proper anchoring condition (29) establishes a manageable relationship
between strings and f-structures by virtue of the mediating role that recur-
sive c-structures play in the LFG syntactic architecture. This relationship is
information-conserving in the sense of (22) and (25). It crucially depends on the 𝜙
correspondence and the linguistically motivated notion of extended heads to cor-
relate the depth of c-structure recursion with the sizes of strings and f-structures,
as indicated by Lemma (30). The set of properly anchored derivations for a given
string or f-structure is finitely enumerable. It follows that recognition and real-
ization are decidable for that restricted subset of derivations and so are other
input-specific problems as listed in (21) and in Appendix A. It is possible, for
example, to identify the most economical (properly anchored) derivation for a
given f-structure because there are only a finite number of candidates whose
c-structures must be compared. Proper anchoring, however, is not sufficient to
ensure decidability of the emptiness problem (the demonstration in Section 4.1
involves only properly anchored derivations), and other questions that require
consideration of all possible string and f-structure inputs also remain undecid-
able.

6 Intractability of parsing and generation

The recognition/parsing, realization/generation, and other problems are decid-
able for the conservative, properly-anchored derivations of arbitrary LFG gram-
mars. But the fact that the number of derivations for a given input is finite does

12This arrangement of parallel function assignments gives rise to the so-called “zipper” configu-
ration discussed below and by Maxwell & Kaplan (1996) and Kaplan & Wedekind (2020).

13Note also that the same verbs could be reused as anchors for a different stack of recursive
subderivations, for example, in the hypothetical case that the language allows an elaboration
of this construction with a ditransitive lower verb and a dislocated obl NP. This is because
pairwise distinctness (29b) applies on a per-stack basis.
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not mean that it is small, and indeed the computational cost of solving these
problems may be very high. We show in this section that recognition and real-
ization are intractable in the worst case, that is, for arbitrary grammars they can-
not be solved in a number of processing steps polynomial in the size of a given
input. Their intractability is demonstrated by the usual technique of reducing
these problems to another problem that is already known to be intractable. The
technique requires that the reduction itself is computable in polynomial time so
that we know that the reduction procedure does not hide the complexity of the
problems of interest.

The 3-SAT problem is the problem in the NP-complete complexity class of-
ten used for polynomial-time reductions that establish the intractability of other
problems. This is the problem of determining the satisfiability of a Boolean for-
mula in conjunctive normal form where each of the conjoined clauses is a dis-
junction of three literals. That is, each formula is a conjunction of the form𝐶1 ∧ .. ∧ 𝐶𝑛, each clause 𝐶𝑗 is a disjunction of the form 𝑙𝑗1 ∨ 𝑙𝑗2 ∨ 𝑙𝑗3 , and each lit-
eral 𝑙𝑗𝑖 is a propositional variable 𝑝𝑘 or a negated variable ¬𝑝𝑘 . The question is
whether there is at least one way of assigning truth values to the variables that
makes all the clauses be true. The three-clause formula in (34a) is a simple prob-
lem that is satisfiable under several assignments among which is the one in (34b).

(34) a. (𝑝1 ∨ 𝑝2 ∨ 𝑝3) ∧ (¬𝑝1 ∨ ¬𝑝2 ∨ 𝑝3) ∧ (¬𝑝1 ∨ 𝑝2 ∨ ¬𝑝3)
b. 𝑝1=true, 𝑝2=false, 𝑝3=false

We show that the recognition problem is intractable by providing a small LFG
grammar 𝐺 such that the set of f-structures Par𝐺(𝑠) ≠ ∅ if and only if the string𝑠 is an encoding of a satisfiable Boolean problem in conjunctive normal form.
A formula is presented as a sequence of substrings one corresponding to each
clause. The substring for the 𝑖𝑡ℎ clause begins with the letter c followed by the
string of digits 𝑑1.. 𝑑𝑗 that represents the integer 𝑖. This is followed by substrings
that identify the literals that make up that clause. Every occurrence of a positive
literal 𝑝𝑘 is encoded as the character + followed by the digits representing the
integer 𝑘, and every occurrence of a negative literal ¬𝑝𝑘 is represented as the
character − followed by the digits for 𝑘. According to this scheme the formula
(34a) is presented as the string of characters (35).14

(35) c1 +1+2+3 c2 −1−2+3 c3 −1+2−3
14We would of course see longer digit strings, not just singletons, for problems with ten or more
clauses or variables.
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There is a simple information-conserving LFG grammar 𝐺 that maps a string
representing any satisfiable Boolean problem into f-structures that recapitulate
the problem and make explicit the truth-value assignments that solve it. The
linear order of clause and literal substrings is recast into descending chains of
digit attributes in the f-structure. The sequences for the signed propositional
variables of all literals are attached at the bottom of the attribute chain of their
containing clause, and the grouping of literals within clauses is thus maintained.
The lower prob(lem) substructure shown in (36)15 corresponds to the problem
string (35).

(36) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

sol
⎡⎢⎢⎣
1𝑝 [val true]2𝑝 [val false]3𝑝 [val false]⎤⎥⎥⎦

prob

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1𝑐 ⎡⎢⎢⎣+
⎡⎢⎢⎣
1𝑝 [val true]2𝑝 [val true]3𝑝 [val true]⎤⎥⎥⎦

⎤⎥⎥⎦2𝑐 ⎡⎢⎢⎢⎣
+ [3𝑝 [val true]]− [1𝑝 [val false]2𝑝 [val false] ]⎤⎥⎥⎥⎦3𝑐 ⎡⎢⎢⎢⎣
+ [2𝑝 [val true]]− [1𝑝 [val false]3𝑝 [val false] ]⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The upper sol(ution) substructure corresponds to the truth-value assignment
(34b) that makes all clauses be true.

Let Snum be the root category of a descending attribute-chain grammar for the
regular language Digit+ of arbitrarily long digit sequences, with the scaffolding
attributes b and e giving access to the top and bottom of the descending chains
(as in (17) above). Then the rules in (37) provide a c-structure and an f-structure
for the string encoding of every well-formed and satisfiable Boolean formula. In
particular, the f-structure for one of the derivations for string (35) appears as (36)
when the innocuous scaffolding attributes are not displayed.

(37) a. S → Clause+(↑ prob)=(↓ b)(↑ sol)=(↓ sol)
15The clause and propositional variable subscripts 𝑐 and 𝑝 are provided just for readability; they
are not actually part of the formal structure.
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b. Clause → c Snum(↑ b)=(↓ b)(↓ e)=(↑ ce) Lit∗(↑ ce)= ↓ Lit(↑ ce)= ↓(↑ sol)=(↓ +)(↑ sol)=(↓ −)
Lit∗(↑ ce)= ↓

c. Lit → { + Snum(↑ +)=(↓ b)(↓ e val)=true

| − Snum(↑ −)=(↓ b)(↓ e val)=false

}

The start rule (37a) recognizes the conjunction of arbitrarily many clause con-
stituents.16 Every clause consists of one ormore literals, and every literal consists
of a positive or negative marking followed by the identifier of its propositional
variable. The (↑ prob)=(↓ b) annotation promotes all the clause attribute chains
to the problem substructure. The additional clause-ending scaffolding attribute
ce makes it possible to connect the positive and negative literals to the bottom
of their containing-clause chains. The truth-value assignments in (37c) attach
the value true at the bottom of the variable chains of positive literals and false
at the bottom of negative literals, thereby encoding the truth-value assignments
that make each literal be true. Finally, just one of the true literals is selected to
make the clause true, and the sol annotations incorporate the variable and truth-
assignment of that literal (whether it happens to be positive or negative) into the
global solution.

A derivation in 𝐺 will succeed only if the literals chosen locally and indepen-
dently for each clause result in sol truth-value assignments that are globally con-
sistent. If a problem is unsatisfiable, then the f-description for every c-structure
derivation will be inconsistent. Thus for a string 𝑠 encoding an arbitrary Boolean
problem, the set Par𝐺(𝑠) ≠ ∅ if and only if that problem is satisfiable for at least
one consistent set of truth-value assignments.17

With this abstract formal grammar it is easy to see the potential source of
computational complexity for LFG recognition. For each literal of every clause,
rule (37b) produces an alternative annotated c-structure that makes a different
contribution to sol. The number of properly anchored derivations that must be
inspected for global consistency thus grows in theworst case as an exponential in

16For succinctness and clarity we use LFG’s traditional Kleene + and * notations to specify repeat-
ing category sequences rather than their right-recursive equivalents. For example, the single
rule (37a) is equivalent to the two rules S → Clause(↑ prob)=(↓ b)(↑ sol)=(↓ sol)and S → Clause(↑ prob)=(↓ b)(↑ sol)=(↓ sol) S↑= ↓.

17Berwick (1982) provided the first NP-completeness proof for the LFG recognition problem and
Stanley Peters (p.c. 1982) offered a different argument. The demonstration here uses far less
of the LFG machinery than those earlier proofs and generalizes to problems with arbitrary
numbers of clauses and variables.
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the number of clauses. For example, there will be 3𝑛 derivations to consider in the
case of a 3-SAT problemwith 𝑛 clauses each of which has three literals. Linguistic
grammars will also have this exponential complexity profile if their fixed number
of rules describe morphosyntactic agreement dependencies that range over the
full length of the input string. We can also see, schematically, a configuration
that is sufficient to guarantee tractability while still allowing for input strings of
arbitrary length. Suppose there is a constant 𝑘 that limits the number of clauses
that a single S can expand to, as in (38), but with a new starting category S′ that
allows for the concatenation of an arbitrary number of 𝑘-limited S’s.

(38) S′ → S+ S → Clause≤ 𝑘(↑ prob)=(↓ b)(↑ sol)=(↓ sol)
Crucially, there are no annotations on S′ to link the f-structures of the S nodes,
and thus there can be no interaction among the truth assignments of the em-
bedded clauses. The worst case complexity for a string of 𝑛 3-literal clauses is
proportional to 𝑛𝑘 ⋅ 3𝑘 . This is exponential in the grammar-dependent constant 𝑘
but polynomial in the length of the input. This foreshadows the tractability of𝑘-bounded LFG grammars that we discuss in the next section.

For recognition the Boolean problem string and f-structure are organized so
that the signed propositional variables are grouped within clauses, and the gram-
mar checks for consistency of variable truth values in the global sol structure.
For the reduction of the LFG realization problem to Boolean satisfiability, the
string and corresponding f-structure are transposed so that a Boolean problem
is presented with its clauses grouped within its propositional variables. We again
provide a small LFG grammar 𝐺′ now with the property that the string set
Gen𝐺′(𝑓 ) ≠ ∅ if and only 𝑓 is the encoding of a satisfiable Boolean problem.18

The transposed string presentation and equivalent f-structure for problem (34a)
are shown in (39).

(39) a. p1 +1−2−3 p2 +1−2+3 p3 +1+2−3

18See Wedekind & Kaplan (2021) for a fuller discussion of the technical issues particularly con-
cerning the realization problem.
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b. ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1𝑝 ⎡⎢⎢⎣
+ [1𝑐 ]− [2𝑐3𝑐 ] ⎤⎥⎥⎦

2𝑝 ⎡⎢⎢⎣+ [1𝑐3𝑐 ]− [2𝑐 ]⎤⎥⎥⎦
3𝑝 ⎡⎢⎢⎣+ [1𝑐2𝑐 ]− [3𝑐 ]⎤⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The string indicates that variable 1 occurs in a positive literal in the first clause
but in negative literals in the second and third clauses. The linear order of vari-
ables and clauses in the string is reflected in the f-structure’s descending attribute
chains. The clause identifiers are grouped according to the signed propositional
variables of the literals that they contain.

The LFG grammar 𝐺′ in (40) establishes the relationship between the equiv-
alent string and f-structure expressions of any well-formed Boolean formula,
whether satisfiable or not.

(40) a. S → Var+(↑ prob)=(↓ b)(↑ sol)=(↓ sol)
b. Var → p Snum(↑ b)=(↓ b)(↓ e)=(↑ ve){ + Snum(↑ ve +)=(↓ b)| − Snum(↑ ve −)=(↓ b)}+

A sentence consists of a sequence of proposition-variable substrings each of
which begins with a variable identifier followed by any number of digit sub-
strings representing the clauses in which that variable appears. Each clause is
prefixed with + and − to indicate whether the variable appears in a positive or
negative literal. The annotations promote the variable’s descending digit-chain
to the top and attach the clause identifiers under the + or − attributes at the
bottom of each variable chain, according to whether the clause is positively or
negatively marked. This produces the f-structure displayed in (39b) (again with
omission of the scaffolding attributes b/e and now ve). If 𝑓 is an input f-structure
for realization that expresses an arbitrary Boolean problem in this way, then the
set Gen𝐺′(𝑓 ) includes a string of the form (39a).

Both the input f-structure and the grammar must be elaborated so that LFG
realization distinguishes between satisfiable and unsatisfiable Boolean problems.
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Along with the encoding of a particular problem the f-structure must specify the
necessary and sufficient conditions for a solution, namely, that every clause is
true under at least one consistent assignment of truth values to the variables. The
input f-structure represents this requirement by attaching a value true at the
bottom of every clause identifier in the top-level sol substructure and wherever
the clause appears in the problem encoding under prob. F-structure (41) is the
elaboration of (39b) with this additional information.

(41) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

sol
⎡⎢⎢⎣
1𝑐 [val true]
2𝑐 [val true]
3𝑐 [val true]⎤⎥⎥⎦

prob

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1𝑝 ⎡⎢⎢⎢⎣
+ [1𝑐 [val true]]− [2𝑐 [val true]

3𝑐 [val true]]
⎤⎥⎥⎥⎦

2𝑝 ⎡⎢⎢⎢⎣
+ [1𝑐 [val true]

3𝑐 [val true]]− [2𝑐 [val true]]
⎤⎥⎥⎥⎦

3𝑝 ⎡⎢⎢⎢⎣
+ [1𝑐 [val true]

2𝑐 [val true]]− [3𝑐 [val true]]
⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In this depiction the dotted line shows that the clause identifiers and their truth
values in the solution are equated to all of their occurrences in the problem-
statement substructure.

F-structure (41) is correctly assigned to the satisfiable problem string (39a) if
the single Var expansion rule above is replaced by the alternatives in (42).

(42) a. Var → p Snum(↑ b)=(↓ b)(↓ e)=(↑ ve) { + Snum(↑ ve +)=(↓ b)(↑ sol)=(↓ b)(↓ e val)=true

| − Snum(↑ ve −)=(↓ b)(↑ sol)=(↓ b) }
+

b. Var → p Snum(↑ b)=(↓ b)(↓ e)=(↑ ve) { + Snum(↑ ve +)=(↓ b)(↑ sol)=(↓ b) | − Snum(↑ ve −)=(↓ b)(↑ sol)=(↓ b)(↓ e val)=true

}+
The sol annotations in both versions lift all the clause identifiers, whether pos-
itive or negative, to the top-level. The rules differ in that (42a) also attaches the

1063



Ronald M. Kaplan & Jürgen Wedekind

value true only at the bottom of every positive-clause chain while (42b) attaches
true only to the bottom of every negative clause. Thus for every variable there
is a choice in every derivation between the two expansions, corresponding to a
guess of consistent truth-value assignments for every variable.

If a problem is satisfiable, then each clause will be assigned true under at
least one variable, that value will be carried with the clause identifier into the
sol structure, and it will propagate by equality to all of the other (positive or
negative) occurrences of that clause. The result will be an f-structure configured
as in (41), and the string corresponding to the problem substructure will be a
realization of that f-structure.

Grammar 𝐺′ will also derive annotated c-structures and f-structures for a
string that represents an unsatisfiable problem, but each of those f-structures
will be missing a required truth value for at least one of the clauses. For the triv-
ially unsatisfiable problem 𝑝1 ∧ ¬𝑝1 the input 𝑓 for realization is the f-structure
(43a) and (43b) is its corresponding string expression.

(43) a. ⎡⎢⎢⎢⎢⎢⎢⎣
sol [1𝑐 [val true]2𝑐 [val true]]
prob [1𝑝 [+ [1𝑐 [val true]]− [2𝑐 [val true]] ]]

⎤⎥⎥⎥⎥⎥⎥⎦
b. p1 +1−2

With just one variable there is only one choice between the alternative Var expan-
sion rules, giving rise to two derivations. Assigning true to the positive literal
produces f-structure (44a) and (44b) results if the negative literal is selected. Nei-
ther of these is complete for all the attributes and values of (43a) and thus string
(43b) (and any other string that corresponds to the problem substructure) does
not belong to Gen𝐺′(𝑓 ).
(44) a. ⎡⎢⎢⎢⎢⎢⎢⎣

sol [1𝑐 [val true]2𝑐 ]
prob [1𝑝 [+ [1𝑐 [val true]]− [2𝑐 ] ]]

⎤⎥⎥⎥⎥⎥⎥⎦
b. ⎡⎢⎢⎢⎢⎢⎣

sol [1𝑐2𝑐 [val true]]
prob [1𝑝 [+ [1𝑐 ]− [2𝑐 [val true]] ]]

⎤⎥⎥⎥⎥⎥⎦
Any Boolean satisfiability problem can thus be reduced to the realization prob-

lem for the simple LFG grammar 𝐺′ if the problem is translated to an input f-
structure that encodes the problem and the requirement of truth for all clauses.
A derivation for 𝐺′ will map a string to that f-structure if and only if the Boolean
problem is satisfiable. As for recognition, realization is intractable because the
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number of derivations whose f-structures must be compared to the input is expo-
nential in the size of the problem, in this case the number of variables it contains.

7 𝑘-bounded LFG grammars and tractability

These intractability results for the conservative, properly anchored derivations
of arbitrary grammars raise the question whether there are other formal restric-
tions that will guarantee that the computationally important problems of recog-
nition and realization can be solved in polynomial time. Seki et al. 1993 first estab-
lished the connection between amuchmore restricted subclass of LFG grammars
and Linear Context-Free Rewriting Systems (LCFRS), formal systems that can de-
scribe only mildly context-sensitive dependencies and for which the recognition
problem is tractable (Kallmeyer 2010). The Seki et al. finite-copying grammars
permit rules with the very limited functional annotations in (45a) provided that
all their derivations also satisfy the bounding condition (45b).

(45) a. Each category on the right-side of a rule can be annotated with at
most one function assignment of the form (↑ f)= ↓ and any number
of atom-value assignments only of the form (↑ a)=v.

b. There is a constant 𝑘 such that no more than 𝑘 nodes map to the
same f-structure element 𝑓 in any derivation. That is, |𝜙-1(𝑓 )| ≤ 𝑘 for
every 𝑓 .19

Structure sharing in finite-copying grammars can only be achieved through in-
stantiated function-assigning annotations. This specific type of structure sharing
is occasionally referred to as “zipper” unification. That is, if two distinct nodes𝑛1 and 𝑛2 map to the same f-structure in a derivation, then there must always be
a node �̂� dominating these nodes such that the sequences of function-assigning
annotations on the paths from �̂� to 𝑛1 and 𝑛2, respectively, must be identical, that
is, form a “zipper”.

The bounding condition (45b) limits the number of non-local dependencies
that can arise through structure sharing and thus proscribes c-structure recur-
sions that give rise to zippers of size greater than the constant 𝑘. Indeed, Seki
et al. have shown that the recognition problem is NP-complete for grammars

19This condition can also be expressed in terms of an extended-head formulation: |𝜙-1∘𝜙(𝑛)| ≤ 𝑘
for every c-structure node 𝑛. The parameter 𝑘 may also be regarded as a formal characterization
of the linguistic notion degree of discontinuity (Chomsky 1953).
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Figure 5: Zipper nodes in depth-balanced c-structures

that meet the notational restrictions (45a) but do not satisfy the bounding condi-
tion (45b). Thus the bounding condition is crucial for tractable performance even
with the severe notational restrictions of the finite-copying formalism.

Grammars with these limited annotations are expressive enough to specify the
kinds of derivations depicted in Figure 5. The derivation on the left is produced
by the simple recursive rules in (46a) while the one on the right is derived with
the grammar (46b).

(46) a. S → S(↑ l)= ↓ S(↑ l)= ↓ S → a(↑ l)=#

b. S → A(↑ l)= ↓ A(↑ l)= ↓ A(↑ l)= ↓ A → A(↑ l)= ↓a A → a(↑ l)=#

These grammars both meet the finite-copying notational restrictions (45a), and
the derivations of both grammars have nodes that share structure in the zipper
configurations indicated by the dotted lines. But the difference in these structure-
sharing configurations corresponds to a difference in computational complexity.
For all derivations of grammar (46a) the number of nodes in the set 𝜙-1(𝑓 ) is an
exponential in the height 𝐻 of those nodes, as indicated in Figure 5a. In contrast,
for all derivations of grammar (46b) the number of nodes in a structure-sharing
set is bounded by a constant (3 in this case) that is independent of their height
(Figure 5b). Grammar (46b) but not (46a) meets the finite-boundedness property
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(45b), and this is a decidable property for all derivations of such notationally re-
stricted grammars. Note that the string and f-structure sizes are correlated in the
derivations of both grammars. They are thus not distinguished by the conditions
of proper anchoring.

The restrictions (45a) are obviously too severe for linguistic description. The
notation disallows, for example, the trivial ↑= ↓ annotations that mark the heads
and coheads in the functional domain of a predicate, the (↑ xcomp subj)=(↑ obj)
equations of functional control, and all other ways of relating the f-structures of
different nodes. They also exclude multi-attribute value specifications, such as(↑ subj num)=sg, that encode agreement requirements, and any direct specifi-
cation of feature values on daughter nodes, as in (↓ case)=nom.

Wedekind & Kaplan 2020 take the Seki et al. 1993 finite-copying grammars
as the starting point for developing a subclass of LFG grammars that are more
suitable for linguistic description but are similarly limited in their expressive
power. The 𝑘-bounded LFG grammars of Wedekind and Kaplan allow the richer
set of annotations in (47).

(47) Basic annotations↑= ↓ (co)head identifier(↑ f)= ↓ function assignment(↑/↓ a b c ⋯)=v general atom-value assignments

Reentrancies(↑ f)=(↑ h) local-topic link(↓ g)=(↑ h) daughter-mother control(↓ g)=(↓ h) daughter sharing(↓ g)= ↑ promotion(↑ f)= ↑ mother cycle(↓ g)= ↓ daughter cycle(↑ f g)=(↑ h) functional control

The annotations in this enlarged set include those that are commonly used in
natural language grammars and that remain compatible with theoretical con-
ventions such as the Principle of Functional Locality (Kaplan & Bresnan 1982).
In 𝑘-bounded grammars these more flexible annotations are accompanied with
additional conditions that also limit the number of non-local dependences that
can arise through structure sharing. The 𝑘-bounded LFG grammars thus enjoy
the same mathematical and computational properties that Seki et. al identified:
They characterize only mildly context sensitive languages for which recognition
is tractable. The additional conditions that a 𝑘-bounded grammar 𝐺 must meet
are listed in (48).
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(48) a. Each right-side category is annotated with at most one function
assignment (↑ f)= ↓, and (co)head identifiers ↑= ↓ and function
assignments always appear in complementary distribution (to keep
separate the properties of heads and their complements).

b. The functional domains of 𝐺 (the collections of ↑= ↓-annotated nodes
that map to the same f-structure) are bounded by a grammar-
dependent constant ℎ (so 𝐺 can be converted to an equivalent
grammar 𝐺\↑= ↓ that is free of ↑= ↓ annotations).

c. The derivations of the grammar formed by removing all reentrancies
from 𝐺\↑= ↓ are bounded by a grammar-dependent constant 𝑘, as in
(45b). (Wedekind & Kaplan 2020 call this the reentrancy-free kernel of𝐺.)

d. Reentrancies are nonconstructive.

Nonconstructivity is an implicit property of derivations in broad coverage LFG
grammars that has been mentioned (but not well formalize) in the LFG literature
as a requirement for functional uncertainty and off-path constraints (Crouch et al.
2011, Zaenen & Kaplan 1995) (Dalrymple et al. 1995: page 133). The reentrancies
of a grammar are nonconstructive if they cannot extend the 𝜙 mapping from c-
structure nodes to f-structure units beyond the correspondences established by
simple function assignments (the zipper-forming annotations of finite-copying
grammars).

The difference between constructive and nonconstructive reentrancies is illus-
trated in Figure 6. On the left side the reentrancies are constructive because they
cause the nodes 𝑛2 and 𝑛5 to map to the same f-structure element. If reentran-
cies are nonconstructive, as in the derivation on the right side, they do not intro-
duce node-to-f-structure mappings that are not entailed by function assignments
alone, and thus they do not affect the bounds that function assignments establish
on the 𝜙-1 node classes. Nonconstructive reentrancies only propagate the limited
atom-value information that the grammar attaches to individual nodes and not
the unregulated amount of information that might be associated recursively with
entire subtrees.

Wedekind & Kaplan 2020 have shown that the nonconstructivity condition
(48d) is decidable if the 𝜙-1 node classes of a grammar are 𝑘-bounded and if any
two-attribute functional control annotations can be reduced to shorter ones (e.g.
shrinking (↑ xcomp subj)=(↑ obj) to (↓ subj)=(↑ obj) when conjoined with(↑ xcomp)= ↓). While it is undecidable in general whether every functional con-
trol annotation can be shortened (see example (52c) in Appendix A), they can

1068



22 Formal and computational properties of LFG

S𝑛1
NP𝑛2(↑ obj)= ↓ VP𝑛3(↑ obj)=(↓ subj)

VP𝑛4(↑ subj)=(↓ subj)
X𝑛5(↑ subj)= ↓

S𝑛1
NP𝑛2(↑ obj)= ↓ VP𝑛3(↑ obj)=(↓ subj)

VP𝑛4(↑ subj)=(↓ subj)
X𝑛5(↑ subj agr)=v

Constructive Nonconstructive𝜙(𝑛2) = 𝜙(𝑛5) (𝜙(𝑛2) obj agr)=v

Figure 6: Constructive and nonconstructive reentrancies.

always be reduced to daughter-mother controls in derivations that meet the re-
quirements of the Coherence Condition. Wedekind & Kaplan 2020 provide a for-
mal specification of nonconstructivity, this expected consequence of Coherence,
and other technical requirements that are sufficient to decide whether an arbi-
trary LFG grammar belongs to the 𝑘-bounded subclass and therefore describes
only mildly context-sensitive languages.

Wedekind & Kaplan 2020 also prove that for any LFG grammar 𝐺 with the
properties defined in (47) and (48) there is a linear context free rewriting sys-
tem that accepts all and only the strings in 𝐿(𝐺) and allows recovery of the f-
structures that 𝐺 assigns to each such string. The tractability of LCFRS recogni-
tion thus establishes for 𝑘-bounded LFG grammars that recognition of individual
input strings can be accomplished in time polynomial in their length. Here we
sketch a simpler demonstration that is framed entirely within the LFG formalism.
This is based on a line of argument that Lang 1994 and others have developed for
the recognition problem of context-free grammars.

On this approach to context-free recognition the solution is partitioned into
two phases. Given an input string 𝑠 and an arbitrary context-free grammar 𝐺
with |𝐺| rules, the first step is to specialize 𝐺 to a context-free grammar 𝐺𝑠 with
the property that 𝑠 ∈ 𝐿(𝐺) if and only if 𝐿(𝐺𝑠) ≠ ∅. The second step then is to
determine whether or not the language 𝐿(𝐺𝑠) is empty. In the context-free case
the procedure for specializing 𝐺 to 𝑠 and the size of the resulting grammar are
both polynomial in the length of the input, and for context-free grammars the
emptiness problem is bounded by a polynomial in grammar size. It follows on
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this particular argument (among many others) that context-free recognition is
bounded by a polynomial in |𝑠|.

This two-part strategy immediately carries over to LFG recognition. The spe-
cialization of an arbitrary LFG grammar 𝐺 to a given input 𝑠 can be extracted
from the chart data structures provided by any number of context-free parsing
algorithms modified to keep track of the annotations of matching c-structure cat-
egories (equivalently, to operate unmodified on left-side annotated rules as in (6)
above). This is a polynomial process that results in an annotated LFG grammar𝐺𝑠 of size also polynomial in |𝑠| that assigns to 𝑠 all and only the f-structures that𝐺 assigns to 𝑠. In particular, Par𝐺(𝑠) = ∅ if and only if Par𝐺𝑠 (𝑠) = ∅, and this is
equivalent to the question whether 𝐿(𝐺𝑠) = ∅.

We noted above that the emptiness problem for arbitrary LFG grammars re-
mains undecidable even if only properly anchored derivations are taken into ac-
count. However, if𝐺 belongs to the subclass of 𝑘-bounded grammars then so does𝐺𝑠 , and the emptiness problem for arbitrary 𝑘-bounded grammars is not only de-
cidable but solvable with worst-case complexity that is polynomial in grammar
size. A proof of this property is outlined in Appendix B. Thus, following the
context-free argument, for any input string 𝑠 and 𝑘-bounded LFG grammar 𝐺, in
time polynomial in |𝑠| it can be determined whether 𝑠 ∈ 𝐿(𝐺).

Wedekind&Kaplan 2012 applied a similar two-phase strategy to prove that the
realization problem is decidable for an arbitrary LFG grammar 𝐺 and an arbitrary
acyclic input f-structure 𝑓 (see also Kaplan &Wedekind (2000)). They specialized𝐺 to a grammar 𝐺𝑓 with the property that the string-set Gen𝐺(𝑓 ) = ∅ if and
only if 𝐿(𝐺𝑓 ) = ∅. The grammar 𝐺𝑓 is context-free and its emptiness is therefore
decidable. In the general case the specialization phase is not tractable and the
resulting 𝐺𝑓 may be exponentially larger than 𝐺. If 𝐺 is 𝑘-bounded, however, the
consistency and completeness of all LFG derivations for any 𝑓 , even cyclic ones,
can be simulated with an annotation-free polynomial expansion of the categories
and rules of 𝐺.

Thus the recognition and realization problems for 𝑘-bounded grammars can
be solved in polynomial time: for arbitrary inputs it can be determined whether
the sets Par𝐺(𝑠) and Gen𝐺(𝑓 ) are empty. But the 𝑘-bounded restrictions are not
sufficient to guarantee that those sets contain only a finite number of elements.
The context-free grammar 𝐺𝑓 , for example, can describe a language with arbi-
trarily long strings, if 𝐺 allows for unlimited morphological markers in subtrees
with nodes that are not in the domain of the 𝜙 projection. And the f-structures for
a given string can also be arbitrarily large, if the grammar permits stacked recur-
sive subderivations. If useless rules are removed from 𝐺𝑓 and if annotations are
carried along in the grammar 𝐺∗𝑠 as described in Appendix B, then the generation
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algorithm for context free grammars can be used to enumerate the elements of
Gen𝐺(𝑓 ) and Par𝐺(𝑠), one after the other and each in linear time. But obviously
the generation and parsing enumerations will never terminate in the face of in-
finite ambiguity. The derivations for a 𝑘-bounded grammar are not necessarily
conservative in the sense of (25), even though the emptiness tests for recognition
and realization have tractable solutions.

The proper-anchoring/conservation and 𝑘-bounded restrictions target differ-
ent sources of mathematical and computational complexity. Proper anchoring
limits the height of recursive subderivations in a stack but imposes no constraint
on the number of stacks in a single derivation. The 𝑘-bounded restrictions limit
the degree of discontinuity but say nothing to relate the sizes of strings and f-
structures. The combination of constraints provides for conservative, finitely-
ambiguous, derivations with tractable recognition and realization. We have sug-
gested above that conservation is a plausible pretheoretic property of natural
communication, and we have also argued that the 𝑘-bounded patterns of infor-
mation flow are compatible with other linguistic principles (Kaplan & Wedekind
2019, Wedekind & Kaplan 2020). The 𝑘-bounded restrictions (47-48) and the
proper anchoring condition (29) are different ways of moderating the excessive
mathematical and computational power of the basic LFG formalism while pre-
serving in different ways its suitability for linguistic description.

8 Summary

Lexical-Functional Grammar is equipped with a simple architecture that for-
malizes a piecewise correspondence between structures of different types, the
phrase-structure trees of the constituent structure and the attribute-value ma-
trices of the functional structure. We have shown that f-structure encodings of
the strings of arbitrary context-free grammars can be produced by straightfor-
ward application of the formalism’s most primitive annotations. From that it fol-
lows that recognition/parsing, realization/generation, and other mathematical
and computational questions are easily proved to be undecidable.

One source of this excessive power, at least for the recognition and realization
problems, is the fact that an unrestricted grammar may establish no systematic
relationship between the sizes of input strings and the sizes of corresponding
f-structures. This is inconsistent with the Principle of Conservation (22) that
we suggest is a pretheoretic property of language as a medium of communica-
tion: the derivational machinery that maps in both directions between strings
and their f-structures does not add or subtract arbitrary amounts of information.
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Problems that relate to specific inputs, including recognition/parsing and real-
ization/generation, become decidable if unconservative derivations are excluded
from consideration.

The annotated c-structure is the generative component of the LFG formalism
and serves as the intermediary between strings and f-structures. Thus we have
proposed a condition on recursive c-structure subderivations that ensures that
strings and f-structures stand in a conservative relationship. A derivation is prop-
erly anchored if each recursive subderivation is anchored in elements of both the
string and f-structure and recursive subderivations in a stack do not share the
same anchors. For parsing this condition improves on the original prohibition of
derivations with nonbranching dominance chains but applies to the generation
problem as well.

The proper anchoring condition is strong enough to ensure decidability but
we show that it is not strong enough to guarantee tractability. Tractability for
recognition and realization is the computationally important property of the 𝑘-
bounded LFG grammars and derivations. These grammars are in the class of
mildly context-sensitive grammars, even though their derivations are not nec-
essarily conservative. The subclass of LFG grammars and derivations that meet
the conditions of both proper anchoring and 𝑘-boundedness has attractive math-
ematical and computational properties and may serve as a better foundation for
a formal theory of natural language syntax.

Appendix A: Other undecidable questions

In Section 4 we used the descending attribute-chain string encoding (17) for arbi-
trary Chomsky Normal Form context-free grammars to prove the undecidability
of the realization problem. We apply that same encoding here to show that sev-
eralmore specific properties are undecidable for unrestricted LFG grammars. The
start rule (49) follows the pattern laid out earlier in (19). It denotes the ends of
the 𝑆1 and 𝑆2 substrings as 𝐸1 and 𝐸2 respectively and includes a place-holder 𝑃
for grammatical fragments that we will use to encode other decision problems.
As noted before, there are no atomic values and therefore no atom-value clashes
in the attribute-chain string encodings, and the set of derivations can only be
filtered by properties spelled out in 𝑃 .
(49) S → S1(↑ l)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e1)

S2(↑ r)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e2)
𝑃
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If any realization of 𝑃 expresses a particular property that is satisfied only if𝐹(𝐺) contains f-structures with equal E1 and E2 values, then that property must
be undecidable.

As a first example, the alternative annotations on the terminal # in (50) shows
that it is undecidable whether a minimal model satisfies either defining or con-
straining equalities between two f-structure units.

(50) S → S1(↑ l)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e1)
S2(↑ r)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e2)

#{ (↑ e1)=(↑ e2)(↑ e1)=𝑐 (↑ e2)(↑ e1)≠(↑ e2) }
The function assignments on X and Y in (51) show that it is in general undecidable
whether there are derivations with nodes that 𝜙 maps to the same f-structure.

(51) S → S1(↑ l)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e1)
S2(↑ r)= ↓(↓ b)=(↑ b)(↓ e)=(↑ e2)

X(↑ e1)= ↓(↑ e1)=(↑ e2) Y(↑ e2)= ↓
It follows from this that any other property that depends on nodes mapping to
the same f-structure is also undecidable.

Thus, expanding the nonterminals X and Y with the rules (52a) shows that
the satisfiability of existential constraints or constraints between atomic values
is undecidable and, as a consequence, that Completeness and Coherence are also
undecidable. The annotations (52b) establish that it is undecidable whether an
arbitrary LFG grammar gives rise to cyclic f-structures, and (52c) shows that
functional control annotations cannot decidably be reduced to combinations of
function assignments and daughter-mother controls.

(52) a. X → 𝑥(↑ f)=v
Y → 𝑦⎧⎪⎨⎪⎩

(↑ f)¬(↑ f)(↑ f)=𝑐 v(↑ f)≠v

⎫⎪⎬⎪⎭
b. X → 𝑥(↑ f g)=(↑ h) Y → 𝑦(↑ f)=(↑ h)
c. X → 𝑥(↑ f g)=(↑ h) Y → 𝑦(↑ f)= ↓
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Appendix B: Emptiness of 𝑘-bounded LFG grammars

We sketch here the proof that the complexity of the emptiness problem for an
arbitrary 𝑘-bounded LFG grammar 𝐺 is polynomial in |𝐺|, the size of its rule
set. The argument makes use of the three grammar transformations listed in (53).
Each of these can be carried out in polynomial time, as indicated below, and each
guarantees that 𝐺 and the transformed grammar 𝐺′ are co-empty, that is, that the
set of derivations Δ𝐺 = ∅ if and only Δ𝐺′ = ∅.

(53) a. ↑= ↓ removal: For any 𝑘-bounded LFG grammar 𝐺 there is a
co-empty ↑= ↓-free 𝑘-bounded grammar 𝐺\↑= ↓.

b. Zipper removal: For any ↑= ↓-free 𝑘-bound LFG grammar 𝐺 there is a
co-empty 1-bounded (zipper-free) LFG grammar 𝐺𝑧 .20

c. Annotation removal: For any 1-bounded LFG grammar 𝐺 there is a
co-empty annotation-free grammar 𝐺𝑎 , and 𝐺𝑎 is context-free.

Applying these transformations in sequence to an arbitrary 𝑘-bounded LFG
grammar 𝐺 results in a co-empty context free grammar 𝐺∗= 𝐺\↑= ↓,𝑧,𝑎 whose size|𝐺∗| is a polynomial function of |𝐺|. The string-set 𝐿(𝐺) = ∅ if and only if the
context free language 𝐿(𝐺∗) = ∅, and this can be determined by the well-known
emptiness algorithm for context free grammars, which is polynomial in the size
of the grammar.

For (53a), the ↑= ↓ annotations in an arbitrary 𝑘-bounded grammar 𝐺 are elim-
inated by replacing each ↑= ↓-annotated category in one rule with the right-side
of each of the rules that expand that category. Let 𝑅 be the smallest set that in-
cludes the rules of 𝐺 and is closed under the convention (54). In this template 𝛿 ,𝜃 , and 𝜓 are strings of annotated categories, and 𝛼 may be a set of annotations
with ↑ substituted for ↓.
(54) If 𝑅 contains rules of the form

A → 𝛿 B↑= ↓𝛼 𝜃 and B → 𝜓
then 𝑅 also contains the rule A → 𝛿 𝜓𝛼 𝜃

The ↑= ↓-free grammar 𝐺\↑= ↓ is constructed by removing from 𝑅 any rules with↑= ↓ annotations. Note that a replacement sequence can never be longer than the

20Unlike the transformations that are often used in proofs of other formal-language properties,
zipper removal does not preserve the language 𝐿(𝐺): the grammars 𝐺 and 𝐺′ generally are not
weakly equivalent.

1074



22 Formal and computational properties of LFG

limit on the number of nodes in a functional domain, the parameter ℎ of condition
(48b). As a consequence, the growth of the grammar is bounded by a polynomial
in |𝐺|. Moreover, the resulting grammar 𝐺\↑= ↓ accepts exactly the same strings
as 𝐺 and assigns them the same f-structures, although with c-structures that are
not as deep.

For (53b), the rules of a zipper-free 1-bounded grammar are created from sets of
up to 𝑘 rules of a ↑= ↓-free 𝑘-bounded grammar 𝐺. The zipper daughters, occur-
rences of right-side categories with the same function assignments, are replaced
with a single new daughter labeled by the concatenation (notated with ⋅) of the la-
bels of the zipper daughters and annotated with the union of the zipper-daughter
annotations. Let 𝑅 now be the smallest set that includes the rules of a ↑= ↓-free
grammar 𝐺 and is closed under the following:

(55) a. If A1 → 𝛿1, ..., A𝑗 → 𝛿𝑗 (1 ≤ 𝑗 ≤ 𝑘) are rules in 𝑅,
then 𝑅 also contains the rule A1 ⋅ ... ⋅ A𝑗 → 𝛿1 ... 𝛿𝑗

b. If 𝑅 contains a rule of the form
A → 𝛿 B1(↑ f)= ↓𝛼1 𝜃 B2(↑ f)= ↓𝛼2 𝜓

then 𝑅 also contains the rule A → B1 ⋅ B2(↑ f)= ↓𝛼1 𝛼2 𝛿 𝜃 𝜓
The zipper-free grammar 𝐺𝑧 is then created by removing from 𝑅 any rule with
multiple assignments for the same function or with annotations that are locally
unsatisfiable. Local (within-rule) satisfiability of a rule with 𝑛 daughters is tested
by instantiating all metavariables with distinct constants 𝑏0, 𝑏1, ..., 𝑏𝑛 that stand
for a putative mother node and its daughters. 𝑏0 is substitute for ↑ in all annota-
tions and 𝑏𝑖 is substituted for ↓ in the annotations of the 𝑖𝑡ℎ daughter. The local
f-description thus created is then solved using standard deductive-closure tech-
niques.

The size of a zipper-free grammar 𝐺𝑧 is exponential in 𝑘 but polynomial in|𝐺|, because there are at most |𝐺|𝑘 rule combinations that must be considered.
For every derivation in 𝐺 of a string 𝑠 with discontinuous subtrees for a particu-
lar grammatical function there is a corresponding derivation in 𝐺𝑧 that assigns
the same f-structure to a string 𝑠𝑧 . The two strings contain the same words but
not necessarily in the same order: the words are permuted so that the words of
discontinuous subtrees for 𝑠 are contiguous in 𝑠𝑧 .
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The annotation-removal transformation (53c) is based on the fact that atomic
values in a 1-bounded grammar can only propagate between mothers and daugh-
ters within a single subtree. This is because, by definition, there are no nodes 𝑛
and 𝑛′ in separate subtrees with 𝜙(𝑛) = 𝜙(𝑛′). Atomic values in sister subtrees
may have different values for a particular feature, but that can only result in
an overall unsatisfiable f-description if annotation chains relative to a common
mother put them in contact. Chains of atom-value annotations carried by the
categories of a 1-bounded LFG derivation can be simulated by an elaborated set
of refined c-structure categories in a corresponding annotation-free derivation.
An annotation-free derivation is context-free and will fail if and only if the f-
description for the 1-bounded LFG derivation is unsatisfiable.

The ↑= ↓-free and zipper-free rules in (56) provide the derivation (57a) for the
sentence He walks.

(56) S → NP(↑ subj)= ↓(↓ case)=nom

walks(↑ pred)= ‘walk⟨subj⟩’(↑ tense)=pres(↑ subj num)=sg

NP → he(↑ pred)= ‘pro’(↑ gend)=m(↑ num)=sg(↑ case)=nom

The f-description is satisfiable because the case assigned to the subject NP
matches the case of he, and the subject’s number, entailed by the combination(↑ subj)= ↓ and (↑ subj num)=sg, also matches the number of he. The connec-
tion between the S and NP feature annotations is simulated by the refined NP
category in (57b).

(57) a. S𝑟𝑜𝑜𝑡
NP𝑛1
he𝑛3

walks𝑛2 𝑟𝑜𝑜𝑡
⎡⎢⎢⎢⎢⎢⎣
subj 𝑛1

⎡⎢⎢⎢⎣
pred ‘pro’
gend m
num sg
case nom

⎤⎥⎥⎥⎦
pred ‘walk⟨subj⟩’
tense pres

⎤⎥⎥⎥⎥⎥⎦
b. S’∅

S[(∗ pred)= ‘walk⟨subj⟩’(∗ tense)=pres ]
NP⎡⎢⎢⎢⎣

(∗ pred)= ‘pro’(∗ gend)=m(∗ num)=sg(∗ case)=nom

⎤⎥⎥⎥⎦
he∅

walks∅

Starting from a new category S’, tree (57b) is the context free derivation provided
by the category-refined, annotation-free rules in (58).
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(58) S’∅ → S[(∗ pred)= ‘walk⟨subj⟩’(∗ tense)=pres ]
S[(∗ pred)= ‘walk⟨subj⟩’(∗ tense)=pres ] → NP⎡⎢⎢⎢⎣

(∗ pred)= ‘pro’(∗ gend)=m(∗ num)=sg(∗ case)=nom

⎤⎥⎥⎥⎦
walks∅ NP⎡⎢⎢⎢⎣

(∗ pred)= ‘pro’(∗ gend)=m(∗ num)=sg(∗ case)=nom

⎤⎥⎥⎥⎦
→ he∅

Note that the c-structure derivation for the string Him walks would have an
unsatisfiable f-description. The corresponding category mismatch excludes a
derivation with refined categories.

For an arbitrary 1-bounded grammar𝐺 the co-empty annotation-free grammar𝐺𝑎 produces derivation trees whose nodes are labeled with refined categories of
this form. A refined category is a pair 𝑐:𝑚 consisting of a c-structure category
label 𝑐 of 𝐺 together with a refinement matrix 𝑚 of atom-value feature specifiers(∗ p q r ...)=v. The feature specifiers simulate in a 𝐺𝑎 derivation the possible
interactions of atomic values in the f-description of a corresponding 𝐺 derivation,
as illustrated. Importantly, Wedekind & Kaplan 2020 show that a finite set of
specifiers is sufficient to simulate all possible atom-value interactions. These are
the specifiers containing no more than 𝓁 of 𝐺’s attributes, where 𝓁 is the number
of attributes in the longest atom-value assignment in 𝐺.

Let 𝑁 be the smallest set of refined categories and let 𝑅 be the smallest set of
refined rules, rules with refined-category labels, that are closed under the follow-
ing conditions (see Wedekind & Kaplan 2020 for additional technical details).

(59) a. If S is the start symbol of 𝐺 and 𝑆′ is a category distinct from other 𝐺
categories, 𝑁 contains S:∅ and S’:∅ and 𝑅 contains S’:∅ → S:∅.

b. If 𝑡𝑒𝑟𝑚 is a terminal symbol of 𝐺, 𝑁 contains 𝑡𝑒𝑟𝑚:∅.
c. If 𝑟 is a refinement of a rule 𝐴0 → 𝐴1𝛼1 ... 𝐴𝑛𝛼𝑛 of 𝐺 with a sequence of

refined categories 𝐴0:𝑚0, ..., 𝐴𝑛:𝑚𝑛 in 𝑁 , then 𝑅 contains 𝑟 and 𝑁
contains the refined categories of 𝑟 .

The refinement of a rule𝐴0 → 𝐴1𝛼1 ...𝐴𝑛𝛼𝑛 of 𝐺 with a sequence of refined categories𝐴0:𝑚0, ..., 𝐴𝑛:𝑚𝑛 is produced by instantiating the ↑ and ↓ metavariables with dis-
tinct mother-daughter constants 𝑏0, 𝑏1, ..., 𝑏𝑛, as above, but also including in the
local f-description atom-value equations instantiated from the feature-specifier
matrices. The additional equations are created by substituting 𝑏𝑖 for all of the as-
terisks in each 𝑚𝑖. A refined rule 𝑟 is constructed if this augmented f-description
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is satisfiable. Each category 𝐴𝑖 in the original 𝐺 rule (including the mother cat-
egory) is replaced by a refined category 𝐴𝑖:𝑚′𝑖 where the feature specifiers of𝑚′𝑖 are formed by substituting * for 𝑏𝑖 in each length-limited atom-value equa-
tion (𝑏𝑖 p q r...)=v that the f-description entails. The newly refined categories
are added to 𝑁 .

The annotation-free grammar 𝐺𝑎 is then constructed in the following way.
S’:∅ is its starting category, its terminals categories are of the form term:∅ for
each terminal term of 𝐺, and its context-free rules are constructed from the re-
fined rules in 𝑅 by using standard context-free algorithms to eliminate useless
rules, those that cannot participate in successful derivations, and then removing
their functional annotations. The context-free derivations in 𝐺𝑎 correspond to all
and only the c-structures of 𝐺 with satisfiable f-descriptions. Because the feature
specifiers in a refined category are limited in length by the grammar parameter 𝓁,|𝐺𝑎 | is only polynomially larger than |𝐺| and its emptiness can be determined in
polynomial time. We also note that if the annotations are not removed from the
useful rules of 𝑅, the set of f-structures for a grammar with those still-annotated
rules will be exactly the f-structures of 𝐺.
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Computational implementations and
applications
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Computational implementations of LFG are computer programs composed of LFG
annotated c-structure rules and lexical entries. LFG was designed to be computa-
tionally tractable and has a strong history of broad-coverage grammar implemen-
tations for diverse languages. As with theoretical LFG, implemented grammars
primarily focus on c-structure and f-structure, but the resulting f-structures are
used as input to semantics and abstract knowledge representation, and some work
has focused on the integration of morphological and phonological information as
well as argument structure. From a theoretical linguistic perspective, implemented
grammars allow the linguist to test analyses and to see interactions between dif-
ferent parts of the grammar. From an application perspective, applications such
as machine translation and question answering take advantage of the abstract f-
structures and the ability of LFG grammars to parse and generate as well as to
detect (un)grammaticality.

Computational implementations of LFG are computer programs composed of
LFG annotated c-structure rules and lexical entries. When parsing, they take
as input a natural language sentence and output c-structures and f-structures
and potentially other projections such as semantics. When generating, they take
as input an f-structure and generate a grammatical natural language sentence.
As with theoretical LFG, these implemented grammars obey the fundamental
premises of LFG such as completeness, coherence, and uniqueness.1 LFG was de-

1This contrasts with approaches which produce f-structure-like representations but do not use
LFG principles or machinery. See Section 3 and Cahill et al. 2002.

Martin Forst & Tracy Holloway King. 2023. Computational implementations
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10185986
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signed from the outset to be computationally tractable and has a strong history
of broad-coverage implementations for multiple languages, primarily through
the ParGram project (Butt, King, et al. 1999) which is built on the XLE grammar
development platform (Crouch et al. 2011).

Grammar engineering involves the implementation of linguistically-motivated
grammars so that natural language utterances and text can be processed to pro-
duce deep syntactic, and sometimes semantic, structures. As with theoretical
LFG, implemented grammars primarily focus on c-structure and f-structure. The
resulting f-structures have been used extensively as input to semantics and ab-
stract knowledge representation. Other work has focused on the integration of
morphological and phonological information, as well as argument structure, but
in general these areas have lagged behind the proposals in the theoretical liter-
ature. In addition, implemented LFG grammars have been used to create large-
scale tree and dependency banks, mapping a corpus of sentences to a set of f-
structures or related dependency structures.

We first introduce the computational implementations of LFG, presenting spe-
cific platforms and touching upon aspects such as core components, grammar
development tools, modularity, and runtime performance (Section 1). We then
discuss implications for theoretical issues (Section 2) and the ParGram grammar
resources (Section 3). Finally, we outline existing and potential applications for
LFG implemented grammars (Section 4).

1 Computational implementations

Computational implementations of LFG grammars focus on annotated phrase
structure rules and lexical entries. These implementations concentrate on cre-
ating high-quality f-structures since most applications use f-structures as their
input (Section 4). This section first introduces the major platforms that support
LFG implementations. The core components provided by these platforms are
then outlined, followed by some specific grammar development tools. Finally
two computational notions, modularity and performance, are discussed.

1.1 Platforms

Since the inception of LFG as a grammar framework several platforms aimed at
processing text according to the LFG formalism have been created. These plat-
forms range from an M.Sc. project (Minos 2014) and introductory French imple-
mentation (Zweigenbaum 1991) to an industrially funded grammar development
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and processing platform which was actively developed for over two decades: the
Xerox Linguistic Environment (XLE). In between those in terms of breadth of ap-
plicability and technical maturity are systems developed in academic research in-
stitutions, in particular XLFG, SxLFG, and the Free Linguistic Environment (FLE).
Active development on many of these systems is limited: for current status and
documentation the platform owners should be consulted.

1.1.1 XLFG and Elvex

XLFG (Clément & Kinyon 2001) is a parsing platform that was first implemented
for didactic purposes.2 It has been used to verify the soundness of several propos-
als to handle a variety of linguistic phenomena (Section 2), e.g. zeugmas, particle
verbs, and non-constituent coordination (Clément 2019).

XLFG uses an Earley parser (Earley 1970) for context-free parsing, and then re-
solves the f-structure constraints on packed c-structure representations (Maxwell
& Kaplan 1989, 1993). It expects tokenized sentences as input and uses full-form
lexicons for lexical lookup (Section 1.2). XLFG does not facilitate the use of ex-
ternal components like finite-state transducers for preprocessing tasks such as
tokenization or morphological analysis (Section 1.2). It has primarily been ap-
plied to parsing French and English, i.e. analyzing French or English text into f-
structures. Recently, work was started on a generator, i.e. mapping f-structures
to text, using XLFG-style grammars for the production of surface realizations
from f-structures. This generator is named Elvex.3

1.1.2 SxLFG

SxLFG (Boullier & Sagot 2005) was also developed with the participation of Li-
onel Clément, but its main authors are Pierre Boullier and Benoît Sagot of INRIA.
The primary focus of SxLFG is on the deep non-probabilistic parsing of large
corpora (Sagot & Boullier 2006) by means of robustness techniques for input
sentences for which no spanning c-structure can be produced. The underlying
context-free parser is the Earley parser of the SYNTAX project. Like XLFG and
XLE, SxLFG resolves f-structure constraints on packed c-structure representa-
tions. The French broad-coverage LFG implementation that has been used exten-
sively with SxLFG includes a large full-form lexicon for French, the Lefff 2 (Sagot
et al. 2006). Like XLFG, SxLFG does not facilitate the use of external components

2XLFG is available at http://www.xlfg.org
3Elvex is available at https://github.com/lionelclement/Elvex
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like finite-state transducers for preprocessing tasks such as tokenization or mor-
phological analysis (Section 1.2). SxLFG was developed for parsing. Generation
has not been in the scope of SxLFG.

1.1.3 XLE (and GWW as precursor) and XLE-Web

The Xerox Linguistic Environment (XLE) was developed by the Natural Lan-
guage Theory and Technology (NLTT) group at the Xerox Palo Alto Research
Center (PARC). It started as a reimplementation in C of the earlier Grammar
Writer’s Workbench (GWW) (Kaplan & Maxwell 1996), which was implemented
in Lisp and is still available. XLE was used by several academic and industry
teams for the development of LFG implementations for more than a dozen lan-
guages (see Section 3 on the ParGram project). XLE, in conjunction with a cus-
tomized broad-coverage grammar, was used to parse the English Wikipedia in
the Powerset search engine (Kaplan 2009).

XLE has mostly been used for parsing, but it includes a generator that can effi-
ciently produce surface realizations from f-structures and even packed f-structure
charts (Maxwell 2006). Thanks to this bidirectionality, it has powered applica-
tions such as machine translation and sentence condensation (Section 4), and it
has been used in research projects on stochastic realization ranking (Cahill &
Forst 2009).

From its inception, XLE was designed to use finite-state transducers for low-
level processing steps such as (de)tokenization and morphological analysis and
generation (Section 1.2). The interface can readily be used with transducers in
Xerox’s finite-state transducer format including ones converted from the Foma
finite-state transducers, and with relatively little programming effort, other ex-
ternal components can be integrated into an XLE grammar (e.g. see Fang & King
2007 on integrating a non-finite state Chinese word breaker into an XLE Chinese
grammar).

In addition to the 𝜙-projection from c-structures to f-structures, the XLE parser
supports further projections from either of those representations. One of them,
the optimality structure, is hard-coded to guide the parsing and generation pro-
cess on the basis of optimality marks (Section 1.5). The use of optimality marks
as a robustness mechanism is one of the many extensions of XLE born out of a
joint effort of the group at PARC and its ParGram partners.

Other extensions of the parser and generator are aimed at reducing latency
and at ranking the (top n) parses or realizations. For the former, the most no-
table mechanism is c-structure pruning (Cahill et al. 2008). C-structure pruning
relies on corpus data annotated with (partial) constituent bracketing and learns
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to eliminate highly unlikely c-structures before the computationally expensive
resolution of f-annotations. For the latter, a component for training4 and apply-
ing maximum-entropy models based on a large variety of features is provided as
part of XLE (Riezler et al. 2002).

Beyond the parser and the generator, XLE also contains a term-rewriting com-
ponent which was first developed for transfer-based machine translation but has
been used for a number of other purposes: identifying and deleting modifiers
in f-structures that can be deleted without changing the meaning of the corre-
sponding sentences too much (Riezler et al. 2003); treebank (Rosén 2023 [this
volume]) conversion from one dependency-oriented format into another (Forst
2003); further normalization of f-structures and/or construction of semantic rep-
resentations (Crouch & King 2006, Bobrow et al. 2007); extraction of features for
parse ranking (Forst 2007) and realization ranking (Cahill & Forst 2009).

Currently XLE is used by the academic members of the ParGram initiative
(Section 3) as well as by individual researchers. It can be used online with LFG
implementations for a number of languages via XLE-Web,5 a web interface for
XLE developed at the University of Bergen, and is used as part of the INESS
infrastructure developed there (Rosén et al. 2009, 2012). See Rosén 2023 [this
volume] for details on using INESS for parsebanking and more generally the
uses of LFG parsebanks. XLE is available for non-commercial research purposes.6

Uses beyond that require a license agreement with PARC and Xerox.

1.1.4 FLE

The Free Linguistic Environment (FLE) (Ćavar et al. 2016) aims to create an LFG-
oriented grammar-development and parsing environment with a license less re-
strictive than XLE’s. It is implemented in C++ and uses the same grammar syntax
as XLE, but it is subject to the Apache 2.0 license. In addition to the context-free
grammar format of XLE, it supports two probabilistic context-free grammar for-
mats. For tokenization and morphological analysis, FLE provides an interface
to Foma transducers.7 FLE uses open-source components when possible. FLE
provides basic parsing functionality but does not contain a generator capable of
producing surface strings for input f-structures.8

4Training data comprises sentences with labeled bracketing, which can be derived from tree-
banks or created manually (Riezler et al. 2002).

5XLE-Web is available at http://clarino.uib.no/iness/xle-web
6XLE is available at https://ling.sprachwiss.uni-konstanz.de/pages/xle/redmine.html
7Foma supports the import from and the export to XFST formats and XFST supports Foma
transducers.

8FLE is available at https://gorilla.linguistlist.org/fle/
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1.2 Core components

The LFG systems described above allow grammar writers to implement LFG
grammars with annotated phrase structure rules and lexical entries similar to
those in theoretical LFG. The main difference is that the formatting is specified
with easier-to-type variants, e.g. symbols like ↑ and ↓ are replaced with ^ and !.

(1) Example theoretical and implemented annotated c-structure rules:

Theoretical notation:
S ⟶ NP VP

(↑ SUBJ)=↓ ↑=↓ Implementation (XLE system) notation:
S --> NP: (^ SUBJ)=!;

VP: ^=!.

1.2.1 Preprocessing

In order to implement an LFG grammar, it is necessary to preprocess the text
that the grammar will parse. Minimally the preprocessing contains a tokenizer
which breaks the text into tokens (i.e. words) and canonicalizes the capitalization
if necessary (e.g. lowercasing sentence initial capitalized words in English unless
they are proper nouns). These canonicalized tokens are then looked up in the lex-
icon. Implemented lexicons are similar to their theoretical counterparts, compris-
ing the word, its part of speech, and f-structure annotations such as pred, case,
and number. This information is integrated into the grammar via the annotated
c-structure rules, as in theoretical LFG. Many implementations integrate a mor-
phological analyzer which associates inflected forms of words with their lemma
and morphological information. When using a morphological analyzer, the text
is first tokenized and canonicalized for capitalization and then processed by the
morphology. The output of the morphology (lemmata and morphological tags)
are looked up in the lexicon. This simplifies the lexiconwhich only has to contain
the lemmata and the morphological tags instead of containing all the inflected
forms. These morphologies are often finite-state transducers (FSTs; Beesley &
Karttunen 2003) which can be used for both parsing and generation.9 For more
details on using FSTs for preprocessing for LFG grammars see Kaplan et al. 2004
and Bögel et al. 2019, for integration of externally developed morphologies and
lexicons within LFG grammars see Kaplan & Newman 1997.

A given inflected form can have multiple morphological analyses. Often all
the analyses are provided as input to the LFG grammar, and the c-structure rules

9Parsing goes from a string (e.g. a natural language sentence) to a c- and f-structure. Generation
goes from an f-structure to a natural language string. Most theoretical LFG focuses on parsing,
although some accounts, especially OT-LFG ones (see papers in Sells 2001), discuss generation.
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Original text: Dogs barked.
Tokenization: Dogs barked .

dogs
Morphology: dog +Noun +Pl bark +Verb +Past . +Punct

dog +Verb +3Sg

Figure 1: Example preprocessing: Tokenization andmorphological anal-
ysis

and f-structure constraints are used to eliminate analyses which are not feasible
in the context of the sentence (e.g. the verbal analysis of dogs in figure 1). Pre-
processing with a part-of-speech (PoS) tagger marks each word with its part of
speech, as in (2). This information can be used to prune the morphological analy-
ses and thus constrain the c-structure built over the sentence. Since PoS taggers
are not perfect even for well-edited text, only certain tags are kept, or fall-back
techniques are used when no analysis is found. See Kaplan & King 2003 and
Dalrymple 2006 for more details on integrating PoS taggers into LFG and other
symbolic grammars.

(2) Dogs/Noun barked/Verb and/Conj the/Det cat/Noun left/Verb ./Punct

1.2.2 Projections

Theoretical LFG posits projections beyond the original lexicon, c-structure and
f-structure. The exact number and combination of these projections is a subject
of lively debate (Belyaev 2023 [this volume]). These include Lexical Mapping
Theory (LMT) to map between underlying argument structure and grammatical
functions in the lexicon (Findlay et al. 2023 [this volume]), phonological and pro-
sodic projections (Bögel 2023 [this volume]), semantics and semantic structure
(Asudeh 2023 [this volume]), and information structure for discourse function
information (Zaenen 2023 [this volume]). Most LFG implemented grammars do
not include these additional projections because f-structures are sufficient for
the applications they target. Even when other projections are included, they are
often different from their theoretical counterparts both in their format and in
how they are projected or derived. The primary additional component that is in-
cluded is the semantic component. This component is based on the f-structure
and is generally not a projection but instead is a separate post-processing step, al-
though in some stages of its development the Norwegian ParGram grammar Nor-
Gram (Dyvik et al. 2016, 2019) included a semantic projection (Halvorsen 1983,
Kaplan 1987, Halvorsen & Kaplan 1995) whose representations were in Minimal
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Recursion Semantics (Copestake et al. 2005). Semantic components include Glue
semantics (Dalrymple et al. 1993, Meßmer & Zymla 2018) and ordered rewriting
rules (Crouch & King 2006). The ordered rewriting rules have been extended into
abstract knowledge representations (Bobrow et al. 2007). XLE-based implemen-
tations have been created for morphological structure (Butt et al. 1996) and pro-
sodic structure and information structure (Butt & King 1998), although none of
these are used in large-scale grammars. Instead, they focus on testing theoretical
hypotheses and determining the complex interactions among different grammar
components (Section 2). The lack of an implementation of LMT has resulted in
issues for the parsing of morphologically rich languages like Turkish and Urdu,
where interactions between passive and causative constructions cannot be easily
captured in LFG implementations (Section 2; Çetinoǧlu et al. 2009).

1.2.3 Ambiguity

Implemented grammars often include components to handle ambiguity (see Sec-
tion 1.5). There are three broad areas around managing ambiguity: computing all
the analyses efficiently; representing the ambiguities compactly; resolving the
ambiguity so that it does not need to be computed and represented. The first
two are discussed in Kaplan & Wedekind 2023 [this volume] and Rosén 2023
[this volume]. Within the grammar writer’s control are components including
preprocessing by PoS taggers and named entity recognition systems, Optimality-
Theory marks to prefer some constructions over others, and stochastic ranking
of analyses.

1.2.4 Configuration

The determination of which components (e.g. which tokenizer, morphology, lexi-
cons, and annotated c-structure rules) to use in an implemented grammar need to
be specified in a configuration (see Crouch et al. 2011 on how this is done in XLE).
These may have default values, e.g. a tokenizer which simply splits sentences at
spaces and does not deal with capitalization or punctuation, but large-scale gram-
mars require customized components for the specific language and often the type
of text (e.g. newspaper text, tweets). In addition, to allow for rapid extension to
specific applications whichmay have new vocabulary and unusual constructions,
these configurations allow the grammar writer to specify lexicons and rules that
add to or override those in a standard base grammar (King & Maxwell 2007). For
example, to parse English academic biology papers, special lexicons of biological
terms as well as special c-structure rules for section titles might be added to a
grammar of standard written English.
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1.3 Grammar development tools

To aid the grammar writer in managing a large-scale, broad-coverage LFG gram-
mar, specialized variants of standard software development tools are needed.
These grammar development tools are part of any LFG platform (Section 1.1).
Throughout this chapter we rely on examples from XLE (Crouch et al. 2011),
which is the most broadly adopted LFG grammar development framework and
is used in the ParGram project (Section 3).

1.3.1 Grammar writer interface

Grammar-development tools for the creation of LFG implementations facilitate
the creation of c-structure rules and lexicon entries that are annotated with LFG
functional annotations. Some platforms, e.g. Xerox’s Grammar Writer’s Work-
bench and XLFG, provide special interfaces for rules and lexicon entries. Others,
e.g. XLE, use editors such as Emacs or the Eclipse-based eXLEpse (Rädle et al.
2011). The interfaces provide a way to apply the rules (i.e. the grammar) to a
given input string and to output a c-structure and an f-structure graph in human-
readable andmachine-readable formats. They also generally provide tools to help
debug issues such as why a well-formed input sentence does not receive an anal-
ysis or why the analysis is incorrect.

1.3.2 Macros and templates

Since grammar engineers want to efficiently encode patterns across lexicon en-
tries and grammar rules, some platforms support additional notations. XLE, for
example, supports regular-expression macros that can expand to anything from
a piece of f-annotation to an entire rule as well as f-annotation templates, e.g.
to allow for like-category coordination over any c-structure category. Using a
shared definition of templates across parallel LFG implementations for various
languages and domains considerably facilitates the adherence to the agreed-upon
f-structure conventions (King et al. 2005). For example, using a template num-
ber wherever number on nouns is assigned ensures that the same attribute (e.g.
numb) is used and that it only needs to be changed in one place if later another
name of the attribute is used (e.g. num instead of numb). See Section 2 for dis-
cussion of the role of macros and templates in theoretical LFG.

1.3.3 Feature table and feature space

In a grammar formalism with untyped attribute-value matrices such as LFG, it
is not strictly necessary to declare the valid values for the attributes used in
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f-structures and potential other levels of representation. However, from an engi-
neering standpoint, it is highly desirable to make sure that only valid values are
used; this way, unintended deviations due to typos can be caught easily (Crouch
&King 2008). This need to enforce the adherence to a set of conventions is height-
ened in efforts to develop parallel LFG implementations for various languages
such as ParGram (Section 3). XLE therefore supports feature declarations which
state all the features, i.e. attributes, and their values that are allowed in the gram-
mar. Multiple feature declarations can be combined to check the grammar code
for adherence to them. In ParGram, each grammar combines the common feature
declarationwith a language-specific onewhich adds additional language-specific
features and declares which subset of values are allowed, e.g. for English the dual
value of the num attribute is removed.

1.3.4 Treebanks as test suites

Treebanks, and more specifically f-structure banks (Rosén 2023 [this volume]),
can be used as a form of detailed, LFG-specific test suite for the grammar’s cov-
erage. Creating the treebank highlights missing constructions and vocabulary
in the grammar. The INESS-based Parsebanker (Rosén 2023 [this volume]) pro-
vides infrastructure for rapidly selecting the best parse from an XLE analysis
by making use of c- and f-structure discriminants (Rosén et al. 2007). These dis-
criminants are stored as part of the parsebanking to allow for rapid updating as
the grammar evolves. The grammar is then enhanced to account for these and
the treebank is reparsed with the updated grammar and the new version of the
treebank is inspected. This aids both in improving coverage and in ensuring that
changes to the grammar do not break constructions that were previously covered.
This approach has been used extensively in the development of the Norwegian
(Dyvik et al. 2016), Polish (Patejuk & Przepiórkowski 2012), and Wolof (Dione
2014) grammars.

1.3.5 Version control

Version control is used in software development to track changes to the software
being developed. As with software development more generally, version control
in grammar development allows the grammar writer to compare two versions
of a rule, lexical entry, or any other part of the grammar, to revert to a previous
version if needed, and to view conflicting changes. Version control systems also
record who made a particular change, which makes it easier for multiple people
to work on a grammar simultaneously by highlighting recent changes, especially
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conflicting ones. To our knowledge, eXLEpse (Rädle et al. 2011) is the only LFG-
oriented editor that offers support for a variety of version-control systems. Since
eXLEpse is based on Eclipse, all version-control plugins for Eclipse can be used.
However, although XLE does not provide a version control system, most large
scale grammars use a standard software version control system such as SVN or
Git. In addition, regression testing by providing sentences and analyses known
to be parsable by the grammar help in determining whether new versions of a
grammar function properly (Chatzichrisafis et al. 2007, de Paiva & King 2008).

1.3.6 Documentation

As with any software development project, it is important to document what
each part of the implemented grammar does. This takes the form of comments
in the lexicon and annotated phrase structure rules, including examples of sen-
tences which that part of the grammar can parse. Dipper 2003 designed a self-
documenting grammar system whereby the comments are extracted into proper,
stand-alone documentation and example test suites of constructions covered by
the grammar.

1.4 Modularity and integration of systems

LFG is an inherently modular linguistic theory, with different representations
and components for the lexicon, phrase (constituent) structure, functional struc-
ture, semantics, etc. This is highlighted in implemented systems which introduce
two other types of modularity: modularity for the grammar components, which
correlates with the linguistic modularity, and modularity within those compo-
nents, which enables better grammar engineering practices. LFG implementa-
tions are software systems and hence modularity of the different components is
important for developing, scaling, maintaining and debugging the system. This
section describes how the modularity of the grammar components helps with
grammar implementation.

A core tenet of LFG is that different parts of the grammar require different
types of representations. This is echoed in the implementations where the differ-
ent modules can be created by different people and use different types of tech-
nology. As with theoretical LFG, the c-structure is a tree and the f-structure an
attribute-value matrix, and the two are related via annotated phrase-structure
rules. These phrase-structure rules form one module of the grammar. Similarly,
lexicons comprise word forms, parts-of-speech, and f-annotations. These form
another module. These lexicons can be custom-created for the LFG grammar or
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converted from other lexical resources (Kaplan & Newman 1997, Sheil & Ørsnes
2006, Przepiórkowski et al. 2014, Patejuk & Przepiórkowski 2014). The morpho-
logical component is often implemented as a finite-state transducer (Kaplan et al.
2004, Bögel et al. 2019) but can be of any form.10 For example, the ParGram Chi-
nese grammar uses a combined tokenizer and part-of-speech tagger that was ex-
ternally developed for non-LFG purposes (Fang & King 2007). The importance of
modularity is highlighted by the treatment of semantics: there have been many
implementational approaches to semantic representations based on the LFG f-
structure analyses. These include projecting the semantics as an attribute-value
matrix (Halvorsen 1983, Halvorsen &Kaplan 1995, Asudeh 2006, Dyvik et al. 2016,
2019), implementing Glue Semantics (Dalrymple et al. 1993, Meßmer & Zymla
2018), and using ordered rewrite rules (Crouch & King 2006). Without a modu-
lar system, this exploration of the best way to capture the semantics would be
difficult.

There are three additional reasons to maintain modularity in an implemented
grammar. The first is that large scale grammars often have multiple grammar
writers. By having different files for the lexicon, templates, and annotated phrase
structure rules, the efforts can be divided in such a way that changes can be
easily merged. To further aid this, the lexicons and phrase-structure rules often
comprise multiple files, e.g. the lexicon might be divided into verbs, closed-class
items, and all other entries, and the phrase-structure rules might be divided into
clausal and nominal. The second reason is that debugging, i.e. the process of
finding and fixing errors in the grammar, is simpler in a more modular system.
By having different components and different files within those components, the
structure of the grammar is easier to see and the individual rules easier to locate.
This debugging is further aided by the use of test suites (Chatzichrisafis et al.
2007, de Paiva & King 2008), including ones based on examples in comments
in the grammar rules (Dipper 2003). Even with modularity, the inclusion of OT
marks (Section 1.5) can make debugging more complex since an analysis may
not surface due to competition with another analysis. A third reason is that as
described in Section 1.2 and Section 1.3, in addition to a lexicon and annotated
phrase structure rules, LFG implementations can have tokenizers, morphologies,
templates, feature tables, etc. These are combined via configuration files that
encode the different modules of the system and the way they interact.

10The non-FST morphologies are referred to as library transducers in XLE.
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1.5 Runtime performance

When implemented grammars are used to test linguistic hypotheses and analy-
ses (Section 2), how quickly the grammar provides an analysis for a sentence, i.e.
its latency, is generally not important. However, almost all other uses for imple-
mented grammars (Section 4) have latency considerations. LFG implementations
have provided a number of techniques to improve latency, sometimes at the cost
of accuracy and coverage, e.g. certain analyses may be lost due to early elimina-
tion of possible structures (Kaplan et al. 2004). There are two main issues with
runtime performance of LFG grammars: ambiguity and latency. These consider-
ations hold for both parsing and generation; we focus on parsing here.11

Ambiguity concerns the multiple analyses (i.e. c- and f-structures) that are as-
signed to a given sentence. The ambiguity problem is accentuated when there
is no semantic or pragmatic processing to guide the choice among the different
analyses. The ambiguities fall into three broad categories. First, sentences can
have multiple analyses, all of which are correct and equally plausible out of con-
text, e.g. in I saw her duck either I saw a bird or I saw a person ducking down.
Second, sentences can have correct analyses but even out of context some of
them are highly improbable, e.g. in I saw the child with the telescope there are
two plausible readings where saw is the past tense of the verb see and one im-
plausible one where saw is the present tense of the verb meaning to cut with
a saw, which is only plausible in a bizarre magic show. Third, ambiguities can
arise when the grammar allows ungrammatical analyses, either intentionally as
a fall-back mechanism or unintentionally due to an error in the implementation.
Copperman & Segond 1996 provide one of the first detailed expositions of am-
biguity in LFG grammars, comparing the ambiguity discussed in the theoretical
linguistics literature with that in implemented grammars. King et al. 2004 dis-
cuss ambiguity in LFG grammar writing in detail, focusing on the XLE-based
LFG implementations.

Language contains ambiguities at many levels, from determining word bound-
aries in tokenization, to morphological analysis, to syntactic attachment ambi-
guities, to semantic quantifier scope and beyond. This can result in thousands
of analyses even for short sentences and long processing times to compute each
analysis. There are two main ways to handle this ambiguity efficiently. One is to
handle the ambiguity by “packing” (Maxwell & Kaplan 1989, 1993, Shemtov 1997)
and operating at each level efficiently over the packed representations. Packing
allows operations to apply just once to shared parts of the representation instead

11See Kaplan & Wedekind 2023 [this volume] on the inherent formal and computational proper-
ties of LFG.
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of enumerating all of the possibilities and processing each of them separately. For
example, XLE is designed to maintain packed structures from the tokenization
and morphology to the syntactic c- and f-structures and then into an ordered
rule writing system that can be used to create semantic representations (Crouch
& King 2006). The other way to handle ambiguity is to choose the most likely
analysis at each level. For example, if there are multiple morphological analyses
for a word (e.g. English leaves), the system can choose the most likely one given
the information it has at that time (e.g. the words adjacent to leaves and their po-
tential morphological analyses). This has the downside that the correct analysis
may be lost due to removing information early (Dalrymple 2006).

Optimality Theory (OT) (Kuhn 2023 [this volume]) can be used to allow the
grammar writer to prefer certain analyses and even to control which grammar
rules are active. Frank et al. 1998, 2001 propose an extension of the classical LFG
projection architecture to incorporate a constraint ranking mechanism inspired
by OT. A new projection, the o-projection, specifies violable constraints, which
are used to determine a “winner” among competing, alternative analyses. Many
ambiguities can be filtered from the set of possible analyses for a given sentence
by using this constraint ranking mechanism in the XLE system. For example,
OT marks can be used to prefer verbal analyses over adjectival ones in copu-
lar clauses with passives like They were eaten. XLE further provides a way to cut
down the search space in parsing, allowing for potentially fewer parses to search
through. This is done via a special stoppoint feature, which is part of the Opti-
mality Theory preference mechanism incorporated into XLE (King et al. 2000).
The OT marks can be grouped with certain groups only applying if no parse is
found with the original set of OT marks. That is, XLE will process the input in
multiple passes, using larger and larger versions of the grammar in subsequent
reparsing phases. These groupings are referred to as stoppoints. stoppoints
are useful for eliminating ungrammatical analyses when grammatical analyses
are present and for speeding up the parser by only using expensive and rare con-
structions when no other analysis is available. If a solution can be found with the
smaller, restricted grammar, XLE will terminate with this solution. Otherwise, a
reparsing phase is triggered. This approach can be used to prefer multi-word ex-
pressions, for instance so that XLE will only consider analyses that involve the
individual components of the multi-word expression if there is no valid analysis
involving the multi-word expression. In addition to the OT marks, c-structure
pruning (Cahill et al. 2008) and part-of-speech tagging and named entity recog-
nition (Kaplan & King 2003, Dalrymple 2006, Krasnowska-Kieraś & Patejuk 2015)
can be used to eliminate unlikely c-structures before unification.
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Even with the use of OT marks, a sentence may have many valid parses. How-
ever, downstream applications often expect a single analysis, i.e. a single f-struc-
ture, as input. To use LFG grammars as input to such applications, statistical
methods can be used to choose the most probable analysis (Riezler et al. 2002).
These stochastic models are trained on treebanks or dependency banks of known
correct analyses. As a variant of this, Dalrymple 2006 and Krasnowska-Kieraś &
Patejuk 2015 investigated using a stochastic part-of-speech tagger to trim poten-
tial analyses before constructing the c- and f-structure.

2 Implications for theoretical issues

LFG and HPSG (Pollard & Sag 1994 and, for an implementational perspective,
Bender & Emerson 2019) are in the privileged position of having not only a
community of theoretical linguists but also of grammar engineers, with signif-
icant crossover between the theoretical and grammar-engineering communities.
There are four areas in which grammar engineering interacts with theoretical
linguistics (King 2011, 2016). These include: using grammar engineering to con-
firm linguistic hypotheses; linguistic issues highlighted by grammar engineering;
implementation capabilities guiding theoretical analyses; and insights into archi-
tecture issues. The positive feedback loop between theoretical and implementa-
tional efforts is a domain in which LFG and HPSG have a distinct advantage
compared to many other linguistic theories, given the strong communities and
resources available.

2.1 Confirming linguistic hypotheses

Grammar engineering can be used to confirm linguistic hypotheses (Bierwisch
1963, Müller 1999, Butt, Dipper, et al. 1999, Bender 2008, Bender et al. 2011, King
2011, Fokkens 2014, King 2016, Müller 2015). Encoding the hypothesis in an imple-
mented grammar not only highlights details of the analysis that might be missed
in a pencil-and-paper version but can also bring to light interesting interactions
with other linguistic phenomena, especially when the hypothesized analysis is
encoded in a broad-coverage grammar. Two examples of this type include the
analysis of determiner agreement systems and the prosody-syntax interaction.

King & Dalrymple 2004 provide an LFG analysis of determiner agreement and
noun conjunction, looking particularly at indeterminacy of agreement features.
In order to test the proposed system, they implemented a toy grammar with lexi-
cal entries of each type and enough syntactic structure to encompass determiner,
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adjective, and verb agreement with conjoined and non-conjoined nouns. As a re-
sult, the authors were able to confirm that their analysis was formally sound and
accounted for the known data. This toy grammar was relatively easy to imple-
ment in XLE because all of the necessary components, e.g. distributive features,
were already available.

Implementing proposals for the prosody-syntax interaction in LFG is more
challenging because not all of the mechanisms that have been proposed in the
literature are available in systems like XLE. Butt & King 1998 used an existing,
non-LFG analysis of Bengali clitics and implemented it in order to test whether
p(rosodic)-structure could be used to capture the generalizations proposed in the
theoretical analysis, focusing on where mismatches between prosodic and syn-
tactic structure occur. A much different interface approach was pursued in Bögel
et al. 2009, which built upon the finite-state transducers used for tokenization
and morphological analysis within the grammars (Section 1.2). Finally, a large-
scale implementation of certain phonology-syntax interactions was completed
for Welsh (Mittendorf & Sadler 2006).

2.2 Implementational devices

Writing large-scale grammars highlights the interaction of different parts of the
grammar and the need to be able to formally state certain types of generaliza-
tions. These needs have led to the creation of formal devices, some of which
have become part of theoretical LFG analyses while others remain implemen-
tational devices. Implementation capabilities that guided theoretical analysis in-
clude the use of complex categories for auxiliary analysis in English and German,
the analysis of Welsh phonology-syntax interactions through the interaction of
morphological analysis via finite-state transducers and the LFG c-structure, and
the introduction of templates and macros.

Complex categories (Crouch et al. 2011) are a formal c-structure device. They
allow for generalizations over c-structure categories by having the category be
composed of a fixed component and a variable, where the variable can pass its
value to other complex categories on the right-hand side of the rule. In this way,
they allow the grammar writer to capture generalizations through notation. This
notation is then automatically compiled into standard c-structure rules. Complex
categories are used to constrain the order and form of auxiliaries and main verbs
in English (e.g. They will have been promoted.) by having each auxiliary state its
meaning and its form (e.g. have is an AUX[perf,base] with perfective meaning
and base form while been is an AUX[pass,perf] with passive meaning and pefec-
tive form) and the VP rules themselves are complex categories that reflect their
head and based on that put requirements on their complement.
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Welsh consonant mutations are a phenomenon whereby the initial consonant
of certain words changes based on its phonological and syntactic environment
(Graver 2023 [this volume]). To capture the joint requirements on the morpho-
phonology and the syntax which trigger mutations, Mittendorf & Sadler 2006
used the finite-state morphology capabilities integrated in XLE to control where
Welsh consonant mutations occur by encoding the boundary conditions in the
morphological tag sequences. The modular nature of LFG combined with the
implementational device of finite-state morphology provided a clean solution to
the different types of triggers for the mutations.

A long standing debate in the linguistic literature, especially for constraint-
based formalisms like HPSG and LFG, is whether a comprehensive and efficient
grammatical theory should include a type hierarchy and what role it should play.
Historically HPSG has had types as foundational to the theory while LFG has not.
However, in grammar engineering, it is important to be able to efficiently capture
generalizations as well as exceptions to those generalizations. The introduction
of templates into the formal devices available to LFG allows for generalizations
and inheritance via notation, without introducing a full type hierarchy into the
formalism (Dalrymple, Kaplan & King 2004, Crouch & King 2008) and as a re-
sult, the concept of templates has become part of theoretical LFG analyses. Sim-
ilar to complex categories, templates and macros allow the grammar writer to
capture generalizations through notation, which is then automatically compiled
into standard LFG c- and f-structure rules.

Two more minor formal devices which are gaining traction in theoretical anal-
yses are instantiation and local variables (a third is the restriction operator dis-
cussed in the next section). Since the beginning, predicates (pred) in LFG have
not been unifiable with one another due to their unique lexical index (Kaplan
& Bresnan 1982). Certain non-pred features also need to be non-unifiable (Dal-
rymple 2001). This can be captured by instantiation, represented by having the
value of the feature be followed by an underscore. For example, instantiating
the form values of English particles blocks their occurring multiple times in a
sentence (e.g. *they threw out the garbage out) (see Figure 2 for an English exam-
ple and Forst et al. 2010). Finally, local variables anchor a functional uncertainty
equation to a particular f-structure and then refer to that f-structure in other an-
notations (Dalrymple 2001, Crouch et al. 2011). This is needed when making a set
of statements about a particular element of a set or a particular type of governing
element. For example Szűcs 2019 uses local variables to state constraints on topic
left dislocation constructions in Hungarian.
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2.3 Architectural issues

Implementing a wide variety of phenomena, as is necessary for broad-coverage
grammars, brings to light architectural issues with the theory. Çetinoǧlu et al.
2009 and Bögel et al. 2019 describe issues with the interaction of the passive and
causative in Turkish and Urdu. These issues are the result of how lexical rules in
LFG interact with complex predicate formation, where the passive is tradition-
ally analyzed as involving a lexical rule while the causative is often analyzed as a
complex predicate. The Urdu and Turkish grammars use the restriction operator
(Kaplan & Wedekind 1993) in the annotated c-structure rules to model complex
predication, including causatives. The restriction operator allows for features of
f-structures to be restricted out, i.e. to cause the grammar to function as if these
features did not exist. This allows complex predicate-argument structures to be
built dynamically (Butt et al. 2003, 2010). In contrast, the passive is handled by
lexical rules which apply to the predication frames in the lexicon. This predicts
that passivization applies before causativization and that it is not possible to pas-
sivize a causative by demoting or suppressing the subject of the causative. How-
ever, this is the reverse of the Urdu and Turkish facts. To solve this problem in
the ParGram grammars of Urdu and Turkish, both the causative and the passive
are handled via restriction in the annotated phrase structure rules. In the the-
oretical literature, this issue had not been highlighted because for Turkish and
Urdu style morphosyntax, the causative was handled in argument-structure, but
the interaction between causativization and passives at the morphology-syntax
interface highlighted that traditional lexical rules do not allow for the right order
of application when causativization is morphological but passivization is part of
the syntax.

To conclude this section, the interaction of grammar engineering and theo-
retical linguistics helps to confirm linguistic hypotheses, to highlight complex
linguistic issues, to posit new formal capabilities, and shed light on architecture
issues. The positive feedback loop between theoretical and implementational ef-
forts is a domain in which LFG and HPSG have a distinct advantage.

3 Grammar resources: ParGram

The systems described above are used to create small- and large-scale LFG gram-
mars. These can be used as input to applications (Section 4) or to explore theoret-
ical hypotheses (Section 2). The Parallel Grammar (ParGram) project is a consor-
tium of LFG researchers implementing grammars for a typologically varied set of
languages in a parallel fashion (Butt, King, et al. 1999, Butt et al. 2002) using the
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XLE LFG parser, generator, and grammar development platform. The parallels
are most notable in the f-structure space, where common features and analy-
ses are used wherever possible, but differ when required by the syntax of the
languages. This parallelism is enabled by LFG theory, by grammar engineering
components such as feature declarations, and by semi-annual meetings between
the grammar writers.12

ParGram began with three languages: English (Riezler et al. 2002), French
(Frank 1996), and German (Dipper 2003, Rohrer & Forst 2006). They developed
aligned f-structure analyses for a tractor manual which existed as an aligned cor-
pus in all three languages. Even with three closely related languages, it was clear
that full f-structure alignment was not possible (Butt, Dipper, et al. 1999) due to
fundamental syntactic differences in the languages. Later, the Fuji Xerox Cor-
porate Research Group and the University of Bergen joined the initiative with
a Japanese (Masuichi et al. 2003) and a Norwegian grammar (Dyvik et al. 2016,
2019) respectively. Other longer-term academic efforts participating in ParGram
concern the development of Urdu (Butt & King 2002, 2007) and Polish (Patejuk
& Przepiórkowski 2012) LFG implementations. Finally, further ParGram efforts
have given rise to computational LFGs for Arabic (Attia 2006, 2012), Chinese
(Fang & King 2007), Danish (Ørsnes 2006), Georgian (Meurer 2009), Hungarian
(Laczkó & Rákosi 2008–2019), Indonesian (Arka et al. 2009, Arka 2012), Korean
(Kim et al. 2003), Malagasy (Dalrymple et al. 2006), Tamil (Sarveswaran & Butt
2019), Tigrinya (Kifle 2011), Turkish (Çetinoǧlu & Oflazer 2018), Welsh (Mitten-
dorf & Sadler 2006), and Wolof (Dione 2014).

The project resulted in the creation of LFG grammars in these multiple lan-
guages and hence a greater understanding of the parallelism (or lack thereof) for
the LFG analyses of particular constructions. Major issues in LFG analysis and
architecture highlighted by the ParGram project included: Copular constructions
and in particular whether there is a copular be predicate and whether the predi-
cated argument has a subject (xcomp-like) or not (predlink) (Dalrymple, Dyvik,
et al. 2004, Attia 2008); how to handle argument-changing relations such as the
passive, causative, benefactives, complex predicates, and interactions thereof, in-
cludingmorphological and syntactic interactions (Bögel et al. 2019; see Section 2);
whether auxiliaries have predicates or just supply tense and aspect features to
the f-structure (Butt et al. 1996, Dyvik 1999); the interaction of tokenization and
morphology with the c- and f-structures, especially around features like Welsh
mutations (Mittendorf & Sadler 2006) and Urdu complex predicates (Bögel et al.

12A similar approach was subsequently adopted by the HPSG DELPH-IN consortium (Bender
et al. 2002).
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2019). In addition, the ParGram project resulted in improvements to the gram-
mar development platform (Section 1.2, Section 1.3 and Section 1.5) and in best
practices for distributed parallel grammar development.

In addition to the traditional LFG-style ParGram grammars which use an-
notated phrase structure rules to create the c- and f-structure representations,
the ParGram project also includes several automatically induced grammars that
create ParGram compatible f-structures, i.e. f-structures using the same feature
space as the grammars described above, but which are learned from tree and
f-structure banks (Cahill et al. 2002). These grammars are robust in that they
produce f-structures for nearly any sentence, at the cost of producing structures
which sometimes violate core LFG principles such as completeness and coher-
ence. See Section 4 for applications which require such robustness.

An influential initiative that resembles ParGram is the Universal Dependencies
(UD) initiative (McDonald et al. 2013; see also Haug 2023 [this volume]). Like Par-
Gram, it aims at parallel representations across languages, and UD follows LFG
concerning many of the distinctions made at the level of syntactic dependencies
and grammatical functions respectively (de Marneffe et al. 2014). This being said,
surface-oriented dependency structures as used in UD cannot be as parallel as
the more abstract f-structures of ParGram. Korsak 2018 and Przepiórkowski &
Patejuk 2020 discuss the similarities between LFG and UD and investigate map-
ping between LFG f-structures and UD. Another noteworthy difference between
ParGram and UD is that ParGram has been developing reversible XLE grammars
whereas UD focuses solely on parsing.

4 Applications

Some applications integrating natural language processing only require parsing.
For these applications, parsing should be robust to typos and grammatical errors,
unusual constructions, unknown words, etc. In addition, minor issues in parsing
may be unimportant for these applications because systematic errors can be com-
pensated for within the system. Semantic search is an application that requires
only parsing, needs to be robust, and can tolerate certain parsing errors.

Other applications, e.g. sentence condensation, transfer-based machine trans-
lation (MT) and conversational agents, require both parsing and generation. Ap-
plications using generation generally require highly grammatical output since
users are sensitive to malformed natural language such as incorrect subject-verb
agreement. Since corpus-induced grammars do not lend themselves to refine-
ment in order to control generation, hand-crafted grammar implementations
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such as LFG grammars are still the means of choice for the generation of high-
quality text.

Finally, there are applications that require grammaticality judgments. This is
the case of grammar checkers, both general-purpose ones and grammar check-
ers for computer-assisted language learning (CALL). Parsers trained on general-
purpose treebanks cannot be used for this purpose, so these applications are an-
other natural fit for hand-crafted grammar implementations. In our opinion, LFG
suits this purpose particularly well because its terminology is relatively close to
that used in language instruction.

4.1 Applications requiring deep features and robustness

For applications that require mainly natural language understanding, parsing
needs to be robust to unexpected words and constructions. To provide the robust-
ness necessary for these applications, domain-specific grammars can be created
based on a general large-scale grammar (Kim et al. 2003, King & Maxwell 2007).
However, this is often not enough to cover all use cases. LFG grammars can use
morphological guessers to cover unknown vocabulary (Dost & King 2009, Bögel
et al. 2019), can parse fragments of the structure, e.g. provide f-structures for all
the noun phrases even if they cannot be formed into a sentence (Riezler et al.
2003), and can include fall-back rules (mal-rules Schneider & McCoy 1998, Reuer
2003, Khader 2003, Fortmann & Forst 2004, Bender et al. 2004) explicitly account-
ing for certain types of ungrammaticality, e.g. incorrect subject-verb agreement.

Semantic search is one application which benefits from the deep LFG represen-
tations. As a search application, the goal is to find documents which are relevant
to the query and, ideally, to highlight the passage in the document most relevant
to the query. Semantic search moves beyond keyword matching to match the
relationships between entities in the query. It can include queries that are full in-
terrogatives as well as ones that are phrases. The ParGramXLE English grammar
was used in the Powerset Inc. semantic search engine for searching Wikipedia
articles. By using LFG representations for the query and the documents it can dif-
ferentiate betweenwho acquired PeopleSoft andwho did PeopleSoft acquire, where
PeopleSoft is the object in the first question and the subject in the second. By us-
ing a fragment grammar as a backup, longer sentences could be partially parsed,
e.g. the first conjunct of a coordinated sentence could be parsed even if the sec-
ond failed. This combined with the redundancy across the articles made using
an LFG grammar feasible for moving beyond keyword search. The f-structures
were mapped to abstract knowledge representations which went beyond gram-
matical functions to semantic rules, e.g. mapping Oracle acquired PeopleSoft and
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PeopleSoft was acquired by Oracle and even Oracle’s acquisition of PeopleSoft to
the same abstract representation.

A more complex application than semantic search is question answering. Un-
like search, question answering uses a document collection to find the answer
to the query, which is generally in the form of a natural-language question, and
present it to the user. The PARC Bridge system (Bobrow et al. 2007) used the XLE
ParGram English grammar as its base and mapped the query and documents to
an abstract knowledge representation using ordered rewrite rules, deep lexical re-
sources such as WordNet (Fellbaum 1998) and VerbNet (Kipper et al. 2000, Levin
1993), and knowledge resources such as Cyc (Lenat 1995). The queries and doc-
uments were then matched against one another with a graph-based algorithm.
An interesting extension of this was to perform entailment and contradiction de-
tection (ECD) (Bobrow et al. 2007) with a graph-based module that determined
whether one sentence entailed or contradicted (or neither) the other. ECD de-
pended on understanding the roles between the entities as determined by the
LFG grammar as well as detailed lexical knowledge.

Burton 2006 describes a tutorial system which uses the XLE English grammar
for its language-understanding component. The tutorial system is provided by
Acuitus and teaches network administration. The coursework includes a set of
troubleshooting exercises where students find and fix problems. During these ex-
ercises the computer helps the students when they ask for help or based on their
actions. The system asks the student a mix of multiple-choice, short-answer, and
natural-language questions. The idea behind using natural-language interactions
is to encourage students to think beyond what multiple-choice questions provide
and to allow more complex questions and answers. The system converts the f-
structures from the student input to semantic interpretations via the transfer rule
system (Crouch 2006). Both the syntactic parsing and the semantics are adapted
to the domain to provide more accurate and robust results.

Historically, hand-crafted LFG implementations have had a hard time compet-
ing with machine-learned constituency or dependency parsers in terms of ro-
bustness, i.e. providing a parse for all input, and speed for purely understanding-
oriented applications, even though they are often superior in terms of systematic-
ity and detail of analysis and despite the fact that machine-learned parsers often
produce illogical parses for input where LFG grammars would fail to produce a
parse. Because of this speed and perceived robustness, machine-learning-based
dependency parsers have become increasingly popular, as is evident from the
shared tasks of the Conference on Computational Natural Language Learning
(CoNLL) series. Interesting though, the CoNLL tasks now often integrate UD
representations (McDonald et al. 2013), which can be seen as less fine-grained
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f-structures (see Section 3 for more details on UD). The combination of hand-
crafted grammars, fall-back techniques, and statistical parser selection as de-
scribed in this chapter allow LFG and other rule-based grammars to be used in
applications requiring robustness (see also Ivanova et al. 2016).

4.2 Applications requiring grammaticality

Certain applications not only aim to map text to representations more amenable
to the computation of meaning, but they also take abstract meaning representa-
tions, including f-structures, as input and map them to text. Among such appli-
cations are sentence condensation and transfer-based machine translation, both
applications for which LFG implementations have been used because f-structures
are abstract enough to facilitate transformations like the removal of certain ad-
juncts or the transfer from a source to a target language. Furthermore, since
corpus-induced grammars do not lend themselves to refinement in order to con-
trol generation, hand-crafted grammar implementations are still the means of
choice for the generation of high-quality text.

Sentence condensation is a form of summarization (Knight &Marcu 2000, Jing
2000). It takes a long sentence and produces a shorter sentence which preserves
the core meaning of the original sentence. This requires the ability to identify the
core part of the original sentence and to generate a grammatical shorter sentence.
Riezler et al. 2003 and Crouch et al. 2004 used the ParGram XLE grammar to
create a sentence condensation system for English. The LFG f-structure was used
to identify the core meaning, e.g. by removing adjuncts other than negation. A
new f-structure was created which contained only this core meaning. This new
f-structure was then run through the grammar in the generation direction to
generate the shorter, condensed sentence. This sentence was guaranteed to be
grammatical since it met the well-formedness conditions of the grammar. Since
multiple strings (e.g. sentences) can map to the same f-structure, more than one
condensed sentence can often be generated from a single f-structure. This can be
partially controlled by Optimality-Theory marks in the grammar in XLE (Frank
et al. 1998). The choice between the remaining sentences can be done with a
language model (Riezler et al. 2003). A related application is note taking where
longer texts are condensed into legible notes (Kaplan et al. 2005).

Machine translation (MT) involves automatically translating a text from one
language (the source) to another (the target). The resulting translation has to pre-
serve the meaning and to be grammatical. LFG f-structures have been used for
MT (Oepen et al. 2004, Riezler & Maxwell 2006, Avramidis & Kuhn 2009, Gra-
ham et al. 2009, Graham 2012, Graham & van Genabith 2012, Homola & Coler
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2012). The idea is that the f-structure encodes the meaning of the sentence more
abstractly than the surface form of the text and so can be used as the level for
translation. That is, f-structure enables translation by transfer across structures
and not just an interlingua across words (Kaplan et al. 1989). In theory, simply
substituting the pred values in the f-structure could produce an f-structure in the
target language and the LFG grammar can then be used to generate the trans-
lation. In practice, f-structures still encode enough language-specific syntactic
information that additional transfer rules need to be applied before the gener-
ation step. For example, one language may use indefinite singular determiners
(e.g. English a) while the other may not, in which case the determiner would
have to be deleted (in the source language) or inserted (in the target language).
The LOGON MT project (Oepen et al. 2004) provides an interesting approach
with parsing via the LFG Norwegian NorGram grammar, transfer to semantic
MRS (Copestake et al. 2005) and generation via an HPSG English grammar. Al-
though LFG-based MT systems can be brittle since there has to be a successful
parse, transfer, and generation, when a translation is produced it is generally of
high quality both in terms of preserving the meaning and of being grammatically
well-formed.

Consider the English and German sentences in (3) and (4), for which the cor-
responding f-structures are displayed in Figure 2.

(3) Across the city, monuments to prosperity have sprung up.

(4) In
in

der
the

ganzen
whole

Stadt
city

sind
be

Denkmäler
monuments

des
of.the

Wohlstands
prosperity

entstanden.
up.spring

Across the city, monuments to prosperity have sprung up.

Apart from the fact that the German analysis of adjunct NPs in the genitive is not
parallel to other ParGram implementations and that the German finite-state mor-
phology decomposes the wordWohlstand, which gives rise to a mod dependency
under the Subj Adj-Gen, the f-structures are surprisingly parallel. (At first sight,
this is obscured by the fact that in the German f-structure, the sub-f-structures
under Topic and in the Adjunct set are the same.) Even though the English sen-
tence is headed by a particle verb while the German one is not, there is a single
pred value for the head verb on either side; even though the subject of the Eng-
lish sentence precedes the verb while the one of the German sentence follows the
verb, both appear in the respective f-structure under subj; even though the aux-
iliary in the English sentence is have while the German verb entstehen requires
the auxiliary sein (‘to be’) for perfect tenses, the auxiliaries contribute the same
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value for tns-asp perf. As a result, the transfer component can concentrate on
word-to-word translation equivalencies while letting the language-specific gram-
mars take care of well-formedness conditions independent of the language pair
under consideration. An example of a non-trivial translation equivalency is the
one between across the city and in der ganzen Stadt (literally ‘in the entire city’),
as the English phrase might also correspond to durch die Stadt (literally ‘through
the city’) in other contexts (especially in combination with motion verbs).

Figure 2: F-structures for English and German translation equivalents

Certain other applications do not require semantic representations or gram-
matical text output but do require the system to have a notion of grammaticality
as their purpose is to highlight ungrammatical (or otherwise undesired) passages
in text. Such systems can be directed to a general public of people producing texts
or explicitly target second-language learners, sometimes even second-language
learners with a specific first-language background. The latter application, in the
context of Intelligent Computer-Assisted Language Learning (ICALL), has used
LFG implementations, typically augmented with mal-rules (Rypa & Feuerman
1995, Reuer 2003, Khader 2003, Fortmann & Forst 2004). Mal-rules are rules or
rule extensions that cover ungrammatical constructions typically produced by
second-language learners, e.g. NPs where determiners or adjectives do not agree
with the head noun, NPs with countable head nouns in the singular that are
not preceded by a determiner, or sentences with an ungrammatical order of con-
stituents or a violation of subject-verb agreement. As typical mistakes made by
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second-language learners depend significantly on their native language as well
as on other languages they know, mal-rules can be optimized with respect to
their coverage more easily when the linguistic background of the audience is
known. A machine-learning-based approach to ICALL exploiting features pro-
vided by the English ParGram LFG implementation is described by Berend et al.
2013.

A final application we discuss is natural language understanding (NLU) com-
ponents used in car computers or in personal assistants on mobile devices. Those
components often combine grammar-based analysis and deep-learning-based
neural networks or statistical models learned from annotated data. Moreover,
machine-learning-based NLU models depend on large amounts of training data
from the relevant domain. Since such data is hard to collect and costly to an-
notate, much of it is generated by means of grammars. For the most part, the
grammars used to this end are simple, largely context-free grammars. However,
as the semantic representations used for NLU become increasingly sophisticated,
the use of more powerful grammar formalisms such as LFG can be used for the
generation of high-quality grammatical training data.

5 Conclusion

This chapter provided an overview of computational implementations of LFG.
LFG was designed from the outset to be computationally tractable and has a
strong history of broad-coverage implementations for multiple languages, pri-
marily through the ParGram project which is built on the XLE grammar develop-
ment platform. As with theoretical LFG, implemented grammars primarily focus
on c-structure and f-structure, but extensive work has been done on using the re-
sulting f-structures as input to semantics and abstract knowledge representation,
and some work has focused on the integration of morphological and phonolog-
ical information as well as argument structure. The ParGram project is based
on the theoretical LFG hypothesis that languages are more similar at f-structure,
which encodes grammatical functions, than at c-structure. This f-structure simi-
larity can then be exploited in applications such asmachine translation. Other ap-
plications which take advantage of the more abstract f-structures and the ability
of LFG grammars to parse and generate as well as to detect (un)grammaticality
include computer-assisted language learning, question answering, and sentence
condensation. From a theoretical linguistic perspective, implemented grammars
allow the linguist to test analyses and to see interactions between different parts
of the grammar.
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This chapter provides a summary of a range of work on probabilistic models of Lex-
ical Functional Grammar (LFG). LFG grammars as originally conceived in Kaplan
& Bresnan (1982) were defined by grammatical rules and constraints, so could not
describe ill-formed strings, and they failed if confronted with well-formed strings
outside their coverage. In contrast, the hybrid LFG-DOP model of Bod & Kaplan
1998 and Bod & Kaplan 2003 could generalize well-formed analyses via the Discard
operation to allow ill-formed and previously uncovered well-formed strings to be
handled. Way (1999) andWay (2001) extended LFG-DOP to handle translation, and
demonstrated two advantages of his LFG-DOTmodels: (i) being probabilistic, LFG-
DOT was able to handle a range of translation phenomena that were problematic
for the description of LFG-MT (Kaplan et al. 1989); and (ii) having f-structure con-
straints enabled LFG-DOT to overcome problems for DOT (Poutsma 2000), a model
of translation based on DOP (Bod 1992, Sima’an 1997, Bod 1998). Like most proba-
bilistic models, LFG-DOP (and LFG-DOT) require large amounts of annotated data.
In a range of seminal work on grammar induction – now a research field in its own
right, but at the time quite a novelty – it was demonstrated how strings could be
automatically annotated with both LFG c- and f-structure information (Sadler et al.
2000, Cahill et al. 2002a). These were then used for multilingual probabilistic pars-
ing (Cahill et al. 2005, Cahill, Burke, O’Donovan, et al. 2008) and lexicon induction
experiments (O’Donovan 2006), which we describe here.
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1 Introduction

In this chapter we summarize work on extensions to the core LFG formalism
that facilitate large-scale probabilistic LFG parsing and translation models. Tra-
ditional LFG grammars (Kaplan & Bresnan 1982) are defined in terms of well-
formed grammatical rules and constraints. This has two main limitations: (i) ill-
formed input cannot be handled easily;1 and (ii) when a grammar produces mul-
tiple analyses for an input, there is no inherent way of ranking the competing
solutions.

We describe LFG-DOP (Bod & Kaplan 1998), a hybrid model of Data-Oriented
Parsing (DOP: Bod 1992, Sima’an 1997, Bod 1998) and LFG that allows for prob-
abilistic tree parsing, and which is beyond context-free in its generative power.
We describe how this work led to the LFG-DOT framework (Way 1999, 2001) for
machine translation (MT) with LFG.

Large-scale probabilistic parsing typically requires substantial amounts of an-
notated training data. We describe techniques developed to automatically gener-
ate large-scale LFG-annotated treebanks that provide the training data needed
for probabilistic LFG parsing. We describe how this work was not only applied
to English, but also several other languages including German (Cahill et al. 2005,
Rehbein & van Genabith 2009), French (Schluter 2011), Spanish (O’Donovan et al.
2005, Chrupała & van Genabith 2006), Chinese (Burke, Cahill, et al. 2004, Guo
2009), Japanese (Oya & van Genabith 2007) and Arabic (Tounsi et al. 2009a). A re-
lated field of work was the automated extraction of large-scale lexical resources
from these LFG-annotated treebanks (O’Donovan 2006). Although large-scale
LFG-DOT experimentation has not been conducted to date,2 these grammars
and semantic forms (i.e. subcategorisation frames) are exactly what LFG-DOT
requires to build its models. Accordingly, we sketch what would need to be done
to conduct such experiments.

Finally, we compare this semi-automatic approach to lexicon and grammar
induction to that based on the hand-crafted XLE grammars.

2 LFG-DOP

This section describes howLFGwas combinedwithData-Oriented Parsing (DOP)
models to create a more robust, probabilistic model of language processing, LFG-

1This applies equally to legitimate strings which are not covered by the grammar.
2Bod (2000) acknowledges that Cormons (1999) “accomplished [the] first simple experiment
with LFG-DOP”. Bod & Kaplan (2003) includes a large-scale evaluation of LFG-DOP against a
DOP baseline. Hearne (2005) extends these experiments for DOP, demonstrating higher accu-
racy for the exact match metric using improved sampling techniques.
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24 Treebank-driven parsing, translation and grammar induction using LFG

DOP. In later sections, we will show how both DOP and LFG-DOP were used to
build powerful, robust models of MT.

2.1 Data-Oriented Parsing

DOP models (Bod 1992, Sima’an 1997, Bod 1998) assume that past experiences of
language are significant in both perception and production. DOP prefers perfor-
mance models over competence grammars, in that abstract grammar rules are
eschewed in favour of models based on large collections of previously occurring
fragments of language. Previously uncovered sentences are processed with ref-
erence to existing fragments from the treebank, which are combined using prob-
abilistic techniques to determine the most likely analysis for the new fragment.

The general DOP architecture stipulates four parameters on which particular
models are instantiated:

1. A formal definition of well-formed representations for sentence analyses;

2. A set of decomposition operations for splitting sentence analyses into a set
of fragments;

3. A set of composition operations for recombination of such fragments in
order to derive analyses of new strings;

4. A definition of a probability model indicating the likelihood of a sentence
analysis based on the probabilities of its constituent parts.

DOP models typically assign a surface phrase-structure (PS) tree to strings
(hence ‘Tree-DOP’, or ‘DOP1’ in Bod (1992)). However, context-free models are
insufficiently powerful to deal with all aspects of human language. LFG, on the
other hand, is known to be beyond context-free, and can capture and provide
representations of linguistic phenomena other than those occurring at surface
structure.3

3Note that the question of what grammar type in the Chomsky Hierarchy (Chomsky 1956) was
capable of processing human language was a significant one when LFG was first proposed,
but appears to be less of a concern nowadays. This was relevant for Chomsky’s claims of Uni-
versal Grammar (Chomsky 1981), of course, but different languages have been demonstrated
to require different grammar types; for example, Dutch cross-serial dependencies can only be
handled by a context-sensitive grammar, whereas English is arguably context-free. Note that
Futrell et al. (2016) claim the Amazonian language Pirahã to be finite-state, so the Chomsky
Hierarchy no longer seems to be particularly helpful as a characterisation of human languages
in general. Nonetheless, the fact that LFG is beyond context-free would allow it to claim that
it is a general enough model to cope with languages like Dutch. Note too that a grammar for-
malism should be sufficiently constrained to ensure that parsing can be done in polynomial
time.

1127



Aoife Cahill & Andy Way

2.2 Combining DOP with LFG: LFG-DOP

Accordingly, Bod & Kaplan (1998) augmented DOP with the syntactic represen-
tations of LFG to create a new, more powerful hybrid model of language process-
ing – LFG-DOP – which adds a level of robustness not available to models based
solely on LFG.

LFG-DOP is defined using the same four parameters as in Tree-DOP. We de-
scribe each of these in the next sections.

2.2.1 Representations in LFG-DOP

The LFG-DOP representations are those traditionally used in LFG, where each
string is annotated with a c-structure, an f-structure, and a mapping 𝜙 between
them. Well-formedness conditions operate solely on f-structure, as usual.

2.2.2 Decomposition in LFG-DOP

Since we are now dealing with ⟨𝑐, 𝑓 ⟩ pairs of structure, the Root and Frontier
decomposition operations of DOP need to be adapted to stipulate exactly which
c-structure nodes are linked to which f-structure fragments, therebymaintaining
the fundamentals of c- and f-structure correspondence. As LFG c-structures are
little more than annotated PS trees, we can proceed very much on the same lines
as in Tree-DOP. Root erases all nodes outside of the selected node, and in addition
deletes all 𝜙-links (informally, parts of the f-structure linked to a c-structure node)
leaving the erased nodes, as well as all f-structure units that are not 𝜙-accessible
from the remaining nodes. Bod & Kaplan (1998) define 𝜙-accessibility as follows:

“An f-structure unit f is 𝜙-accessible from a node n iff either n is 𝜙-linked to
f (that is, 𝑓 = 𝜙(𝑛)) or f is contained within 𝜙(𝑛) (that is, there is a chain of
attributes that leads from 𝜙(𝑛) to f).” (Bod & Kaplan 1998: 146)

As an example, consider (1):

(1) S:𝑛1
NP:𝑛2
John

VP:𝑛3
V:𝑛4
swims

⎡⎢⎢⎢⎣
subj [pred ‘John’

num sg ]𝑓2
pred ‘swim〈(↑ subj)〉
tense pres

⎤⎥⎥⎥⎦𝑓1𝑓3𝑓4
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The 𝜙-links are shown in (2):

(2) 𝜙(𝑛1) = f1, 𝜙(𝑛2) = f2, 𝜙(𝑛3) = f3, 𝜙(𝑛4) = f4, 𝜙(𝑛1) = 𝜙(𝑛3) = 𝜙(𝑛4)𝜙-accessibility reflects the intuitive notion that nodes in a tree carry infor-
mation only about the f-structure elements to which the root node of the tree
permits access, as in (1). Note that all f-structure units are 𝜙-accessible from the
S, VP and V nodes, but tense and the top-level pred (the main verb swim) cannot
be accessed via 𝜙 from the subject NP node.

Frontier operates as in Tree-DOP, deleting all subtrees of the selected frontier
nodes. It also deletes all 𝜙-links of these deleted nodes togetherwith any semantic
form (e.g. in (1), ‘swim〈(↑ subj)〉’) as is the case if the V:swims node is deleted in
(3):

(3) S:𝑛1
NP:𝑛2
John

VP:𝑛3 [subj [pred ‘John’
num sg ]𝑓2

tense pres
]𝑓1𝑓3

This illustrates the ability of Root nodes to access certain f-structure features
even after subnodes have been deleted. Even though the V:swims node is deleted
in the c-structure tree, only the semantic form ‘swim〈(↑ subj)〉’ is deleted from
the f-structure, and the tense feature remains.4

It is, however, possible to prune (3) still further, as (4) illustrates:

(4) S:𝑛1
NP:𝑛2
John

VP:𝑛3 [subj [pred ‘John’
num sg ]𝑓2 ]𝑓1𝑓3

This is achieved by applying a third, and new operation, Discard, to the tense
feature in (3).5 The Discard operation adds considerably to LFG’s robustness by

4Note that subject-tense agreement is seen in some languages e.g. Hindi. Accordingly, there is
no universal principle which should rule out fragments such as (3).

5This function generates appropriate fragments for English which have no subject-tense depen-
dency; accordingly, we would expect more fragments like (4) in English treebanks, but fewer
such fragments for Hindi, say, given the point made in fn. 4.
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providing generalized fragments from those derived via Root and Frontier by
freely deleting any combination of attribute-value pairs from an f-structure ex-
cept those that are 𝜙-linked to some remaining c-structure node, or that are gov-
erned by the local predicate (i.e. required to be present). Its introduction also
necessitates a new definition of the grammaticality of a sentence with respect to
a corpus, namely any sentence having at least one derivation whose fragments
are produced only by Root and Frontier and not by Discard. Way (1999) splits
fragments into separate bags of Discard and non-Discard fragments in order “to
facilitate the consideration of grammaticality.” Bod (2000) demonstrates that this
is helpful for LFG-DOP, too, on experiments with the Verbmobil and Homecen-
tre corpora, which compare favourably with the original model of Bod & Kaplan
(1998). In contrast, Hearne & Sima’an (2004) present an improved back-off esti-
mation method where non-Discard fragments are naturally preferred.

We omit here the complete LFG-DOP treebank (ignoring the effects of the
Discard operator) for the sentence John swims, but refer the interested reader to
Figure 4.1 in Way (2001: 114). Nonetheless, as he does, we point out that each
c-structure fragment in an LFG-DOP corpus is not necessarily linked to a unique
f-structure fragment. From his Figure 4.1, consider the three fragments in (5):

(5) S

NP VP

V

swims

VP

V

swims

V

swims

These three c-structure fragments all map to the same f-structure fragment in
(6) because of equations such as 𝜙(𝑛1) = 𝜙(𝑛3) = 𝜙(𝑛4) in (2):

(6) [subj [num sg]
pred ‘swim〈(↑ subj)〉’
tense pres

]
This f-structure shows that swims being singular requires a singular subject.

Of course, to be completely accurate, we should add in a subj:pers:3 constraint
too, to prevent strings such as I swims and you swims from being deemed gram-
matical.
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We can illustrate the effect of Discard in relaxing the subj:num:sg constraint
with swims in (7):

(7) VP

V

swims

[subj []
pred ‘swim〈(↑ subj)〉’
tense pres

] VP

V

swims

[subj []
pred ‘swim〈(↑ subj)〉’]

Accordingly, if the ill-formed string The men swims were input, it could be pro-
cessed by LFG-DOP because of generalised fragments like these, but would be
ruled out as ungrammatical in LFG, given f-structures like (6). Note that Discard
has been applied to the rightmost f-structure in (7).

2.2.3 Composition in LFG-DOP

Composition in LFG-DOP is also a two-step operation. C-structures are com-
bined by leftmost substitution, as in Tree-DOP, subject to the matching of their
nodes. F-structures corresponding to these nodes are then recursively unified,
and the resulting f-structures are subjected to the grammaticality checks of LFG.

2.2.4 Probability models for LFG-DOP𝐶𝑃(𝑓 ∣ 𝐶𝑆) denotes the probability of choosing a fragment f from a competition
set CS of competing fragments. In Tree-DOP, we wanted to select a tree t from a
treebank, whereas in LFG-DOP we are interested in selecting a ⟨𝑐, 𝑓 ⟩ pair from a
corpus. The probability of an LFG-DOP derivation is the same as in Tree-DOP; it
is just the derivation itself which changes. As in DOP, then, an LFG-DOP deriva-
tion𝐷 = ⟨𝑓1, 𝑓2...𝑓𝑛⟩ is produced by a stochastic branching process which at each
stage in the process randomly samples from a competition set CS of competing
samples, as in (8) (cf. example (10) in Bod & Kaplan 1998: 148):

(8) 𝑃(⟨𝑓1, 𝑓2...𝑓𝑛⟩) = 𝑛∏𝑖=1 𝐶𝑃(𝑓𝑖 ∣ 𝐶𝑆𝑖)
This competition probability 𝐶𝑃(𝑓 ∣ 𝐶𝑆) is expressed in terms of fragment

probabilities 𝑃(𝑓 ) in (9) (cf. example (11) in Bod & Kaplan 1998: 148):
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(9) 𝐶𝑃(𝑓 ∣ 𝐶𝑆) = 𝑃(𝑓 )∑𝑓 ′∈ 𝐶𝑆 𝑃(𝑓 ′)
Taking (8) and (9) together, the probability of a derivation 𝑓 is calculated by

multiplying together the probabilities of the fragments 𝑓𝑖 which are composed to-
gether to form that fragment; this is analogous to how derivations are computed
in Tree-DOP: there, we just have tree fragments, whereas in LFG-DOP, we have
tree fragments together with their associated f-structure fragments.

In Tree-DOP, apart from the Root and Frontier operations, there are no other
well-formedness checks. LFG, however, has a number of grammaticality condi-
tions, some of which – the Completeness check at least – cannot be evaluated
during the stochastic process. Accordingly, probabilities for valid representations
can only be defined by sampling post hoc from the set of representations which
are output from the stochastic process. The probability of sampling a valid rep-
resentation is (10) (cf. example (12) in Bod & Kaplan 1998: 148):

(10) 𝑃(𝑅 ∣ R is valid) = 𝑃(𝑅)∑𝑅′ 𝑖𝑠 𝑣𝑎𝑙𝑖𝑑 𝑃(𝑅′)
Bod&Kaplan (1998) note that (10) assigns probabilities to valid representations

whether or not the stochastic process guarantees validity. The valid representa-
tions for a particular utterance u are obtained by a further sampling step, with
their probabilities given by (11) (cf. example (13) in Bod & Kaplan 1998: 148):

(11) 𝑃(𝑅 ∣ R is valid and yields u) = 𝑃(𝑅)∑𝑅′ 𝑖𝑠 𝑣𝑎𝑙𝑖𝑑 𝑎𝑛𝑑 𝑦𝑖𝑒𝑙𝑑𝑠 𝑢 𝑃(𝑅′)
Comparing (10–11) with the equivalent formula for calculating the probability

of a particular analysis for a Tree-DOP representation, Way (2001) observes that
the LFG-DOP formulae contain references to valid structures. In Tree-DOP, apart
from the root-matching criterion, there are no other validity conditions; in LFG-
DOP, depending on the competition set chosen, there may be several.

Omitting the details for reasons of space, Bod & Kaplan (1998) give three dif-
ferent competition sets depending on the stage at which the LFG grammaticality
checks are carried out, which affect the the probability models for LFG-DOP:
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1. A straightforward extension of the Tree-DOP probability model, where
the choice of a fragment depends only on its Root node (i.e. c-structure
matching category) and not on the Uniqueness, Completeness or Coher-
ence conditions of LFG, which are enforced off-line.

2. Root nodes must match, and f-structures must be unifiable if two LFG frag-
ments are to be combined. This model takes the LFG Uniqueness condition
(namely that each attribute has only one value) as well as the Root category
into account. As the resultant fragments produced vary depending on the
derivation followed, unifiability must be determined at each step in the
process.

3. In addition to the previous two steps, the LFG Coherence check is en-
forced at each step, ensuring that each grammatical function (subj, obj
etc.) present in the f-structure is governed by a pred. This means that in
this model, we are dealing only with well-formed c-structures which corre-
spond to coherent and consistent f-structures, i.e. structures which satisfy
LFG’s Uniqueness check, thereby permitting unification only where ex-
actly appropriate. As we have noted already, the LFG Completeness check
can only be enforced after all other validity sampling has taken place.

Let us now return to the sentence John swims, and show one possible deriva-
tion of the ⟨𝑐, 𝑓 ⟩ pair in (1). A straightforward way of doing this would be to
compose (via the ‘o’ operator in (12)) the ⟨𝑐, 𝑓 ⟩ fragment in (3) with the leftmost
fragment in (7), which we include in full in (12):

(12) S:𝑛1
NP:𝑛2
John

VP:𝑛3 [subj [pred ‘John’
num sg ]𝑓2

tense pres
]𝑓1𝑓3𝑓4

o

VP:𝑛3
V:𝑛4
swims

[subj []
pred ‘swim〈(↑ subj)〉’
tense pres

]𝑓1𝑓3𝑓4
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This is possible given that the VP node in the upper tree is vacant, so the lower
VP tree can be substituted for this node. The respective f-structures are then uni-
fied to give the ⟨𝑐, 𝑓 ⟩ fragment in (1). Throughout the derivation of this ⟨𝑐, 𝑓 ⟩ pair,
we have satisfied DOP’s Root condition (leftmost substitution of ‘like’ categories
only), as well as the Uniqueness, Completeness and Coherence grammaticality
conditions of LFG. As a consequence, the resultant structures in (1) are valid. This
is equivalent to using the third option given above for possible competition sets.

Of course there will be many other possible derivations which contribute to
the overall probability of the sentence John swims. Note that if we enforce LFG’s
grammaticality checks on-line, leftmost substitution of non-Discard fragments
reduces the size of the competition set for future iterations of the composition
process. In (12), for instance, enforcing the Uniqueness condition on-line (models
2 or 3 above) prevents any fragment other than a singular intransitive VP from
being substituted into the VP slot. In Tree-DOP, any VP could be substituted at
this node.

3 LFG-DOT

In this section, we demonstrate that problems with the LFG-MT (Kaplan et al.
1989) and Data-Oriented Translation (DOT: Poutsma (2000)) models of transla-
tion can be solved by LFG-DOT.6 As the LFG-DOT models proposed by Way
(1999) and Way (2001) are based on LFG-DOP, they have the same advantages as
shown in the previous section, albeit now for translation:

1. Being a probabilistic model, LFG-DOT can overcome problems encoun-
tered by LFG-MT which is based solely on LFG’s constraints; and

2. By appealing to LFG’s f-structure constraints, LFG-DOT can overcome
problems encountered by DOT which is based solely on trees.

3.1 LFG-MT

A translation model based on LFG was first presented in Kaplan et al. (1989). This
original model introduces the 𝜏 -correspondence as a mapping between source

6Hearne (2005) demonstrates that reasonably large-scale models can be built with DOT that
considerably outperform SMT. Bod (2007) contains results which demonstrate similar improve-
ments over SMT, but for really large-scale models at the time. Given the massive time and
space constraints involved in processing DOP models, it is noteworthy that Bod was able to
build DOTmodels trained on more than 750K sentence-pairs of German-English Europarl data
(Koehn 2005).
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and target f-structures. For swim, we would need a transfer lexicon entry such
as (13) for translation between English and French:

(13) swim:
(𝜏 ↑ pred) = nager
(𝜏 ↑ subj) = 𝜏 (↑ subj)

Being a straightforward translation example, this entry demonstrates two things:
(i) that the translation of the verb swim is nager, and (ii) that the translation of
the subject of swim is the subject of nager.

This model is very elegant, and allows for some difficult translation problems
to be handled by the LFG-MT formalism. For example, verbs with different se-
mantic forms can be handled relatively straightforwardly. Assume the transla-
tion case in (14):

(14) The student answers the question ⟷ L’étudiant répond à la question.

This case can be dealt with as in (15):

(15) answer:
(𝜏 ↑ pred) = répondre
(𝜏 ↑ subj) = 𝜏 (↑ subj)
(𝜏 ↑ obl obj) = 𝜏 (↑ obj)

This states that répondre is the corresponding French predicate of answer, that
the translation of the subj is straightforward, and that the translation of the obj
of answer is the obl obj of répondre.

The LFG-MT model of Kaplan et al. (1989) can also deal correctly with the
like–plaire relation-changing case, as (16) demonstrates:

(16) like:
(𝜏 ↑ pred) = plaire
(𝜏 ↑ obl) = 𝜏 (↑ subj)
(𝜏 ↑ subj) = 𝜏 (↑ obj)

That is, the subject of like is translated as the oblique argument of plaire, while
the object of like is translated as the subject of plaire.

However, a line of work showed that while the 𝜏 -equations of Kaplan et al.
(1989) are by and large able to link exactly those source–target elements which
are translations of each other, there are a number of cases where this machin-
ery is unable to cope with a set of translation cases, in particular embedded
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headswitching examples and the correct translation of adjuncts (cf. Arnold et
al. 1990, Sadler & Thompson 1991, Way 2001).7

It is worth noting that an updated version of LFG-MT was described in Kaplan
&Wedekind (1993) which used the concept of Restriction to try to overcome some
of the problems in mapping between flat syntactic f-structures to hierarchical
semantic ones. However, as well as receiving criticism from a monolingual per-
spective (cf. Butt (1994) and complex predicates in Urdu), Way (2001) demon-
strates this new approach failed to ensure that only the correct translations en-
sued; rather, it was left to a human expert to select the correct translation from
a set of alternatives, many of which were incorrect. Despite being an improve-
ment on the original model of Kaplan et al. (1989), it is still open to criticism as a
general model of translation.

Another solution proposed around this time involved using linear logic (van
Genabith et al. 1998), but this involved addingmassive redundancy in the transfer
lexicon, cf. Way (2001: 92–96).

Note too that work continued on using LFG as a basis for MT after LFG-DOT
was introduced. One such model was that of Riezler & Maxwell (2006). Note
that their paper is not a comparison of LFG-MT, but rather with SMT (Koehn
et al. 2003). Note that they add a ‘fragment grammar’ which “allows sentences
that are outside the scope of the standard grammar to be parsed as well-formed
chunks” (p.251), but they do not compare this with the bag of Discard-generated
fragment-pairs in LFG-DOT. This work is extended by Graham & van Genabith
(2012), who incorporate a deep syntax language model directly into the decoder,
as opposed to using it post hoc to improve the grammaticality of the target trans-
lations. Note that neither approach shows how their models handle any of the
traditional ‘hard’ translation cases. For the approach of Riezler &Maxwell (2006),
being based on transfer rules – albeit automatically extracted ones – it will surely
fail in similar ways to LFG-MT. As to themodel of Graham& vanGenabith (2012),
and approaches based on SMT in general, it is doubtful whether the system de-
signers can answer the question how such translational phenomena are handled,
as SMT does not work in this way. Of course, test sets can be designed which
include such ‘hard’ cases, and the translation output inspected, but SMT systems

7To give the reader some insight into the first-mentioned issue without having to consult the
primary literature, LFG-MT can cope with ‘straightforward’ headswitching examples like The
baby just fell ⟷ Le bébé vient de tomber. However, when such examples appear in embedded
clauses, as in I think that the baby just fell ⟷ Je pense que le bébé vient de tomber, ad hoc
solutions are required to avoid target f-structures being doubly rooted, i.e. two 𝜏 -equations
result in inconsistent solutions where one piece of f-structure is required to simultaneously
fill two different slots.
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by their very nature are far less inspectable than systems which include syntac-
tic constraints, so even if such sentences were translated correctly, it would be
hard to know why exactly. Of course, this problem is worse again with today’s
state-of-the-art neural models; despite the improved quality that can be derived,
our knowledge as to what is going on internally inside the systems is less than
it’s ever been.

3.2 Data-Oriented Translation

Poutsma (2000) produced two models of tree-based translation, DOT1 and DOT2.
These models were formulated along the same lines as DOP and LFG-DOP, with
definitions of the representations to be used, how these were to be decomposed,
recomposed, and a probability model.

In DOT, the latter determined the likelihood of a target translation given a
source string. The representations used were PS trees, decomposition described
how to extract well-formed subtree-pairs from these representations,8 and the
composition operator used was leftmost substitution (to ensure unique deriva-
tions) of matching Root labels.

We illustrate a linked translation pair in DOT in (17) for the the sentence pair⟨ John swims, Jan zwemt ⟩:9
(17) S

NP

John

VP

V

swims

S

NP

Jan

VP

V

zwemt

If we assume that the sentential fragment in (17) is unseen in ourDOT treebank,
one derivation of the translation Jan zwemt given the source sentence John swims
might be (18):

8In his thesis, Way 2001 introduces the label 𝛾 to refer to the function that links DOT source
and target subtree fragments. See Section 3.3.2 for models which use the 𝛾 function in LFG-
DOT, and Poutsma 2000: Sect. 2.1 for a description of how linked subtrees like the V-labelled
fragments in (18) are extracted from tree pairs such as (17).

9Here we ‘translate’ names to indicate that the translation process has been successful, as op-
posed to merely passing over a source word as untranslated – an out-of-vocabulary item – into
the target side.

1137



Aoife Cahill & Andy Way

(18) S

NP

John

VP

V

S

NP

Jan

VP

V

o V

swims

V

zwemt

Way (1999) showed that the DOT1 model could not always explicitly relate
parts of the source-language structure to the corresponding, correct parts in the
target structure, so fails to translate correctly where source and target strings
differ with respect to word order (e.g. the like ⇔ plaire relation changing case
– which LFG-MT can handle, cf. (16) – plus many more ‘hard’ translation cases
described in Way et al. (1997)).

DOT2 was developed as a consequence of these failings, and improves over
DOT1 by not restricting the composition operation to left-most substitution on
both sides. With that change, DOT2 manages to overcome cases of word-order
difference by and large. However, Way (2001) notes that:

“this is compromised by a lesser amount of compositionality in the trans-
lation process. Given the small number of fragments playing a role in the
derivation of some translations involving complex phenomena, almost the
exact linked sentence pair may need to be present in order for a translation
to be possible. Furthermore, any such translations produced have extremely
small probabilities with respect to the corpus. Finally, of course, translation
systems which are based purely on PS trees will ultimately not be able to
handle certain linguistic phenomena.” (Way 2001: 190)

To illustrate the ‘limited compositionality’ problem in DOT2, Way (2001) ap-
peals to the translation pair in (19):10

(19) DE: Johannes schwimmt gerne ⇔ EN: John likes to swim.

Essentially, the VPs cannot be broken down further; schwimmt and swim are
not translationally equivalent – one is inflected and the other is in the infinitive
form – so in their source–target tree pairs, links cannot be drawn between the
fragment-pair in (20), as we might otherwise wish to do, in order to describe the
basic translation relations in (19):

10Given that other similar cases exist, e.g. DE: Josef läuft zufällig ⇔ EN: Joseph happens to run,
the redundancy in the DOT2 approach really shows itself to be problematic when such cases
are combined, as in strings such as John likes to happen to swim (i.e. John likes to swim by
chance, rather than planning ahead), and John happens to like to swim.
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(20) VP

V Adv

gerne

VP

V

likes

V′
to V

Accordingly, while it is possible for DOT2 to cope with such examples in con-
trast to DOT1, which couldn’t handle them at all, the exact VPs (likes to swim,
here) have to exist a priori in the treebank. This is because these linked VP pairs
are handled non-compositionally in DOT2 between German and English, but the
monolingual VPs are treated compositionally in DOP. As can be seen, DOT2 ap-
proximates to a translation dictionary for such cases – as likes to can be followed
by pretty much any verb in English, and gerne can modify pretty much any verb
in German – which is clearly impractical, and so can be disregarded as a general
model of translation.

3.3 Combining DOT and LFG-MT: the best of both worlds

In his thesis, Way (2001) provides four LFG-DOT models which solve all these
‘hard’ cases:

1. Model 1: Translation via 𝜏
2. Model 2: Translation via 𝜏 and 𝛾
3. Model 3: Translation via 𝛾 with Monolingual Filtering

4. Translation via 𝛾 and ‘Extended Transfer’

3.3.1 LFG-DOT1

Way (2001) describes this as a simple linear model, as in (21):

(21) LFG-DOP-𝜙𝑐 𝑓
𝑐′ 𝑓 ′

LFG-DOP-𝜙′
𝜏

The different components needed are:
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• a source language LFG-DOP model;

• the 𝜏 mapping;

• a target language LFG-DOP model.

Way (2001: 193) notes that “LFG-DOT1 contains two monolingual LFG-DOP
language models … [so] Discard can be run on both source and target sides. This
means that LFG-DOT1 can cope with ill-formed or previously uncovered input
which LFG-MT would not be able to handle at all”. Despite this advantage, LFG-
DOT1 unsurprisingly suffers from the same problems as LFG-MT, as its transla-
tion function is described by the same operator 𝜏 .
3.3.2 LFG-DOT2

Given that 𝜏 is an insufficient operator to define all translation problems (cf. fn. 7,
for example), Way (2001) describes the translation relation using both the 𝛾 and𝜏 functions in his LFG-DOT2 model, summarised in (22):

(22) LFG-DOP-𝜙𝑐 𝑓
𝑐′ 𝑓 ′

LFG-DOP-𝜙′
𝛾 𝜏

This is clearly a more complex model than LFG-DOT1, necessitating:

• a source language LFG-DOP model;

• the 𝛾 mapping (i.e. the DOT2 model of translation, cf. fn. 8);

• a target language LFG-DOP model;

• a probabilistic transfer component.

Way (2001) provides a number of ways in which the 𝛾 and 𝜏 functions might
co-operate in his LFG-DOT2 model. He notes that using LFG-DOP as the source
and target language models overcomes the shortcomings of both Tree-DOP and
LFG, and that including 𝜏 allows certain ‘hard’ cases (like relation-changing) to
be handled correctly, unlike the DOT1 model.
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Furthermore, Way (2001) notes that LFG-DOT2 is more robust than LFG-MT,
in that Discard can produce generalized fragments which may be able to deal
with input for which LFG-MT cannot offer any translation.

Ultimately, as the 𝜏 mapping cannot always produce the desired translation,
Way jettisons this function in his LFG-DOT3 and LFG-DOT4 models, to which
we turn next.

3.3.3 LFG-DOT3

LFG-DOT3 relies solely on 𝛾 to express the translation relation. The architecture
of LFG-DOT3 is shown in (23):

(23) LFG-DOP-𝜙𝑐 𝑓
𝑐′ 𝑓 ′

LFG-DOP-𝜙′
𝛾

Way (2001) demonstrates that contrary to other models described here, em-
bedded headswitching cases in LFG-DOT3 are handled in the same manner as
non-embedded headswitching cases, exactly as required (cf. fn. 7). He also shows
that LFG-DOT3 can cope with certain cases of combinations of exceptional phe-
nomena which prove problematic for other formalisms. However, like DOT2 (cf.
Section 3.2), LFG-DOT3 also suffers from the problem of limited compositional-
ity.

3.3.4 LFG-DOT4

To overcome this problem, Way (2001) uses a restricted form of Discard in an
‘extended transfer’ phase in LFG-DOT4 to generalize the translation relation ap-
propriately. Essentially, in LFG-DOP (and consequently LFG-DOT), fragments
generated by Discard occupy an unjustifiably large proportion of the probabil-
ity space. Accordingly, Way (1999) proposes to split fragments into two bags:
those generated by Root and Frontier, and those generated by Discard. In LFG-
DOT4, Way (2001) allocates a small amount of the probability space to lemma-
tized translation pairs produced by a second application of Discard.11 To revisit

11Another way of mitigating this problem is suggested by Way (2001: 112), namely to adopt the
approach of Zaenen & Kaplan (1995), which cuts down on the possible number of LFG-DOP
fragments compared to the description of LFG in Kaplan & Bresnan (1982). In Zaenen & Kaplan
(1995), lexical heads are 𝜙-linked only to semantic forms and not to their enclosing f-structures,
while other primitive feature values remain unlinked.
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the problematic example in (19), if Discard is used to relax the tense constraint,
then the V nodes in (20) can be linked; they couldn’t before as the V in German
was a finite verb, while the V in English was an infinitive. Accordingly, Way
(2001: 190) suggests that “this model describes the translation relation exactly as
required, and furthermore overcomes the problems of LFG-MT … and DOT mod-
els of translation”. See Table 1 for a summary of the comparative advantages and
disadvantages of each of the models covered in this chapter.12

Table 1: A comparison of the advantages and disadvantages of the MT
models described in this work

Model Ill-formed Word Embedded All ‘hard’ Avoids limited
input order headswitching cases compositionality

LFG-MT N Y N N N

DOT1 Y N N N N
DOT2 Y Y Y N N

LFG-DOT1 Y Y N N N
LFG-DOT2 Y Y Y N N
LFG-DOT3 Y Y Y Y N
LFG-DOT4 Y Y Y Y Y

4 Automatic derivation of f-structures from treebanks

In this section we consider how the resources needed for large-scale LFG-DOP
and LFG-DOT models can be generated. We also explain the two different ways
in which f-structures can be derived from a tree.

4.1 Towards large-scale resources for LFG-DOP and LFG-DOT

LFG-DOP needs large collections of monolingual annotated data (treebanks) in
order to parse monolingual input, and LFG-DOT needs large collections of bilin-
gual annotated data. At the time LFG-DOP and LFG-DOT were being developed,
no such large f-structure annotated data existed. Constituency treebanks had

12See Way (2003) for more details on these models, and Hearne (2005) for an alternative LFG-
DOT model based on LFG-DOT3 but which incorporates a different probability model and
fragmentation procedure.
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been available for several years, and large-scale hand-crafted LFG grammars
were available only for a few languages. However, neither could provide the
input needed to support the training of LFG-DOP or LFG-DOT models. Con-
stituency treebanks alone could not provide the linguistic detail needed, and
hand-crafted grammars were unable to select the most likely parse from a (some-
times) large number of possible solutions.

To address these shortcomings, van Genabith, Way, et al. (1999b) and van Gen-
abith, Sadler, et al. (1999) proposed initial methods to automatically derive the
LFG-treebank resources required to support training LFG-DOP and LFG-DOT
models, although this was not the main driving force behind this work.

Initially, the work conducted produced grammars and lexicons for English,
which seeded high-performing probabilistic parsers (see Section 5). Later, related
methods were used to extract similar resources for a range of other languages (cf.
Section 6). Once the general approach had been validated for different languages
and treebanks, it is possible to sketch a research project which could generate
the resources needed for large-scale LFG-DOP and LFG-DOT experimentation.

Taking a large-scale parallel corpus such as Europarl (Koehn 2005), we would
need to:

1. Parse source and target sides to generate c-structure trees for the two lan-
guages;

2. Run the f-structure annotation algorithm(s) over each side;

3. Apply the Root and Frontier operations to extract the separate bags of frag-
ments.

After step 2, we have ⟨𝑐, 𝑓 ⟩ pairs of structure for all sentences on both sides of
the corpus, so we can build LFG-DOPmodels for the individual source and target
sides by running Root and Frontier operations on each side, and start producing⟨𝑐, 𝑓 ⟩ pairs for new monolingual input. To generate resources for the better of
the four models, LFG-DOT4, we need to align each source tree generated in step
1 with each target tree generated in the same step. Fortunately, Europarl contains
information regarding which sentences in one language map to which sentences
in another, so we can now apply Root and Frontier operations on both sides to
extract the separate bags of fragments that are needed, and start translating new
input strings. This experiment remains for future work.

4.2 Direct transformation vs. indirect annotation

The initial approaches of van Genabith, Way, et al. (1999b) and van Genabith,
Sadler, et al. (1999) focused on deriving f-structure annotations from PS trees. The
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intuition was that there were already reasonably reliable tools for automatically
producing a tree from an input sentence, and so it would be easier to scale a
tree-annotation plus f-structure derivation approach, compared to automatically
deriving c- and f-structure simultaneously from raw input.

There are two ways to derive an f-structure from a tree: direct transformation
or indirect annotation. The direct method recursively and destructively trans-
forms a treebank tree into an f-structure. The indirect method only ever adds
information: it annotates the treebank tree with f-structure annotations (equa-
tions). These annotations are then collected and passed to a constraint solver
which resolves the equations and, if the equations are consistent, outputs an f-
structure.

Examples (24)–(26) illustrate the indirect method: all nodes in the tree in (24)
are annotated with equations in (25), which are collected and resolved into an
f-structure in (26).

(24) S

NP-SBJ

NP

RB

Not

PDT

all

DT

those

SBAR

WHNP-3

WP

who

S

NP-SBJ

-NONE-

*T*-3

VP

VBD

wrote

VP

VBP

oppose

NP

DT

the

NNS

changes
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(25) (S
(NP-SBJ[up-subj=down]

(NP[up=down]
(RB[down-elem=up:adjunct] Not[up-pred='not'])
(PDT[up-spec:det=down] all[up-pred='all'])
(DT[up=down] those[up-pred='those'])

)
(SBAR[up-relmod=down]

(WHNP-3[up-topicrel=down,up-topicrel:index=3]
(WP[up=down] who[up-pred=pro,up-pron_form='who'])

)
(S[up=down]

(NP-SBJ[up-subj=down,up-subj=up:topicrel]
(-NONE- *T*-3)

)
(VP[up=down]

(VBD[up=down] wrote[up-pred='write',up-tense=past])
)

)
)

)
(VP[up=down]

(VBP[up=down] oppose[up-pred='oppose',up-tense=pres])
(NP[up-obj=down]

(DT[up-spec:det=down] the[up-pred='the'])
(NNS[up=down] changes[up-pred='change', up-num=pl,up-pers=3])

)
)
(. .)

)

(26) subj : adjunct : 1 : pred : not
spec : det : pred : all
pred : those
relmod : topicrel : index : 3

pred : pro
pron_form : who

subj : index : 3
pred : pro
pron_form : who

pred : write
tense : past

pred : oppose
tense : pres
obj : spec : det : pred : the

pred : change
num : pl
pers : 3

1145



Aoife Cahill & Andy Way

The earliest approach to automatically identifying functional grammatical cat-
egories such as subj, obj, etc in PS trees is probably that of Lappin et al. (1989).
Nodes in trees are linked to their corresponding grammatical functions. Their
motivation was to generate a set of grammatical function-based transfer rules as
part of an MT project.

A regular expression-based, indirect automatic annotationmethod is described
in Sadler et al. (2000). This involves extracting a context-free PS grammar (CFG)
from a treebank fragment. F-structure annotation principles are stated in terms of
regular expressions matching CFG rules. By applying regular expression-based
annotation principles to the rules that are extracted, and using these annotated
rules to re-match the original trees, f-structures can be generated for these trees.
The number of annotation principles is appreciably smaller than the number of
extracted CFG rule types since the regular expression-based annotation princi-
ples capture linguistic generalisations.

The flat, set-based tree description rewriting method of automatically annotat-
ing trees with f-structure descriptions developed by Frank (2000) can be seen as
a generalisation of the regular expression-based technique of Sadler et al. (2000).
Here the idea is that each tree is translated into a flat description using terms from
a tree description language (e.g. lex, arc, phi etc.). Annotation principles are then
defined in terms of rules employing a rewriting system originally developed for
transfer-based MT architectures (Kay et al. 1994). In certain circumstances, the
principles can be applied order-independently, or in a particular cascading order.
One of the advantages of this method is that tree fragments of arbitrary depth
can be considered, whereas in the regular expression-based method, tree depth
is limited to 1 (i.e. CFG rules).

The earlier approaches were limited in scale to corpora in the order of hun-
dreds of trees. In Cahill et al. (2002a), a first version of a large-scale indirect
annotation algorithm was described. This algorithm was scaled to a corpus con-
taining tens of thousands of trees. The algorithm recursively traverses a PS tree
and annotates f-structure information on each node. McCarthy (2003) and Burke
(2006) continued to expand this algorithm in terms of linguistic coverage. The
algorithm itself is modular and separates the linguistic data from the traversal
algorithm. There are two stages to the algorithm: (i) “proto”-f-structures are gen-
erated which contain unresolved long-distance dependencies (LDDs); and (ii)
trace information encoded in the treebank is used to correctly link moved con-
stituents to where they should be interpreted semantically. Given a PS tree with
f-structure-annotated nodes, a constraint solver based on the one described in
Gazdar & Mellish (1989) was used to produce the final f-structure representation
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for the tree. This body of work yielded the first large-scale algorithm for con-
verting a treebank into a corpus of f-structures. This was a prerequisite for the
parsing work that built on this corpus as described in Section 5.

Similar efforts to automatically acquire wide-coverage grammars for TAG (Xia
1999), HPSG (Miyao et al. 2003), and CCG (Hockenmaier & Steedman 2002) ap-
peared around the same time as the work on LFG.

5 Probabilistic parsing & lexicon induction using LFG

With the availability of large-scale f-structure-annotated treebanks, it was now
possible to train probabilistic LFG parsers.

The initial parsing experiments of Cahill et al. (2002b) were conducted on the
Penn Treebank (Marcus et al. 1994). Two main approaches were compared:

1. Parse with a standard CFG parser and then automatically annotate the
resulting tree (pipeline architecture)

2. Automatically annotate the nodes in the trees of a large corpus with f-
structure information and train a probabilistic parser on it (integrated ar-
chitecture)

Both approaches yielded c-structures whose node labels included f-structure
annotations. These f-structure annotations were then collected and resolved to
generate a final f-structure. Initial parsers generated what were called “proto”-
f-structures which did not include any LDD resolution. It should be noted that
since these techniques were probabilistic, a set of n-best trees (and therefore f-
structures) could also straightforwardly be produced. This was not possible with
hand-crafted grammarswhich output all possible f-structure solutions for a given
sentence without any way to sort them. Riezler et al. (2002) showed that it was
possible to post hoc rank the output of such a parser, however.

In Cahill (2004) and Cahill et al. (2004), additional functionality was added to
the original algorithm to allow for LDD resolution. This yielded more complete f-
structures. Therewere twomain components to the algorithm: (i) a set of possible
functional uncertainty paths, and (ii) a subcategorisation lexicon.

In order to obtain the set of possible functional uncertainty paths, all observed
paths between co-indexedmaterial were extracted from the f-structures automat-
ically derived from the Penn Treebank. These paths were associated with proba-
bilities. O’Donovan et al. (2004) and O’Donovan (2006) describe an approach for
automatically acquiring a large-scale subcategorisation lexicon from the Penn
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Treebank. This relies on the intuition that if the original conversion of the tree-
bank into f-structures is of high enough quality, then the lexical entries for all
predicates can be reverse-engineered (van Genabith, Way, et al. 1999a). Frames
are not predefined, yet the frames that are automatically acquired fully reflect
LDDs in the source data-structures, discriminate between active and passive
frames, and conditional probabilities are associated with each frame.

Given a set of semantic forms 𝑠 with probabilities 𝑃(𝑠|𝑙) (where 𝑙 is a lemma),
a set of paths 𝑝 with 𝑃(𝑝|𝑡) (where 𝑡 is either topic, topicrel or focus) and an
f-structure 𝑓 , the core of the algorithm to resolve LDDs recursively traverses 𝑓
to identify the most likely location of co-indexed material.

Evaluation of the f-structures produced by both parsing approaches was car-
ried out against several corpora over time: the DCU-105 corpus (Cahill et al.
2002a), the automatically converted Section 23 of the Penn Treebank, the PARC
700 corpus (King et al. 2003) and the CBS 500 (Carroll et al. 1998). F-structures
were converted into dependency triple format and compared to the gold-standard
triples to give results in terms of precision, recall and f-score. Results demon-
strated state-of-the-art results compared to other ‘deep’ parsers available at the
time. Cahill, Burke, O’Donovan, et al. (2008) summarize a large set of parser com-
parisons, and show that the f-structures produced by the automatic processes
described above were able to outperform two hand-crafted parsers: RASP (Car-
roll & Briscoe 2004) and the the English ParGram LFG run on XLE (Riezler et al.
2002). Rimell et al. (2009) conduct a comparison of several “deep” parsers on a
specialized corpus of sentences containing only LDDs. They find that the HPSG
and CCG parsers perform better than the DCU LFG parser on this set of difficult
sentences.

6 Multilingual probabilistic LFG induction

The approach developed for English was language-independent. Given a large
enough and detailed treebank, one could theoretically follow the same frame-
work to generate parsers and lexicons for other languages. Indeed, given that
comparable treebank existed for some languages other than English, a large body
of work ensued in this direction.

Cahill et al. (2003) first attempted this for German using the TiGer Treebank
(Brants et al. 2002). This treebank differs from the Penn Treebank in that it en-
codes parses in terms of labeled graphs that allow crossing edges. In Cahill et
al. (2003), the graphs are first converted to trees similar to those found in the
Penn Treebank with trace information added to account for moved constituents.
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A set of rules was then developed that automatically assigned f-structure equa-
tions to the nodes in the trees, and the same techniques described in Cahill et al.
(2002b) were used to automatically acquire the first large-scale probabilistic LFG
for German.

We provide an example graph from the TiGer treebank in (27) for the German
sentence “Geschäftemachen ist seine Welt und nicht die Politik” (“Business is his
world, not politics”).

(27) S

HD PD SB

CNP

CJ CD CJ

NP NP

NK NK NG NK NK

“ Geschäftemachen ist seine Welt und nicht die Politik . ”
Business is his world and not the politics

$( NN VAFIN PPOSAT NN KON PTKNEG ART NN $.

‘Business is his world, not politics.’

In (28), the graph in (27) is first automatically converted into a PS tree with
traces and coindexation to indicate linked elements, analogous to how this kind
of information is encoded in the English Penn-II treebank.

(28)
TOP

$*LRB*

“

S

CNP-SB

NN-CJ

Geschäftemachen

*T1*-CD

-

*T2*-CJ

-

VAFIN-HD

ist

NP-PD

PPOSAT-NK

seine

NN-NK

Welt

KON-*T1*

und

NP-*T2*

PTKNEG-NG

nicht

ART-NK

die

NN-NK

Politik

$.

.

In (29), the tree in (28) is then annotated with f-structure equations. The an-
notation algorithm relies heavily on the functional component of the tree node
labels (e.g. that sb indicates a subject).

1149



Aoife Cahill & Andy Way

(29)
TOP

$*LRB*

“

S

CNP-SB↑subj=↓
NN-CJ↓∈(↑conj

Geschäftemachen

*T1*-CD

-

*T2*-CJ

-

VAFIN-HD↑=↓
ist

NP-PD↑xcomp.pred=↓
PPOSAT-NK↑spec:poss=↓

seine

NN-NK↑=↓
Welt

KON-*T1*↑subj=↓
und

NP-*T2*↓∈↑subj:conj
PTKNEG-NG↓ ∈↑adjunct

nicht

ART-NK↑spec:det=↓
die

NN-NK
UP=↓
Politik

$.

.

Finally, the equations in (25) are collected and passed through a constraint
solver to generate the f-structure in (30), using the same procedure as for English.

(30)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xcomp.pred [spec [poss [pred pro]]
pred Welt

]
subj

⎡⎢⎢⎢⎢⎢⎣
conj

⎧⎪⎨⎪⎩
[pred Geschäftemachen]⎡⎢⎢⎣
pred Politik
spec [det [pred die]]
adjunct {[pred nicht]}⎤⎥⎥⎦

⎫⎪⎬⎪⎭
coord-form und

⎤⎥⎥⎥⎥⎥⎦
pred ist

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Rehbein & van Genabith (2009) continued this work and explored the effect

of the design of the treebank on the success of the technique. They compared
extracting a probabilistic LFG from both TiGer and TüBa-D/Z (Telljohann et al.
2006) and found (1) that automatically inducing linguistic resources from (semi-)
free word order languages such as German is much harder than for more con-
figurational languages like English, and (2) that the the treebank encoding can
have a significant effect on the success of the automatic f-structure annotation
approach. Rehbein & van Genabith (2009) found that the encoding of linguistic
structures in the TiGer treebankwas better suited for automatic induction of LFG
resources, because it was more difficult to automatically learn the grammatical
function relations as they were encoded in the TüBa-D/Z.

For Chinese, Burke, Lam, et al. (2004) first applied the approach to the Penn
Chinese Treebank (Xue et al. 2002). We provide in (31) an example tree from this
treebank.
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(31) (IP-HLN
(NP-PN-SBJ

(NR江泽民)
(NR李鹏))

(VP
(VV电唁)
(NP-OBJ

(NP-PN
(NR尼克松))

(NP
(NN逝世)))))

“江泽民李鹏电唁尼克松逝世”
‘Jiang Zemin and Li Peng condoled the bereavement of Nixon by a
telegram.’

Each node in the tree in (31) is then annotated with f-structure equations, and
the f-structure in (32) is derived.

(32) subj : coord_form : null
coord : 1 : pred : '江泽民'

pers : 3
noun_type : proper
gloss : ‘Jiang_Zemin’

2 : pred : '李鹏'
pers : 3
noun_type : proper
gloss : ‘Li_Peng’

pred : '电唁'
gloss : condole_by_a_telegram
obj : adjunct : 3 : pred : '尼克松'

pers : 3
noun_type : proper
gloss : ‘Nixon’

pred : '逝世'
pers : 3
noun_type : common
gloss : ‘bereavement’

“江泽民李鹏电唁尼克松逝世”
“Jiang Zemin and Li Peng condoled the bereavement of Nixon by a
telegram.”
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Guo et al. (2007) and Guo (2009) extended this work in terms of coverage,
robustness, quality and fine-grainedness of the resulting LFG resources. They
propose a more general two-stage annotation architecture, avoiding some of the
limitations of the PS annotation-based method. They argue that this approach
may bemore suitable for less configurational languages. This algorithmworks by
transducing the tree into an f-structure by means of an intermediate dependency
structure.

In (33), we show an example where predicate information is first extracted
from the tree, and then a simpler set of function-based annotations converts the
intermediate structure into an f-structure. The advantages of this approach are
that it guarantees a single connected f-structure, as well as simplifying the pro-
cess of taking LDDs into account.

(33)
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O’Donovan et al. (2005) proposed an adaptation of the original approach for
Spanish using the CAST3LB treebank (Civit 2003). In (34), we provide an example
from the CAST3LB treebank.

(34)

S

sn-SUJ

espec

da0ms0

el
the

grup.nom

ncms000

recurso
recourse

sp

prep

spss00

de
of

sn

espec

da-fs0

la
the

grup.nom

ncfs000

amnestía
amnesty

gv

vaip3s0

ha
has

vsp00sm

sido
been

vmp00sf

exigido
demanded

The tree in (34) is then annotated with equations, as illustrated in (35). The
equations are then resolved into the f-structure in (36).
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(35) S

sn-suj↑ subj=↓
espec

(↑ spec det)=↓
da0ms0↑=↓

el
the

grup.nom↑=↓
ncms000↑=↓
recurso
recourse

sp↓ ∈(↑ adj)

prep↑=↓
spss00↑=↓
de
of

sn↑ obj=↓
espec

(↑ spec det)=↓
da-fs0↑=↓

la
the

grup.nom↑=↓
ncfs000↑=↓
amnestía
amnesty

gv↑=↓
vaip3s0↑perfect=+

ha
has

vsp00sm↑passive=+
sido
been

vmp00sf↑=↓
exigido

demanded
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(36)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘exigir’
perfect +
passive +
tense present

subj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

spec [det [pred ‘el’
num sing
gend masc

]]
pred ‘recurso’
num sing
gend masc

adj

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘de’

obj

⎡⎢⎢⎢⎢⎢⎢⎣
spec [det [pred ‘el’

num sing
gend fem

]]
pred ‘amnestía’
num sing
gend fem

⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
This was extended in Chrupała & van Genabith (2006) where three main is-

sues were addressed: (i) new constructions that had standard LFG analyses (e.g
clitic doubling and null subjects); (ii) new constructions where no LFG analy-
sis was available (e.g. periphrastic constructions in Spanish, see Figure 1); and
(iii) limitations of the previous approach due to treebank- and language-specific
assumptions which did not hold for Spanish and the CAST3LB treebank. Simi-
lar to what Guo et al. (2007) and Rehbein & van Genabith (2009) had found in
their adaptations, the original approach assumed that the functional information
could easily be derived from the tree configuration, but this proved not to be the
case for many languages. Therefore, the functional tags in the parser output were
critical for the success of these annotation algorithms. As a result, Chrupała &
van Genabith (2006) outlined an improved method for tagging functions in parse
trees, not only for Spanish, but for English, too. This was an important step in
the development of a probablistic Spanish LFG parser based on the CAST3LB
treebank.

In the case of French, no suitable treebank was immediately available. There-
fore, Schluter & van Genabith (2007) first modified the Paris 7 Treebank (Abeillé
et al. 2004), as this was the closest in format to what would be needed. A sub-
set of the original treebank was transformed to yield a leaner, more coherent,
treebank with several transformed structures, and new linguistic analyses. In
Schluter & van Genabith (2008), it was shown that a probabilistic parser trained
on the cleaner, modified treebank performed better than a parser trained on the
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S

sn-SUJ

El hombre
the man

gv

vm

debió
must-pst

inf

vm

acabar
end.up

gerund

vm

creyendo
believing

S-CD

que la vecina...
that the neighbor...

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj 1 [“el hombre”]
pred ‘deber’
tense past
light +
xcomp

⎡⎢⎢⎢⎢⎢⎢⎢⎣

subj 1
pred ‘acabar’
light +
xcomp

⎡⎢⎢⎢⎣
subj 1
pred ‘creer’
light −
comp [“que la vecina...”]

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 1: Treatment of periphrastic constructions outlined in Chrupała
& van Genabith (2006)
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much larger, but noisier, original treebank. In addition, Schluter & van Genabith
(2008) and Schluter (2011) showed that the techniques for automatically acquir-
ing LFG resources from treebanks could successfully be adapted to the French
case. Thanks to a rich morphological and functional annotation in the treebank,
the automatic annotation algorithm can rely on node labels rather than infer-
ring functional labels via tree configurations. This leads to fewer incomplete f-
structures, and fewer cases where LDDs have not been resolved.

Oya & van Genabith (2007) showed that the approach can also be adapted for
Japanese using the Kyoto Text Corpus (Kurohashi & Nagao 1997). The Japanese
corpus encodes syntactic units in addition to rich morphological information.
The automatic annotation algorithm adds f-structure equations at the level of
syntactic unit. Figure 2 shows how the f-structure equations are added to each
syntactic unit of the sentence “Taro went to Seoul“. In the case of Japanese LFG
parsing, the key to successful parsing results was in zero pronoun identification.

Finally, Tounsi et al. (2009a) and Tounsi et al. (2009b) demonstrated that the ap-
proach was also possible for Arabic using the Penn Arabic Treebank (Maamouri
& Bies 2004). The annotation algorithm was able to take advantage of rich mor-
phological tags in the treebank to support the fact that Arabic is a morphologi-
cally rich language.

In most cases we observe that the original reliance on tree configurations to
identify functional properties worked best for English. For the other languages,
relying on functional information already in the original treebank, and then en-
suring that the CFG parser also contains that information, yielded the most ac-
curate f-structure parsers. Evaluation of LFG parsing for the other languages
followed roughly the same procedure as for English, using a small manually an-
notated corpus of sentences from the treebank used to derive the algorithm and
parser.

7 Related approaches to grammar induction

A natural evaluation of this approach to creating large-scale probabilistic LFG
parsers is to compare large-scale grammars created manually using the XLE plat-
form.

The method proposed in Riezler et al. (2002) provides a mechanism for rank-
ing all possible solutions generated by the hand-crafted grammar, relying on the
same kinds of treebank resources as the methods described above. Kaplan et al.
(2004) show that the accuracy of the hand-crafted grammar is more accurate
than the Collins (1999) parser (f-score of 77.6 vs 74.6), while only slightly slower

1157



Aoife Cahill & Andy Way

#S-ID:950101001-001
* 0 2D
太郎 たろう *名詞人名 * * (Taro Noun Person**)
が が *助詞格助詞 * * (ga particle Case **)
F0:pred =’Taro’,
F0:case=’ga’,
F2:subj=F0,
* 1 2D
ソウル そうる *名詞地名 * * (souru “Seoul” * Noun Place**)
に *助詞格助詞 * * (ni particle Case**)
F1:pred=’Seoul’,
F1:case=’ni’,
F2:obl=F1,
* 2 -1D
行った いった 行く 動詞 *子音動詞過去形 (itta ’went’ iku Verb * ConsonantStem pst)
F2:pred=’iku’,
F2:tns=’pst’,
F2:stmt=’decl’,
F2:style=’plain’.
EOS

(a) The automatically annotated sentence⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj [pred ‘Taro’
case ga ]

obl [pred ‘Seoul’
case ni ]

pred ‘iku〈subj, obl〉’
stmt ’decl’
style ’plain’
tense pst

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(b) The resulting f-structure

Figure 2: An example from the Kyoto Text Corpus: from syntactically
annotated sentence to f-structure

(total 299 CPU seconds vs 200 CPU seconds to parse 560 sentences). The two
approaches have the same goal: to provide a ranked list of LFG parses for a given
input. The difference is in how this ranked list is derived, and how much man-
ual effort is required. Furthermore, in Cahill, Maxwell, et al. (2008) it was shown
that a simple pruning mechanism on the c-structure forests generated by the
XLE parser could significantly reduce parsing time, while maintaining compara-
ble accuracy.
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8 Conclusion

This chapter has described methods based on LFG that permit accurate, robust,
scalable, probabilistic LFG parsers and MT systems to be built from large collec-
tions of automatically annotated data. While this is commonplace nowadays, it
was much less so 20–25 years ago.

LFG-DOP extends LFG by generalizing well-formed analyses to allow ill-for-
med and previously uncovered strings to be handled. LFG-DOT, a robust, hybrid
model of translation based on LFG-DOP, was demonstrated to be able to solve
‘hard’ cases of translation that proved difficult for DOT and LFG-MT.

The range of work on automatic annotation of LFG grammars summarised
here was an important step in ensuring scalability and robustness that is com-
monplace nowadays. Once large-scale treebanks could be generated via these
techniques, competitive probabilistic parsers were built, and large-scale lexical
resources were induced. However, most experiments carried out using LFG-DOP
(and LFG-DOT) were relatively small-scale, but we sketch here a method for
large-scale experimentation using the resources created via the techniques de-
scribed in this paper.

As well as the important extension of the core LFG framework to account for
probabilistic parsing, this seminal work also provided the foundations for the
now commonplace task of large-scale deep linguistic LFG annotation. In sum, the
work described in this chapter laid the foundations for multilingual annotation
of treebanks, which in turn allowed competitive scalable parsing and MTmodels
to be developed that are accepted as best practice today.
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Chapter 25

LFG treebanks
Victoria Rosén
University of Bergen

Treebanks are syntactically annotated corpora. LFG treebanks are collections of
LFG analyses, usually created by parsing a corpus with an LFG grammar. This
chapter provides an overview of existing LFG treebanks and explains how they are
created, how they may be searched, and what their potential use may be to the LFG
and other communities.

1 Introduction

Annotated corpora are important resources for many branches of linguistics, lan-
guage studies and natural language processing. A common form of corpus anno-
tation consists of labeling words with their parts of speech, lemmas and mor-
phosyntactic features, such as number, person, tense, etc. Using only annotation
at the word level limits the potential to search for important grammatical infor-
mation, such as syntactic constructions, grammatical functions and predicate–
argument relations. The usefulness of corpora is therefore greatly enhanced if
they also include syntactic annotation, such as phrase structure and functional
relations. Syntactically annotated corpora are usually called treebanks; if they
are created by parsing, they may also be called parsed corpora or parsebanks.

LFG treebanks are treebanks annotated according to the LFG formalism. They
are usually created as parsebanks, by parsing a corpus with an LFG grammar
and disambiguating the parse results. An LFG parsebank is thus essentially a
collection of analyses according to a grammar. LFG parsebanks encode a wealth
of morphological, syntactic and semantic information in their c- and f-structure
representations, and tend to be more detailed than treebanks adhering to other

Victoria Rosén. 2023. LFG treebanks. In Mary Dalrymple (ed.), Handbook of Lexical
Functional Grammar, 1169–1206. Berlin: Language Science Press. DOI: 10.5281/zenodo.
10185992
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formalisms. The term treebank is well established even if the treebank may con-
tain f-structures, which are directed graphs rather than trees.

This chapter is aimed at two audiences. The first target group consists of lin-
guists who may wish to learn to use LFG treebanks in order to find data for their
research. The second target group is linguists who may wish to build LFG tree-
banks as part of a grammar development project.

A major platform for LFG treebanking is INESS (Infrastructure for the Explo-
ration of Syntax and Semantics) at the CLARINO Bergen Center (University of
Bergen, Norway).1 This infrastructure will be further introduced below and will
be used throughout the chapter to illustrate the various possibilities of LFG tree-
banking.

Section 2 describes how LFG treebanks can be created through parsing with
the Xerox Linguistic Environment and further processed with the LFG Parse-
banker. In Section 3 the LFG treebanks in the INESS treebanking infrastructure
are presented. Section 4 demonstrates how LFG treebanks may be queried with
INESS Search. Finally, Section 5 describes approaches to conversion between LFG
treebanks and treebanks adhering to other formalisms.

2 Building LFG treebanks

2.1 Basic requirements

A parser, an implemented grammar and lexicon, and efficient disambiguation
tools are prerequisites for creating a parsebank. A useful set of tools in this re-
spect is the Xerox Linguistic Environment (XLE), developed at the Palo Alto Re-
search Center and the Xerox Research Centre Europe in Grenoble. XLE includes
both a parser and a generator for LFG grammars, and it is suitable for grammar
implementation on a small or large scale (Crouch et al. 2011, Maxwell & Kaplan
1993). For detailed information on XLE, see Forst & King 2023 [this volume].

A grammar and lexicon with wide coverage are essential for building a large
treebank of authentic texts, as well as for other applications. Grammar develop-
ment is however a process which typically starts with a small set of rules which
is successively expanded. In this development, the grammar must constantly be
tested to see whether all the old rules still work in addition to the new rules. In
this incremental process, a corpus, even a small one initially, may be useful as a

1https://clarino.uib.no/iness. INESS was built in the eponymous project (2010-2017) with fund-
ing from the Research Council of Norway and the University of Bergen (Rosén et al. 2012,
Meurer et al. 2013).
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test suite for parsing. As the grammar grows, it can be tested on a larger corpus
and further improved. Larger grammars and lexicons do however increase the
ambiguity in the analyses, so that efficient disambiguation is important.

XLE-Web2 is a web-based implementation of XLE that was first developed
in the LOGON and TREPIL projects (Rosén et al. 2005, 2006). XLE-Web uses
the same parsing technology and software as XLE, but differs from the original
platform in several ways. The original XLE is a standalone, integrated platform
for grammar writing and debugging, whereas XLE-Web can be used through any
modern browser. XLE-Web does not have tools for grammar writing, but it offers
excellent tools for disambiguation.

As mentioned above, ambiguity becomes a considerable problem as the gram-
mar grows. Therefore, XLE-Web offers discriminant disambiguation to efficiently
select the intended analysis among possibly many alternative analyses. Discrimi-
nant analysis is a technique for identifyingminimal differences between analyses
and letting disambiguation proceed by resolving these differences rather than by
inspecting whole structures (Rosén et al. 2007). An example of the XLE-Web dis-
play with discriminants is provided in Figure 1 for the ambiguous sentence He
saw the girl with binoculars,3 parsed with the English ParGram grammar.4

This sentence has two possible analyses due to a PP attachment ambiguity:
with binoculars may be either an adjunct of the clause or an adjunct in the obj.
Whereas XLE offers packed f-structures, XLE-Web offers packed representations
for both c- and f-structures. A packed representation presents all analyses in
one graph, with indices at choice points. In the middle of Figure 1 is a packed
c-structure with one choice point which splits into the subtrees labeled a1 and
a2. A corresponding choice can be seen in the packed f-structure shown on the
right in the figure. Although the disambiguated f-structure will have an adjunct
either on the outer level or inside the obj, both functions occur in the packed f-
structure, labeled with a1 and a2 respectively.

On the left in the figure is a table with discriminants computed on the basis
of these choice points. They present the user with each individual distinction be-
tween the analyses. There are two f-structure discriminants and ten c-structure
discriminants.5 F-structure discriminants describe paths through the f-structure

2https://clarino.uib.no/iness/xle-web
3In this and many subsequent f-structures, the preds only mode of display has been chosen.
preds only mode displays only pred values and the attribute paths which lead to them. This
mode is often preferred when a full f-structure is too large to be easily legible.

4This grammar was developed in the Parallel Grammar (ParGram) project, see Section 3.6.2.
5In some cases there may also be lexical and morphological discriminants, but not for this sen-
tence, which does not display any lexical ambiguities.
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Figure 1: Analysis with discriminants and packed c- and f-structures
for He saw the girl with binoculars.

from a pred value to another pred value or an atomic value. The two f-structure
discriminants shown here indicate that the phrase with binoculars is an adjunct
either of the verb see or of the noun girl. The ten c-structure discriminants present
the various minimal subtrees (a minimal subtree being a mother node and its
daughter nodes) that make up the subtrees indexed with a1 and a2. C-structure
discriminants are either constituent discriminants, which show the bracketing
of a substring, or rule discriminants, which show the labeled bracketing of a sub-
string, expressed as a phrase structure rule. Rule discriminants are always dis-
played directly under the corresponding constituent discriminant, thus showing
clearly which string of words the rule represents a bracketing of.

A discriminant may be chosen by clicking on it, or rejected by clicking on
compl (for complement).6 After a discriminant or its complement has been clicked
on, it is displayed in boldface; the choice may be reversed by clicking on the
boldfaced discriminant, thus resetting it. Since there are only two analyses for the

6The numbers to the left of the discriminants are anchors, which are necessary in case the same
word or phrase occurs more than once in the sentence. In c-structure discriminants the anchor
identifies the position of the first character in the substring. In f-structure discriminants the
anchors identify the position of the first character of the words that project the pred values in
the discriminant. The number to the right of a discriminant (or its complement) indicates the
number of solutions that will remain after the discriminant (or its complement) is chosen.
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sentence in Figure 1, the intended one may be selected by choosing or rejecting
any one discriminant. Figure 2 shows the effect of choosing the analysis in which
with binoculars is an adjunct of the verb see by clicking on the first f-structure
discriminant, resulting in full disambiguation. Discriminants that have not been
chosen and that are no longer relevant for disambiguation, because they do not
distinguish between any remaining analyses, are not displayed. This is important
for efficiency, since the disambiguator then has fewer discriminants to take into
consideration.

Figure 2: Fully disambiguated analysis for He saw the girl with binocu-
lars.

This process may seem like overkill for this simple example which has only
two readings. It becomes rewarding, however, when there are multiple ambigui-
ties in the sentence. Even when the combination of ambiguities may give rise to a
very large number of analyses, the number of discriminants does not necessarily
increase as much, so that discriminant analysis remains comparatively efficient.
A more detailed presentation of disambiguation with discriminants in LFG may
be found in Rosén et al. (2007).

At the time of writing, the XLE-Web instance at INESS offers online parsing
with the ParGram grammars of the following languages: English, French, Geor-
gian, German, Indonesian, Italian, Malagasy, Norwegian, Polish, Tamil, Tigrinya,
Turkish, Urdu and Wolof. Some of these have broad coverage, while others are
more limited in scope.
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2.2 The LFG Parsebanker

The LFG Parsebanker, available in INESS, is an integrated set of tools for creat-
ing and searching LFG treebanks (Rosén et al. 2009). It allows texts to be batch
parsed with the XLE parser, and it stores the analyses in a database. The result-
ing parsebank may be disambiguated by using discriminants in the same way as
described above. The LFG Parsebanker stores both the analyses and all discrim-
inant choices that were made. This means that the grammar and lexicon may
be further developed, and the treebank subsequently reparsed and at least par-
tially redisambiguated with the stored discriminant choices. This method makes
it possible to develop the grammar and the treebank in tandem, thus incremen-
tally improving the quality of the analyses. The stored discriminants may also
be used for stochastic parseranking. In this way larger parsebanks can be auto-
matically disambiguated.

A possible drawback of constructing a treebank by parsing with an LFG (or
other) broad-coverage unification grammar is that the grammar cannot hope to
have full coverage for all authentically occurring sentences in a large corpus.
Nevertheless, some traditional treebanks that are (at least partially) manually
annotated are meant to assign an analysis to every sentence, and a variety of
methods are utilized to achieve this. When a sentence is not covered by the gram-
mar, an annotator can, for instance, manually construct an analysis to “fix” the
problem. Although this provides an analysis for the treebank, it does not provide
an analysis that is consistent with a grammar, and sentences that are not actually
grammatical may receive analyses as if they were. In contrast, a pure parsebank
does not resort to such ad hoc fixes, since it is often primarily meant to test the
coverage and precision of a grammar, so that it is desirable to keep the treebank
in sync with the grammar. The LFG Parsebanker therefore does not permit dis-
ambiguators to edit the automatically derived analyses, but allows them to make
notes for grammar and lexicon development to solve coverage problems.

3 LFG treebanks in INESS

INESS is a treebanking infrastructure for building, hosting and exploring tree-
banks. It includes the above-mentioned XLE-Web and the LFG Parsebanker. It
also has an elaborate infrastructure for browsing, search and visualization, as
will be explained below.

INESS accommodates not only LFG treebanks, but also treebanks based on
other frameworks, such as HPSG (Pollard & Sag 1994), constituency, and depen-
dency treebanks. The infrastructure makes treebanks available online in an in-
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ternet browser, eliminating the need to download treebanks and software for
viewing and searching them, thus considerably facilitating access to them. Since
INESS hosts many treebanks, there is an interface for treebank selection, as de-
scribed in Section 3.1.

While some treebanks have completely open access, others require user au-
thentication and authorization. Treebank owners decide under what licensing
terms their treebanks are to be made available; some treebanks have restrictive
licenses due to copyright of the input texts. The most open license that copyright
will allow is recommended (Rosén & De Smedt 2022). INESS participates in the
CLARIN Service Provider Federation (SPF), which allows researchers to authenti-
cate themselves by logging in with their own university credentials, thus gaining
access to many more treebanks than are freely available. The CLARIN SPF has
participant institutions in many countries, both in Europe and beyond. Users not
belonging to one of these institutions can apply for a user name and password
at CLARIN.7

INESS hosts LFG treebanks of varying sizes. The larger treebanks TIGER, the
LFG Structure Bank for Polish, and NorGramBank are presented in Section 3.2,
Section 3.3 and Section 3.4, respectively. The smaller treebanks are presented in
Section 3.5. INESS also hosts several parallel treebanks with LFG annotations,
presented in Section 3.6. The INESS interface is described in more detail by Meu-
rer et al. (2020).

3.1 Selecting treebanks in INESS

The first step in exploring treebanks involves selecting one or more treebanks.
At the time of writing, INESS hosts 4338 treebanks for 1159 languages. The Tree-
bank Selection page in INESS, shown in Figure 3, groups treebanks according to
language, collection and type.

7CLARIN is a digital infrastructure offering data, tools and services to support research based
on language resources (http://clarin.eu).

8According to Figure 3, there are 1057 treebanks in total, but this number includes all of the
versions of the UD treebanks. If we only count the number of treebanks in Universal Depen-
dencies 2.5 (200), the total number of treebanks is 433.

9There are 117 language names, but three of these are Norwegian, Norwegian Bokmål, and
Norwegian Nynorsk, and these have been counted as one language: Norwegian. Norwegian
Bokmål and Norwegian Nynorsk are the two written standards for the Norwegian language,
with a good deal of lexical variation and many differences in spelling and morphology. Most
treebank texts are written consistently in one variety or the other, so that users can choose
which written variety to explore. Some texts, however, contain both varieties, for instance
the proceedings of the Norwegian parliament ‘Stortinget’; the latter are categorized simply as
Norwegian.
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Figure 3: The INESS user interface for treebank selection, with treebank
type lfg chosen

A collection contains several treebanks with something in common, for in-
stance that they were developed as part of a specific project, or that they consist
of translations of the same text into different languages (including the source
language text). A single treebank may belong to more than one collection. Type
refers to the annotation type, such as LFG, HPSG, constituency, and dependency,
and includes subtypes of these. The user may click on any language, collection
or type to make a first choice about which treebanks should be displayed.

In Figure 3 we see the effect of clicking on the type lfg; after this choice, only
the languages and treebank collections that have LFG treebanks are displayed in
boldface. Counting the boldfaced languages in Figure 3 shows that there are 16
languages that have LFG treebanks. After each language name, the numbers in
parentheses indicate how many of the treebanks are LFG treebanks; for English,
(6/48) means that six of 48 treebanks are LFG treebanks. In a similar manner,
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under Treebank Collections, TIGER (2/3) means that two of the three treebanks
in the collection called TIGER are LFG treebanks.

Once a first choice has been made by a user, a list of all treebanks matching
that choice is displayed. When LFG is chosen, a total of 119 treebanks are listed.
The top of this list is shown in Figure 4.10 For each treebank, this overview shows
its name, which collections it belongs to, its annotation type, its size (in sentences
and words), whether it has been indexed for search, and the type of license (if
any). The user may choose one or more treebanks by ticking off the boxes to the
left of the treebank name; clicking on the name of one of the chosen treebanks
brings the user to that treebank. When exploring a treebank for the first time,
the user is asked to accept the license conditions.

Clicking on a treebank name brings the user to the Sentence Overview page
for that treebank; the sentences are listed one per line together with information
about their disambiguation status. Clicking on a sentence displays the Sentence
page, where the analysis for that sentence is shown including the textual context
the sentence occurs in (the previous and following three sentences).

Figure 4: Top of the list of treebanks after the type lfg has been chosen

10Treebank names in INESS begin with the three-letter ISO 639-3 code for the relevant language.
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3.2 The TIGER treebank

The original TIGER treebank of German newspaper text (Brants et al. 2002, 2004)
uses a hybrid annotation combining constituency and dependency information;
part of it is also annotated with LFG structures. The constituency/dependency
part of the treebank was constructed by two different methods. In one method a
cascaded probabilistic parser was used in combination with manual annotation
with the ANNOTATE tool (Brants & Plaehn 2000). The other method involved
parsing with the German LFG grammar, followed bymanual disambiguation; the
XLE transfer systemwas employed to change the representations into the TIGER
format (Zinsmeister et al. 2002). The LFG analyses were thus originally utilized
in an experimental way to construct a more traditional treebank, but they now
also constitute a useful resource as a standalone LFG treebank.

Figures 5 and 6 display the constituency/dependency and LFG analyses, respec-
tively, for the sentence in (1). The URLs in parentheses in the captions are PIDs
(persistent identifiers). They provide links to the analyses in the treebanks. Such
links are persistent as long as the treebank they refer to remains available. For
treebanks with certain licensing conditions, the PIDs may only work if the user
is logged in and has accepted the license. For LFG treebanks, which are dynamic
(they can be reparsed after changes are made to the grammar and/or lexicon), the
PIDs are persistent in the sense that they provide a link to the current analysis
of the sentence in the treebank.

(1) German
Das
the

Angebot
offer

ist
is

bereits
already

groß.
large

‘The offer is already large.’

The tree in Figure 5 contains information about both phrase structure and
syntactic functions. The nodes in yellow boxes are phrasal categories, while the
nodes in the blue boxes under the S node are syntactic functions: sb for subject,
hd for head, mo for modifier and pd for predicate complement.

The c-structure in Figure 6 displays extensive unary branching – many nodes
have only single daughters – and many complex category labels, i.e., c-structure
nodes subscripted with features enclosed in square brackets. The latter device
moves some of the feature complexity of the LFG grammar from the f-structure
space into the context-free c-structure space, which improves parsing efficiency
while maintaining the simplicity of the c-structure rules. In the f-structure we see
that the subj is also analyzed as the topic, the predicate complement is analyzed
as an xcomp-pred, and the modifier is analyzed as an adjunct.
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Figure 5: TIGER constituency/dependency analysis of (1) (http://hdl.
handle.net/11495/D8B8-3970-851A-3@dep138682)

Figure 6: TIGER LFG analysis of (1) (http://hdl.handle.net/11495/D8B8-
3970-851A-3@lfg41730)
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3.3 The LFG Structure Bank for Polish

The LFG Structure Bank for Polish was built by parsing a corpus with the POLFIE
grammar (Patejuk & Przepiórkowski 2012, 2014). This grammar was created by
reusing context-free grammar rules written for another parser for Polish, Świgra,
and adding annotations for building the f-structures. The corpus for the treebank
is the one-million word subcorpus of the National Corpus of Polish11 which has
been manually annotated, the same subcorpus that was used for the previously
annotated Składnica treebank.12

In INESS, the treebanks created by the POLFIE grammar are all in one large
collection, also called POLFIE. This collection includes the LFG Structure Bank
for Polish as well as other treebanks. The size of the POLFIE collection is 179,994
sentences and 2,022,026 words. Some of the subtreebanks in POLFIE are also in
other collections: CLARIN-PL, ParGram and ParTMA.

Sample c- and f-structures from the POLFIE treebank for the sentence in (2)
are given in Figure 7.

(2) Polish
Drzewo
tree.nom.sg.n

zostało
get.3sg.n

ścięte
cut.nom.sg.n

wczoraj.
yesterday

‘The tree was cut down yesterday.’

Figure 7: C- and f-structures for the Polish sentence in (2) (http://hdl.
handle.net/11495/D8B8-3970-851A-3@lfg1411740)

11http://nkjp.pl/index.php?page=0&lang=1
12http://zil.ipipan.waw.pl/Składnica
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In the c-structure we see some familiar categories such as A, ADV, ADVP,
NP, N, I, Ibar, etc., but there are also categories which we might not immedi-
ately be able to identify, such as ILEX, PRAET and PPAS. Some terms in the
f-structure may also be unfamiliar, such as ntype, nsem and nsyn.13 Treebank
documentation should ideally be made available by treebank creators to assist
users in exploring the treebank; unfortunately INESS lacks documentation for
many treebanks.

An overview of all indexed attributes for each treebank may be found on the
Treebank Details page. The indexed attributes are all labels used in the treebank
annotation that can be searched for. For LFG treebanks, these attributes include
cat (category) and edge (feature or attribute, in more standard LFG terminology).
A screenshot of the top of this page is shown in Figure 8.

Figure 8: Treebank details for POLFIE

Clicking on cat and edge under Indexed attributes produces the lists in Figure 9.
These lists are shown sorted according to frequency; we see that, for instance, the
category NP occurs 236 times in this subcorpus (pol-pargram) consisting of 100
sentences.

3.4 NorGramBank: A Norwegian LFG parsebank

The INESS project had the twofold goal of building a treebanking infrastructure
and of building the first large treebank for Norwegian. The result of the latter
effort is the treebank collection NorGram, consisting of 15 million sentences (215

13These f-structure attributes also occur in Figure 6, and they illustrate the parallelism on the
f-structure level achieved by the ParGram grammars; see Section 3.6.2.
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Figure 9: Values for the cat and edge attributes in POLFIE
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million words) and by far the largest LFG treebank available in INESS. It was
parsed with the eponymous grammar NorGram, a wide-coverage LFG grammar
developed in the LOGON, TREPIL and INESS projects. Several versions of this
grammar were constructed and used for parsebanking, including versions with
c-structure pruning (Cahill et al. 2008). Some material was disambiguated man-
ually with discriminants, but the bulk of the parsebank was disambiguated auto-
matically through stochastic parseranking, based on the stored discriminants.

The collection NorGramBank (Dyvik et al. 2016) consists of a subset of the
texts parsed in the NorGram collection. NorGramBank has more than 160million
words and consists of a variety of text types; while some newspaper texts were
included, edited fiction and nonfiction texts were preferred because these have
a higher language quality and fewer errors. Any error in a sentence, whether ty-
pographical, orthographical or grammatical, will result in a failure to find the in-
tended analysis on parsing. Some NorGram texts were excluded from NorGram-
Bank because the source texts had many OCR errors.
The text selection for the corpuswas partially dependent on available resources.

While published texts are valued sources for treebanks and other corpora, copy-
right restrictions must be taken into account. It is therefore paramount to clear
permissions with rights holders before starting to work on texts. In the case of
NorGram, several texts were obtained through the National Library of Norway.
For some of these, copyright had expired. For newer texts, exceptional permission
to use thesewith some restrictionswas obtained from the government. Every cor-
pus must be provided with metadata, including such information as provenance
and conditions for use.

The Norwegian treebanks parsed with NorGram have proved useful for lex-
icography (see Section 4.4). Some NorGram treebanks have been specifically
added for NAOB, a dictionary project by the Norwegian Academy for Language
and Literature aimed at building a large dictionary for Norwegian Bokmål. In
INESS, the collection called NAOB consists of 15 treebanks with a total of over
11 million sentences (161 million words).

The Norwegian example analyses shown in Figures 10, 11, 14, 15 and 18 are all
from the NorGram treebanks.

3.5 Small treebanks for grammar development

Most of the small LFG treebanks in INESS are test suites used in various projects.
GeoGram, HunGram and WolGram are collections of test suites used for the de-
velopment of XLE grammars for Georgian (Meurer 2009), Hungarian (Laczkó et
al. 2013, Laczkó 2014) and Wolof (Dione 2014, 2019), respectively. Some of these
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test suites are parts of parallel treebanks (see Section 3.6). Other treebanks in
these collections may only be available to their creators since they are work
in progress and not at a stage where they may be useful to other researchers.
Treebank developers decide whether they want to make their treebanks publicly
available.

3.6 Parallel treebanks with LFG annotations

A parallel treebank is a collection of monolingual treebanks that are aligned with
each other on the sentence level, and sometimes also on phrase and/or word lev-
els. Themost common type of parallel treebank involves one ormore translations
of a text that are aligned with the source text, but a parallel treebank can also
have different annotations of the same text, for example a constituency annota-
tion and a dependency annotation.

The user can select aligned parallel treebanks by choosing Show only Parallel
Treebanks on the Treebank Selection page and selecting a collection from those
that are then displayed in boldface. One of the treebanks to be examined is then
chosen in the usual manner by clicking in the box next to the treebank name and
subsequently clicking on the treebank name. From the Sentence Overview page,
clicking on Treebank Details provides an overview of which other treebanks are
aligned. Selecting one of those treebankswill start the display of parallel analyses
for the two chosen languages.

The following subsections will present the XPAR Project (Section 3.6.1), the
treebanks developed in the Parallel Grammar Project (Section 3.6.2), and other
parallel treebanks containing LFG analyses (Section 3.6.3).

3.6.1 The XPAR Project

Language Diversity and Parallel Grammars (XPAR) was a pilot project which
aimed to determine to what extent the development of parallel deep grammars
for typologically diverse languages may support the automatic derivation of
high-quality parallel treebanks for those languages (Dyvik et al. 2009). Princi-
ples for phrase alignment and methodology for the automatic alignment of c-
structures from manually aligned f-structures were developed in the project.

A small parallel test suite of translationally equivalent Georgian and Norwe-
gian sentences was used in developing the alignment tool. An example of aligned
sentences is provided in (3), and their sentence-aligned analyses are shown in
Figure 10.
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(3) a. Georgian
gia-s
Gia-dat

uqvars
loves

eka.
Eka.nom

‘Gia loves Eka.’
b. Norwegian

Jon
Jon

elsker
loves

Maria.
Maria

‘Jon loves Maria.’

Figure 10: Sentence aligned c- and f-structures for the Georgian
(http://hdl.handle.net/11495/D8B8-3970-851A-3@lfg51519) and Norwe-
gian (http://hdl.handle.net/11495/D8B8-3970-851A-3@lfg60949) sen-
tences in (3)

F-structures aremanually aligned on the basis of translational correspondences
at the level of predicate–argument structure. Subsidiary f-structures correspond
if their predicates are in a translational relationship to one another. The align-
ment is done by dragging the index of one f-structure onto the corresponding
index of the other f-structure. For instance, in Figure 10, the obj index 7 in the
Georgian f-structure may be dragged onto the obj index 2 in the Norwegian
one. This results in indices of the form 𝑛→𝑚 , where 𝑛 is the original index of
that f-structure and 𝑚 is the original index of the f-structure it is aligned with.
Figure 11 shows the result of this manual alignment of f-structures, where the
indices for the obj, subj and main pred have been aligned. Once the f-structures
are aligned, the LFG Parsebanker automatically aligns the corresponding nodes
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Figure 11: Word and phrase aligned c- and f-structures for the Georgian
and Norwegian sentences in (3)

in the c-structures, shown by the curved green lines. We see, for example, that
the obj alignment in the f-structures results in the alignment of the PROPP nodes
dominating Eka and Maria in the c-structures.

3.6.2 The Parallel Grammar Project treebanks

The Parallel Grammar Project (ParGram) is an international cooperative effort
to develop parallel LFG grammars implemented in XLE (Butt et al. 1999, 2002).
Originally three languages were involved in the project: English, French and Ger-
man; later, other languages joined, including Georgian, Hungarian, Indonesian,
Japanese, Norwegian, Polish, Tamil, Turkish, Urdu andWolof, among others. The
main focus of the ParGram project was to develop andmaintain linguisticallymo-
tivated parallelism at the level of f-structure. Some of the ParGram participants
have also been involved in the ParSem project, an effort to develop semantic
structures based on the ParGram syntactic structures, with most of the ParSem
systems using XLE’s transfer system.

ParGram has created two parallel treebanks to support the aim of developing
parallel LFG grammars. These treebanks consist of test suites encompassing var-
ious syntactic constructions. The English sentences were first agreed upon, and
then translated into the other languages in the project. The first set of 50 sen-
tences included such constructions as declaratives, interrogatives, imperatives,
transitivity, passive, unaccusative, and subcategorized declaratives (Sulger et al.
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2013). These sentences are included in the ParGram collection in INESS. Another
set of sentences, concerned with tense, mode and aspect, constitutes the ParTMA
collection. Figure 12 shows word and phrase aligned c- and f-structures for the
English and German sentences in (4).

(4) a. What did the farmer see?
b. German

Was
what

sah
saw

der
the

Bauer?
farmer

‘What did the farmer see?’

The f-structures for these sentences are practically identical, whereas the c-
structures are quite different. This is both because the languages are different
(English has do-support and German does not) and because the grammars for
these languages have used quite different principles and techniques in writing
the phrase structure rules. Still we see that most c-structure nodes are aligned.
Since the XPAR principles align only translationally corresponding f-structures
with pred values, not all c-structure nodes can be aligned. The word did and
the question marks only contribute features to the f-structure, not pred values;
these features are not shown here since the f-structures are displayed in preds
only mode.

Figure 12: Word and phrase aligned c- and f-structures for the English
(http://hdl.handle.net/11495/D8B8-3970-851A-3@lfg423651) and Ger-
man (http://hdl.handle.net/11495/D8B8-3970-851A-3@lfg444239) sen-
tences in (4)
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3.6.3 Other parallel treebanks including LFG

Several projects have built parallel treebanks that include both LFG treebanks
and treebanks of other types. Three such parallel treebanks are presented here.

The Sofie Parallel Treebank is a parallel corpus containing the first chapters
of Jostein Gaarder’s novel Sofies verden “Sophie’s World”. This text was chosen
for treebanking because it is a well-written text that has been translated into a
great number of languages. The Nordic Treebank Network developed treebanks
based on these texts for Danish, Estonian, German, Icelandic and Swedish in
the period 2001–2005. The META-NORD project,14 which ran from 2011 to 2013,
had as one of its goals to promote the accessibility of treebanks, including some
that had not been maintained and were no longer accessible (Losnegaard et al.
2013). An English treebank, originally developed in the SMULTRON project,15

and a Georgian treebank, developed at Uni Computing in Bergen, Norway, were
added to the Sofie collection. Two treebanks for Norwegian were also developed,
one an LFG treebank and the other a constituency treebank with syntactic and
functional categories. Only the Georgian and one of the Norwegian treebanks
have LFG annotation; the rest of the treebanks have various types of constituency
annotation. In the initial version of the LFG Sofie treebank for Norwegian, 73% of
sentences received analyses. An in-depth study of the sentences that received full
parses that were not entirely correct showed that 29% lacked the correct analysis
because of grammar problems, while lexical problems accounted for 71%, with
missing multiword expressions in the lexicon being the most important of these.
Subsequent grammar and lexicon updates resulted in correct analyses for more
than 90% of these sentences (Losnegaard et al. 2012).

The META-NORD Acquis Parallel Treebank is a small parallel corpus of trans-
lations of a European Union directive.16 The EU languages Danish, Estonian,
Finnish, Latvian and Swedish, as well as the non-EU languages Norwegian and
Icelandic, have treebanks in the collection. All language pairs are aligned at sen-
tence level. The Norwegian treebank contains LFG analyses, while the other lan-
guages have consistency or dependency annotations.

The Norwegian Dependency Treebank was developed by the National Library
of Norway (Solberg et al. 2014); it is made available in INESS as the treebanks
named nob-ndt-dep (for Norwegian Bokmål) and nno-ndt-dep (for Norwegian

14http://www.meta-net.eu/projects/meta-nord/
15https://www.ling.su.se/english/nlp/corpora-and-resources/smultron/stockholm-multilingual-
treebank-smultron-1.14047

16Directive 2002/74/EC, from theAcquis Communautaire (AC), the total body of EuropeanUnion
law applicable in the member states.
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Nynorsk). The treebank has also been converted to the Universal Dependencies
(UD) annotation scheme (Øvrelid & Hohle 2016), creating the treebanks nob-ud-
2.5-dep and nno-ud-2.5-dep. The same texts were parsed with NorGram to obtain
LFG analyses, resulting in the treebanks nob-ndt-lfg and nno-ndt-lfg. The origi-
nal dependency annotations were created automatically, but the analyses were
then manually checked and corrected, resulting in a gold standard treebank. The
dependency treebanks contain analyses for all sentences, while the LFG treebank
has coverage for about 90% of the sentences. The analyses for the sentences that
are covered in the LFG treebank are, however, much more detailed than those in
the dependency treebanks. See Section 4.5 for more on UD treebanks, including
a comparison with LFG analyses.

4 Exploring and exploiting LFG treebanks

4.1 INESS Search

Prior to the INESS project, there was no search tool that could perform search in
LFG f-structures. INESS Search (Meurer 2012, 2020, Rosén et al. 2017) is a search
tool that was developed in order to fill this need. It is a reimplementation and ex-
tension of TIGERSearch (Lezius 2002), a search system designed for the TIGER
treebank (Zinsmeister et al. 2002, Brants et al. 2004). INESS Search retains the full
functionality of TIGERSearch for querying constituency and dependency tree-
banks while extending its functionality in order to query fully general directed
graphs like LFG f-structures; in addition, it can be used for search in HPSG tree-
banks. INESS Search supports almost full first-order predicate logic, including
negation and existential and universal quantification, with the exception of uni-
versal quantification over disjunctions.

INESS Search is fully integrated in the INESS infrastructure and is used via its
Web interface. There is extensive documentation for INESS Search online, both
a walkthrough that describes how to get started searching in INESS treebanks,17

and thorough documentation of the query language itself.18

In addition to extending TIGERSearch, INESS Search has implemented simpli-
fications to the syntax of search expressions for more clarity. Suppose you want
to find examples of NPs with AP modifiers that have embedded PPs, such as the
German NP in (5). In TIGERSearch you could write the search expression in (6),
whereas (7) is an equivalent abbreviated expression in INESS Search.

17https://clarino.uib.no/iness/page?page-id=INESS_Search_Walkthrough
18https://clarino.uib.no/iness/page?page-id=INESS_Search
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(5) German
die
the

von
by

Slumbewohnern
slum.dwellers

unerlaubt
illegally

gebauten
built

Lehmhütten
mud.huts

‘the mud huts illegally built by slum dwellers’

(6) [cat="NP"] > #x:[cat="AP"] & #x > [cat="PP"]

(7) NP > AP > PP

The TIGERSearch expression in (6) may be read as follows: “There is a node
with the category NP that dominates a node #𝑥 with the category AP; this same
AP node #𝑥 dominates a node with the category PP.” Each node has a variable,
but it does not always need to be expressed; in (6), it is necessary to specify
through the use of an explicit variable that it is the same AP that is dominated by
the NP and that dominates the PP, otherwise the search results would return all
sentences where there is at least one NP dominating an AP and at least one AP
dominating a PP. In the abbreviated INESS Search expression (7), this chaining is
inferred, so that an explicit mention of the variable is not necessary in this case.
Furthermore, as also shown in Table 1, node labels may be used directly in the
search expression, lexical and terminal nodes need only be enclosed in double
quotes, and atomic f-structure values only in single quotes. One of the search
results for the search expression in (7) from the TIGER treebank, the NP in (5),
is shown in Figure 13; the node labels mentioned in the search expression are
highlighted in red in the graph.

Table 1: Some examples of abbreviated syntax in INESS Search

Expression Abbreviation Explanation

[cat="NP"] NP node labels
[word="book"] "book" lexical nodes in dependency

treebanks; terminal nodes in LFG
and phrase-structure treebanks

[atom="sg"] 'sg' atomic f-structure values in
LFG treebanks

[PP > #x:NP & #x > PP] PP > NP > PP chaining of relations

4.2 Querying with INESS Search

Formulating well-targeted search expressions presupposes knowledge about the
analyses in the treebank. One way of quickly gaining such knowledge is to use
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Figure 13: TIGER tree for (5) (http://hdl.handle.net/11495/D8B8-3970-
851A-3@dep101299)

XLE-Web to parse sentences with the kind of grammatical phenomenon one is in-
terested in and to study the analyses. Suppose that we want to search for passive
sentences. The Norwegian passive sentence in (8) gets the analysis in Figure 14
when parsed in XLE-Web.

(8) Norwegian
Verden
world.def.sg

ble
was

skapt
created

av
by

Gud.
God

‘The world was created by God.’

Examining the f-structure shows that the verb skape ‘create’ is the head of the
xcomp. It is a two-place predicate, with the pred of the obl-ag, Gud ‘God’, as its
first argument, the agent. The xcomp also has an attribute-value pair ‘passive +’.
A simple search expression for passives with agent phrases can thus be formu-
lated using these f-structure characteristics, as shown in (9).

(9) #x >PASSIVE #y:'+' & #x >OBL-AG

This expressionmay be read: “There is an f-structure #𝑥 which has an attribute
passive with the value ‘+’ (bound to #𝑦 ), and this same f-structure #𝑥 also has
an attribute obl-ag.”

The negation operator in INESS Search allows users to restrict searches with
respect to properties that sentences should not have. The search expression in
(10), where the exclamation point is the negation operator, searches for passives
without agent phrases. The sentence in (11) is one of those found by this expres-
sion; its c- and f-structures are shown in Figure 15. The f-structure nodes that are
named with explicit variables in the search expression are marked in red in the
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Figure 14: C- and f-structures from XLE-Web for the passive sentence
in (8)

search result. In the f-structure we note that the xcomp does not have an obl-ag,
and that the first argument of the main pred is ‘null’.

(10) #x >PASSIVE #y:'+' & #x !>OBL-AG

(11) Norwegian
Hvordan
how

er
is

verden
world.def.sg

skapt?
created

‘How was the world created?’

4.3 An example-based introduction

For some researchers, INESS Search can be difficult to use, even with the simplifi-
cations that have been introduced. To assist users of NorGramBank in formulat-
ing search expressions, an example-based introduction to the search system has
been written.19 It is based on the Norwegian reference grammar Norsk referanse-
grammatikk (Faarlund et al. 1997) and the chapters and examples therein. Most
researchers in Norwegian syntax will be familiar with the rather theory-neutral
analyses in this book, and the goal is to provide them with LFG analyses of the

19This introduction, in Norwegian, is part of the INESS documentation: https://clarino.uib.no/
iness/page?page-id=norgram-soek#innledning.
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Figure 15: C- and f-structures for the passive sentence in (11) (http://hdl.
handle.net/11495/D8B8-3970-851A-3@lfg6174124)

constructions that are of interest, including the page numbers in the book where
the constructions are treated. For each construction, the example-based docu-
mentation provides an LFG analysis of one sentence together with a commen-
tary explaining the analysis. A search expression that will find the construction
is provided, along with both a paraphrase and a lengthier prose explanation of
the expression. Finally a list of a few matching sentences is presented.

A construction type that is difficult to search for without a treebank is rela-
tive clauses without complementizers. It would not be straightforward to find
these in corpora which are not syntactically annotated, so this is a good illustra-
tion of the added value of treebanks. The search expression for relatives without
complementizers is given in (12).

(12) #x >(ADJUNCT $) #f >TOPIC-REL #g
& #f >OBJ #g & #f >CLAUSE-TYPE 'rel'
& !(#f >COMP-FORM)
& !(#x >PRON-TYPE 'free')

This search expression may be read: “An f-structure #𝑥 has an attribute ad-
junct with a value that includes an f-structure #𝑓 ; furthermore, #𝑓 has an at-
tribute topic-rel with the value #𝑔, and an attribute obj with the same value #𝑔;
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#𝑓 also has an attribute clause-type with the value ‘rel’ and does not have an
attribute comp-form; the f-structure #𝑥 does not have an attribute pron-type
with the value ‘free’ (the last specification ensures that free relatives will not be
found).” An example sentence found by this expression in NorGramBank is given
in (13), where the boldfaced relative clause jeg så lacks a complementizer.

(13) Norwegian
Alt
all

jeg
I

så
saw

var
was

frontlykt-ene.
headlight-def.pl

‘All I saw was the headlights.’

4.4 Search with templates

A further simplification in INESS Search is the implementation of search tem-
plates, which abbreviate complete parameterized search expressions. For the Nor-
wegian treebank NorGramBank, a number of such templates have been provided,
primarily for the benefit of lexicographers.20 Templates obviate the need for un-
derstanding an often complicated search expression, since users can choose one
on the basis of a description of its intention, but they can examine the whole ex-
pression if desired. Templates are parameterized in the sense that the user can fill
in values for one or more parameters, such as word or lemma forms, predicates,
or grammatical features.

Suppose you want to find out how common nominal complement clauses with
and without complementizers are after certain verbs. The template shown in Fig-
ure 16, named AT-verbwithandwithout(@verb), may be used for this purpose. The
user fills in the verb, in this case fortelle ‘tell, relate’, and clicks on Run query. The
results of the search are presented in a table, sorted according to whether they
include the complementizer or not. We see that the vast majority of occurrences
of complement clauses with this verb, 21,465 (97.5%), do have complementizers.

This can be compared with the results for the verb tro ‘think, be of the opinion’,
shown in Figure 17. For this verb the proportion of uses with the complementizer
is only 33.8%. In this screenshot the user has clicked on the first row in the table,
showing the number of occurrences for the verb without the complementizer
(66,258). This brings up a list over all the sentences with this pattern. Here the
user has clicked twice on Next in order to come to page 3; there are so many hits
that the list consists of 3,313 pages. When the user mouses over a sentence, a
simplified f-structure is displayed to the right of the list. Clicking on a sentence

20Documentation in Norwegian: https://clarino.uib.no/iness/documentation/INESS-Sketch-
veiledning-2020.pdf
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Figure 16: Template for nominal clause search with and without com-
plementizer for the verb fortelle ‘tell, relate’

brings the user to the Sentence page where the c-structure and the full f-structure
are displayed. By default the quite complicated search expression which is used
in this template is hidden, as in Figure 16. In Figure 17, the user has clicked on
the template name, bringing up the expansion with the search expression. In this
figure a more detailed prose description is also displayed, obtained by clicking
on the boldfaced, more compact, part of the description.

Rauset et al. (2021) provide concrete examples of the use of template search in
NorGramBank for various dictionary projects in Norway. The lexicographers use
templates to examine both the usage and frequency of words. The most common
valency frames for verbs, as well as the most common prepositions and/or parti-
cles that they occur with, are examined by using the template V-argframes(@V);
this template also provides evidence about whether the verbs occur reflexively.
The templatesADJ-attrib-or-nominal(@ADJ) and V-attr-or-pred-ptc(@V) provide
evidence of the nominal and adjectival use of participles, which is sometimes the
basis for the creation of separate entries for derived adjectives.
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Figure 17: Template for nominal clause search with and without com-
plementizer for the verb tro ‘think, be of the opinion’
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Targeted queries that provide evidence for colligations are useful when treat-
ing high-frequency words with many senses. The template N-argofverbs(@N)
provides a list sorted by frequency of the verbs that occur with a certain noun
as their first or second argument. Such results help lexicographers determine
whether the sense distinctions made in older versions of the dictionaries are still
reasonable, or whether there should be changes made by adding or removing dis-
tinctions, or for instance by promoting a sense that is now more common than
previously.

An example of a word which was missing a sense is the reflexive verb utmerke
seg ‘distinguish oneself’, which was defined as having only a positive connota-
tion. The lexicographers, however, did not believe this to be accurate. The tem-
plate V-prepobj(@V,@P) was used to examine which words occur as objects of
the prepositions med ‘with’ and ved ‘by’. The search results showed several oc-
currences of the noun mangel ‘lack’ as the object of ved; one of these examples
is given in (14). This and similar searches provided empirical support for the es-
tablishment of a new subsense of the verb with a negative connotation.

(14) Norwegian (http://hdl.handle.net/11495/D8B8-3970-851A-3@lfg14979442)
Han
he

vil
will

... utmerke
distinguish

seg
refl

med
with

mangel
lack

på
of

konsistens
consistency

i
in

sine
his

handlingsvalg
action.choice

...

‘He will ... distinguish himself with lack of consistency in his choice of
actions ... ’

4.5 Comparison of search in LFG and dependency treebanks

Dependency treebanks are the most widely used type of treebanks, notably via
the Universal Dependencies (UD) initiative.21 The UD treebanks are grounded in
dependency grammar, which assigns dependency relations between words, and
does not analyze phrases and constituency relations (Tesnière 1959). An impor-
tant early dependency treebank was the Prague Dependency Treebank (Hajič
et al. 2001). Among the treebanks provided by INESS, dependency treebanks are
the most numerous (250), with the UD treebanks accounting for most of these
(200). The latest version in INESS at the time of writing is 2.8. INESS also keeps
earlier versions, making it possible to track progress between versions.

The LFG and UD analyses of the sentence in (15) are shown in Figures 18 and 19.
For both treebanks, information about lemma, part of speech and morphological

21https://universaldependencies.org
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features may be displayed (by clicking on the word for the dependency treebank,
or by clicking on the preterminal node for the LFG treebank). The c-structure in
Figure 18 shows the hierarchical phrase structure of the sentence, labeled with
a rich inventory of syntactic categories. The corresponding f-structure encodes
syntactic functions, grammatical features, and predicate–argument relations, as
represented in the semantic forms of the verbs. The dependency structure in
Figure 19 is shallower and less detailed than the LFG structure. Dependencies be-
tween words are shown by labeled arrows that go from a word to its dependents.

(15) Norwegian
Han
he

hadde
had

aldri
never

vært
been

lykkeligere.
happier

‘He had never been happier.’

Figure 18: LFG analysis of the sentence in (15) (http://hdl.handle.net/
11495/D8B8-3970-851A-3@lfg4292653)

The deeper analysis in an LFG treebank improves the search possibilities as
compared with a dependency treebank. Rosén et al. (2020) compares search in
the UD version of the Norwegian Dependency Treebank with the same texts in
NorGramBank. The example given there is searching for the first argument of
verbs. This may be done straightforwardly in an LFG treebank, but it is much
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Figure 19: UD analysis of the sentence in (15) (http://hdl.handle.net/
11495/D8B8-3970-851A-3@dep8965528)

more difficult in a dependency treebank since predicate–argument structure is
not encoded there. The first argument of a verb can be the subject of an active
verb or of a predicative present participle, the agent phrase of a passive verb,
or the head of an attributive present participle. And since the UD guidelines al-
low for several ways of annotating some of these possibilities, creating a search
expression to capture them is extremely complicated. For more detail on this
comparison, see Rosén et al. (2020).

5 Conversion between LFG treebanks and other treebanks

Besides pure parsebanking with a grammar, other approaches have been used
to construct treebanks by converting between formalisms or by enriching tree-
banks with additional information. The Universal Dependencies initiative is in
someways similar to ParGram in that both approaches aim at assigning common
annotations to comparable items and structures across languages.

Since dependency relations may be labeled as grammatical functions such as
subject and object, dependency structures have a resemblance to f-structures in
LFG. The PARC 700 Dependency Bank is a treebank in dependency format based
on the English LFG grammar developed at PARC (King et al. 2003). The corpus
was created only to make a dependency bank. LFG analyses were transformed
to dependency graphs, but no LFG treebank per se was created.

The TIGER corpus, mentioned in Section 3.2, utilized the large-scale German
LFG grammar of the ParGram project for the semiautomatic creation of TIGER
treebank annotations. The grammar was used for full parsing, followed by semi-
automatic disambiguation and automatic transfer into the treebank format (Zins-
meister et al. 2002). The hybrid representation structure of TIGER, combining
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constituent analysis and functional dependencies, benefited from information in
the c-structures and f-structures provided by the LFG grammar.

Conversely, an LFG treebank may be created by enriching phrase-structure
oriented treebank resources with functional structures, as suggested by Frank et
al. (2003) and Cahill (2004). For more on grammar induction, see Cahill & Way
2023 [this volume].

Forst (2003) describes a method for converting the TIGER treebank to a test-
suite for the German LFG ParGram grammar. The conversion utilizes the ma-
chine translation transfer system in XLE.

Recently, detailed algorithms for the conversion from LFG analyses to depen-
dency structures were proposed by Meurer (2017) and Przepiórkowski & Patejuk
(2020). While the latter follow the more standard assumption that f-structures
provide a good basis for developing dependency trees, the former takes c-struc-
tures as the starting point, but combines this with information from f-structures.

6 Conclusion

This chapter has provided an introduction to LFG treebanks, illustrated through-
outwith the tools and visualizations of the INESS treebanking infrastructure. The
process of developing an LFG grammar in tandemwith a treebank through incre-
mental parsebanking has been described. Both large and small LFG parsebanks
for a number of languages have been presented. Several different methods for
searching LFG treebanks with INESS Search have been explained: users canwrite
search expressions themselves with the aid of XLE-Web and the INESS Search
documentation; they can find search expressions for the phenomena they are in-
terested in by consulting the example-based search documentation; and they can
use search templates that only require filling in one or more search items. LFG
treebanks have been compared with other treebanks, and it has been shown that
the more detailed and sophisticated annotation in LFG treebanks provides richer
opportunities for research than simpler annotations.

While INESS has already been developed over more than a decade, the system,
and especially its interface, will continue to evolve. Consequently, future interac-
tions may be slightly different from the interactions and screen displays shown
in this chapter.

Although LFG treebanks are certainly valuable resources for research and de-
velopment, building an LFG treebank is a time-consuming and expensive under-
taking, especially for a language for which no large-coverage LFG grammar and
lexicon yet exist. However, the task is made somewhat easier with the help of
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the LFG Parsebanker as described above, and INESS is open to making more tree-
banks accessible for research and development.
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Lexical Functional Grammar (LFG) as a formal, constraint-based grammatical the-
ory has been used to analyze various languages around the world since the 1970s.
These analyses comprise grammatical descriptions, grammatical formalizations,
and computational implementations of the grammars developed using LFG. Africa
is home to over 2000 languages and while not even half of these have established
writing systems let alone descriptive grammars in any linguistic framework, quite
a substantial number of these languages, especially many Bantu languages, have
been analyzed using LFG. The list includes languages such as Swahili, Chicheŵa,
Chishona, Kichaga, Dagaare, Akan, Tigrinya, Wolof, Soso, Wan, Setswana, Yąg Dii,
Malagasy, and Ndebele. In this chapter we first outline the major, salient linguistic
features of African languages and then indicate how LFG has been used to analyze
these salient features, covering topics such as the lexical integrity principle, applica-
tive constructions, object asymmetries, agreement, reciprocal marking, locative in-
version, serial verb construction, and focus marking phenomena. In the process
of doing all this, the analyses in the chapter point to the major contributions of
African languages to the development of LFG and, in turn, to the major contribu-
tions of LFG to the understanding of African language phenomena.

1 Introduction

Since the second half of the 20th century, African language data have been ap-
plied to the development of many descriptive and formal frameworks within
modern linguistics – from phonology through morphosyntax to semantics and

Adams Bodomo & Dewei Che. 2023. LFG and African languages. In Mary Dalrymple
(ed.), Handbook of Lexical Functional Grammar, 1209–1252. Berlin: Language Science
Press. DOI: 10.5281/zenodo.10185994
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pragmatics. Descriptive frameworks such as Greenbergian universals, Hallida-
yan systemic functional grammar, Chomskyan generative grammar, and Gold-
smithian autosegmental phonology, among others, have been used to analyse
African languages. One of these major frameworks is the Lexical Functional
Grammar (LFG) framework as developed by Bresnan & Kaplan (1982).

In this chapter we focus on the symbiotic relationship between African lan-
guages and LFG, showing how African languages have provided useful data for
developing and testing LFG and how LFG has been used to analyze some in-
tricate grammatical structures and processes in African languages like Swahili,
Chicheŵa, Dagaare, Akan, Tigrinya, Wolof, and Setswana.

The chapter is organized as follows. This introductory part provides a brief
outline of the language situation in Africa, showing that Africa is a highly multi-
lingual society and its people are very polyglottic. We also provide a snapshot of
the major features of African languages. Section 2 is the main and longest part
of the chapter. We provide concise illustrations of how LFG has been used to
analyze various grammatical structures and phenomena including the lexical in-
tegrity principle, applicative constructions, object symmetries and asymmetries,
agreement, reciprocal marking, locative inversion, serial verb constructions, and
discourse function analyses. In Section 3, we briefly summarize the contribution
of LFG to the analyses of African language phenomena, and conclude the chap-
ter in Section 4 by tying together the various strands in all the sections of the
chapter.

1.1 The language situation in Africa

Africa is not only a mineral resource rich continent, it is also a linguistic resource
rich continent. Not only are there many languages on the African continent,
Africans also exhibit a rich polyglottic repertoire in multilingual societies with
many individual Africans, particularly in urban centres, speaking an average of
four to five languages per person. Indeed, Africa has the second largest number
of languages among the continents. According to Eberhard et al. (2020), there
are at least 7,102 living languages in the world and 2,138 of them are in Africa.1

African languages belong to a diverse set of language families, mainly includ-
ing the Niger–Congo language family (divided into Niger–Congo A and Niger–

1We use the term African languages (or the Languages of Africa) broadly to refer to languages
indigenous to the African continent. This term is to be distinguished from the term Languages
in Africa which would comprise the indigenous languages and non-indigenous languages in-
cluding former colonial languages like English, French, and Portuguese, which continue to be
used as “official” languages in many African countries.
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Congo B, which comprises the Bantu languages), the Afro-Asiatic language fam-
ily, and the Nilo-Saharan language family, as well as members of the disputed
Khoisan language family (Güldemann 2014); see Figure 1.2

The great amount of language diversity on the African continent and else-
where is of interest to linguists and other scholars who believe in the need for

2As suggested by one reviewer, Austronesian languages, especially on the islands to the East
of Africa, like Madagascar, ought to also be included in Figure 1; see Arka & Yeh 2023 [this
volume] for more on Austronesian languages. In addition, we should also acknowledge that
not many people believe in the genetic unity of “Khoisan” language family anymore.

Lingala

Kongo

Chewa

Swahili

Showa

Sotho

Xhosa

Afrikaans

(Indo-European)

M
a
la

g
a
sy

Oromo

Amharic

Arabic

Berber

Songhay

Hausa

Yoruba
Igbo

Fulani

Afro-Asiatic

Nilo-Saharan

Niger-Congo A

Niger-Congo B (Bantu)

Khoi-San

Austronesian

Figure 1: Language families of Africa
Map adapted by Sebastian Nordhoff from https://commons.wikimedia.org/wiki/File:African_language_families_en.
svg (c) Mark Dingemanse (original PNG version); https:// fr.wikipedia.org/wiki/Utilisateur:Pmx (SVG version), CC
BY-SA 3.0
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linguistic and cultural diversity, and therefore the need to document and preserve
these languages and their associated cultures. This diversity itself is a double-
edged sword (Bodomo 2017). On the one hand, each of these 2,138 languages in
Africa is the basis of a rich culture as languages are the main media through
which we express and convey our cultural values. On the other hand, the fact
that we have many languages within each of the 55 polities in Africa means that
we face serious challenges and problems for language policy formulation and
language planning. With this brief mention of the language situation, we now
sketch some salient features of African languages in Section 1.2.

1.2 Salient linguistic features of African languages

African languages have contributed a lot in informing descriptive and theoretical
frameworks for analyzing the world’s languages:

In brief, whether the search for universals is pursued along the lines of
cross-linguistic generalizations, as recommended by Comrie, building on
the work of Greenberg and others, or it is conceived of in terms of the bi-
ologically specified abstract principles that determine the form of human
grammars and characterize the content of the language responsible cogni-
tive structures, it is clear that African languages will definitely continue to
make valuable contributions to progress in generative grammar. (Mchombo
1997: 202)

Thirty years ago, in her plenary address African Languages and Syntactic The-
ories on the occasion of the 20th Annual Conference on African Linguistics, Joan
Bresnan recognized the impact of African languages on syntactic theories in
these aspects: logophoricity, topic/subjecthood, agreement, argument asymme-
tries, and the syntax of verbs. But the impact was thought to be fairly mild com-
pared to advances in phonology (Bresnan 1990). As time went by, Henderson
(2011: 15) asserts that the significant development in this area “has been the expo-
nential increase in syntax researchers who are interested in African languages,
along with the sheer volume of work they have produced”.

The complex morphology of many African languages has been of great in-
terest among linguists, lending support to the study of morphosyntax largely
dominated by Bantu languages (Bresnan & Mchombo 1995, Mchombo 1980, 1997,
2002, 2003, 2004, Moshi 1995, Morimoto 2002, Matambirofa & Mabugu 2014).
The syntactic derivation of the verb stem in Bantu languages typifies the highly
agglutinative nature of these languages, including various suffixes (sometimes
called extensions) and prefixes associated with negation, tense/aspect, modality,
markers of agreement with the subject and the object, as shown in (1).
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(1) Swahili (Petzell 2004: 152–153)

a. si-ku-mw-on-a
neg.sm-neg.t-om-see-fv
‘I didn’t see him/her.’

b. Erik
Eric

a-li-pig-i-w-a
sm-pst-ring-appl-pass-fv

simu
phone

na
by

mwalimu.
teacher

‘Eric was rung by the teacher.’

Example (1a) involves the phenomenon of negation spread in which si is both a
negative marker and a subject marker. In this case, the morpheme si can be called
a portmanteau morph, i.e., a single morpheme expressing two meanings. Port-
manteau morphs and feature spreading such as the negation spread are said to
be frequent phenomena in Bantu and other non-Bantu languages such as Mande.
In (1b), it is demonstrated that these affixes follow a strict order and certain com-
binatorial restrictions. For example, the applicative comes before the passive in
Swahili.

In general, Creissels & Good (2018) provide a good context to the discussion of
African languages with a list of generalizations regarding the state of the art of
the morphosyntactic typology of the languages of the continent. These features
are listed in (2) below (Creissels & Good 2018: 709–710):

(2) a. The ergative type of core syntactic role coding is exceptional among
African languages.

b. Case-marked subjects or objects are less common among African
languages than at world level.

c. The so-called “marked-nominative” type of case contrast between
subjects and objects is exceptional in other parts of the world but
very common among African languages that have a case contrast
between subjects and objects.

d. Obligatory agreement of transitive verbs with their object does not
seem to be attested among African languages.

e. Second-position clitics are relatively common in the languages of the
world, but exceptional among African languages.

f. In a relatively high proportion of African languages, the construction
of verbs with an argument frame of the type giver–given–recipient
tends to assimilate the recipient (rather than the thing given) to the
patient of prototypical transitive verbs, and double object
constructions are particularly frequent.
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g. Focus strategies implying morphosyntactic alternations, and in
particular focus marking by means of verbal inflection, are
particularly common in Africa.

h. The use of special verb forms in sequential constructions is
particularly widespread among African languages.

i. Applicatives are particularly common in Africa, and a relatively high
proportion of African languages make a wide use of obligatory
applicatives and of various types of non-canonical applicatives.

j. Classifier systems are exceptional among African languages.
k. Relatively few African languages are devoid of a morphological

plural or have a morphological plural restricted to a subset of nouns
occupying a high position in the animacy hierarchy.

l. African languages that do not use the same morpheme as a noun
phrase coordinator and as a comitative adposition are relatively rare.

m. The proportion of languages with a syntactically flexible constituent
order is much lower among African languages than at world level.

n. The constituent order SOVX, relatively rare at world level, is
relatively frequent among African languages.

o. Clause-final negative particles occur among African languages much
more frequently than in other parts of the world.

p. Changes in the constituent order triggered by negation are
particularly common among African languages.

q. True relative pronouns are particularly rare in African languages, and
the use of dependent verb forms in postnominal relatives, relatively
rare in the languages of the world, is common among African
languages.

r. Logophoricity is particularly widespread among African languages.
s. Systems of coding of spatial relations in which the distinction

location at/movement towards/movement from manifests itself
exclusively on verbs are more frequent in Africa than in most other
parts of the world.

Admittedly, when it comes to the analyses of African languages in LFG, it is
hard not to be “Bantu-centric”, given the pioneering work done by Sam Mcho-
mbo and Joan Bresnan. In more recent times, however, much more work is being
produced in non-Bantu languages, and we have tried to include the analyses on
these non-Bantu languages as much as possible. These mainly include Wolof,
Tigrinya, Soso, Wan, Yąg Dii, Malagasy, Dagaare, and Akan. In Section 2, we
illustrate the analyses of many of these features.
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2 Major African language grammatical phenomena
analysed in LFG

In this section, the longest in the chapter, we do a concise analysis of major
constructions and grammatical phenomena in African languages from an LFG
perspective.We beginwith the lexical integrity principle, showing howdata from
African languages have been used to illustrate one of the best known principles in
the LFG theoretical framework. We then move on to discuss argument structure
and morphology, agreement, reciprocal marking, locative inversion, serial verbs,
and discourse functions.

2.1 Lexical integrity principle

This subsection begins with a constraint on the architecture of grammar inspired
by African language structure. When we encounter a sequence of morphemes in
African languages, a natural question to ask is: what is indeed a word? In the
framework of Lexical Functional Grammar, the lexical integrity principle has
been of great importance with respect to c(ategorial)-structure and f(unctional)-
structure in clarifyng that the morphemic structure of words differs from the
c-structure of phrases both in constituents and principles of combination. In
their seminal paper, Bresnan & Mchombo (1995) elicit a great deal of evidence
from Bantu noun class markers in support of the lexical integrity principle. They
argued that “the Bantu noun class markers are a particularly fruitful domain
for investigations of lexical integrity because they straddle the borderlines be-
tween syntax and morphology and between inflection and derivation” (Bresnan
& Mchombo 1995: 183).

Bantu noun class markers have a mixed inflectional and derivational nature
when they mark nominals for number and gender, specifying the agreement
forms of determiners, modifiers and predicates. The number classes, on one hand,
trigger the syntactic agreement as an inflectional process, and on the other hand,
the gender classes change the semantic class of the stem since they are associated
with semantic properties such as animacy, configuration, location, size, plurality
or quality and the process is seen as derivational. The standard morphological
analysis was strongly advocated by Doke (1929, 1935), in which the class mark-
ers are analyzed as morphologically bound morphemes. However, this position
has been challenged alternatively by the syntactic analyses (e.g. Myers 1987) or
the head-movement theories of word derivation (e.g. Kinyalolo 1991, Carstens
1991). Throwing themselves into this debate, Bresnan & Mchombo (1995) draw
the evidence that supports the lexical integrity principle from the morphology
and syntax of Bantu noun class prefixes by applying a couple of effective tests
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of lexical integrity to the class markers of nouns in Chicheŵa and other Bantu
languages. Four main tests go to build up the argument.

2.1.1 Test 1: phrasal recursivity

The central idea of phrasal recursivity is that the arbitrarily deep embedding of
syntactic phrasal modifiers is not allowed inword-internal constituents. For Bres-
nan andMchombo, there are mixed results on this front due to the so-called alter-
native concord whenmodifiers simultaneously show concordwith any of several
class markers on the same noun (Bresnan & Mchombo 1995: 195), as shown in
example (3).

(3) Chishona (Myers 1987: 104)
pa-mu-shá
16-3-home

uyo
that.3

p-ósé
16-all

pa-káchéna
16-white

‘at that whole white house’

The noun ‘home’ is preceded by two noun class markers from classes 16 and
3. Interestingly, the first following modifier agrees with the inner class 3 marker
and the final two agree with the outer class 16 marker. Myers (1987) provides the
following syntactic representation:

(4) NP

N′
N2

pa
class 16

NP

N′
Ncl

mu
class 3

NP

N′
N

shá
home

Det

uyo
that.3

Det

pósé
16-all
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This representational analysis also correctly accounts for the fact that the in-
ner concord modifiers must precede the outer ones as indicated by the ungram-
maticality in (5).

(5) Chishona
*pa-mu-shá
16-3-home

apo
that.16

w-ósé
3-all

pa-káchéna
16-white

The same holds true for Chicheŵa, shown below in (6a)–(6d).

(6) Chicheŵa

a. pa
16

mu-dzi
3-village

p-áthú
16-our

p-ônse
16-all

‘at all of our village’
b. pa

16
mu-dzi
3-village

w-áthú
3-our

p-ônse
16-all

‘at all of our village’
c. pa

16
mu-dzi
3-village

w-áthú
3-our

w-ônse
3-all

‘at all of our village’
d. *pa

16
mu-dzi
3-village

p-áthú
16-our

w-ônse
3-all

But the syntactic analysis ofMyers (1987) does not necessarily apply to all class
markers. As amatter of fact, it turns out that the classmarker 16 in these examples
belongs to the locative classes comprising of 16, 17 and 18, and an alternative
concord is only possible with these locative classes. As for the nonlocative class
markers, they are prefixed to the nouns and noun stems without the recursive
structure of syntactic NPs, where alternative concord is impossible, as shown in
(7).

(7) Chicheŵa

a. ka-mu-ndá
12-3-field

k-ánga
12-my

‘my small field’
b. *ka-mu-ndá

12-3-field
w-ánga
3-my
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2.1.2 Test 2: inbound anaphoric islands

The inbound anaphoric islands test can also tell a true syntactic phrase from
a derived word. According to this test, anaphoric and deictic uses of pronouns
should occur within the phrasal NP complement to a class marker. Again it is true
with the locative class markers but not with the other class markers as shown in
(8) and (9).

(8) Chicheŵa
a. mu

18
iyi
9.this

‘in this (e.g. house)’
b. pa

16
icho
7.that

‘on that (e.g. hat)’
c. ku

17
ǐwo
6.them

‘to them (e.g. pumpkins)’

(9) Chicheŵa
a. *chi

7
iyi
9.this

b. *ka
12

icho
7.it

c. *ti
13

ǐwo
6.them

Since morphological words are inbound anaphoric islands, the ungrammati-
cality of the examples in (9) can only be explained by the morphological analysis
of these prefixes instead of the syntactic analysis shown in (8).

2.1.3 Test 3: conjoinability

As expected, the locative classes pass the conjoinability test. Following the syn-
tactic analysis, two NP complements should be conjoinable under a single class
marker, shown below in (10). However, the other class markers fail the test as
shown in (11).
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(10) Chicheŵa
a. Mu-ku-pít-á

II.pl/hon.sbj-prog-go-ind
ku
17

[m-sika
3-market

kapéná
or

m-zinda]?
3-city

‘Are you going to the market or the city?’
b. A-na-gw-ér-á

1sbj-rec.pst-fall-appl-ind
m
18

[chi-tsȋme
7-well

kapéná
or

chĭ-gwa]?
7-valley

‘Did he fall into the well or the valley?’
c. Mu-na-ík-á

II.pl/hon.sbj-rec.pst-put-ind
pa
16

[m-pando
3-chair

kapéná
or

m-tŏndo]?
3-mortar

‘Did you put (it) on the chair or the mortar?’

(11) Chicheŵa
a. *Mu-na-chéz-á

II.pl/hon.sbj-rec.pst-converse-ind
ndí
with

m-
1-

[phunzitsi
teacher

kapéná
or

sangalatsi]?
entertainer
‘Did you converse with the teacher or entertainer?’

b. *A-na-b-á
1sbj-rec.pst-steal-ind

ka-
12

[m-pando
3-chair

kapéná
or

m-tŏndo]?
3-mortar

‘Did he steal a little chair or a little mortar?’

2.1.4 Test 4: gapping

Under this test, it is possible to gap the noun following the locative class marker.
In contrast, none of the other class markers allow this gapping, as shown in (12).

(12) Chicheŵa
a. A-nyamǎta

2-boy
a-na-vín-á
2sbj-rec.pst-dance-ind

njerero
9.name.of.dance

pa
16

bwaló
5.courtyard

lá
5asc

mfúmú
9chief

Kapanga
K.

ndí
and

pá
16

(bwaló)
5.courtyard

lá
5asc

mfúmú
9chief

Kapatuka.
K.

‘The boys danced the njerero dance on Chief Kapanga’s courtyard
and on Chief Kapatuka’s (courtyard).’

b. *Kodí
Q

áná
2.child

awa
2this

a-ku-fún-á
2sbj-prog-want-ind

m-pira
3-ball

w-á
3-asc

mphira
9.rubber

kapéná
or

m-*(pira)
3-(ball)

w-á
3-asc

nsanza?
10.rag

‘Do these children want a rubber ball or a rag ball?’
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All these tests show that the locative class markers are syntactically indepen-
dent and all the others are morphological prefixes. Bresnan & Mchombo (1995)
provided an explanation with regard to the split between the syntactic and mor-
phological class markers. As hypothesized by Greenberg (1977, 1978), the class
markers in Niger-Congo have evolved historically from syntactic elements of
NPs into being morphologically bound as prefixes or suffixes. Along this line, it
is possible that this process of historical change has been completed for most of
the class markers of proto-Bantu that became prefixes, but a few like locatives
retained their syntactic behavior as nominal constituents.

According to Bresnan & Mchombo (1995), the fact that agreement is marked
both syntactically and morphologically does not violate the lexical integrity prin-
ciple:

By factoring apart the syntactic levels of f-structure and c-structure, we
can distinguish naturally between structure-dependent syntactic principles
(e.g., constituent order), which respect lexical integrity, and function-depen-
dent syntactic principles (e.g., agreement), which do not. (Bresnan & Mcho-
mbo 1995: 213)

In the LFG framework, the correspondence between structural form and syn-
tactic function is in general imperfect. Take Bantu noun class markers, for exam-
ple. Here changes in form can occur partly independent of changes in function.
As a result, this lends strong support to the lexical integrity principle. With this
illustration of the lexical integrity principle, we now go on to discuss argument
structure in Section 2.2.

2.2 Argument structure and morphosyntax

In this subsection we discuss two main constructions, applicatives and objective
asymmetries mainly in Bantu languages, before outlining some recent works in
mainly non-Bantu languages.

2.2.1 Applicative constructions

The discussion of grammatical functions came to the fore in the 1980s and early
1990s (Marantz 1984, Baker 1988a, Alsina 1992, Alsina & Mchombo 1990, 1993,
Bresnan & Moshi 1990). Valency-changing operations like the passive, applica-
tive, causative and similar alternations had raised the question whether gram-
matical functions (GF) should be seen to be primitives or derivatives. Bantu lan-
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guages contributed a lot to this discussion since these languages are character-
ized by applicative, causative and passive morphemes (see (1b) for example).

This section centers on a critique made by Alsina &Mchombo (1990) on Baker
(1988b) over applicatives in Chicheŵa. Baker (1988b) proposes an asymmetry in
the assignment of the beneficiary and instrumental theta-roles. For Baker, instru-
mentals are assigned their theta-roles as NP sisters of the verb, while beneficia-
ries are theta-marked in a PP complement to the verb. In other words, beneficia-
ries get their theta-role indirectly from the verb through the PP but instrumen-
tals are theta-marked directly by the verb. According to Alsina and Mchombo,
Baker’s theory is particularly successful in two aspects (Alsina &Mchombo 1990:
495):

(13) a. Word order: while the beneficiary NPmust precede a theme/patient NP
in the verb phrase, the instrumental NP may either precede or follow
it.

b. Object markers: while only the applied object in a beneficiary applica-
tive may be expressed by means of an object marker, either the applied
or the patient/theme object in an instrumental applicative may be so
expressed.

At the same time, they also adduced three types of evidence against Baker’s
theta theoretic asymmetry.

2.2.1.1 Extraction facts

As observed by Baker (1988b), a patient or a theme can be extracted both in benefi-
ciary (14a) and in instrumental applicatives (15a), but in contrast, it is not possible
to extract a beneficiary object (14b) as an instrumental (15b).

(14) Chicheŵa
a. Īyi

9.this
ndi
be

mphátso
9.gift

iméné
9.rel

chítsîru
7.fool

chí-ná-gúl-ír-a
7sbj-pst-buy-appl-fv

atsíkāna.
2.girls

‘This is the gift that the fool bought for the girls.’
b. *Āwa

2.these
ndi
be

atsíkána
2.girls

améné
2.rel

chítsîru
7.fool

chí-ná-gúl-ír-a
7sbj-pst-buy-appl-fv

mphâtso.
9.gift

‘These are the girls that the fool bought the gift for.’
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(15) Chicheŵa
a. Īli

5.this
ndi
be

dengu
5.basket

liméné
5.rel

ányǎni
2.baboons

á-kú-phwány-ír-a
2sbj-prog-break-appl-fv

mwǎla.
3.stone
‘This is the basket that the baboons are breaking with a stone.’

b. Ūwu
3.this

ndi
be

mwalá
3.stone

úméné
3.rel

ányǎni
2.baboons

á-kú-phwány-ír-a
2sbj-prog-break-appl-fv

dēngu.
5.basket
‘This is the stone that the baboons are breaking the basket with.’

Baker (1988b) explains these differences on the basis of the nonoblique-trace fil-
ter. Unfortunately, the whole analysis collapses given the fact that there are gram-
matical instances of extractions of beneficiaries or goals in a Chicheŵa passive
sentence (Alsina & Mchombo 1990: 498):

(16) Chicheŵa
Āwa
2.these

ndi
be

atsíkána
2.girls

améné
2.rel

á-ná-gúl-ír-ídw-á
2sbj-pst-buy-appl-pass-fv

mphâtso.
9.gift

‘These are the girls that were bought a gift.’

2.2.1.2 Transitivity effects

Baker’s proposed D-structure distinction between beneficiaries and instrumen-
tals predicates that beneficiary applicatives cannot be formed from intransitive
verbs. However, Alsina & Mchombo (1990) prove it to be incorrect again, as in
(17).

(17) Chicheŵa
Yêsu
1.Jesus

a-ná-wá-f-er-a
1sbj-pst-2obj-die-appl-fv

(anthu).
2.people

‘Jesus died for them (the people).’

2.2.1.3 Locative applicatives

According to Alsina & Mchombo (1990: 503), “locative applicatives constitute a
crucial source of evidence for evaluating Baker’s (1988b) theory”. In Baker’s the-
ory, beneficiaries and locatives are conceptually similar because they are both
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theta-marked by the verb via a preposition. In contrast, the facts show that loca-
tives behave like instrumentals and not like beneficiaries considering things like
word order, object marking, and relativization.

Consequently, a classical transformational approach appears to be quite prob-
lematic when dealing with applicatives in Chicheŵa given its complex morpho-
syntax.

2.2.2 Object symmetries/asymmetries

So far, we have briefly discussed one asymmetrical object type: applicatives. This
subsection will look deeper into this construction in parallel to the symmetrical
type. The distinction between the two types is associated with primary object
syntactic properties of passivizability, object agreement, adjacency to the verb,
and the like. The asymmetrical object type language means that only one of the
postverbal NPs exhibits primary object syntactic properties, while in the symmet-
rical object type language there are more than one NPs that can do so.3 Bresnan
&Moshi (1990: 149–157) identify the typological differences based on their obser-
vation on Kichaga (symmetrical) and Chicheŵa (asymmetrical).4

(18) Kichaga
a. N-a̋-ı-̋lyì-í-à

foc-1sbj-prog-eat-appl-fv
m̀-kà
1-wife

k-élyà.
7-food

V NPben NPpt

‘He is eating food for/on his wife.’
b. M̀-kà

1-wife
n-a̋-ı-̋lyì-í-ò
1sbj-prog-eat-appl-pass

k-élyâ.
7-food

NPben Vpas NPpt

‘The wife is being benefited/adversely affected by someone eating the
food.’

c. K-èlyá
7-food

k-ı-̋lyì-í-ò
7sbj-prog-eat-appl-pass

m̀-kà.
1-wife

NPpt Vpas NPben

‘The food is being eaten for/on the wife.’

3The asymmetrical type includes languages such as Kiswahili, Chimwi:ni, Hibena and Chi-
cheŵa, while the symmetrical type includes languages such as Kinyarwanda, Kihaya, Kimeru,
Mashi, and Luyia (or Luhya).

4The examples in this chapter are selected from various papers covering a wide range of African
languages. We cannot guarantee their consistency in orthography. All we can do is transcribe
them as originally as possible. In terms of tones, the symbol  ̋ represents a superhigh tone,  ́ a
high tone, ˇa rising tone,^ a falling tone, ̀ a low tone, and ˉ a superlow tone.
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The Kichaga examples (18b)–(18c) show that any object in the symmetrical
type can be passivized, but in Chicheŵa, examples like (18c) are ungrammatical
(Baker 1988b).

Another difference is related to object markers, illustrated in (19).

(19) Kichaga
a. N-a̋-ı-̋m̀-lyì-í-à

foc-1sbj-prog-1obj-eat-appl-fv
k-èlyâ.
7-food

OMben-Vstem NPpt

‘He/She is eating food for/on him/her.’
b. N-a̋-ı-̋kì-lyí-í-à

foc-1sbj-prog-7obj-eat-appl-fv
m̀-kà.
1-wife

OMpt-Vstem NPben

‘He/She is eating it for/on the wife.’
c. N-a̋-ı-̋kì-ḿ-lyì-ı-̋à.

foc-1sbj-prog-7obj-1obj-eat-appl-fv
OMpt-OMben-Vstem

‘He/She is eating it for/on him/her.’

In Kichaga, the object marker can be put on the verb from any or all of the
multiple objects. Again, cases such as (19b) and (19c) are not allowed in Chicheŵa.

Bresnan & Moshi (1990) also compared the two types in terms of unspeci-
fied object deletion, reciprocalization and interactions of object properties. They
went on to discuss the problems posed by the data for previous theories (Gary
& Keenan 1977, Perlmutter & Postal 1983, Marantz 1984, Baker 1988b, Kiparsky
1988). Along the lines of Alsina &Mchombo (1988), Bresnan&Kanerva (1989) and
Alsina (1999), Bresnan & Moshi (1990) show that the LFG treatment is capable of
providing a single parameter of variation for the symmetrical and asymmetrical
object types fromwhich all the typological differences follow, instead of postulat-
ing multiple unrelated differences in the grammar of the two types of languages.
In doing so, they decomposed syntactic functions by two crucial properties: [−𝑟]
and [+𝑜], schematized in (20).

(20) [ −𝑟−𝑜 ] subj [ +𝑟−𝑜 ] obl𝜃
[ −𝑟+𝑜 ] obj [ +𝑟+𝑜 ] obj𝜃

However, there is a peculiarity in applicative and dative constructions. Fol-
lowing Alsina & Mchombo (1988), Bresnan and Moshi acknowledged that there
is a limitation concerning the applied beneficiary and recipient roles, i.e., they
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universally lack the [+𝑜] classification and receive the [−𝑟] classification. An
asymmetrical object parameter was therefore proposed:

(21) Asymmetrical Object Parameter (AOP)

* 𝜃 ... 𝜃
| |

[−𝑟] [−𝑟]
For ditransitive constructions in Chicheŵa (Mchombo & Firmino 1999), the ap-

plied NP must be adjacent to the verb if it is a beneficiary or recipient; otherwise,
either the patient NP or the applied NP may be adjacent to the verb (Bresnan &
Moshi 1990: 172). Serving as the parameter of variation, it states that only one
role can be intrinsically classified as unrestricted. The idea is illustrated in (22).

(22) ‘eat-for〈 ag benappl pt 〉’

AOP: [−𝑜] [−𝑟] [+𝑜]
defaults: [−𝑟] [+𝑟]

subj subj/obj obj𝜃
well-formedness: subj obj obj𝜃

Based on Alsina & Mchombo’s (1988) extended version of intrinsic classifica-
tions to account for applicative and dative constructions, the applied beneficiary
or recipient role (traditionally called indirect objects) can only be [−𝑟], whereas
the patient can be either [−𝑟] or [+𝑜]. Similarly in Kichaga, the applied bene-
ficiary role will always be [−𝑟], however, since the AOP does not apply to the
symmetrical type, the patient can be either [−𝑟] or [+𝑜] as shown in (23) and (24).
The only problemwith (23) is that two unrestricted roles will lead to a violation of
the final well-formedness condition of Function-Argument Biuniqueness which
states that each expressed lexical role must be associated with a unique function,
and conversely. So the patient role can only take the [+𝑜] option in the active as
shown in (24).

(23) ‘eat-for〈 ag benappl pt 〉’

[−𝑜] [−𝑟] [+𝑜]
defaults: [−𝑟]

subj subj/obj subj/obj
well-formedness: subj obj *
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(24) ‘eat-for〈 ag benappl pt 〉’

[−𝑜] [−𝑟] [−𝑜]
defaults: [−𝑟] [+𝑟]

subj subj/obj obj𝜃
well-formedness: subj obj obj𝜃

The analysis also explains adequately why in Chicheŵa only the object that is
adjacent to the verb in the active can become the subject in the passive, as seen
in (25), while in Kichaga, either object can be passivized, because when one of
the two [−𝑟] roles is realized as the subject in the passive construction, the other
may be the unrestricted object, as shown in (26).

(25) ‘eat-for〈 ag benappl pt 〉’

AOP: [−𝑜] [−𝑟] [+𝑜]
Passive : ∅
defaults: [+𝑟]

subj/obj obj𝜃
well-formedness: subj obj𝜃

(26) ‘eat-for〈 ag benappl pt 〉’

[−𝑜] [−𝑟] [−𝑟]
Passive : ∅
defaults:

subj/obj subj/obj
well-formedness: subj obj or

obj subj

The single parameter of variation under LFG provides good explanations for
other typological differences equally well, namely object deletion, reciprocaliza-
tion and interactions of object properties, which have been observed between
the symmetrical and asymmetrical object types.

In the LFG literature, two recent works on Setswana are from Berg et al. (2013)
and Pretorius & Berg (2019). The latter proposes an LFG-based analysis of the
tense and aspect features of Setswana auxiliary verbs. In Setswana, auxiliary
verbs indicating tense, aspect and time may appear juxtaposed inside a VP, fol-
lowing a specific order determined by the semantic values associated with the
auxiliaries. Here we focus on Berg et al. (2013) which analyses Setswana con-
structions with double objects and double object agreement morphemes.
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(27) Setswana
Mosadi
1.woman

o-di-rek-el-a
1-8-buy-appl-fv

mosetsana.
1.girl

‘The woman buys the girl it’.

(28) c-structure: f-structure:

S

NP

N

mosadi

VP

V

odirekela

NP

N

mosetsana

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘rek〈subj,obj𝜃 ,obj〉’
subj [pred ‘sadi’

nounclass 1 ]
obj𝜃 [pred ‘setsana’

nounclass 1 ]
obj [pred ‘pro’

nounclass 8 ]
ap +
class 1
tense pres
verbtype main

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In the end, these works also provide a computational model of these phenom-

ena using the XLE grammar development platform.5 Other LFG work on argu-
ment structure and grammatical functions can be seen in Zaenen (1984), Mcho-
mbo (1980, 1999a, 2002, 2003, 2004), Harford (1993), and Kioko (1995). For recent
papers on this topicwithin Bantu languages, onemay refer toMatambirofa (2010)
and Matambirofa & Mabugu (2014).

2.2.3 Recent work in argument structure on non-Bantu languages

As is well known, at least among LFG practitioners, LFG research on African
languages has been pioneered and dominated by analyses of Bantu languages,
as shown in the previous analyses. In this subsection, we bring to light a few
recent studies involving four languages outside the Bantu group: Tigrinya,Wolof,
Soso, and Wan, the latter two of which belong to the Mande language family.6

Particularly, the discussion of object properties is found in all four languages.

5For those who are interested in XLE implementations, they can see them both in Dione (2013b)
and Berg et al. (2013).

6Our special thanks go to one of the reviewers who summarized for us some parts of works
included in this section.
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2.2.3.1 Work on Tigrinya

In previous discussions, we have seen that the correlation of properties such as
pronominal marking and passive typology has been used in object asymmetries
as a proof for primary objecthood (Bresnan & Moshi 1990, Alsina & Mchombo
1993, Alsina 1996a). Kifle’s (2007) analysis reveals that Tigrinya exhibits symmet-
ric properties of objects in its ditransitive constructions, and asymmetric proper-
ties in its applicative constructions.

(29) Tigrinya
a. ʔɨt-omɨ

def-3m.pl
tämäharo
student.pl

n-ät-i
obj-def-3m.sg

mäṣɨḥafɨ-ti
book.pl

tä-wahib-om-wo.
pass-prf.give-sm.3m.pl-om1.3m.sg
‘The students are given books.’

b. ʔɨt-i
def-3m.sg

mäṣɨḥafɨ-ti
book.pl

nɨ-tämäharo
obl-student.pl

tä-wahib-u-womɨ.
pass-prf.give-sm.3m.sg-om1.3m.pl
‘The books are given to students.’

The recipient (29a) and the theme (29b) display primary object properties in
the sense that both of them function as subjects in passivization. However, it is
observed that only the theme role can function as a subject in passivization when
it comes to applicative constructions, as shown in (30). The type of asymmetry
found in Tigrinya seems to be the reverse version of the asymmetry found in
Bantu languages like Chicheŵa.

(30) Tigrinya
a. ʔɨt-i

def-3m.sg
mäṣɨḥafɨ
book.sg

n-saba
obl-Saba.f

tä-gäzi-u-la.
pass-prf.buy-sm.3m.sg-om2.3f.sg

‘The book was bought (for) Saba.’
b. *saba

Saba.F
mäṣɨḥafɨ
book.sg

tä-gäzi-ʔa
pass-prf.buy-sm.3f.sg

Therefore, in Tigrinya ditransitive clauses, the symmetric objects possess the
[−𝑟] features classified as objs, while the applied object in an applicative con-
struction functions as obj𝜃 with the [+𝑟] feature and the verbal object is obj
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with the [−𝑟] feature. Given these facts, the Tigrinya data pose a particular chal-
lenge to the claim made about the correlation between the passive typology and
the restrictions on pronominal marking. When applied to Tigrinya (Kifle 2011),
the grammatical tests commonly used to distinguish between symmetrical and
asymmetrical objects do not converge into a single primary object property. In
Tigrinya, the applied object often displays the opposite properties to what is pre-
dicted by the lexical mapping theory (LMT).

2.2.3.2 Work on Wolof

In relatively recent research, diverse phenomena in the morphosyntax of Wolof
have been analyzed in LFG, including its cleft constructions and their relations to
copular constructions (Dione 2012), the interaction betweenWolof clitics and dif-
ferent grammar components (Dione 2013a), and pro-drop and control construc-
tions (Dione 2019). In addition, there are several recent works onWolof that take
a computational approach to handle various aspects of the language within the
LFG framework (Dione 2014a,b, 2017, 2020).

Among his extensive work on Wolof, Dione (2013b) proposes an LFG-based
analysis to deal with applicative-causative polysemy in Wolof using a predi-
cate composition approach of complex predicate formation. He postulated an
a-structure for each derivation (applicative and causative) by analyzing polyse-
mous suffixes as carrying their own PRED(ICATE) argument structure which
they share with other suffixes of the same derivation type. The focus of his work
is on Wolof applicative and causative suffixes.

(31) Wolof
a. Móodu

Móodu
la
foc.3sg

Faatu
Faatu

wax-al.
talk-appl

‘Faatu talked to MÓODU.’
b. Faatu Móodu

-al comitative: subj obj
| |

‘ap〈‘wax〈 _ 〉’, arg 〉’
agt com

(32) Wolof
a. Faatu

Faatu
daw-al
run-caus

woto
car

bi.
the

‘Faatu made the car run.’
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b. Faatu woto
-al causative: subj obj

| |
‘caus〈 arg, ‘daw〈 _ 〉’〉’

causer causee

Dione proposed a special argument arg as thematrix argument for each deriva-
tion type. In the applicative clause (31b), he assumed that arg bears the matrix’s
second argument and is underspecified for a comitative, while in the causative
clause (32b), arg occupies the subject position and bears the matrix first argu-
ment.

2.2.3.3 Work on Mande

Nikitina (2011a, 2019) examine a highly unusual basic word order pattern in
Mande languages: the rigid S-O-V-X word order, meaning subjects and objects
precede the verb, while all oblique arguments and adjuncts follow the verb. For
example,

(33) Soso, Central Mande
S
ń
1sg

O
nìngéé
cow

V
fíí-mà
give-FUT

[PP

2sg
í
to

má
]

‘I will give you a cow.’

Mande languages are not regarded as “real” verb-final languages in the sense
that arguments of a verb are not realized within the same verb phrase: object
noun phrases must be placed next to their verb, but postpositional arguments
appear in the position outside the verb phrase.

(34) Wan, Southeastern Mande
a. è

3sg
[kúnà]VP
climb

ságlā
started

[yrɛ
tree

é
def

gó]PP
in

‘She began to climb onto the tree.’
b. *è

3sg
kúnà
climb

[yrɛ
tree

é
def

gó]PP
in

ságlā
started

c. *è
3sg

[yrɛ
tree

é
def

gó]PP
in

kúnà
climb

ságlā
started
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Because the oblique argument yrɛ é gó does not form a syntactic constituent
with the verb kúnà that selects for it, it cannot appear next to that verb as shown
in (34b) and (34c), and only (34a) is grammatical in which the verb kúnà is embed-
ded in the non-finite complement of the finite verb ságlā. Nikitina (2019) explains
this unexpected placement of postpositional arguments in terms of a surface-
oriented account of high attachment of PPs.

(35) Wan, Southeastern Mande
è
3sg

á
prog

bɛn̰ì
fear

lé
prog

sógò-mù-è
horse-pl-def

lé
at

‘She fears horses.’

The phrase structure rule in (36) allows for PPs to adjoin to the clause (Nikitina
2008, 2011b):

(36) IP ⟶ IP↑=↓ PP
(↑ gf* obl)=↓

The Kleene star indicates that the PP can contribute information regarding an
oblique argument at any level of embedding, but the ambiguity at the c-structure
can be solved at the f-structure where the PP is associated with the main verb to
satisfy the well-formedness conditions on f-structure. The resulting structures of
(35) is thus represented below:

(37) c-structure: f-structure:

IP

IP↑=↓
NP

(↑ subj)=↓
è

she

I′↑=↓
á bɛn̰ì lé
is afraid

PP
(↑ obl)=↓

sógò-mù-è lé
of the horses

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘fear〈subj,obj〉
asp prog
tense pres

subj [pred ‘pro’
pers 3
num sg

]
obl

⎡⎢⎢⎢⎣
pred ‘horse’
num pl
def +
form le

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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2.3 Agreement

African languages exhibit an interesting nature of agreement (Bresnan & Mcho-
mbo 1987, Culy 1996, Mchombo 2004, Nsoh 2011). This section will focus on pro-
nouns in particular. Two particular LFG papers dealing with pronouns and agree-
ment are Bresnan & Mchombo (1987) and Dalrymple (2015).

Like other Bantu languages, the subject marker (sm) and object marker (om)
in Chicheŵa indicate agreement in their verbal morphology. For Bresnan and
Mchombo, the om is always an incorporated pronoun but the subject NP has
two possibilities: a true subject grammatically agreeing with the verb or a topic
NP anaphorically agreeing with the subject pronominal in the verb, as shown in
(38).

(38) c-structure: f-structure:

S

NP
(↑ subj)=↓ VP↑=↓

V
(↑ subj)=↓
(↑ pers)=3
(↑ gend)=x

(↑ pred)=‘L〈(↑ subj)〉’

⎡⎢⎢⎢⎣subj [pers 3
num sg
gend x

]
pred ‘L〈_〉’

⎤⎥⎥⎥⎦
c-structure: f-structure:

S

NP
(↑ topic)=↓ VP↑=↓

V
(↑ subj)=↓

(↑ pred)=‘pro’
(↑ pers)=3
(↑ gend)=x

(↑ pred)=‘L〈(↑ subj)〉’

⎡⎢⎢⎢⎢⎣
topic [...]
subj [pers 3

num sg
gend x

]
pred ‘L〈_〉’

⎤⎥⎥⎥⎥⎦
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In a recent paper, Dalrymple (2015) carries out a thorough investigation on the
complicated pronominal system in Yąg Dii. According to her, Yąg Dii provides
counter-evidence to the general assumption that languages do not have gram-
matical dependencies that are exclusively nonlocal. The following observations
aremade regarding the distribution of four types of Yąg Dii pronouns (Dalrymple
2015: 1113):

(39) a. MÍ: can bear any grammatical function, except for subject of Ą̀Ǹ clause;
antilogophoric in BI domain

b. Ą̀Ǹ : must appear as subject of Ą̀Ǹ clause; antilogophoric in BI domain
c. BI: appears only in BI domain; can bear any grammatical function (ex-

cept for some subordinate subject positions within BI domain); coref-
erent with logophoric antecedent

d. ÌI: appears only as subordinate subjectwithin logophoric domain; coref-
erent with logophoric antecedent

Take the BI pronouns, for example (Bohnhoff 1986: 118):

(40) Yąg Dii
Nà’á
Mother𝑖 Ø(she𝑖) ’ǫdtells

bà’á
Father

[Múúsà
Moses𝑗 bàthat Ø(he𝑗 ) ’ǫsays [bàthat biǹhe.BI𝑗,∗𝑖 hįį́ ́wants

lààlɨ
to.go

kaalɨ]].
town.to

‘Mother𝑖 tells Father that Moses𝑗 says that *she𝑖/he𝑗 wants to go to town.’

(41) Yąg Dii
*Nà’á
Mother𝑖 Ø(she𝑖) ’ǫdtells

bà’á
Father

[bà
that

mí
I

’ǫ
say

[bà
that

biǹ
she.BI𝑖 hįį́ ́wants

lààlɨ
to.go

kaalɨ]].
town.to

‘Mother𝑖 tells Father that I say that she𝑖 wants to go to town.’

The analysis is built on LFG’s binding theory, which is schematized in (42)
(Dalrymple 2015: 1114).

(42) (↑𝜎 ant) = (( gf* gfpro ↑) gfant )𝜎
delimits
binding
domain

grammatical
function of
pronoun

grammatical
function of
antecedent

f-structure: [gfant [antecedent]
...gf*...gfpro [pronoun] ]
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The equation dictates that the antecedent must be found within the binding
domain (gf* gfpro ↑). In order to constrain the distribution of the four types of
pronouns, Dalrymple (2015) adds the log feature to the inventory of features
that are universally available in the binding domain, inspired by Bresnan (2001),
Adesola (2006), Asudeh (2009), and Strahan (2009, 2011).

The binding constraints for BI was proposed by Dalrymple as follows:

(43) (↑𝜎 antecedent) = (( gflog gf* ↑) subj)𝜎
(→ log) ¬(→ log)

1 2 3

The logophoric pronoun must appear within the logophoric domain which is
the f-structure value of the gflog feature. The numbers occur under each element
of binding equation where constraints are imposed. For example, the number 2
states that the BI pronoun may be embedded at an arbitrary depth within the
logophoric domain, but it must be bound by the closest logophoric binder: ex-
amples (40)–(41) show the evidence that the smallest BI domain must be chosen
(see Dalrymple 2015: 1116 for more details).

2.4 Reciprocal marking

African languages have also provided rich linguistic data for the analysis of
reciprocity under the LFG framework (Mchombo & Ngunga 1994, Dalrymple
et al. 1998, Mchombo 1999b). Hurst (2012) examined the reciprocal in Icelandic
(Germanic), Malagasy (Austronesian) and Swahili (Bantu), based on Hurst (2006,
2010).

According to Hurst (2006), the Malagasy reciprocal construction is formed by
way of a prefix -if- or -ifamp- to the verb, as shown in (44).

(44) Malagasy
N-ifamp-i-laza
pst-recp-act-say

ho
comp

namboly
pst.cultivate

vary
rice

Rasoa
Rasoa

sy
and

Ravelo.
Ravelo

‘Rasoa and Ravelo said of each other that s/he cultivated rice.’

Hurst (2006) proposes that the verb’s valency remains unchanged at the level
of f-structure and the reciprocal morpheme creates a reciprocal pronoun selected
by the verb as an internal argument. The lexical entries for (44) are thus given
below:
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(45) n-ifamp-i-laza V (↑ pred) = ‘say〈(↑ subj) (↑ xcomp)〉(↑ obj)’
(↑ xcomp subj) = (↑ obj)
(↑ obj pred) = ‘prorec’ (from -ifamp-)
(↑ voice) = active
(↑ tense) = past

namboly V (↑ pred) = ‘cultivate<(↑ subj) (↑ obj)>’
(↑ voice) = active
(↑ tense) = past

vary N (↑ pred) = ‘rice’

Furthermore, Hurst (2010) examines two reciprocal constructions in Swahili:
the monadic construction that incorporates the participants into the subject NP
while losing an object NP and the dyadic construction that has two participants
in the subject NP and in a comitative phrase respectively. According to his LFG
analyses, the syntactic and semantic (to a lesser extent) behaviour of reciprocal
constructions results from more fundamental reciprocation strategies by which
asymmetric predicates are made to describe symmetric situations, rather than
from structural features, i.e., the formation process that may involve clitics and
affixes. Khumalo (2014) also touches upon similar constructions (monadic and
dyadic) in Ndebele using the Lexical Mapping Theory (LMT). Like in most Bantu
languages, the Ndebele reciprocal is marked by the verbal suffix -an-, as shown
in (46).

(46) Ndebele
Aba-ntwana
2-children

ba-ya-thand-an-a.
2sm-prs-love-recp-fv

‘The children love each other.’

The monadic construction seems to violate the mapping principle in the LMT
since each semantic role is assigned to a grammatical function and vice versa.
According to the semantic interpretation of the reciprocal, the only participant
in (46), abantwana, acts both as an agent and a beneficiary, as illustrated in (47).7

(47) A-structure: thanda 〈Agent, Beneficiary〉

F-structure: thandana 〈subj〉

7See Alsina (1996b: 260–263) for a similar analysis of the formation of reciprocal expressions in
Catalan.
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Following Hurst (2006, 2010), Khumalo (2014) attempts to solve the puzzle by
proposing the following analysis:

(48) c-structure:

IP

VP↑=↓
V↑=↓

-thand-an-a
(↑ pred)=‘love.each.other〈(↑ subj),(↑ obj)〉’

(↑ tense) = prs
(↑ voice) = active

(↑ obj pred) = ‘prorec’

NP
(↑ subj)=↓
abantwana

f-structure:⎡⎢⎢⎢⎢⎢⎣
subj [“abantwana”]
obj [pred ‘prorec’]
pred ‘-thandana〈(↑ subj), (↑ obj)〉
voice active
tense prs

⎤⎥⎥⎥⎥⎥⎦
In this analysis, the reciprocal pronoun is licensed by the reciprocal morpheme

through the definition, -an-: (↑ obj pred) = ‘prorec’. As for the dyadic con-
struction, Hurst (2010) proposes that the comitative NP should be treated as an
argument-adjunct which cannot receive a theta role but is crucially licensed in
the a-structure.

2.5 Locative inversion

The discussion of locatives in African languages has also attracted considerable
attention (Bresnan & Kanerva 1989, Bresnan 1991, 1994, Moshi 1995, Morapedi
2010). Interestingly, unlike the PP locative in English, locatives have the structure
of NP and occur freely in the subject and object positions. The locative phrase is
a subject in (49a) and an object in (49b). Example (49c) is the passivized version
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of (49a) in which the locative is the object of the preposition “by”. Obligatory
subject-verb agreement can also be seen with locative subjects as shown in (49).

(49) Chicheŵa (Bresnan 1991: 58)
a. Ku

17
San
San

José
Jose

kú-ma-ndi-sangalâts-a.
17-sbj-prs.hab-I.sg.obj-please-ind

‘It pleases me in San Jose, (Being in) San Jose pleases me.’
b. Ndí-ma-kónd-á

I.sg.sbj-prs.hab-love-ind
ku
17

San
San

Josê.
Jose

‘I like it in San Jose.’
c. Ndí-ma-sangalats-ídw-á

I.sg.sbj-prs.hab-please-pass-ind
ndí
by

ku
17

San
San

Josê.
Jose

‘I am pleased by (being in) San Jose.’

Another salient feature of locatives is exhibited by locative inversion construc-
tion.

(50) Chicheŵa (Bresnan 1991: 60)
a. A-lendô-wo

2-visitor-2those
a-na-bwér-á
2sbj-rec.pst-come-ind

ku-mu-dzi.
17-3-village

‘Those visitors came to the village.’
b. Ku-mu-dzi

17-3-village
ku-na-bwér-á
17sbj-rec.pst-come-ind

a-lendô-wo.
2-visitor-2those

‘To the village came those visitors.’

The locative ku-mu-dzi is the oblique complement of the intransitive verb (or
passive verbs) and undergoes locative inversion as illustrated in (50b). According
to Bresnan and Karneva’s analysis, “the inverted subject is the thematic subject,
the syntactic object, and the presentational focus in discourse” (1989: 38), which
can be accounted for by generalizing the special subject default to the focus sub-
ject default:8

(51) [f ] loc / expl
|

[−𝑟]
8The feature [f ] refers to the presentational focus attribute(s), and expl represents an expletive
subject that may appear as an alternative to the loc classification.
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There is a constraint regarding the distribution of the focus feature [f ] in Chi-
cheŵa: only the theme argument can bear an [f ] feature, and only when it is the
highest expressed role.9

Morapedi (2010) argues that the preverbal locative NP in Setswana is not the
subject but the topic setting the scene for the focused NP in the sense that the
preverbal locative NP does not pass the subjecthood test, while the post-verbal
NP shows features atypical of objects.

2.6 Serial verbs and complex predicates

Complex predicates can be defined as predicates which are composed of more
than one grammatical element (either morphemes or words), each of which con-
tributes a non-trivial part of the information of the complex predicate (Alsina
et al. 1997). Within the framework of LFG, the pioneer work has been done by
Alsina (1993, 1994), Butt (1995, 1998), Frank (1996), Bodomo (1996, 1997), and Mo-
hanan (1997).

Bodomo (1996) provides a series of syntactic and semantic tests on two types
(causative and benefactive) of SVCs in Dagaare and Akan, arguing that the vari-
ous verbs do indeed behave as a unit in the1form of a complex predicate.

(52) Dagaare
a. Báyúó

Bayuo
dà
pst

ngmɛ-ø
beat-prf

lá
foc

Áyúó
Ayuo

lɔɔ-ø.
caus+fall-prf

‘Bayuo knocked Ayuo down.’
b. Ò

he
dà
pst

dé
take

lá
foc

à
def

bíé
child

zèglè
seat

bàrè.
leave

‘He seated away the child.’

(53) Akan
Kofi
Kofi

fa-a
take-prf

ntoma
cloth

ma-a
give-prf

me.
me

‘Kofi took a cloth for me.’

Bodomo adopted and extended Alsina’s (1994) idea of predicate composition
to license the idea of composing the pred features of SVCs into a single predicate-
chain feature, labeled predchain. Since in standard LFG unification is not possi-
ble with pred values, Alsina replaces the annotation, ↑=↓, found on heads with
the annotation, ↑=H↓, which will then allow the pred values to be composed and
not unified, represented below:

9Bresnan & Kanerva (1989) is another long and complex paper. For reason of conciseness, we
cannot include all details here, but we encourage those who are interested in the analysis to
read the whole paper.
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(54) ↑= H↓ ≡def ↑\pred = ↓\pred
(↑ pred) = F((↓ pred), (→H pred))

What the definition says is that if a c-structure node has the head equation,
its features are identical to the features of its mother node M except for pred,
and its pred feature composes with that of its head sister node to yield the pred
feature of M. According to Bodomo, Alsina built his extension of the classical
LFG notation on the assumption that one of the preds which compose must be
incomplete. However, it is difficult to consider any of the verbs in the SVC data
of Dagaare and Akan as any less complete than the other. A solution would be to
consider, as does Baker (1989), a distinction of the notion of head into secondary
and primary heads. Some of the predicates in the SVC would then be secondary
to others in terms of headedness. It is these “secondary predicates” which count
as the equivalents of the incomplete predicates in the sense Alsina used them.
In this way predicate composition is possible with SVCs and thus licenses the
existence of predchain, as shown in (55).

(55)
c-structure: f-structure:

IP

NP

N

Báyúó

I′
I

past

dà

VP

V′
V↑=H↓

ngmɛ lá

NP

N′
N

Áyúó

V′
V↑=H↓
lɔɔ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

predchain ‘ngmɛ lá〈f1, f2〉’
tense pst
aspect prf

subj [pred ‘Báyúó’
num sg
gend masc

]
obj [pred ‘Áyúó’

num sg
gend masc

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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More recent work on LFG analyses of serial verb constructions in African lan-
guages can be seen in Nyampong (2015) and Lovestrand (2018).

2.7 Discourse functions

Discourse functions have constituted another topical issue in African linguistics.
The major LFG work includes Kanerva (1990), Bresnan (1995), Mchombo (2003),
Marfo & Bodomo (2005) Mchombo & Morimoto (2009) and Abubakari (2018).
Among them, Marfo & Bodomo (2005) stand out for attempting a constraint-
based analysis, Optimality-Theoretic LFG (OT-LFG), when addressing wh-ques-
tion fronting and focus constructions in Akan. It is shown that both wh-question
fronting and focus constructions essentially share common representations in
the c-structure and the f-structure but a variance is drawn between them in the
information (i-) structure. Q-word fronting in Akan refers to the dislocation of
the Q-word to the left-periphery of an extra-sentential position by using a clitic
morpheme, na, referred to as a focus marker (focus), at the right-edge of the
fronted Q-word, as shown in (56).

(56) Akan
a. [IP Pàpá

Father
rè-sèré
prog-laugh

hwáí]
who

‘Father is laughing at who?’
b. Hwáí𝑖

who
nà
foc

[IP Pàpá
father

ré-séré
prog-laugh

nó𝑖]
3sg

‘Whom is father laughing at?’

Both (56a) and (56b) are legitimate question forms in Akan. On the other hand,
in a focus construction in Akan, contrastive information (of certainty) is inten-
tionally employed for the purpose of emphasis as in (57). Both Q-word fronting
and focus constructions essentially share a common marked categorial configu-
ration, i.e., [FOCP XP na [IP …]].

(57) Akan
[FOCP ɛmóó𝑖

rice
nà
foc

[IP ɔbáá
lady

nó
def

[VP nóá
cook.hab

[NP Ø𝑖]]]]
e

‘It is rice (that) the lady cooks.’

Following Boadi (1990),Marfo&Bodomo (2005) argue that theQ-word fronting
lacks semantic contrast given the fact that Q-words are actually inherently focus-
marked. As a result, there is a difference in their i-structures regarding the focus
type (f-type):
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(58) a. Q-word fronting:⎡⎢⎢⎢⎣
focus [f-type neutral

i-pred ‘hwai’ ]
bck [Pàpáréséré nó]

⎤⎥⎥⎥⎦
b. Focus:⎡⎢⎢⎢⎣

focus [f-type contrastive
i-pred ‘ɛmóó’ ]

bck [ɔbáá nó
nóá ]

⎤⎥⎥⎥⎦
This semantic distinction between the two constructions is further shown in

the OT-LFG framework by ranking the following i-/c-structure correspondence/
alignment constraints (Choi 2001):

(59) a. NEW-L: [+new] aligns left in the construction of occurrence.
b. PROM-L: [+prom] aligns left in the construction of occurrence.
c. NEUT-L: [+neut] aligns left in the construction of occurrence.
d. CONST-L: [+const] aligns left in the construction of occurrence.

(60) NEW-L » PROM-L » CONST-L » NEUT-L

[FOCP NP𝑖 na [IP Pro𝑖 [VP V NP]]]10 N
EW

-L

PR
O
M
-L

C
O
N
ST

-L

N
EU

T-
L

a. [FOCP ɛmóó[+CONST,+NEW,+PROM] nà [IP Pro𝑖
[VP V NP]]]

*

b. [FOCP Hwáí[+NEUT,+NEW,+PROM] nà [IP na [IP
Pro𝑖 [VP V NP]]]

*!

The table in (60) signals a few things. First, since both Q-word and constituent
in focus are noted as “[+prom] [+new]” at the i-structure and each of them sits at
Spec-FOCP, it is obvious the i-/c-structure correspondence constraints in ((59a)–
(59b)) will be satisfied in both constructions. However, Q-word fronting and fo-
cus constructions have been set apart in the semantics as “discourse-neutral”

10This optimal candidate emerges as [FOCP NP𝑖 na [IP Pro𝑖 [VP V NP]]] via OT for both Q-word
fronting and focus constructions in an earlier section of the paper. We encourage those who
are interested to read the whole paper.
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and “discourse-contrast” respectively through the projected i-structure (see 58).
These separate semantic orientations of Q-word fronting and focus are expressed
in constraint terms ((59c)–(59d)). Second, CONST-Lmust crucially outrankNEUT-
L where there is a need to establish i-/c-structure harmonic alignment in a fo-
cus construction (i.e., a correspondence between a constituent in focus and the
Spec-FOCP position, as against harmonic alignment between a fronted Q-word
and the Spec-FOCP position). Third, the ranking between CONST-L and NEW-L/
PROM-L is hardly crucial because both fronted Q-word and focus constituent sit
at Spec-FOCP and specify for [+new]/[+prom]. Fourth, the fact that the focus
construction outperforms the fronted Q-word construction does not mean that
the Q-word fronting construction is ungrammatical since CONST-L and NEUT-
L are only necessary constraints motivated on individual semantic content to
draw attention to the semantic distinction between Q-word fronting and focus
constructions. It only explains that, unlike in a focus construction, no semantic
contrast is realized in a Q-word fronting construction.

This main section of the chapter has documented a diverse set of features of
African languages and shown how they have been analyzed in the LFG frame-
work. In Section 3, we summarise the important role that LFG has played in
analyzing African languages.

3 Contributions of LFG to the understanding of African
language phenomena

In general, many African languages are characterized by rich morphosyntactic
properties, stacked inflectional morphemes and mixed derivational and inflec-
tional uses of the same morphemes, which have posed serious challenges to syn-
tactic movement approaches (Mchombo 1980, Mchombo &Mtenje 1983, Bresnan
1994). The appearance of LFG in the 1970s has provided an important alterna-
tive under these circumstances. Petzell (2004) makes a comparison between LFG
and transformational theories when dealing with certain phenomena in Bantu
languages and concludes that LFG is more suitable for a surface-oriented, lexi-
cal analysis of syntactic and morphological issues in Bantu languages. Indeed,
the Africanist research done under a constraint-based theory of grammar like
LFG shows that multitiered, parallel structure analyses help understand a phe-
nomenon at different levels of the grammar by means of unification, as we have
already shown in Section 2. Bresnan & Kanerva (1989) put it accurately:

The architecture of generative grammar has been predominantly based on
the representation of independent levels of grammatical organization by
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configurations of the same kind of syntactic sentence structure; yet the
need to constrain derivational relations among syntactic representations
conflicts with the actual divergence of what is being represented. Although
it is possible to superimpose thematic, structural, and functional relations
onto the same syntactic representation, only the natural factorization of
grammar will enable us to discover the deeper principles of language. (Bres-
nan & Kanerva 1989: 38)

There is no doubt that African languages and LFG are valuable to each other.
For one thing, African languages provide a particularly rich empirical domain
for testing the adequacy of the LFG framework. And for another, LFG provides a
resourceful theoretical tool to look into the nature of these languages (Kroeger
2007).

4 Conclusion

In this chapter, we began with a brief outline of the language situation in Africa
as well as a snapshot of the major features of African languages in Section 1. In
Section 2 we then indicated how LFG has been used to analyze some of these
salient features, covering topics such as the lexical integrity principle, applica-
tive constructions, object asymmetries, agreement, reciprocal marking, locative
inversion, serial verbs and complex predicates, and discourse functions. In the
process of doing all this, the analyses in the chapter point to the major contri-
butions of African languages to the development of LFG and, in turn, the major
contributions of LFG to the understanding of African language phenomena, as
shown in Section 3.

But, of course, there are other topics that we have unfortunately not been able
to fully address here so as to keep this chapter concise enough. These include
causatives (Alsina 1992), dative and passive (Mchombo 1980), comparatives (Beer-
mann et al. 2005), negation (Bond 2016), mismatches/mixed categories (Bresnan
1995, Bresnan&Mugane 2006, Morimoto 2002), among others. It seems that most
of the work has been done within the Bantu languages,11 although there is now

11As pointed out by one of our reviewers, a lot of the key LFG papers in Bantu are from the 1990s
while more recently there has been comparatively less work. At the same time, there has been
a bit of a Bantu boom beyond LFG, in particular in GB/MP and in comparative studies of varia-
tion, including locative inversion, applicatives, agreement, etc. However, these current trends
in African linguistics have not yet been addressed fully in the LFG community. On the other
hand, recent trends in LFG have not yet been linked specifically with African languages. This
includes partial agreement (Sadler 2016) and information structure effects. More discussion of
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an increasing availability of works in other languages in recent years. We could
not agree more with Henderson (2011) that future research on African languages
needs more comparative work. Such work will impact not only LFG but also
syntactic theory on the whole in a more profound way.

Acknowledgments

We would like to thank a number of people for their help in writing this chapter.
First, we thank the editor, Mary Dalrymple, for assigning us this important task
of doing an overview of LFG works on African languages. We thank Tatiana
Nikitina and four anonymous reviewers for critical and insightful comments that
led to what we believe is an improved chapter. We would like to dedicate this
chapter to the pioneers of LFG analyses of African languages. Professor Sam
Mchombo deserves particular mention in this respect given the sheer number
and quality of his contributions in collaboration with prominent LFGists such as
Joan Bresnan and Alex Alsina.

Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

9-, 3-, etc. (nominal) class 9,
class 3, etc.

appl applicative
asc associative
fv final vowel
hab habitual
hon honorific

om object marker
pl plural (also used for

honorification of an
individual)

rec.pst recent past
sm subject marker
t tense
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Chapter 27

LFG and Australian languages
Rachel Nordlinger
University of Melbourne

Australian languages exhibit many interesting grammatical properties and have
featured in LFG-related research since the earliest days of the framework. In this
chapter I survey the features of Australian languages that have featuredmost promi-
nently inworkwithin LFG, and showhow they argue strongly for the parallel archi-
tecture of LFG and in particular the separation of functional relations at f-structure
from phrasal constituency and linearity at c-structure. These morphosyntactic fea-
tures include non-configurationality and flexible word order, the role of morphol-
ogy in encoding grammatical relations, case stacking, valence-changing phenom-
ena and complex predicates. I show how the flexibility afforded by LFG’s parallel
architecture, which separates c-structure from f-structure with a many-to-many
mapping between them, allows for a natural and explanatory account of these prop-
erties of Australian languages. In return, the empirical questions prompted by these
theoretical analyses and their predictions have led to a more detailed understand-
ing of the intricate grammatical structures of various Australian languages, and
explain the appeal of the LFG formalism for fieldworkers engaged in Australian
language documentation.

1 The languages of Australia

Across the continent of Australia there are hundreds of Indigenous languages.
The literature typically cites upwards of 800 named language varieties, which
can be grouped into 250-300 distinct languages (Koch & Nordlinger 2014b), but
it is not always straightforward to determine language differences from dialectal
differences and so these numbers are approximate to a certain extent.1 Prior to

1It is important to note that these >800 language varieties are considered different languages
by Indigenous communities themselves, and thus the grouping of these into a smaller number
of ‘distinct languages’ is a purely linguistic enterprise.

Rachel Nordlinger. 2023. LFG and Australian languages. In Mary Dalrymple (ed.),
Handbook of Lexical Functional Grammar, 1253–1287. Berlin: Language Science Press.
DOI: 10.5281/zenodo.10185998
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the English invasion of Australia, these languages were spoken across a popu-
lation of perhaps 750,000 to one million people, which highlights the enormous
linguistic diversity of Indigenous Australia. In many cases languages were main-
tained by very small populations (e.g. 40–50 people), and the largest populations
speaking a single language variety were probably no bigger than 4000 people.
Linguistic diversity is highly valued culturally for its indexical relationship to
heritage, identity and group membership (Evans 2007) and is not an impediment
to communication, since high degrees of multilingualism were (and often still
are) the norm across Indigenous Australia, with individuals typically speaking
up to 4–6 languages of the surrounding area, as well as understanding others,
given widespread practices of receptive multilingualism (Singer 2018).

Australian languages are generally considered by linguists to all be related to
one another, although the detailed comparative work needed to establish this is
still underway. Such research is confounded by a number of factors, the most
significant of which is the extraordinary time depth (perhaps as much as 65,000
years) that Indigenous people have been living on and moving around the con-
tinent, with almost no written records of any of the languages prior to the last
200 years or so, and few detailed descriptions until substantially later. Research
to date has established that the Australian languages can be grouped into around
25 different language families. One of these, the Pama-Nyungan family, cov-
ers approximately 85 percent of the continent, stretching from the south-west
of Western Australia all the way to the tip of Cape York in far north Queens-
land. The other families, known collectively as the non-Pama-Nyungan families,
are concentrated in the northern parts of Western Australia and the top half of
the Northern Territory, but higher order groupings amongst these non-Pama-
Nyungan families have not yet been clearly established.

The sociolinguistic situation varies enormously across these hundreds of lan-
guages and their communities (DITRC et al. 2020). Some languages remain strong,
and are used by their communities as the daily language of communication and
learned as first languages by the children. Many others are used fluently only
by older members of the community, with younger generations having passive
and varying degrees of partial knowledge of the language; while many other
languages, particularly those from the areas most heavily populated by non-
Aboriginal populations since the nineteenth century, have no first language speak-
ers at all and are instead in the process of being relearned and revived by com-
munity members from (often scant) historical materials.

Australian languages are relatively similar phonologically (Fletcher & Butcher
2014) but exhibit greater variation in grammatical organisation. While all Aus-
tralian languages are morphologically complex, we can see them as falling into
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two broad grammatical types which we can loosely call dependent-marking and
head-marking (Nichols 1986) (althoughmost of the head-marking languages have
some dependent-marking as well, and some of the dependent-marking languages
have bound pronominal clitics cross-referencing verbal arguments). The Pama-
Nyungan languages are dependent-marking languages with grammatical rela-
tions primarily encoded through case marking. These languages are generally
morphologically ergative languages, and have elaborate case systems that cover
a range of grammatical and semantic case functions. Examples such as the fol-
lowing are typical.

(1) Jiwarli
Ngatha
1sg.erg

tharla-laartu
feed-usit

ngurru-martu-nha
old.man-group-acc

pirru-ngku.
meat-erg

‘I used to feed the old men with meat.’ (Austin 2001a: 310)

(2) Jiwarli
Wuru
stick.acc

ngunha
that.acc

tharrpa-rninyja
insert-pst

ngarti-ngka
inside-loc

kajalpu-la...
emu-loc

‘(He) inserted the stick inside the emu…’ (Austin 2001a: 315)

However, some other Pama-Nyungan languages combine a robust case-mar-
king system with bound pronominal clitics cross-referencing verbal arguments,
as illustrated in the following examples:

(3) Bilinarra
Liward-ba=nggu=lu
wait-ep=2min.obj=3aug.sbj

garra
be.prs

nyununy
2min.dat

gajirri-lu.
woman-erg

‘The women are waiting for you.’ (Meakins & Nordlinger 2014: 121)

(4) Bilinarra
Jamana-lu=rni=warla=rna=rla
foot-erg=only=foc=1min.sbj=3obl

ma-ni
do-pst

warlagu=ma
dog(acc)=top

nyila=ma,
that(acc)=top

garndi-murlung-gulu.
stick-priv-erg
‘I kicked the dog of his with just my foot, not with a stick.’ (Meakins &
Nordlinger 2014: 121)

The head-marking languages largely belong to non-Pama-Nyungan families
of northern Australia and encode core grammatical relations primarily through
verbal morphology. Some of these are characterised as polysynthetic since verbs
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can be so morphologically complex that they can stand alone as a single com-
plex clause, and may even allow noun incorporation as in (5). The polysyn-
thetic, head-marking languages of Australia have minimal grammatical case
marking, although many still employ case for semantic case functions. Polysyn-
thetic Australian languages include Bininj Gun-wok (Evans 2003) and Murrinh-
patha (Blythe 2009, Nordlinger 2017, Mansfield 2019), as illustrated in the follow-
ing examples.

(5) Bininj Gun-wok
Nga-ban-marne-yawoih-dulk-djobge-ng.
1sg.sbj-3pl.obj-ben-again-tree-cut-pst.pfv
‘I cut the tree/wood for them again’ or ‘I cut another tree for them.’
(Evans & Sasse 2002: 2)

(6) Murrinhpatha
Puddan-wunku-rlarl-deyida-ngime=pumpanka.
3du.sbj.shove.nfut-3du.obj-drop-in.turn-pc.f=3du.sbj.go.nfut
‘They (dual sibling) are dropping them (paucal, female, non-sibling) off,
one after the other, as they go along.’ (Blythe 2009: 134)

Australian languages exhibit many interesting grammatical properties that
have been the focus of much theoretical and typological discussion, including
flexible word order, syntactic and morphological ergativity, elaborate case sys-
tems and case marking, nominal classification, complex verb structures, polysyn-
thesis, noun incorporation, grammaticalised expression of kin relations, and
many more – see the overviews and discussions in Dixon (2002), Koch & Nord-
linger (2014a), and Bowern (2023) for more details. It is not possible for me to
do justice to all of this work here, so in this chapter I focus on the features of
Australian languages that have featured most prominently in work within the
LFG framework.

2 Overview of work on Australian languages in LFG

Australian languages have featured in LFG-related research since the early days,
beginning with Jane Simpson’s PhD work on Warlpiri (Simpson 1983). The non-
configurational clausal structure of languages like Warlpiri, first discussed by
Hale (1981, 1982, 1983), argues strongly for the parallel architecture of LFG and
in particular the separation of functional relations at f-structure from phrasal
constituency and linearity at c-structure. Languages like Warlpiri provide clear
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support for the idea that the same f-structure information can be realised across
different languages with wildly diverse c-structures. This is illustrated by com-
paring Figure 1 and Figure 2 (based on Bresnan et al. 2016: 3–4), where we see
that the same f-structure can correspond to both the highly configurational c-
structure of English, and the flat non-configurational c-structure of Warlpiri.
Warlpiri in addition allows multiple alternative word orders in c-structure, all
of which correspond to this same f-structure.2

S

NP

the two small children

VP

Aux

are

VP

V

chasing

NP

that dog

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘chase〈subj,obj〉’

subj
⎡⎢⎢⎢⎣
pred ‘child’
def +
deixis dist
adj {[pred small]}

⎤⎥⎥⎥⎦
obj [pred ‘dog’]

⎤⎥⎥⎥⎥⎥⎥⎦
Figure 1: Simple c-structure/f-structure correspondences in English

While early work in LFG focussed onWarlpiri (Simpson 1983, Simpson & Bres-
nan 1983, Simpson 1991) subsequent work has brought in empirical data from a
number of other Australian languages including Jiwarli (Austin & Bresnan 1996),
Wambaya (Nordlinger & Bresnan 1996, Nordlinger 1998b), Dyirbal (Manning
1996), Wagiman (Wilson 1999), Kayardild (Evans & Nordlinger 2004), Wubuy

2Any order of words and categories in the c-structure given in Figure 2 is grammatical and se-
mantically equivalent, as long as ka=pala remains in second position. See (8) below for further
exemplification.
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⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘chase〈subj,obj〉’

subj
⎡⎢⎢⎢⎣
pred ‘child’
def +
deixis dist
adj {[pred small]}

⎤⎥⎥⎥⎦
obj [pred ‘dog’]

⎤⎥⎥⎥⎥⎥⎥⎦
S

NP

wita-jarra-rlu
small-du-erg

Aux

ka=pala
prs-3du.sbj

V

wajilipi-nyi
chase-npst

NP

yalumpu
that.abs

NP

kurdu-jarra-rlu
child-du-erg

NP

maliki
dog.abs

Figure 2: Simple c-structure/f-structure correspondences in Warlpiri

(Baker & Nordlinger 2008, Baker et al. 2010), Anindilyakwa (van Egmond 2008),
Arrernte (Dras et al. 2012) and Murrinhpatha (Seiss & Nordlinger 2010, Seiss
2013). The morphosyntactic properties of Australian languages that have been
discussed and analysed in this LFG literature range from clause structure and
especially non-configurationality (Simpson 1991, Austin & Bresnan 1996, Nord-
linger & Bresnan 2011, Snijders 2015; see also Andrews 2023a [this volume]); the
role of morphology in encoding grammatical relations (Nordlinger & Bresnan
2011, Nordlinger 1998b) including pronominal incorporation and verbal agree-
ment (Austin & Bresnan 1996) and case marking (Simpson 1991, Andrews 1996,
Nordlinger 1998b, Andrews 2017); and flexible noun phrase structure and discon-
tinuity (Simpson 1991, Sadler & Nordlinger 2006a, 2010, Snijders 2016) to other
morphosyntactic interactions such as the marking of tense/aspect/mood on NPs
(Nordlinger & Sadler 2004a), valency-changing phenomena (Austin 1997, Seiss
& Nordlinger 2010) and complex predicates (Wilson 1999, Andrews & Manning
1999). These are discussed further in Section 3.

Given the morphological complexity of Australian languages – some head-
marking and even polysynthetic, and others heavily dependent-marking – the
LFG work on Australian languages has focussed largely on the morphology-
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syntax interface. It is here that the data from Australian languages contributes
most to the development of LFG theory, and where the flexibility afforded by
LFG’s parallel architecture, which separates c-structure from f-structure with a
many-to-many mapping between them, allows for a natural and explanatory ac-
count of the morphosyntax of Australian languages. Crucial to this flexibility is
the fact that words (and therefore morphology) can contribute information di-
rectly to the f-structure alongside, or instead of, f-structure information coming
from the c-structure. This enables the framework to capture the cross-linguistic
generalisation that languages rich in morphological structure, such as the Aus-
tralian languages, often make less use of phrase structure – a generalization that
Bresnan (2001: 7) captures with the slogan “morphology competes with syntax” –
essentiallywords and phrases are differentmeans of encoding the same grammat-
ical relations (Nordlinger & Bresnan 2011). The unification-based architecture of
LFG allows for compatible information from different structural sources to inte-
grate into a single f-structure. The independence of grammatical functions from
c-structure, along with features such as economy of expression (allowing for the
optionality of c-structure heads) and an exocentric S category have contributed
to the analysis of Australian languages in the framework, as discussed in more
detail in Section 3. In return, the empirical questions prompted by these theoret-
ical analyses and their predictions have led to a more detailed understanding of
the intricate grammatical structures of various Australian languages, and explain
the appeal of the LFG formalism for fieldworkers engaged in Australian language
documentation.

3 Phenomena analysed within LFG

3.1 Non-configurational clausal structure

Simpson (1983: 18) observes that “Warlpiri, a Pama-Nyungan language spoken
in Central Australia, is a language in which the burden of representing the rela-
tions between predicates and arguments [...] is borne by the morphology rather
than the syntax.” Thus, many properties commonly associated with constituent
structure in languages such as English are instead associated with morphologi-
cal structure in Warlpiri, including the encoding of grammatical relations such
as subject and object. In a configurational language like English grammatical re-
lations can be associated with positions in a hierarchical constituent structure,
as shown in (7b).
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(7) a. A child chased the dog.

b. S

NP
(↑ subj)=↓
Det↑=↓
a

N↑=↓
child

VP↑=↓
V↑=↓

chased

NP
(↑ obj)=↓
Det↑=↓
the

N↑=↓
dog

In a language such as Warlpiri, on the other hand, constituent structure plays
no role in identifying the grammatical relations of subject and object, as shown
by the fact that the NPs in theWarlpiri sentence in (8) can appear in any position
in the clause without affecting the meaning. Rather, it is the case marking, the
morphological information carried by the nominals themselves, that plays the
role of encoding grammatical relations information. In (8), the presence of the
ergative case on ‘child’ and absolutive case on ‘dog’ unambiguously identifies
the former as the subject NP and the latter as the object NP, irrespective of their
positions in the constituent structure.

(8) Warlpiri
Kurdu-ngku
child-erg

maliki
dog.abs

wajilipu-ngu.
chase-pst

‘A child chased the dog.’ (Mary Laughren, pers. comm.)

Maliki wajilipu-ngu kurdu-ngku
Wajilipu-ngu kurdu-ngku maliki
Maliki kurdu-ngku wajilipu-ngu
Kurdu-ngku wajilipu-ngu maliki
Wajilipu-ngu maliki kurdu-ngku.

The disassociation of grammatical functions from hierarchical constituent struc-
ture in this way is known as ‘non-configurationality’, and discussion of Warlpiri,
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as well as some other dependent-marking Australian languages such as Wam-
baya (Nordlinger 1998b) and Jiwarli (Austin & Bresnan 1996, Austin 2001a) has
been central to debates about the ways in which such languages are syntactically
distinct from more configurational languages, and how best to represent these
differences in formal syntactic theory. Hale (1983) identifies three key properties
ofWarlpiri syntax that he considers to be characteristic of its non-configurational
structure: ‘free word order’ as illustrated in (8), ‘the use of syntactically discontin-
uous expressions’, whereby elements relating to the same grammatical relation
can be discontinuous in the clause (9), and ‘extensive use of null anaphora’, which
allows for the free omission of argument NPs (10).

(9) Warlpiri
Wawirri
kangaroo.abs

kapi=rna
aux=1.sg.sbj

panti-rni
spear-npst

yalumpu
that.abs

‘I will spear that kangaroo.’ (Hale 1983: 6)

(10) Warlpiri
Panti-rni
spear-npst

ka.
aux

‘He/she is spearing him/her/it.’ (Hale 1983: 7)

Each of these properties illustrates the fact that grammatical relations in Warl-
piri (and other similarly non-configurational languages) are not uniquely deter-
mined by the phrase structure position of the relevant argument NP. The fact that
argument NPs can grammatically appear in any position in the clause, and that
there can be multiple, discontiguous positions associated with the same gram-
matical function suggest that standard endocentric principles of X′ Theory do
not apply uniformly in these languages. The free omission of argument NPs in-
dicates that information about grammatical relations can be encoded elsewhere
in the clause (e.g. as part of the verb’s lexical and/or morphological content), not
necessarily by phrase structure position. Austin & Bresnan (1996) show that these
three properties vary independently of each other and that a language may be
non-configurational without allowing ‘discontinuous NPs’, for example; rather,
what is definitional for non-configurationality is the fact that grammatical rela-
tions are not directly defined by phrase structure position.

Simpson (1983, 1991) (also Hale 1983, Austin & Bresnan 1996, Nordlinger 1998b)
argue that such non-configurationality supports a theoretical model in which
phrase structure constituency is separated from functional relations, as in LFG
(Austin & Bresnan 1996 call this the ‘dual structure’ hypothesis). The principles
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of c-structure in LFG, in addition to the standard categories determined by X′
theory, include a non-projective category S, distinguished from these other cate-
gories by the fact that it is not headed by something of the same category as itself
(exocentric) (Bresnan 2001; see also Andrews 2023a [this volume]). The availabil-
ity of this category in c-structure allows for languages to have non-hierarchical,
non-configurational phrase structures. Since this category is non-projective and
exocentric, it can have a head of any category and, since it is not subject to the
constraints of X′ Theory, it can dominate multiple constituents not bearing the
typical relations of sisters in endocentric structures. Thus, S may define a to-
tally flat phrase structure in which all constituents are sisters – all daughters of
the clause – and functional annotations are assigned freely to all constituents,
thereby capturing properties such as free word order and the possibility of dis-
continuous constituents. Following the analysis of Warlpiri c-structure provided
by Austin & Bresnan (1996), the c-structure of a basic Warlpiri sentence can be
given as in (11):3

(11) IP

XP
(↑ foc)=↓ I′↑=↓

I↑=↓ S↑=↓
C+

(↑ (gf))=↓
Where C = X0, or NP

In this structure a non-configurational category S is generated as a sister to I
within IP.4 I is the position of the auxiliary, and the (optional) specifier of IP car-
ries the discourse function of focus. The annotation (↑ (gf)) = ↓ associated with
the constituents of S indicates that the functional annotations ↑ = ↓ (the head

3Note that this is a more elaborated c-structure than the simplified version shown in Figure 2,
which captures the fact that the auxiliary is required to appear in second position. See Austin
& Bresnan (1996) for more detailed discussion.

4In some non-configurational languages such as Jiwarli (Austin & Bresnan 1996) there may be
no evidence for an IP so that the top node of a clause is simply S.
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relation) and (↑ gf) = ↓ (where gf stands for the disjunction of all possible gram-
matical functions) are assigned freely within S (Simpson 1991, Austin & Bresnan
1996). Effectively this means that no specific functions are assigned within S at
all. Rather, it is the information encoded in the morphology in conjunction with
the principles of Completeness and Coherence (see Belyaev 2023 [this volume])
that ensures a grammatical c-structure and f-structure.

The principle of Economy of Expression in LFG (Bresnan 2001) states that all
phrase structure nodes are optional unless they are required by independent prin-
ciples. This allows for the possibility of null anaphora, since argument NPs are
not required if the relevant grammatical function information is also contributed
by morphological information (or by something else in the structure). Grammat-
ical relations such as subject and object are encoded at f-structure and, since
words in LFG can contribute information to the f-structure in the same way
as syntactic phrases (Belyaev 2023 [this volume]), words can contribute gram-
matical function information to f-structure directly, without the need for such
information to also be reflected in the phrase structure. This provides a great
deal of flexibility in terms of where and how different languages may encode
grammatical function information, and even allows for languages to express it
redundantly in both the phrasal syntax and the morphology, as long as the in-
formation is compatible under unification at f-structure (see Nordlinger (1998b:
Chapter 3) for detailed discussion). Dependent-marking non-configurational lan-
guages such as Jiwarli (Austin 2001a) encode grammatical function information
primarily in case markingmorphology, while head-marking non-configurational
languages such as Bininj Gun-wok do this through verbal morphology. Warlpiri,
with both case marking and pronominal argument clitics, combines both of these
properties. These options and their treatment in LFG are shown in the following
(examples repeated from (1), (5) and (9) above):

(12) Jiwarli
Ngatha
1sg.erg

tharla-laartu
feed-usit

ngurru-martu-nha.
old.man-group-acc

‘I used to feed the old men.’ 5

5This example is modified from Austin (2001a: 310). I have left the adjunct phrase pirru-ngku
‘with meat’ out here just to simplify the structures for presentational purposes.
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S↑=↓
NP

(↑ gf)=↓
N↑= ↓

ngatha

V↑= ↓
tharla-laartu

NP
(↑ gf) = ↓

N↑= ↓
ngurru-martu-nha

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘feed〈subj,obj〉’
mood usit

subj
⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
num sg
case erg

⎤⎥⎥⎥⎦
obj [pred ‘old.man’

num paucal
case acc

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(13) Bininj Gun-wok

Nga-ban-marne-dulk-djobge-ng.
1sg.sbj-3pl.obj-ben-tree-cut-pst.pfv
‘I cut the tree for them.’

S↑=↓
V↑= ↓

nga-ban-marne-dulk-djobge-ng

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘cut-for〈subj,obj,obl 𝑏𝑒𝑛〉’
tense pst.pfv

subj [pred ‘pro’
pers 1
num sg

]
obj [pred ‘tree’]
obl𝑏𝑒𝑛 [pred ‘pro’

pers 3
num pl

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(14) Warlpiri

Wawirri
kangaroo.abs

kapi=rna
aux=1.sg.sbj

panti-rni
spear-npst

yalumpu
that.abs

‘I will spear that kangaroo.’
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IP

NP
(↑ foc)=↓

N↑= ↓
wawirri

I′↑=↓
I↑=↓

kapi=rna

S↑=↓
V↑=↓

panti-rni

NP
(↑ obj) = ↓

N↑= ↓
yalumpu

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘spear〈subj,obj〉’
tense fut
foc

subj [pred ‘pro’
pers 1
num sg

]
obj [pred ‘kangaroo’

det +
case abs

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

In head-marking languages, grammatical function information is encoded as
part of the inflected verb’s lexical entry, associated with verbal agreement mor-
phology in the usual way (see Haug 2023 [this volume], also Börjars et al. 2019:
Chapter 4 for detailed exemplification). Consider a Bininj Gun-wok verb such as
that given in (15), the lexical entry for which is shown in (16). Following Bresnan
& Mchombo (1987), the pred values associated with the verbal morphology are
optional to capture the fact that the verb can combine optionally with external
argument NPs. When there are no co-referential NPs in the clause, the princi-
ple of Completeness will ensure that the pred ‘pro’ features are present, since
otherwise the resulting f-structure will be incomplete, containing a subject and
object lacking pred features. In the presence of a co-referential NP, however,
as in example (15), the obj pred feature will be omitted since it will not be able
to unify with the pred value of the external object NP (see Belyaev 2023 [this
volume] for discussion of the Uniqueness principle and pred values). This flexi-
bility captures the fact that such verbal morphology can function as pronominal
arguments, and also as agreement morphology in the presence of external NPs
(see Toivonen 2023 [this volume]).
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(15) Bininj Gun-wok
Abanmani-na-ng
1sg.sbj:3du.obj-see-pst.pfv

bininj.
man

‘I saw the two men.’ (Evans 2003: 417)

(16) abanmaninang (↑ pred) = ‘see〈subj,obj〉’
(↑ tense) = pst.pfv
((↑ subj pred) = ‘pro’)
(↑ subj pers) = 1
(↑ subj num) = sg
((↑ obj pred) = ‘pro’)
(↑ obj pers) = 3
(↑ obj num) = du

In dependent-marking languages, such as Jiwarli and Warlpiri, grammatical
function information is encoded by case morphology. There have been a number
of different approaches to capturing this in LFG. Simpson (1983, 1991) assumes
a verb-mediated approach, where verbs select for the case values of their argu-
ments in their lexical entries. Thus, a verb such as panti- ‘spear’ would include in
its lexical entry (↑ subj case)=erg and (↑ obj case)=abs, which then must unify
with the case value of the NP in the f-structure, constrained by the principles of
Completeness and Coherence. Nordlinger & Bresnan (2011) supplement the verb-
mediated approach with case conditionals of the type in (17), thus capturing the
generalisation that there is a direct relationship between case and the encoding
of grammatical functions.

(17) (↓ case) = 𝜅 ⇒ (↑ gf) = ↓
The idea is that each case value (represented here by 𝜅) is associated in the

grammar with a set of grammatical functions. For example, the case conditional
for the Warlpiri ergative case might look as in (18), which specifies that an ele-
ment with ergative case is to be associatedwith the subject grammatical function:

(18) (↓ case) = erg ⇒ (↑ subj) = ↓
Thus, by virtue of its case value each NP is assigned a grammatical function (or

set of possible functions). In addition, verbs and other lexical predicators select
for the case features of their arguments.6 The unification of the possible functions

6In the majority of cases this is predictable from the argument structure of the verb, so can be
covered by a lexical rule.
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of the NP and the requirements of the predicator, in conjunction with the general
principles of Uniqueness, Completeness and Coherence, ensures that the NPs in
the c-structure are associated with the appropriate grammatical functions in the
corresponding f-structure.

For example, a transitive verb stem such as wajilipi- ‘chase’ requires that its
subject have ergative case and its object have absolutive case, thus corresponding
to an f-structure such as the following:

(19) [pred ‘chase〈subj,obj〉’
subj [case erg]
obj [case abs] ]

The only f-structures for a sentence headed by this verb stem that satisfy Com-
pleteness and Coherence will be those in which an absolutive NP is identified
with the obj grammatical function and an ergative NP is identified with the subj
grammatical function. Thus, the f-structure for the sentence in (20a) is that given
in (20b).

(20) a. Warlpiri
Kurdu-ngku
child-erg

maliki
dog.abs

wajilipu-ngu.
chase-pst

‘A child chased the dog.’

b.

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘chase〈subj,obj〉’
tense pst

subj [pred ‘child’
case erg ]

obj [pred ‘dog’
case abs ]

⎤⎥⎥⎥⎥⎥⎥⎦
Nordlinger (1998b) provides a third approach to the analysis of case morphol-

ogy and its role in encoding grammatical relations, known as ‘constructive case’.
This is discussed in more detail in Section 3.3.

The discussion of non-configurationality in Australian languages and its treat-
ment in LFG has been expanded in more recent years to integrate information
structure and its interaction with different word order possibilities. Simpson
(2007) focusses on Warlpiri and the pragmatic constraints on its different word
orders; this is also discussed for Jiwarli in Austin (2001a). Snijders (2015) builds
on and expands the earlier LFG work to provide a typology of configurationality
that integrates information structure into the analysis, and extends the discus-
sion beyond just the languages of Australia.
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3.2 Flexible NP structure

Another feature common tomany Australian languages that has been the subject
of theoretical work in LFG is flexibility of NP structure.7 While some researchers
(including Hale 1983) consider this phenomenon to be central to the issue of non-
configurationality, in fact – as Austin & Bresnan (1996), Nordlinger (1998b) and
others have argued – the two phenomena are logically distinct, although they
may co-exist in a single language of course, as found in Warlpiri (Hale 1983),
Jiwarli (Austin 2001a), Wambaya (Nordlinger 1998b) and many other Australian
languages. It is possible, however, for a language to be non-configurational at the
clausal level while having strictly defined and non-flexible NPs. This is what we
find in the Australian languages Kayardild (Evans 1995) and Murrinhpatha (Mu-
jkic 2013), for example, both of which have clearly defined NP constituents with
little or no discontinuity, while allowing great word order freedom at the clausal
level and no clear association of grammatical relations with phrase structure.
Languages such as these are thus non-configurational as discussed in Section 3.1
despite not allowing discontiguous nominal phrases.

The flexibility of NP structure in (some) Australian languages has been ad-
dressed within the LFG literature with regards to two different aspects. The first
of these is NP discontinuity, the general LFG approach to which was discussed
in Section 3.1 above (see also Snijders 2016 and Börjars & Lowe 2023 [this vol-
ume]). The second is nominal juxtaposition – whereby many semantically dif-
ferent NP structures, including coordination, are expressed through the simple
juxtaposition of nominals in seemingly flat NP structures (Sadler & Nordlinger
2006a, 2010). Sadler & Nordlinger (2010) provide the following illustrative exam-
ples:

(21) Coordination (Nyangumarta)
Pala-nga
that-loc

ngatu
stationary

jarri-nya-pinti-ngi,
inch-nmlz-assoc-loc

mima-nikinyi-yi
wait.for-ipfv-3pl.sbj

puluku,
3du.dat

kujarra
two

kangkuru-jirri
kangaroo-du

waraja
one

yalapara.
goanna

‘And there, on the finishing line, the two kangaroos and one goanna
waited for those two.’ (Sharp 2004: 315)

7Recent work investigating this aspect of Australian languages in more detail includes Louagie
& Verstraete (2016), Louagie (2020) and Reinöhl (2020). The details of these typological studies
have not yet been fully addressed within LFG analyses.
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(22) Generic-Specific (Yidiny)
Gana
try

mayi
vegetable(abs)

jimirr
yam(abs)

jula:lin.
dig.going.imp

‘Go and try to dig some yams up!’ (Dixon 1977: 247)8

(23) Apposition (Wambaya)
Garidi-ni
husband-erg

bungmanyi-ni
old.man-erg

gin-amany
3sg.m.sbj-pst.twd

yanybi.
get

‘(Her) old man husband came and got (her).’ (Nordlinger 1998a: 133)

(24) Inclusory (Kayardild)
Nga-rr-a
1-du-nom

kajakaja
daddy.nom

warra-ja
go-act

thaa-th.
return-act

‘Daddy and I will go.’ (lit. ‘We two, including daddy, will go’) (Evans 1995:
249)

Sadler & Nordlinger (2010) draw on the standard LFG treatment of coordina-
tion (Dalrymple & Kaplan 2000) to account for asyndetic coordination structures
such as (21). Thus, the coordination structure is licensed by the c-structure rule
in (25), where X is a metavariable ranging over N and NP, and the syntactic reso-
lution of pers and num features that is characteristic of coordination is captured
by the template @np-cnjt associated with each coordinand, which is defined as
in (26). The resulting f-structure of the coordinated NP in (21) is given in (27).

(25) x ⟶ x↓ ∈ ↑
@np-cnjt

, x↓ ∈ ↑
@np-cnjt

(26) np-cnjt: (↓ ind pers) ⊆ (↑ ind pers)
(↓ ind num) ⊆ (↑ ind num)

(27) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

index [pers 3
num pl]⎧⎪⎪⎨⎪⎪⎩

[pred ‘goanna’

index [pers 3
num sg]][pred ‘kangaroo’

index [pers 3
num du] ]

⎫⎪⎪⎬⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
8This Yidiny example has been rewritten in a standard practical orthography which uses ‘ny’
for a palatal nasal, ‘j’ for a palatal stop and ‘rr’ for an alveolar trill.
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Sadler & Nordlinger (2010) show how this approach to coordination also ex-
tends naturally to discontinuous examples such as (28) by combining the stan-
dard LFG approach to discontinuity and non-configurationality discussed in Sec-
tion 3.1 above. Since Economy of Expression allows all nodes to be optional un-
less independently required, each of the discontiguous coordinands can be rep-
resented at c-structure as a coordinate structure with just one daughter present
(29), corresponding to the f-structure in (30).

(28) Kuuk Thaayorre
Ngul
then

ngay
1sg(erg)

kirk
spear(acc)

kempthe
apart

kal-m
carry-pst.ipfv

thul=yuk.
woomera(acc)=stuff

‘I used to carry spears and woomeras separately.’ (Gaby 2006: 320)

(29) S

NP
(↑ subj)=↓

N↑=↓
I

NP
(↑ obj)=↓𝑎

N↓𝑐∈↑
spears

NP↓ ∈(↑ adj)

N↑=↓
apart

V↑=↓
carry

NP
(↑ obj)=↓𝑏

N↓𝑑∈↑
woomeras

(30) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘carry〈subj,obj〉’
adj {[pred ‘apart’]}
subj [pred ‘pro’

index [pers 1
num sg]]

obj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎣
pred ‘spear’
case acc

index [pers 3
num pl]

⎤⎥⎥⎥⎦𝑐⎡⎢⎢⎢⎣
pred ‘woomera’
case acc

index [pers 3
num pl]

⎤⎥⎥⎥⎦𝑑

⎫⎪⎪⎪⎬⎪⎪⎪⎭
index [pers 3

num pl]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦𝑎𝑏

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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All of the other instances of nominal juxtaposition exemplified above are also
assumed to have the same syntactic structure with the differences between them
arising from differences in the distribution of agreement features, and semantics.
An appositional phrase such as (23), for example, is generated by the c-structure
rule in (31), which is the same as the c-structure rule for coordination given in
(25) except for the fact that each coordinand is associated with the appositional
template @np-appos instead of @np-cnjt. The appositional template governs
the distribution of agreement features as shown in (32). This ensures that the
coordinated structure has the same index features as each coordinand, as shown
in the f-structure in (33).

(31) x ⟶ x↓ ∈ ↑
@np-appos

, x↓ ∈ ↑
@np-appos

(32) np-appos: (↓ ind) ⊆ (↑ ind)

(33) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

index [pers 3
num sg
gend masc

]
⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎣
pred ‘husband’

index [pers 3
num sg
gend masc

]⎤⎥⎥⎥⎦⎡⎢⎢⎢⎣
pred ‘old.man’

index [pers 3
num sg
gend masc

]⎤⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Sadler & Nordlinger (2010) show how the different juxtaposed structures can

be captured in LFG by assuming that they all share the same syntactic struc-
ture (modulo differences in the distribution of agreement features, as illustrated
above), while mapping onto different semantics. In this way the flexible archi-
tecture of LFG provides a unified account of a range of juxtaposed nominal con-
structions common tomanyAustralian languages, while still accounting for their
semantic differences, through the use of hybrid structures already motivated in-
dependently for analyses of coordination (Dalrymple & Kaplan 2000) (see also
Patejuk 2023 [this volume]).

1271



Rachel Nordlinger

3.3 Constructive case and case stacking

In Section 3.1 above we saw that case marking in non-configurational languages
can encode grammatical relations, and saw that one way of capturing this in LFG
is through the use of case conditionals. Nordlinger (1998b) provides an alterna-
tive approach, known as constructive case, which uses inside-out function appli-
cation (see Belyaev 2023 [this volume]) to capture the fact that the grammatical
function information comes directly from the case morphology itself. Returning
to theWarlpiri example discussed in (20a), on the constructive case approach the
functional information associated with the erg case would be that in (34):9

(34) (↑ case) = erg
(subj ↑)

The second line in this functional description specifies that the f-structurewith
which the case morphology is associated (i.e. ↑) is the value of a subj function
in a higher f-structure. Thus, the inflected nominal kurdu-ngku ‘child-erg’ does
not just encode the fact that the nominal is inflected with ergative case, but also
that the nominal is functioning as a subject of the higher clause, corresponding
to the f-structure given in (35):

(35) [subj [pred ‘child’
case erg ]]

This approach has the benefit of capturing the essence of dependent-marking
more accurately than the verb-mediated approaches described in Section 3.1 since
the case-inflected nominal itself carries information about the grammatical func-
tion that it holds in the higher clausal f-structure. A further benefit, as discussed
in detail by Nordlinger (1998b), is that it can straightforwardly capture other case
behaviour found in dependent-marking Australian languages such as case stack-
ing (Dench & Evans 1988, Andrews 1996), and the use of case morphology to
mark clausal information such as tense/aspect/mood.

Case stacking arises through abundant case agreement, where a single nomi-
nal can carrymultiple casemarkers, each one signalling a relationship to a higher
level of structure. Consider the following examples:

9This is a slightly simplified representation for expository purposes. Nordlinger (1998b: 73) in
fact suggests that the grammatical function information would be ((subj ↑) obj) for ergative
case, to capture the fact that it is only used with transitive subjects (i.e. subjects of f-structures
that also contain an obj grammatical function).
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(36) Warlpiri
Karnta-ngku
woman-erg

ka=rla
prs=3.dat

kurdu-ku
baby-dat

miyi
food.abs

yi-nyi
give-npst

parraja-rla-ku.
coolamon-loc-dat

‘The woman is giving food to the baby (who is) in the coolamon.’
(Simpson 1991: 206)

(37) Martuthunira
Ngayu
1.sg.nom

nhuwa-lhala
spear-pst

tharnta-a
euro-acc

kupuyu-marta-a
little-prop-acc

thara-ngka-marta-a.
pouch-loc-prop-acc

‘I speared a euro with a little one in its pouch.’ (Dench & Evans 1988: 7)

In (36) the locative-marked nominal parraja-rla ‘coolamon’ carries an addi-
tional case marker in agreement with the dative nominal kurdu-ku ‘baby’ which
it modifies. Thus, the case marking on ‘coolamon’ specifies two different struc-
tural relationships: first, the locative case specifies that ‘coolamon’ functions as
part of a locative adjunct, and then the dative case specifies that this locative ad-
junct is part of a higher dative-marked oblique argument. In (37), the most deeply
embedded nominal thara ‘pouch’ is inflected with three case markers, each one
specifying a successively higher structural relationship. Thus, the single inflected
nominal thara-ngka-marta-a constructs the f-structure shown in (38).

(38) ⎡⎢⎢⎢⎣obj
⎡⎢⎢⎢⎣
case acc

adjprop {[case prop

adjloc {[pred ‘pouch’
case loc ]}]}⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎦
Nordlinger (1998b) shows that this approach can account for a range of case

stacking structures in Australian languages, as well as the interaction of case
stacking with number marking and possession (see Chapters 4 and 5 therein).
Sadler & Nordlinger (2004, 2006b) extend and improve Nordlinger’s formal ac-
count to provide an analysis that integrates better with an LFG approach to the
morphology-syntax interface (Sadler & Nordlinger 2004), and also show how
Nordlinger’s original morpheme-based account can be recast using a realiza-
tional approach to morphology (Sadler & Nordlinger 2006b). In some Australian
languages, case morphology can also be used in complex clauses to encode cross-
clausal reference and clause linkage relations. For discussion of how this use of
case can be accounted for within the constructive case approach see Nordlinger
(2000) and Austin (2016).

The fact that case morphology provides information to the clausal f-structure
(by attributing a grammatical function to it) allows for case morphology to con-
tribute other types of clausal information as well, such as tense/aspect/mood.10

10A different type of interaction between case morphology and the clause arises with semantic
cases that can also function as clausal predicates; see Simpson (1991) for discussion.

1273



Rachel Nordlinger

Nordlinger (1998b: Chapter 4) shows that this is also found in some Australian
languages, and can be accounted for straightforwardlywith the constructive case
approach. In Pitta Pitta (Blake 1987), for example, there are two ergative case
morphs, one which is used in the future tense and the other in the non-future
tense. The information associated with each of these can be represented as below,
where the second f-description in each case specifies that the f-structure within
which the case-marked nominal has a grammatical function (namely, the clausal
f-structure) has a particular value for tense. The tense information associated
with the case marker will be unified with the clausal f-structure and any tense
information associated with the verb, thereby contributing to the overall tense
value of the clause.

(39) -lu (↑ case) = erg
((subj ↑) tense) ≠ fut

(40) -ngu (↑ case) = erg
((subj ↑) tense) = fut

While it is typologically unusual for nominal morphology such as case to con-
tribute clause-level information such as tense/aspect/mood, it is in fact found
across languages of the world as shown by Nordlinger & Sadler (2004a,b). For
a more detailed discussion of case in the LFG framework, see Butt 2023 [this
volume].

3.4 Complex predicates

A number of Australian languages have complex predicates that take the form
of light verb and coverb structures (see Andrews 2023b [this volume] for a more
detailed discussion; the construction type focussed on here corresponds to type
(1b) in this chapter). Detailed discussion of these constructions across Australian
languages can be found in Schultze-Berndt (2000), McGregor (2000) and Bowern
(2014). An example from Schultze-Berndt’s discussion of Jaminjung is provided
in (41).

(41) Jaminjung
walig
go.round

gani-ma-m
3sg:3sg-hit-prs

barrig.
paddock

‘He walks around the fence (in a full circle).’ (Schultze-Berndt 2000: 4)

In this construction the clausal predicate is formed through the combination
of a finite inflected verb (e.g. gani-ma-m) with a coverb (e.g. walig). The two ele-
ments of the construction belong to distinct lexical classes, and thus are morpho-
logically and syntactically different. Finite verbs are inflected for tense/aspect/
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mood and other verbal inflectional categories such as subject and object features.
They form a closed class – in many languages restricted to between 10 and 30
members – and tend to have more general semantics (at least within the com-
plex predicate). Coverbs, on the other hand, are usually uninflected, form a large
open class and contribute more specific semantic content. The two elements to-
gether jointly determine the argument structure and event semantics, and there-
fore jointly construct the clausal predicate. In the languages of northern Aus-
tralia where these constructions are found (see Bowern 2014), the majority of
predicates are complex in this way.

Wilson (1999) provides a detailed LFG analysis of such complex predicates in
Wagiman. Wilson shows that both the finite verb and the coverb in Wagiman
are argument-taking predicates, and therefore each have their own pred values,
yet the complex predicate heads a single syntactic clause which in LFG requires a
single clausal pred at f-structure. To account for this,Wilson develops an account
of complex predicate formation which uses a type of predicate fusion, modelled
using lexical-conceptual structures (Jackendoff 1990), drawing on earlier work in
LFG by Alsina (1993, 1996), Butt (1995, 1997), Mohanan (1994, 1997) and Andrews
& Manning (1999).

Wilson’s analysis follows that of Butt (1995, 1997) in using lexical conceptual
structures (lcss) to model complex predicate formation, but follows Andrews &
Manning (1999) in locating these in f-structure (rather than a-structure as Butt
does), replacing the pred attribute with the more elaborated lcs attribute instead.
Wilson proposes that the lcs of the coverb fuses into any position of the lcs of the
finite verb where it is able to unify (Wilson 1999: 142). As an illustrative example,
consider the complex predicate in (42):

(42) Wagiman
guk-ga
sleep-asp

nge-ge-na
2sg-put-pst

gahan
that

warri-buga?
child-pl

‘Did you put the kids to sleep?’ (Wilson 1999: 136)

According to Wilson’s analysis, the finite verb nge-ge-na has the lcs in (43),
and the coverb guk- has the lcs in (44).11

(43) [Event CAUSE([Thing ]𝐴, [Event BECOME ([State BE([Thing ]𝐴,[Place —])])])]
11The abbreviations used in the lcss and associated attribute valuematrices (avms) are as follows:
the subscripted As denote positions which have to be linked to grammatical functions – in
the avms these correspond to the attribute A-MARK with the value ‘yes’; ‘Ident’ stands for
Identificational and is used to extend otherwise spatial functions (such as BE or AT) to the
semantic field of ascription (thus, ATIdent describes a property rather than a location); the value
of the FUNC attribute in the avms is the function which expands the entity (e.g. GO, CAUSE,
etc.). ‘Thing’ entities are not expanded by functions, but they can contain information about
their referent, which is stored in the CONTENT attribute.
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(44) [State BEIdent ([Thing ]𝐴,[Place ATIdent ([Property asleep])])]

These can be presented as attribute value matrices, as shown in (45) and (46)
respectively.

(45) From Wilson (1999: 145: example (36)):⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE Event
FUNC CAUSE

ARG1 [TYPE Thing
CONTENT ∅
A-MARK yes

]
ARG2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE Event
FUNC BECOME

ARG1

⎡⎢⎢⎢⎢⎢⎢⎣
TYPE State
FUNC BE

ARG1 [TYPE Thing
CONTENT ∅
A-MARK yes

]
ARG2 [TYPE Place]

⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(46) From Wilson (1999: 147: example (39)):⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE State
FUNC BE
FIELD Ident

ARG1 [TYPE Thing
CONTENT ∅
A-MARK yes

]
ARG2

⎡⎢⎢⎢⎢⎣
TYPE Place
FUNC AT
FIELD Ident

ARG1 [TYPE Property
CONTENT asleep ]

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The c-structure rule which creates the complex predicate in (42) includes func-

tional annotations that license and constrain predicate fusion through the unifica-
tion of these lcss. This is shown in (47), where C is the category ‘coverb’ (Wilson
1999: 144).

(47) V ⟶ ( C↑\LCS=↓\LCS
(↑ lcs sf*)=(↓ lcs)

) , V↑=↓
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The finite verb is annotated with ↑=↓ so that its inflectional features such as
tense, aspect, and the information about the subject and object contribute to the
f-structure of the complex predicate, and ultimately that of the clause. The anno-
tations associated with the coverb ensure that (i) all information associated with
the coverb apart from the lcs (e.g. any aspectual information) is contributed to
the f-structure of the complex predicate, and (ii) the lcs of the coverb is fused
into the lcs of the finite verb: (↑ lcs sf*) = (↓ lcs). Here sf stands for ‘semantic
function’ and is defined as the set of attributes which can be contained in lcss
such as (45) and (46) (e.g. type, func, arg1, arg2). The use of functional uncer-
tainty allows the lcs of the coverb – (↓ lcs) – to unify with any part of the lcs
of the finite verb (the path consisting of any sequence of sfs, including none).
So the f-structure will only be licit if the expansion of sf* picks out a place in
the lcs of the finite verb where unification with the lcs of the coverb is possible.
In the case of the complex predicate given in (42), based on the lcss in (45) and
(46), this path must be (↑ lcs arg2 arg1), since the coverb guk ‘sleep’ is of type
State, and there is only one place in the lcs of the finite verb where this can unify.
Thus, the fused lcs for the complex predicate guk -ge- ‘put to sleep’ is that given
in (48):

(48) From Wilson (1999: 147: example (39)):⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE Event
FUNC CAUSE

ARG1 [TYPE Thing
CONTENT ∅
A-MARK yes

]

ARG2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE Event
FUNC BECOME

ARG1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE State
FUNC BE
FIELD Ident

ARG1 [TYPE Thing
CONTENT ∅
A-MARK yes

]
ARG2

⎡⎢⎢⎢⎢⎣
TYPE Place
FUNC AT
FIELD Ident

ARG1 [TYPE Property
CONTENT asleep ]

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Wilson shows that this approach to complex predicates in Wagiman can ac-

count for the range of different complex predicates found in the language, with-
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out requiring a radical extension of the LFG formalism beyond that already pro-
posed by other complex predicate analyses (e.g. Alsina 1993, 1996; Butt 1995,
1997; Mohanan 1994, 1997; Andrews & Manning 1999). This general approach to
the formal analysis of complex predicate formation in Australian languages has
also been adopted by Bowern (2004) for Bardi, and Nordlinger (2010) for associ-
ated motion and motion serial verb constructions in Wambaya. An alternative
approach to complex predicate formation using glue semantics as suggested in
Andrews & Manning (1999) is proposed for the analysis of similar complex pred-
icates in the central Australian language Arrernte by Dras et al. (2012).

Seiss (2013) provides a comprehensive analysis of the complex predicate sys-
tem in Murrinhpatha which builds on the lcs-based approaches discussed above,
but combines lcss with a relational approach to lexical semantics, modelled with
hierarchies of selectional restrictions. These hierarchies are then used to derive
the argument structure of the complex predicates in the form of what Seiss calls
lcs blueprints (based on the idea of templates, e.g. Dalrymple et al. 2004). The
blueprint lcs for causative complex predicates such as those in (49) and (50) is
defined as in (51). The lcs blueprint states that the complex predicate expresses
the meaning that something or someone (𝛼) causes something (𝛽) to become a
certain result state with the help of some specific instrument. In Murrinhpatha
the complex predicate forms a single morphological word, and combines a clas-
sifier stem in first position in the verb, with a lexical stem (here lerrkperrk) in
a subsequent position in the template. In a causative complex predicate, the re-
sult state is provided by the lexical stem while the instrument is provided by the
classifier stem. For example, the lexical stem lerrkperrk ‘crush’ contributes the
result state ‘crushed’, while the classifier stems ‘do with hands’ and ‘do with
feet’ contribute the instruments ‘hand’ and ‘foot’ respectively.

(49) Murrinhpatha
ku
clf:anim

tumtum
egg

mam-lerrkperrk
1sg.sbj.hands.nfut-crush

‘I crushed the egg in my hand.’ (Seiss 2013: 127)

(50) Murrinhpatha
ngunungam-lerrkperrk
1sg.sbj.feet.nfut-crush
‘I crushed the egg with my foot.’ (Seiss 2013: 127)

(51) ⎡⎢⎢⎣CAUSE([Thing ]𝛼𝐴, [BECOME ([BE([Thing ]𝛽𝐴,[RESULT])])])[BY [CAUSE([Thing ]𝛼𝐴, [AFF−([INSTRUMENT],[Thing ]𝛼𝐴)])]]⎤⎥⎥⎦
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On this view, the classifier stem and the lexical stem do not each bring a com-
plete lcs, but instead just a specific instrument (the classifier stem) or a specific
result state (the lexical stem). The rest of the lcs is provided by the lcs blueprint.
The lexical entries of the classifier stem and the lexical stem thus only consist of
this information, as is illustrated in (52).

(52) do with hands: instrument = hand
do with feet: instrument = foot
lerrkperrk: result = crushed

The lcs blueprint used by a particular combination is determined by the classi-
fier and lexical stem together, whose compatibility is modelled by the hierarchies
of selectional restrictions; the reader is referred to the comprehensive discussion
in Seiss (2013) for further details. A notable aspect of Seiss’s work on this topic
is that, in addition to providing a comprehensive analysis of complex predicate
combinations in Murrinhpatha, Seiss presents an implementation of Murrinh-
patha’s morphology using the Xerox finite-state technology tools xfst and lexc
(Beesley & Karttunen 2003), and an implementation of some parts of Murrinh-
patha’s syntax using the xle grammar development platform (Crouch et al. 2011).

Valence-changing constructions such as applicatives and causatives have also
been analysed as complex predicates in many languages, including by Austin
(1997), who draws on Alsina’s (e.g. 1997) approach to complex predicates in ana-
lysing causatives and applicatives across a number of Australian languages (see
Andrews 2023b [this volume] for further discussion of Austin’s analysis in the
context of LFG approaches to complex predicates).

4 Conclusion

In this chapter, I have covered the primary linguistic phenomena in Australian
languages that have been given detailed analysis in LFG research, focussing par-
ticularly on themorphology-syntax interface, where the morphological complex-
ity of Australian languages has made the most significant contributions to the-
oretical debate and development. Other areas where there has been some work
on Australian languages, but for which space was not available for discussion
here, include control and obviation constructions in Warlpiri (Simpson & Bres-
nan 1983), zero anaphora (Austin 2001b) and noun incorporation (Nordlinger &
Sadler 2008, Baker &Nordlinger 2008, van Egmond 2008, Baker et al. 2010).Work
on Australian languages within the LFG framework has also contributed to the
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discussion and analysis of grammatical relations cross-linguistically, in such ar-
eas as syntactic and morphological ergativity (Manning 1996), information struc-
ture and its role in case marking patterns (Simpson 2012), distinctions between
syntactic and semantic cases (Andrews 2017) and the role of dative-marked NPs
as core arguments or adjuncts (Simpson 1991). The majority of LFG researchers
working on Australian languages are also descriptive linguists engaged in field-
work and language documentation. This crossover has ensured that theoretical
questions and implications arising from LFG analyses are fed back into language
description work unearthing new findings about the languages and how they
are structured, and ensuring that this research both contributes to the develop-
ment of the LFG framework and to our understanding and description of these
fascinating languages.
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Abbreviations in glosses in this chapter follow the Leipzig Glossing Rules wher-
ever possible. Non-standard abbreviations used are:

act actual mood
anim animate
asp aspectual suffix
assoc associative case

aug augmented number
ep epenthetic morph
inch inchoative
pc paucal number
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priv privative case
prop proprietive case
min minimal number

twd direction towards
usit usitative mood
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LFG and Austronesian languages
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Austronesian (AN) languages are known for their diverse grammatical character-
istics in many typological and descriptive works. Their properties provide fertile
grounds for testing assumptions in syntactic theories. In this chapter, we demon-
strate that the parallel correspondence architecture of LFG can be used as a pow-
erful tool for language-specific linguistic analysis, while also precisely capturing
the cross-linguistic differences within and between Western and Eastern AN lan-
guages. LFG is flexible in incorporating analytical tests, such as adverbial insertion
and clitic placement for examining constituency; reflexive binding, nominal mark-
ing and pronominal-indexing for syntactic status of an argument. Although AN
languages have posed challenges to traditional syntactic notions of subject, as well
as the mapping between grammatical relations and functions, we show that such
multi-dimensional views of grammar, and projection design, can deal with these
challenges efficiently, and also lead to a coherent comparative representation of
AN languages for the purpose of tracking morphosyntactic stages according to
their respective typological categories.

1 Introduction

The world of Austronesian (AN) languages comprises a huge and diverse lan-
guage family, which covers a wide geographical span ranging from Formosan
languages in the northwest of the Pacific, Malagasy at its westernmost point,
Māori in south Oceania, Hawaiian in the northeast and Rapanui at its most east-
ern point. In fact, this geographical spread is a historical outcome of the prehis-
toric settlement by AN speaking communities (Pawley & Pawley 1998; Bellwood

I Wayan Arka & Li-Chen Yeh. 2023. LFG and Austronesian languages. In Mary Dal-
rymple (ed.), Handbook of Lexical Functional Grammar, 1289–1367. Berlin: Language
Science Press. DOI: 10.5281/zenodo.10186000
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2007: 242). The histories of the people in the widespread Asian-Pacific region are
testimony to the genealogical continuity of AN languages that form one single
language family.

Initially, the AN dispersal began from the island of Taiwan in the northern part
of the Pacific island chain, outside the east Asian continental mainland (Paw-
ley 2002, Bellwood 2007, Skoglund et al. 2016, Blust 2019). The languages na-
tively spoken on the island of Taiwan are direct descendants of the Proto-AN
language (Blust 1999). These languages are collectively called Formosan lan-
guages, and are sisters to the common ancestor of the remaining AN languages,
Proto-Malayo-Polynesian (PMP).

The AN expansion took place in subsequent waves, as laid out chronologically
below (Adelaar 1989, Bellwood 2007: 201-254). The PMP subgroup began to split
up as it spread from Taiwan to the Philippines (est. 2200 BCE), along with early
migration settling in Micronesia. There were also dispersals from the Philippines
into Indo-Malaysia and eastward to New Guinea and the Bismarck Archipelago.
The settlement in the Bismarck has been dated to around 1350 BCE. Later on, the
dispersal went further eastwards into the Pacific (e.g. Solomons, Vanuatu, New
Caledonia, Fiji, Tonga and Samoa) between 1200 and 900 BCE. After 600 CE,
the AN occupation of eastern Polynesia occurred, and immigrants from Borneo
arrived in Madagascar around 500 CE.

The AN migration history above shows the geographical distribution of AN
languages. Meanwhile, it similarly indicates a diachronic progression in the vary-
ing prototypical features of AN morphosyntax and offers a general guideline for
the typology of AN languages. A major typological distinction can be made be-
tween Western AN and Eastern AN.

The Western AN group1 includes languages of Taiwan, the Philippines, west-
ern Indonesia, Malaysia and Madagascar. These languages are typically charac-
terised by their robust ‘alternating’ and ‘symmetrical voice’ systems, which use
verbal morphology to mark a non-Agent argument as grammatical subj(ect) or
pivot without demoting the Agent argument to oblique (discussed in Section 4).
This non-demotion property of the Western AN voice system differs from the
commonly observed active-passive voice alternation system in Indo-European
languages like English.

The symmetrical voice systems inWestern AN pose challenges to many gram-
matical frameworks, including some versions of the standard Lexical Mapping

1In this chapter, Western AN is used as a cover term for symmetrical voice languages. It differs
from Himmelmann’s (2005) geographic label of ‘Western Austronesian’ which encompasses
all non-Oceanic languages.

1290



28 LFG and Austronesian languages

Theory analysis in LFG. The non-demotion property of the symmetrical voice
system licenses a passive-like structure with a non-actor thematic role selected
as subject, called Patient (or Undergoer) voice, but unlike in the passive, the non-
subject actor role has the most prominent core status. This leads to a mismatch
between its semantic and syntactic prominence: the most prominent semantic
(agent) argument is not the most privileged (subj) argument. The diagnostic tool
for identifying this mismatch involves reflexive binding (see Section 2). The sur-
face realisation of reflexive binding allows reflexive pronouns to be bound by
antecedents bearing both the least and most prominent grammatical functions.
While posing challenges to many grammatical frameworks, this unusual and in-
tricate variation of voice alternation is best explained by the multi-layered argu-
ment structure of LFG’s architecture which tackles associations between gram-
matical functions and grammatical relations.

The Eastern AN language group2 includes languages of Timor-Leste, New
Guinea andOceania. In contrast to symmetrical-voice languages, Eastern AN lan-
guages no longer maintain the layered distinctions at the semantics-morphology-
syntax interface.We refer to these languages as the non-alternating type because
the typical alternative selection of a semantic role as grammatical subj, as seen in
Western AN languages, is not observed. Instead, Eastern AN languages are char-
acterised by other properties such as the emergence of systematic pronominal
indexing, as well as increased complexity in other parts of its grammar as seen
in their rich serial verb constructions (SVCs) and clausal complementation (see
Section 5). The pronominal indexing paradigm is an exclusive feature of East-
ern AN languages, and in this regard, they may be referred to as indexing-type
languages.

Indexing-type languages show distinct properties in complex constructions
that are intriguing for typological comparisons and important for theoretical test-
ing. These languages show a striking consistency in the distinction of (x)comp
(i.e. clausal complementation with(out) shared missing subj: see Vincent 2023
[this volume] and Section 5 of this chapter) while also revealing a significant dif-
ference with regard to the structural tightness between regular complementation
and complex predicates. The latter has usually been subsumed under the general
heading of SVCs. It is not always straightforward in many syntactic theories
to capture the distinction among different kinds of (x)comp (e.g. control, SVCs
and multi-verb constructions in coordination and subordination). Nonetheless,
a few clear cases of the distinction in argument gapping strategies can be effec-
tively demonstrated from the LFG perspective where, crucially, no movement is

2Eastern AN languages have been commonly referred to in the literature as preposed-possessor
languages, Oceanic languages or isolating languages of eastern Indonesia.

1291



I Wayan Arka & Li-Chen Yeh

required (cf. Sells’s (2023 [this volume]) comparison of LFG with the traditional
analysis of control/raising complementation in transformational grammars). In-
stead, the LFG perspective can clearly present how a verb form with/without
an overt voice marker can serve as a diagnostic tool for testing the core status
of (x)comp, and how voice morphology (as well as negation) forms a criterion
for teasing apart the differences between complementation and SVCs. Even the
compound-like structure of the complex event-composition in SVCs can be cap-
tured via the interrelated specifications on different linguistic dimensions (see
Section 5.2).

Even though the above description has provided a general indication of the
major typological differences between Western and Eastern AN languages, two
important points should be made on the typological diversity of AN morphosyn-
tax.

First, not allWesternAN languages behave alike. Symmetrical-voice languages
are typically further subcategorised into ‘Philippine-type’ and ‘Indonesian-type’,
due to their distinct characteristics in word order (cf. Section 3), the number of
semantic roles allowed as privileged arguments (cf. Section 4.2), and the use of
case-marking flagging and applicative constructions (cf. Section 4.3). Although
most Western AN languages may be subcategorised further, some transitional
languages do not adhere to the typological profile of either type (Kroeger 2023).
Certain Western AN languages in Taiwan even appear to show disputable traits
of asymmetry in syntax (cf. Section 4.4).

Moreover, geography and typology do not always neatly align. For instance,
certain Barrier Island languages off the south coast of Sumatra, such asMentawai
(Lenggang et al. 1978, Arka 2006), Enggano (Crowley n.d., Hemmings in prepa-
ration) and Nias (Brown 2001), do not show a symmetrical voice property of the
type seen in the Western AN group, but they have developed person-marking
prefixes on verbs that encode subject similar to nom(inative) subject prefixes in
outlier AN languages in southern/eastern Indonesia, such as Kambera in Sumba
(Klamer 1998) and Wooi in West Papua (Sawaki 2016). Makassarese, spoken in
Sulawesi, has unmarked word order like the Philippine-type, but it also exhibits
systematic pronominal indexing on the verbal predicate. In Makassarese, a tran-
sitioning state of word order change is observed in the expression of contrastive
focus through clefting (cf. Section 6).

Typologically, the AN language family is intensely diverse with a variety of
transitioning languages comprising two heterogeneous macrogroups. This di-
versity has posed difficulties for descriptive and comparative analysis, particu-
larly for long-standing and often controversial topics of typological and theoret-
ical significance, such as ergativity or the complex interconnection between sur-
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face grammatical relations and deeper semantic-syntactic argument structures.
Nonetheless, LFG’s parallel correspondence architecture provides the necessary
flexibility for a coherent and comparable descriptive representation of AN gram-
mar on these topics.

In this chapter, we show how LFG can be used as a descriptive and analytical
tool to capture the typological range of AN linguistic diversity on these selected
topics. We begin by highlighting the LFG modular design, and its application in
modelling the morphosyntactic operation of AN voice systems (Section 2), then
illustrate how the LFG framework can capture word order variation (Section 3),
grammatical functions and alignment (Section 4), complex argument sharing con-
structions (Section 5) and information structure (Section 6).

2 LFG modular design and Austronesian linguistics

LFG is modular in its design. From the LFG perspective, a language is construed
as multiple dimensions of linguistic information, and each dimension constitutes
an individual module, or structure, that comes with its own formal properties.
Different structures are parallel but are linked by principles of correspondence,
as introduced in Belyaev 2023b [this volume].

In the standard LFG framework, traditional syntactic structure is primarily
represented on two structural levels: constituent structure (c-structure) and
functional structure (f-structure). Ordering of constituents and syntactic cat-
egories are analysed in c-structure, whereas grammatical functions (gfs) of ar-
guments and grammatical features are dealt with in f-structure, as detailed in
Belyaev 2023a [this volume]. In subsequent developments, semantic argument
structure (a-structure) was proposed in Lexical Mapping Theory (LMT) to cap-
ture cross-linguistic gf alternations (Bresnan&Kanerva 1989); see also Findlay et
al. 2023 [this volume]. Bresnan & Kanerva (1989) propose that a-structure is rep-
resented as a list of semantic roles which are directly mapped onto gfs. Bresnan
& Kanerva’s (1989) LMT works well to account for voice and alternative argu-
ment realisations in languages like English; e.g. the agent’s subj(ect)-obl(ique)
alternation in passivisation.

However, the rich voice systems of western AN languages pose a problem for
this version of LMT such that semantic a-structure and the traditional analysis
of gfs cannot be maintained. Based on data from western AN languages, which
will be discussed in detail in this chapter, we argue against Bresnan & Kanerva’s
(1989) version of mapping theory; see Arka (2003a: 119–124) for a comprehensive
examination of the evidence and justification. Consider the following examples
from Balinese (1) and Puyuma (2):
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(1) Balinese (WMP, Indonesia) (Arka, own knowledge)3

a. [Tiang]subj
1sg

ng-ejang
av-put

[nasi]obj
rice

[*(di)
in

bodag-e]oblloc .
basket-def

‘I put rice in the basket.’
b. [Nasi-ne]subj

rice-def
∅-ejang
uv-put.rice

[tiang]obj
1sg

[*(di)
in

bodag-e]oblloc .
basket-def

‘I put rice in the basket.’

(2) Puyuma (Formosan) (Teng 2008: 47-48)

a. Tr<em>akaw
〈av〉steal

[dra
indf.obl

paisu]obl
money

[i
sg.nom

isaw]subj.
Isaw

‘Isaw stole money.’
b. [Tu=]obj

3gen=
trakaw-anay
steal-cv

[i
sg.nom

tinataw]subj
his.mother

[dra
indf.obl

paisu]obl.
money

‘He stole money for his mother.’

The examples above represent two salient features of the AN voice system and re-
lated argument realisations. First, verbal voice morphology marks subj selection
(cf. Section 4). The actor voice (av), indicated by ng- in Balinese (1a) and 〈em〉 in
Puyuma (2a), selects the most agent-like role, or A (tiang and Isaw respectively)
as subj.4 The undergoer voice (uv) in Balinese is indicated by a zero prefix and
selects a patient-like (P) role as subj as in (1b), whereas the conveyance voice
(cv) in Puyuma selects a peripheral role, as in the beneficiary ‘mother’ in (2b)5

(see Section 4.2 for the properties of subj/pivot and the typology of AN voice

3In this chapter, a language is presented with its linguistic and geographical classification in
the first instance based on information from Glottolog for the purposes of locating genealogi-
cal and typological relations between languages. WMP and CEMP stand for Western Malayo-
Polynesian and Central-Eastern Malayo-Polynesian respectively.

4Following standard conventions in language typology (Comrie 1978, Dixon 1979, Croft 2003,
Haspelmath 2007, among others), we adopt the following abbreviations to denote generalised
semantic roles: A represents the argument that is most actor-like, while P represents the argu-
ment that ismost patient-like in a transitive predicate. It is worth noting that P is approximately
synonymous with the undergoer (U) macro-role in Role and Reference Grammar (Foley & Van
Valin 1984).

5In AN linguistics, non-av or uv is also often called Objective Voice (Kroeger 1993). It is the
voice type that selects certain semantic roles other than the actor as subj/pivot. In the AN
languages of the Philippines and Taiwan, there are typically different types of uv named after
the associated semantic role of the subj and each has its own verbal morphology, e.g. -anay
for Conveyance Voice (cv) in Puyuma in (2).
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systems). The voices in these AN languages are called symmetrical voice. Ev-
idence for their symmetricality comes from the fact that agent and non-agent
roles are equally selectable by the voice morphology as the “privileged argu-
ment”, which is analysed as subj/pivot in LFG (Kroeger 1993, Manning 1994,
Arka 2003a, Falk 2006). In addition, symmetricality is seen in verbal marking,
particularly in Puyuma, where different voice types (e.g. av and cv) are equally
marked.6

Second, non-av alternations in (1b) and (2b) are not passivisation. That is, in
both Balinese uv and Puyuma cv, the promotion or selection of a non-A role
as subj is not accompanied by the demotion of A to obl, a lower ranked func-
tion. Functionally, the A argument is the obj(ect); it retains its core status in the
structure. This is clearly seen in Balinese, where the A of the uv structure in (1b)
appears immediately after the verb as a bare Noun Phrase (NP), like the obj of the
av verb in (1a). Note that obl in Balinese is flagged by a preposition. In addition,
Balinese does have a passive, in which case the agent appears as obl (see Arka
2003a). Likewise, the A of the cv verb in Puyuma is realised as a bare gen(itive)
clitic. A free obl nominal in Puyuma is also prepositionally flagged, and if it is
a pronominal, it has a special obl form distinct from the gen or nom(inative)7

form (see Teng 2008: 63). Bresnan & Kanerva’s (1989) classic LMT approach can-
not account for the agent’s alternative realisation as obj in uv, as in Balinese (1b)
and cv in Puyuma (2b), since the agent is inherently classified as [−𝑜] (i.e. not
object-like), thus only allowing for the subj-obl alternation as seen in passives.

To capture the non-demotion of A in uv and other salient typological and
morphosyntactic properties of AN voice alternation in LFG, we distinguish gfs
from grs (Grammatical Relations). grs are clause-internal relations that reflect
semantic-syntactic dependency between a predicate and its dependents. They
form the so-called syntacticised a-structure in Manning (1994), Arka (2003a) and
Arka & Manning (2008). This syntacticized a-structure, as distinct from the se-
mantic a-structure in Bresnan & Kanerva’s (1989) classic LMT, incorporates syn-
tactic information regarding coreness/obliqueness alongside its structural promi-
nence, which includes thematic ranking. Although grs and gfs belong to differ-
ent layers of structure, the two are interrelated and are mapped together through

6Balinese and Puyuma belong to two different subcategories of Western AN languages: the
Indonesian-type and Philippine-type, respectively. They differ in their number and type of
voice distinctions, and the syntactic properties of their non-subj arguments (e.g. the oblique-
ness of P in av) (cf. Section 4). Note that the uv verb in Balinese is also analysed as being
‘marked’; it is realized as a zero uv prefix on the basis of its contrasting form with the av verb.
7Note that Puyuma is an ergative language. In Teng (2008), nom refers to the case assigned to
subj. It should not be confused with nominative case in nom-acc languages. See the discussion
in Section 4.4.
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linking principles. In AN languages, themapping is marked by verbal voicemark-
ing and/or indexing, depending on the available coding resources. Although the
gf-gr distinction may not be assumed and embraced in all LFG analyses, we con-
tend that it is essential to provide a consistent explanation for voice alternations
and related alternative argument realizations in languages that exhibit both ac-
cusative and ergative properties, as seen in western Austronesian languages such
as Balinese and Indonesian.

We use different convention labels for grs and gfs to avoid confusion: small
caps for gfs (e.g. subj, obj) and lower case for grs (e.g. subject, object). We il-
luminate the significance of the gf-gr distinction by taking into account recent
findings (e.g. reflexive binding) in descriptive and typological research in AN lin-
guistics. The informal gr or a-structure representation is given in (3a) for the
Balinese verb jang ‘put’, and its simplified representation is given in (3b). The a-
structure in (3) outlines that jang is a three-place predicate with core arguments
(i.e. agent and patient) and a third non-core oblique locative (loc) (i.e. location).
In our analysis, we adopt the convention of using a vertical line ( | ) to explicitly
delineate argument classes, distinguishing between core and oblique or non-core
arguments within the argument structure list. This convention supplements the
valency information specified in the a-structure representation in the lexicon.8

(3) Syntacticised argument structure of jang (Balinese):
a. ‘put〈 arg1:agent

(subject)
, arg2:patient

(object)
| arg3:location

(oblique)
〉’

b. ‘put〈 1:agt, 2:pt | 3:loc〉’

The following should be noted regarding the representation of grs in (3). First,
grs conceptually reflect event construal and participant roles, which signify ‘who

8Syntactic coreness/obliqueness and valency are distinct syntactic properties that pertain to
whether an argument is core or not and the number of arguments a predicate takes, respec-
tively. These properties are not always predictable from the semantics of the predicate, as
evidenced by the variation observed across languages when expressing the same event using
equivalent verbs with different syntactic argument structures. For example, the verb give is se-
mantically a three-place predicate involving a giver, givee, and gift. However, languages differ
in how they syntactically realize these arguments. Balinese baang ’give’ exclusively permits
ditransitive constructions without a dative alternation (Arka 2003b: 63–63), while English al-
lows the verb ’give’ to function as either ditransitive, like in Balinese, or monotransitive with
an oblique as the third argument, depending on the context. Furthermore, languages such as
Indonesian exhibit ditransitive/transitive alternations facilitated by applicative morphology.
Consequently, this lexically specific syntactic information must be encoded in the syntacti-
cized a-structure rather than the semantic structure within the lexicon. Arka’s (2003a) work
provides detailed evidence from Balinese supporting this perspective.
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does what to whom’. This is the semantic-conceptual basis underlying valency
and transitivity information in the syntacticised a-structure. The valence infor-
mation specifies the number of arguments (e.g. one, two, or three arguments) and
syntactic/semantic transitivity specifies types of arguments (i.e. core or oblique,
and the associated semantic roles). The Balinese verb jang in (3) is a three-place
transitive predicate with two core arguments, 1:agent and 2:patient, and one non-
core argument, 3:location. For the purposes of comparative typology, 1:agent and
2:patient will be referred to as subject and object, respectively (noting lower case).
They roughly correspond to the typologists’ labels A and P/O respectively),which
are distinguished from surface gfs, subj and obj.

Voice morphology on the verb regulates gr-gf mapping. For example, the Ba-
linese uv in (1b) and Puyuma cv in (2b) select 2:patient and 2:beneficiary respec-
tively as subj/pivot. These uv structures result in a mismatch between gf and
gr prominence, informally represented by crossing lines.

(4) a. Balinese uv in (1b)
subj obj obl

‘uv.put〈 1:agt, 2:pt | 3:loc 〉’
b. Puyuma cv in (2b)

subj obj obl

‘steal.cv〈 1:agt, 2:ben | 3:pt 〉’

By distinguishing grs and gfs, we can reflect a prominence mismatch in the non-
av structures in (4) above. This is evident from the interaction between reflexive
binding and voice alternation in AN languages. For instance, the av-uv voice
alternation does not affect the acceptability of reflexive binding, exemplified by
awakne in Balinese (5) and izipna in Kavalan (6). For simplicity, the f-structures
showing reflexive binding are only given for the examples below.

(5) Balinese (Arka 2003a: 178)

a. [Ia]subj
3

ngenehang
av.think

[awakne]obj.
self.3

‘(S)he thought of herself/himself.’
subj obj
∣ ∣

‘av.think〈1:agt.‘3’𝑖, 2:th.‘self.3’𝑖 〉’
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b. [Awakne]subj
self.3

kenehang[=a]obj.
uv.think=3

‘(S)he thought of herself/himself.’
subj obj

‘uv.think〈1:agt.‘3’𝑖, 2:th.‘self.3’𝑖〉’
(6) Kavalan (Formosan) (Shen 2005: 57)

a. K〈em〉nit
〈av〉pinch

[ci
pn

Utay]subj
Utay

[tu
obl

izipna]obl.
body:3gen

‘Utay pinched at himself.’
subj obl
∣ ∣

‘av.pinch〈1:agt:‘Utay’𝑖, | 2:pt: ‘self.3’𝑖 〉’
b. Kenit-an=na

pinch-pv=3erg
[ni
erg

Utay]obj
Utay

[ya
abs

izipna]subj.
body:3gen

‘Utay pinched himself.’
subj obj

‘pv.pinch〈1.agt:‘Utay’𝑖, 2:pt: ‘self.3’𝑖 〉’
c. f-structure of sentence (6a)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘pinch〈subj obl〉’

subj
⎡⎢⎢⎢⎣
pred ‘utay’
ntype proper

index [pers ‘3’
num sg]𝑖

⎤⎥⎥⎥⎦
obl [pred ‘pro’

prontype reflexive
index 𝑖 ]

voice-type av

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
d. f-structure of sentence (6b)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘pinch〈subj obj〉’

subj [pred ‘pro’
prontype reflexive
index 𝑖 ]

obj
⎡⎢⎢⎢⎣
pred ‘utay’
ntype proper

index [pers ‘3’
num sg]𝑖

⎤⎥⎥⎥⎦
voice-type pv

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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The above data points show that reflexive binding in Balinese and Kavalan takes
place at the level of a-structure, as shown in the a-structure representations on
the right side. In Balinese, for example, both (5a) and (5b) share the same a-
structure, but differ in their respective mapping to gfs: consider the crossing
line in (5b) in the UV structure. In Kavalan, both (6a) and (6b) are similar in their
a-structure representations except that the non-actor argument in (6a) is non-
core, as represented by the vertical line ( | ). Both languages demonstrate that the
reflexive is bound by the subject, as indicated by the subscript 𝑖. However, the
voice alternations trigger a difference in the resulting gfs of the reflexive. It is
realised as obj in the av in (5a) and subj in uv in (5b) for Balinese. In Kavalan,
on the other hand, the patient is realised as obl flagged by an obl marker tu in
the av verb in (6a) (due to the ergative system of this language), and it is realised
as subj and flagged by the marker ya in Patient Voice (pv) in (6b). In both in-
stances, the relationship between the reflexive pronoun (izipna ‘body.3gen’) and
its binder (i.e., the intended antecedent) is expressed through coindexation in the
f-structure, indicated by the subscript 𝑖. The pers and num values (i.e., 3sg) of the
index attribute of the bindee (izipna) are linked or bound to the index values of
the binder (Utay). This binding of index values between the binder (Utay) and
the reflexive pronoun (izipna) is permissible due to a binding requirement associ-
ated with the reflexive pronoun (cf. Rákosi 2023 [this volume]). Crucially, being
the first core agent (i.e. 〈1:agent〉) argument, Utay outranks the reflexive pronoun
(izipna) in the a-structure.

The acceptable reflexive binding of subj (i.e. the most privileged argument)
by obj in (5b) and (6b) would be unexpected if binding took place at the sur-
face grammatical function level because the antecedent (obj) has lower syntactic
prominence. The occurrence of reflexive binding in non-AV structures confirms
the prominence outranking in the a-structure (i.e., A> P). This finding empha-
sizes the necessity of a separate syntacticized a-structure to provide an accurate
analysis of reflexive binding phenomena in Austronesian languages, including
Balinese and Kavalan.

In LFG, the important characteristics of the AN voice system can be captured
using the layered a-structure, and cross-linguistic variation in the voice system is
effectively illustrated by the varying transparency of the mapping. A distinction
between gfs (the primitives of f-structure) and grs (the primitives of a-structure)
is maintained in western AN, but collapses in accusative languages like English,
and Eastern AN languages that lack a symmetrical voice system (see Section 4).
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Without this notion of layered structures, the unusual variation in the surface
realisation of reflexive binding cannot be easily captured in other theories.9

Having shown how the basics of the AN voice system work from an LFG per-
spective, we now move on to an overview of some typologically interesting phe-
nomena in AN languages in the subsequent sections.

3 Clausal word order

In Western AN languages, there are two broad patterns of clausal word order
that are geographically distributed (Blust 2013: 461–461). Verb-initial order is en-
countered in the AN languages of Taiwan, the Philippines, northern and cen-
tral Sulawesi, and Madagascar. Philippine-type languages tend to be verb-initial,
whilst Indonesian-type languages, including Balinese, Madurese and Indonesian,
are verb-medial. Diachronically speaking, the development of these two types of
word orders appears motivated primarily by information structure—such as cleft-
ing to express contrastive focus (see Section 6)—resulting in synchronic word
order variation. The broad classification of Western AN will be used in the en-
suing discussion with regard to the typology of word order. However, it should
be noted that there is also a great deal of variation across the Philippine-type
and Indonesian-type languages due to the flexibility of the order of agent and
non-agent arguments relative to the head verb, giving rise to languages with or
without a VP and languages with a rigid or flexible subject position (see Riesberg
et al. 2019 for further details). In addition, language-internal variation exists, and
it has been claimed that some AN languages do not have a fixed basic word order,
or that word order choice may differ by voice construction, among other things
(cf. Riesberg et al. 2019).

Unlike most Western AN languages, word order varies among Eastern AN
languages. The AN languages of eastern Indonesia and many Oceanic languages
have typically developed systematic pronominal indexing systems,10 and there-
fore show a greater degree of freedom and variation for the ordering of cross-
referencing NPs. Thus, there are Eastern AN languages that show SVO clausal

9For the sake of brevity, a detailed comparation with other theories is omitted here. We con-
fine our illustration to the use of LFG in analysing AN languages. An in-depth comparative
discussion of LFG and other frameworks is provided in Part VII.

10Some Formosan languages (e.g. Puyuma and Kavalan) have pronominal indexes on verbs.
While they closely interact with robust voice verbal morphology, they do not usually con-
tain a complete set of forms exhibiting the full range of case/role alternations. For this reason,
we propose that the systematic pronominal indexing systems in Eastern AN languages are
distinct from those in Formosan languages.
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word order with indexed NPs ordered flexibly (e.g. Kambera), and there are oth-
ers that are verb-initial (e.g. Fijian), and further still, there are other languages
which are verb-final as a result of Papuan contact (e.g. Tobati, an AN language
spoken in Jayapura Bay, west Papua, and Torau, an Oceanic language spoken in
Bougainville; cf. Lynch et al. 2002).

In LFG, word order variation reflects the surface differences between ‘default’
(or unmarked) clausal order and pragmatically marked order. These are dealt
with in terms of variation at the level of c-structure (see Andrews 2023 [this vol-
ume]).11 Below we illustrate word order variation in Philippine-type, Indonesian-
type and indexing type languages, from an LFG perspective.

Verb-initial sentences in Philippine-type languages are finite clause structures
with the (inflected verbal) predicate, or the auxiliary, occupying the left-headed
inflection (I) node. Hence, a sentence is head (or predicate) initial. However,
the precise structures of post-verbal elements vary, with certain languages like
Squliq Atayal (Formosan) showing a rigid hierarchical Verb Phrase (VP) struc-
ture, whereas others like Tagalog have a non-configurational structure. Evidence
for a VP in Atayal comes from an adverbial insertion test. As shown in (7a),
hira’ ‘yesterday’ cannot intervene between a transitive verb and its object. The
c-structure of (7a) is represented in (7b). Note that LFG adopts a version of X-bar
syntax that allows nonbinary branching, as seen in the top/root node of IP in
(7b).

(7) Squliq Atayal (Formosan) (Liu 2017: 41)
a. M〈n〉ihiy

av〈pfv〉hit
(*hira’)
yesterday

Watan
Watan

(hira’)
yesterday

qu’
nom

Tali’.
Tali

‘Tali hit Watan yesterday.’

11While c-structure in LFG is modelled using phrase structure trees, with properties possibly
following an X-bar schema, it does not represent a deeper ‘universal’ syntactic relation in
which, for example, the object or patient argument is uniformly represented in the complement
position of a VP as typically characterised by Chomskyan generative models. Further, there
is no constituent movement in LFG, even though we may informally refer to ‘fronting’; see
Bresnan & Kaplan (1982), Bresnan et al. (2016: chapter 6), Dalrymple et al. (2019: chapter 3),
Andrews 2023 [this volume].
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b. IP

I′
VP

V′
V

M〈n〉ihiy
av〈pfv〉hit

(*hira’)
yesterday

NP

Watan
Watan

(NP)

(hira’)
yesterday

NP

qu’ Tali’
nom Tali

Turning to Tagalog, we can posit that the finite sentence (IP) in this language
contains a non-configurational (i.e. exocentric, flat) Sentence (S), as shown in (8b)
for the example in (8a); for further discussion of exocentricity and the category
S, see Andrews 2023 [this volume]. Evidence for this comes from the fact that
post-verbal arguments of non-verbal predicates (e.g. subj and obl) can be freely
ordered (Kroeger 1993: 133). There is no surface VP in Tagalog because a second-
position (2P) clitic – which must appear in the second syntactic position of a
clause in order to obey syntactic-phonological constraints – is hosted by the
finite verb alone and not the verb complement if the clause is verb-initial (not
exemplified here), or by the first/fronted X(P) as exemplified in (8). Any attempt
for a VP (i.e. V and its argument) to host a 2P clitic is ungrammatical (Kroeger
1993: 136).

(8) Tagalog (WMP, Philippines) (Kroeger 1993: 129)
a. [Para

for
kay=Pedro]=ko
dat=Pedro=1sg.gen

binili
pfv-buy-pv

ang=laruan.
nom=toy

‘For Pedro I bought the toy.’
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b. IP

PP

Para kay Pedro
for dat=Pedro

I′
INFL

binili
pfv.buy.uv

S

NP

ko

NP

ang laruan
nom=toy

Variation in predicate-initial word order is pragmatically driven, and allows a
unit to be ‘fronted’ to a sentence-initial position before the verb. This position
bears a Discourse Function (df) and is not uniquely associated with a particular
grammatical function. In the Tagalog example (8a), the fronted df, the obl ‘for Pe-
dro’, structurally occupies the Specifier position of the finite sentence, [Spec,IP],
as shown in the c-structure in (8b). While generated under the S node by the
phrase structure rule, because =ko is a 2P clitic, it is hosted by the Prepositional
Phrase (PP), the first syntactic unit, following the final word of the phrase, Pe-
dro.12 Additionally, as in example (9) for Squliq Atayal, the sentence-initial posi-
tion can be occupied by a grammaticalised topic that co-references subj. This re-
sults in a pragmatically marked order for the pseudo-SV(O), namely, subj-verb-
(obj/obl). A pause, indicated by a comma in (9), is observed between the adjoined
topic and the IP.

(9) Squliq Atayal (Liu 2017: 202)
Pagay
rice

qani
this

(ga),
topic

kguh-an
scatter-lv

na’
obl

ngta’.
chicken

‘(Speaking of) the rice, (it) was scattered by the chicken.’

12Kroeger’s analysis of clitic placement follows the standard approach in LFG (cf. Bresnan et
al. 2016: 155), which treats a clitic as a syntactically independent unit like any other word. It
occupies a terminal c-structure node, but is post-lexically hosted by another X(P) node due to a
prosodic requirement in the syntax-phonology interface in the grammar. A different approach
is to treat a clitic as a phrasal affix which does not occupy a terminal syntactic node on its own
(cf. O’Connor 2002). See Halpern (1995), Halpern & Zwicky (1996), King (2005), and Bögel et al.
(2010), among others, for further discussion of (2P) clitic placement.
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The distribution of pronominal special clitics, such as 2P clitics, may also be de-
termined by syntactic-pragmatic conditions that give rise to variations in clausal
ordering. This is observed in Pazeh-Kaxabu (Formosan). Pazeh-Kaxabu has two
types of bound pronominals: a full set of 2P clitics, and a ‘peripheral’ clause-final
clitic. Crucially, the 2P pronominals are strictly used as an operational device so
the speaker can direct an addressee’s attention to the predicative element that is
syntactically intransitive, as seen in examples (10a–b).

(10) Pazeh-Kaxabu (Formosan) (Li & Tsuchida 2001: 106, 140)

a. [[Ma-desek]v:focus-c
stat-belch

[=siw]subj]ip.
=2sg.abs

‘You belch!’ (emphasis added)
b. [[M〈in〉e-ken]v:focus-c

av 〈pfv〉eat
[=siw]subj
=2sg.abs

sumay=lia]ip?
rice(meal)=modal

‘Have you eaten meals?’ (emphasis added)
c. [M〈in〉e-ken

av 〈pfv〉eat
asai
what

paj=
modal=

[isiw]subj]ip
2sg

?

‘What have you eaten?’ (emphasis added)

In (10a–b), the 2P clitic pronoun =siw appears as the sole argument of a sim-
ple stative intransitive verb (madesek ‘belch’ in 10a) and an intransitive clause13

(meken ‘eat’ in actor voice in 10b). These sentences come with an emphatic focus
on the predicates14 (indicated by italicisation in the free translation; cf. 10b and
10c). The free pronoun isiw that encodes the subj of a wh-question in sentence
(10c) differs from the 2P clitic pronoun in its pragmatic function. Unlike the pred-
icate host in (10b), there is no emphatic focus on the verb in (10c), and meanwhile,
the pronominal subjs in the two sentences differ in their clausal positions — the
free pronoun appears clause-finally, while the 2P clitic appears in an immediately
post-verbal position.

Unlike 2P clitics and free pronouns, the host of the peripheral pronominal in
Pazeh-Kaxabu is the last word of the clause. The peripheral pronominal clitic,
while neutral in case, bears df for contrastive meaning to encode a highly top-

13The issue of semantic versus syntactic transitivity of actor-voice clauses in some AN languages
is discussed in Section 4.4.

14The term “focus” is used in this chapter to refer to the notion in information structure (Zaenen
2023 [this volume]), which is different from the term for the “focus system” that is primarily
used by Formosan linguists. The latter will be discussed in Section 4 as “voice alternation.”
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ical entity.15 The use of the peripheral pronominal entails that the post-verbal
core arguments are pragmatically ordered according to their df roles, giving rise
to order variation for VOS with a focused subj in (11a) and VSO with a salient
referent of obj in (11b).

(11) Pazeh-Kaxabu (Li & Tsuchida 2002: 96)

a. [Ka-kan-en
dur-eat-pv

[nimisiw]obj
3erg

=lia
=modal

[=aku]subj:focus-c]ip.
=1sg.neutral

‘She (the leopard) would surely eat me.’ (emphasis added)
b. [Ta-padudu-i

hortative-consult-pv
[isiw]subj:focus-c
2sg

=na
=modal

[=aku]obj:topic]ip.
=1sg.neutral

‘Perhaps, let me consult you.’ (emphasis added)

Non-predicate-initial Indonesian-type languages, such as Balinese (Arka 2003a),
Batak (Erlewine 2018), Madurese (Davies 2010: 249) and Sasak (Wouk 2002), have
slightly different structural properties. First, the [Spec,IP] position is occupied by
the grammatical subj, accounting for the verb-medial (SVO) structure in these
languages. This is exemplified by Balinese in (12) and Madurese in (13).

(12) Balinese (Arka 2003b: 78)
[[Tiang]subj
1

[[nunas
av.take

kopi-ne
coffee-def

niki]vp]i′]ip.
this

‘I took this coffee.’

(13) Madurese (WMP, Indonesia) (Davies 2010: 149)
Sengko’
1

ng-enom
av-drink

kopi.
coffee

‘I drink coffee.’

Unlike Tagalog, Indonesian-type languages, such as Toba Batak (Erlewine 2018),
Indonesian (Arka & Manning 2008) and Balinese (Arka 2003a), appear to have a
VP. Evidence for this comes from constituency tests such asmaterial intervention

15The 1st person singular pronominal form in Pazeh-Kaxabu lends empirical support to the emer-
gence and development of split-subjecthood in Formosan languages, where a non-subj agent
that bears a high degree of topicality in the discourse is developed to possess syntactic and
morphological subject properties. Readers are directed to Liu (2017) for discussion of split-
subjecthood.
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and joint-fronting. This is particularly evident when the patient/agent argument
is indefinite. The material-intervention test is given in (14) for Toba Batak, where
a clausal adjunct cannot intervene between a verb and its argument.

(14) Toba Batak (WMP, Philippines) (Erlewine 2018)
Man-jaha
av-read

(*nantoari)
yesterday

buku
book

(nantoari)
yesterday

si
pn

Poltak
Poltak

(nantoari).
yesterday

‘Poltak read a book yesterday.’

The joint-fronting test is evident when the verb receives Contrastive Focus (fo-
cus-c) and is required to appear sentence-initially. Thewhole V+NP string should
be included, otherwise the structure is ungrammatical. For example, in contrast
to the default SVO order in Balinese in (12), sentence (15a) is a pragmatically
marked VOS sentence (as seen from its translation).16 A postverbal subject is
unacceptable, as depicted in (15b).

(15) Balinese (Arka, own knowledge)
a. [[Nunas

av.take
kopi-ne
coffee-def

niki]vp
this

,
(pause)

[[tiang]subj]ip]ip.
1

‘Taking this coffee was what I did.’
b. *[[Nunas]v:focus-c, [[tiang]subj [kopi-ne niki]vp]ip]ip.

Clause structure variation in Indonesian-type languages is usually driven by
pragmatic considerations, primarily to express varying levels of informational
salience or attention, for example, emphatic or contrastive focus and frame set-
ting or topic (Arka 2003a: 257–260, Arka & Sedeng 2018, Davies 2010: 175–176,
Norwood 2002: 104–107). The unit that functionally bears a Contrastive Dis-
course Function is fronted sentence-initially. Following Arka (2021), we explic-
itly represent contrastive focus and topic as focus-c and topic-c, respectively,
where necessary.

In order to integrate the latest advancements in the study of information struc-
ture within Austronesian languages (Riesberg et al. 2018) and beyond (Dalrymple
& Nikolaeva 2011, Zaenen 2023 [this volume], among others), we deviate slightly
from the LFG representation of topic and focus proposed by, for example, Bres-
nan & Mchombo (1987). Our approach introduces distinct types of Discourse

16VOS order is also possible when the subject is an afterthought topic. This is a different struc-
ture, and the pragmatics and related prosody are different.
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Functions, including focus-c, beyond the traditional analysis assumed in LFG
during the 1980s and early 1990s. Apart from contrastive topic and focus, the
fine-grained realm of topic and focus encompasses additional types such as
’new, first mentioned topic’, ’default topic’, ’secondary topic’, and ’new/com-
pletive focus’. Arka & Sedeng (2018) provide examples of these categories in
Sembiran Balinese. The suggested contrastive df is ideally situated within an
independent i-structure (King 1997, Andréasson 2007, Butt 2014, among others),
although it can also be, for simplicity, integrated within LFG’s conventional uni-
fied f-structure representation (cf. (16c) below). The focus-c case is exemplified
by (15) in Balinese above and by (16) in Indonesian below.

However, the precise structural position of contrastive dfs may vary depend-
ing on whether or not a language has a functional complementiser (C) word. For
a language like Indonesian, which has a C (bahwa ‘that’), the contrastive df is in
[Spec,CP]. That is, a finite clause is CP, themaximal projection of C. The finite CP
in Indonesian is evident in the relative clause (RC) with yang bearing focus-c,
as exemplified in (16a) (cf. Arka 2011: 78-80 and Arka (2021) for details). The c-
structure tree is given in (16b), showing that the pronominal relativiser yang is
grammatically obj, and the RC is structurally OSV. The f-structure is shown in
(16c).17

(16) Colloquial Indonesian18 (WMP, Indonesia) (Arka, own knowledge)

a. [Yang
rel

mereka
3pl

akan
fut

curi]cp
av.steal

adalah
be

mobil.
car

‘The thing that they were going to steal was a car.’

17Note that the Indonesian copular verb adalah is analyzed as requiring predlink, which is one
way of analyzing a nominal predicate in LFG. For discussion of single-tier/double-tier analysis
of non-verbal predicates, see Andrews (1982), Butt et al. (1999), Dalrymple et al. (2004), among
others.

18Standard Indonesian and Colloquial Indonesian differ in their morphological properties of
verbs and the formation of relativisation. See Arka (2021) for more exemplification.
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b. IP

CP

rel
(↑ focus-c)=↓

(↑ obj)=↓
Yang
rel

C′
IP

NP
(↑ subj)=↓
mereka
3pl

I′
I

akan
fut

VP

V

curi
av.steal

I′
VP

V

adalah
be

NP

N

mobil
car

c.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈subj, predlink〉’

subj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘pro’
index 𝑖
adjunct

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

focus-c [predindex 𝑖]
pred ‘steal〈subj, obj〉’

subj [pred ‘pro’
pers 3
num pl

]
obj
cl-type rel

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
predlink [pred ‘car’]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Unlike Indonesian, Balinese has no complementiser C equivalent to English that
(Arka 2003a).19 A fronted element bearing a contrastive df can be analysed as
being left-adjoined to IP. This structure is shown by the IP subscripts in example

19However, certain prepositions (e.g. unduk ‘about’) and conjunctions (e.g. apang ‘so that’) may
function like complementisers in particular contexts (Natarina 2018: 54).
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(15a). Note that the fronted element bearing a marked focus-c is typically given
stress with a clear pause after it (indicated by a comma above) resulting in a VOS
structure.

Like Tagalog, the clausal linear order in Indonesian-type languages may also
vary if the subj is a 2P clitic. The variation may involve contrastive dfs. For in-
stance, Sasak has a 2P clitic subj (Austin 2004) which appears after the first con-
stituent for independent syntactic-phonological reasons, giving rise to clausal
word-order variation. Thus, while S-(Auxiliary)-V-O is the unmarked order in
Sasak, the subject may also be cliticised to an auxiliary if it is the first word in
the sentence; this results in an Aux-S-V order, as seen in (17a). In (17b), however,
the verb is fronted sentence-initially, as it bears focus-c. Therefore, it hosts the
subject clitic and results in a VSO order.

(17) Ngenó-ngené Sasak (WMP, Indonesia) (Asikin-Garmager 2017: 29, 32)

a. Kenyengken=ne
prog=3

tokol.
sit

‘They (the women) were sitting.’
b. M-pantòk=ne𝑖

predfoc-hit=3
begang
rat

inó
that

(isiq
by

lóq
art.m

Mus𝑖).
Mus

‘Mus hit the rat. (He finally got it!)’ (emphasis added)

In contrast, the clausal word order is typically fixed when an argument is generic
or indefinite (see Section 4.4 for further discussion of definiteness). For example,
the Balinese generic statement about a cow in (18a)must be in SVO; a VOS variant
is unacceptable, as in (18b).

(18) Balinese (Arka 2019: 261)
a. Sampi

cow
ngamah
av.eat

padang.
grass

b. *Ngamah
av.eat

padang
grass

sampi.
cow

‘A cow eats grass.’

Some AN languages in the peripheral regions, geographically distant from their
original homeland of Taiwan, are morphologically isolating and typically exhibit
rigid SVO clause order. These languages are encountered on Flores Island in In-
donesia and other peripheral areas, such as in Southeast Asia and the Pacific.
Structurally, their clauses are like Indonesian-type languages with good evidence
for a surface VP. Consider the following intervention test in Rongga (central Flo-
res), a highly isolating language, where the verb and object form a VP:
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(19) Rongga (CEMP, Indonesia) (Arka 2016: 192)

a. Ardi
Ardi

[ngedho
see

wolo]vp
mountain

nembumai.
yesterday

‘Ardi saw a/the mountain.’
b. *Ardi ngedho nembumai wolo.

Rongga has developed a relativiser (rel) from the noun meaning ‘person’, ata,
exemplified in (20a). As in Indonesian, it may also be analysed structurally as
appearing in [Spec,CP], bearing a contrastive df (Arka 2016). The c-structure is
given in (20b), which shows that sentence (20a) is a highly marked structure.
Both topic and foc are present, with topic preceding foc in the left periphery.
Note that focus-c in this example is associated with two elements having the
same referent (indicated by the subscript 𝑖). Hence, it is doubly marked: first by
the relativiser, ata, and second by the fronted question word (q), sei ‘who’. The
sentence is a cleft structure with the q, sei, being the (fronted) predicate and the
relative clause being the subj (as shown by the literal translation). Considering
that relativization introduces a contrasting emphasis by focusing on or restrict-
ing a specific referent under discussion or question, we analyze the relativizer
as carrying focus-c. In example (20a), for instance, multiple individuals were
present, and the relative clause singles out one of them through the event of
’taking (my) water’.20

(20) Rongga (Arka 2016: 212)

a. Wae
water

ja’o,
1sg

sei
who

ata
rel

neku
take

ndia?
just.now

‘As for my water, who’s the one taking (it) just now?’
(Lit. ‘As for my water, the one taking (it) just now is who?’)

20It should be noted that, from the broader viewpoint of the matrix noun phrase, the relativizer is
linked to the specific referent being talked about, to which the relative clause adds its semantic
restriction. Therefore the relativizer can also be analyzed as a topic (cf. Bresnan & Mchombo
1987).
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b. CP

NP
(↑ topic)=↓
Wae ja’o
water 1sg

CP

NP𝑖
(↑ focus-c)=↓

sei
who

CP

rel 𝑖
(↑ focus-c)=↓

ata
rel

C′
IP

VP

neku ndia?
take just.now

Unlike Philippine-type and Indonesian-type languages, the indexing-type AN
languages of eastern Indonesia and Oceania have developed systematic pronom-
inal indexing systems. The salient grammatical trait of AN (symmetrical) voice
is either disappearing or already lost in these languages. As a result, these lan-
guages have relatively free word order determined largely by discourse pragmat-
ics.

For example, Kambera in Sumba, eastern Indonesia, has developed different
sets of bound pronominal indexes (nom, acc, gen and dat) that appear on the
predicate with a fixed order (Klamer 1998: 79). In example (21) below, na- and
-nya are subject and object arguments, respectively. They appear with free cross-
referencing NPs. These free NPs are optional and freely ordered, hence allowing
NP𝑖-[subj𝑖-V-obj𝑗]=NP𝑗 (or SVO: (a)) and NP𝑗-[subj𝑖-V-obj𝑗]=NP𝑖 (or OVS: (b))
orders. OSV, despite not being shown here, is also possible. The SVO structure in
(21a) is the default/unmarked order for transitive clauses, and OVS is a marked
order when obj is contrastive topic (Klamer 1996: 22). The basic word order for
an intransitive sentence is, however, VS (Klamer 1998: 85). Kambera syntax is
typologically like Chicheŵa (albeit with a difference in the ‘agreement’ status
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of the verbal subj marker),21 and it can be analysed in LFG in the same way as
outlined in Bresnan & Mchombo (1987): the bound pronominal indexes are the
actual syntactic arguments whereas the free NPs bear dfs, and are pragmatically
linked to the arguments, which gives rise to some kind of anaphoric agreement.

(21) Kambera (CEMP, Indonesia) (Klamer 1996: 13)

a. Ka
cnj

nyuna𝑗
she

na𝑗-tinu-nya𝑘
3sg.nom-weave-3sg.dat

na
art

lau𝑘 .
sarong

‘So that she weaves the sarong.’ (Lit. ‘she she-weaves-it the sarong.’)
b. Ka

cnj
na
art

lau𝑘
sarong

na𝑗-tinu-nya𝑘
3sg.nom-weave-3sg.dat

nyuna𝑗 .
she

‘So that the sarong was woven (by her).’ (Lit. ‘the sarong
she-weaves-it she.’)

To sum up this section, LFG is well-suited for analysing word order variation
across different types of AN languages based on a few parameters that are em-
pirically motivated (e.g. VP vs non-configurational, head-initial vs head-final, a
contrastive df in [Spec,CP], [Spec,IP] or left-adjoined to IP). This is made possi-
ble by the c-structure representation in LFG which follows a flexible version of
X-bar Theory, and which not only captures cross-linguistic structural similarities
(e.g. headedness in lexical and functional categories), but also varying language-
specific properties (e.g. the distinction between the endocentric phrase and an
exocentric S that is not X′-theoretic, and their multiple branching units).

21The verbal subj/obj markers in Chicheŵa differ from those in Kambera in the following ways.
As in Kambera, the subj marker in Chicheŵa is obligatory in the verbal template. However, the
Chicheŵa subj marker is only optionally pronominal. It serves as the actual argument when
there is no free subj NP. Therefore, unlike in Kambera, it can also function as a ‘syntactic’ agree-
ment marker when there is a free subj NP present. The subj/obj markers in Kambera hold a
compulsory position within the verbal template and are consistently pronominals, meaning
they refer to entities even in the absence of their corresponding free NPs. Consequently, these
markers do not serve as syntactic agreement markers. In this regard, these affixes share sim-
ilarities with verbal affixes found in Papuan languages (Arka et al. forthcoming) and certain
Australian Aboriginal languages likeWambaya andWarlpiri. In these languages, the affixes ex-
hibit ambiguity as they can function both as (anaphoric) agreement markers and incorporated
pronominals (see Austin & Bresnan 1996 and references therein).
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4 Grammatical functions and alternative argument
realisations

4.1 Introduction

In LFG, grammatical functions are dealt with independently from the a-structure.
Recall that in Section 2, we briefly introduced the basics of the voice system in
Western AN and the rationale behind adopting a syntacticised a-structure in LFG
(following Manning 1994, Arka 2003a, Arka & Manning 2008). Certain aspects
of our architecture and related representations/mechanisms differ slightly from
the assumptions generally adopted in LFG. One example is the argument linking/
mappingmechanism (cf. Findlay et al. 2023 [this volume]). The presentation used
in this chapter is to account for salient symmetrical AN voice system where both
accusative and ergative properties are observedwithin the same grammatical sys-
tem, as in Balinese (Arka 2003a), which allows an underlying argument to have
alternative gf realisations, like the a-subject/object to be the surface obj/subj
as seen in Balinese in (5) and Kavalan in (6). These languages are classified as
alternating languages for our discussion here.

On the other hand, AN languages of the indexing type, like Kambera, Wooi,
and Taba, lack symmetrical voice and the associated subj/pivot distinction, and
thus tend to be non-alternating languages (Klamer 1996, Bowden 2001, Sawaki
2016). Typically, their AN voice morphology and related voice system have dis-
appeared. Consequently, core arguments (subject/object) do not have surface gf
alternations like the kind witnessed in the alternating languages. The transitive
subject and object are consistently surface subj and obj, respectively.

In other words, non-alternating languages tend to have fixed argument linking.
In a genuinely non-alternating system, there is typically no distinction between
gfs and grs. This gives rise to the salient typological property of non-alternating
systems that gfs are typically semantically transparent. For a transitive predicate,
subj is therefore always the most agent-like argument as seen, for example, in
Kambera in the examples in (21) above. The bound (nom) proclitic na= is always
the arg1:agent/subj argument of a transitive verb in this language, even when it
is cross-referenced by a postposed free NP as in (21b). That is, sentence (21b) is not
grammatically passive despite being given a passive translation in English; the
agent is neither obl nor an adjunct (cf. the pronominalmarking in a verbal cluster
in Klamer 1996). Given the semantic transparency of gfs, intransitive predicates
unsurprisingly show a split-S property in non-alternating AN languages. This is
seen in, for example, Acehnese in examples (45)-(46) below.
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In the ensuing sub-sections, we present, from the LFG perspective, how gfs
(e.g. subj, obj, obl) are realised differently in the languages that have robust voice
systems (i.e. alternating languages) and in those that do not (i.e. non-alternating
languages). Specific diagnostics to identify subj, obj and obl, or their grouping
as core versus non-core arguments, vary depending on the language type and
morphosyntactic resources available (such as verbal morphology, pronominal
marking, and phrase/case marking) in a given language. The complexity of the
properties has led to a wide variety of competing analyses, for example, in the
context of grammatical alignment systems to be discussed in Section 4.4. We
begin by clarifying the subtle and crucial difference between subj and pivot.

4.2 SUBJECT and PIVOT

There have been competing proposals within LFG for analysing and representing
the predicate’s most prominent argument, traditionally referred to as ‘subject’ (cf.
subjecthood in Falk 2006, Belyaev 2023a [this volume]). In this book chapter, we
keep the standard LFG conception of subj(ect) (i.e. in upper case): it is the sur-
face grammatical subject, the most prominent gf on the relational gf hierarchy.
It is part of f-structure, distinct from the thematic subject (or θ̂), the most promi-
nent role on the thematic hierarchy, and part of the semantic argument structure
(Bresnan & Kanerva 1989, 1992).22 It is also distinct from the a-subject, the syn-
tacticised a-structure subject (Manning 1994). Separating subj from a-subject is
necessary to account for symmetrical voice alternations and related properties
in AN languages (cf. the separation of gf-gr in Section 2), otherwise certain un-
usual phenomena, such as the binding of subj by obj (e.g. in Balinese example
[5]) cannot be accounted for.

Furthermore, it is essential to distinguish subj from pivot to account for the
complexmorphosyntax/pragmatics interface, which constrains voice alternation
in certain constructions such as fronted questions in Balinese and Amis (to be
discussed in Section 4.2.2). We also want to emphasize our conception of pivot
as schematised in (22a): pivot is at the interface of syntax and pragmatics; that is,
it shows grammatical properties (i.e. GF-related, typically intersecting with subj,
though not always) as well as discourse-pragmatic (df) properties (e.g. focus-
c). In this sense, pivot is an ‘overlay’ or ‘intersection’ of gfs and dfs (Arka
2021). pivot is evident in the formation of bi-clausal structures, such as relativisa-
tion and coordination, and other grammatical mono-clausal structures involving

22The thematic subject roughly corresponds to the so-called ‘logical subject’, or the most promi-
nent role-based A/S in linguistic typology (i.e. agentive argument of transitive verb, or sole
argument of intransitive verb; see Jespersen (1924) and Manning (1994: 7).
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marked dfs, such as focus-c in Balinese fronted questions. Informally, licensing
subj to bear focus-c as pivot can be represented as (22b), thus [df-c=subj] pivot
for subj pivot.

(22) a.

focus-c/topic-c subj/objpivot

(Discourse function) (Grammatical function)

b. [focus-c=subj]pivot

The notion of ‘pivot’ has been discussed and used in previous typological re-
search. In what follows, we briefly provide some context for the conception of
pivot adopted in this chapter. Its usage here is broadly aligned to descriptive
functional and typological linguistics in place of ‘Subject’ and ‘Topic’ in the anal-
ysis of ergativity (Chao 1968, Heath 1975, Dixon 1979, Foley & Van Valin 1984,
Van Valin & LaPolla 1997). The explicit incorporation of pivot into LFG was
proposed by Manning (1994) to replace the gf attribute label subj in f-structure
(or Manning’s gr-structure) and also to account for ‘inverse’ mapping in erga-
tive languages while maintaining LFG’s ability to account for ‘straight-through’
mapping in familiar accusative languages. In short, Manning’s pivot is intersub-
stitutable with the standard LFG’s subj to capture the cross-linguistic variation
and similarity of ergative and accusative systems. Like subj, pivot in Manning’s
proposal is a subcategorised gf that is licensed by the head pred. This is an impor-
tant point that makes Manning’s pivot different from Falk’s proposal, to which
we now turn.

Falk (2000, 2006) also incorporates pivot into LFG. While his conception of
pivot is broadly in line with pivot in typological/functional linguistics (Dixon
1979, Foley & Van Valin 1984, Dixon 1994) and with pivot in Manning’s proposal,
Falk’s pivot in LFG is different in the following respects. First, Falk’s pivot is
a slightly narrower notion than the generally understood pivot in language ty-
pology, and in Manning’s interpretation. It is only related to what Schachter
(1977) calls reference-related properties of subject, not role-related ones. That is,
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in Falk’s conception, pivot is a syntactic function primarily for cross-clausal,
combinatoric purposes (Falk 2006: 76).23

Second, given that it is a syntactic function, like in Manning’s conception,
Falk’s pivot is an attribute in the f-structure. However, it should be noted that
there is an element of grammaticalisation of topichood in clause combining pro-
cesses. For example, the zero or unexpressed argument in control structures is
strongly motivated by topicality and pragmatic efficiencies in cognitive process-
ing (Givón 2001: 219; Hawkins 2004: 163-165). Thus, our conception of pivot as
schematised in (22) is slightly different from Falk’s in that it is not purely syntac-
tic. pivot should also be understood as carrying a (grammaticalised) element of
discourse-pragmatics in the interface with syntax.

Third, the crucial difference between Falk’s and Manning’s proposals relates
to the status of pivot in relation to the deeper conception of argument structure.
Falk’s pivot is more like dfs or adjuncts in that it is not part of the pred’s ar-
gument structure. In contrast, Manning’s pivot is like subj in that it is licensed
by the predicate argument structure. There is good evidence that pivot is gram-
matically constrained due to its tight link to the pred’s argument structure. For
instance, pivot selection in relativisation and fronted qs in Balinese impose a
verbal voice constraint. Such a constraint is unexpected on Falk’s conception of
pivot as a non-subcategorised or adjunct-like gf. For this reason, our conception
of pivot is in line with Manning’s interpretation rather than Falk’s. Our pivot is
also in agreement with the widely used notion of pivot in typological linguistics.

Finally, it is worthwhile briefly commenting on Falk’s conception of pivot
and ĝf, and their related mapping. The notation of ĝf (parallel to θ̂ in thematic
structure) means the highest gf in the subcategorisation frame of the head pred.
Since there is no syntacticised a-structure (distinct from f-structure) in Falk’s
framework, his ĝf is equivalent to the conflated subj in the traditional LFG anal-
ysis of gfs (cf. Bresnan&Kanerva 1989), andManning’s syntacticised a-structure.
Crucially, the gf-pivot mapping in Falk’s analysis does not result in gf alterna-
tions. For example, unlike in our analysis where the av-uv alternation changes
the mapping of agent and patient, which results in the patient being mapped
onto subj in uv, the uv structure in Falk’s analysis keeps the patient as syntac-
tic obj and the agent as ĝf (i.e. his subj). This is surprising and not empirically
supported: the patient of the uv in Balinese shows up in the surface syntax as

23Falk’s (2006) conception of pivot as a syntactic function has been extended in Falk (2007) to
account for pragmatic-semantic information in NP syntax (i.e. construct state nominals (CSN)
in Hebrew: cf. Sadler 2023 [this volume]. The function of pivot in AN languages differs from
the CSN in Hebrew in its application at the clausal level, where it operates exclusively in the
symmetrical voice systems, and is most evident in clause combining.
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grammatical subj, not obj. The evidence comes from the fact that the patient is
structurally in the preverbal subj position. In contrast, the agent (which would
be subj in av) appears as obj in uv, appearing in the post verbal position (cf.
examples 1a–b).

To conclude, our conception of pivot is more in line with Manning’s interpre-
tation than Falk’s interpretation. However, unlike Manning’s proposal, we keep
the standard LFG conception of subj in f-structure, as we want to keep subj
as the clause-internal and most prominent gf, licensed by the head pred. This
is the subj in its role-related dimension in connection to the pred, distinct from
pivot (which encapsulates its other clause-external reference-related dimension;
Schachter 1977). In addition, and unlike in Falk’s and Manning’s proposals, we
do not represent pivot as a separate attribute in f-structure, given the nature of
pivot with overlapping gf-df properties as shown in (22a). Its presence can be
captured as a construction-type (or language-specific) constraint: see Section 6.3.

In what follows, we discuss and exemplify AN subj and pivot further. We
begin by illustrating themajor differences amongAN in themorphosyntactic and
behavioural properties of clause-internal subj, and then move on to cases where
pivot is also present. While subj and pivot are oftentimes the same argument,
they may diverge (Arka 2021).

4.2.1 SUBJECT: Voice marking and argument flagging

Voice marking encodes subj selection. There are at least three types of voice
marking across the AN languages: (i) a multi-way voice system without distinct
passive/applicative morphology; (ii) a two-way (av versus uv) voice system, typ-
ically with distinct passive/applicative morphology, and; (iii) a restricted and
mixed voice-indexing system. Each is discussed below, including its related ar-
gument flagging, from an LFG perspective.

subj selection in multi-way voice systems is encountered in Formosan/Philip-
pine-type languages such as Puyuma (Teng 2008), Tagalog, Kelabit (Borneo), Ta-
laud (North Sulawesi; see Utsumi 2013) and Malagasy. The systems in these lan-
guages exhibit several salient properties. First, verbal morphology selects subj as
having a specific semantic role rather than a generalised role. This role-specific
linking of subj is particularly clear in non-actor voice types. Tagalog, for exam-
ple, shows Patient Voice (pv), Locative Voice (lv), Instrumental Voice (iv), and
Dative Voice (dv, including dative/goal/benefactive), in addition to Actor Voice
(av: Foley & Van Valin 1984: 135; Arka 2003b). Kelabit, on the other hand, shows
a simpler system with a three-way opposition between av, uv, and iv. For sim-
plicity, only av-pv-lv alternations, like in Tagalog, and av-pv alternations, like
in Kelabit, are given in (23)-(24) below.
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(23) Tagalog (Kroeger 1993: 14)
a. M〈um〉ili

〈pfv.av〉buy
ang=lalake
subj=man

ng=isda
core=fish

sa=tindahan.
noncore=store

‘The man bought fish at the store.’
subj objpatient

‘av.buy〈1:agt, 2:pt 〉’

b. B〈in〉ili-∅
〈pfv〉buy-pv

ng=lalake
core=man

ang=isda
subj=fish

sa=tindahan.
noncore=store

‘The man bought the fish at the store.’
objagent subj

‘pv.buy〈 1:agt, 2:pt 〉’

c. B〈in〉ilih-an
〈pfv〉buy-lv

ng=lalake
core=man

ng=isda
core=fish

ang=tindahan.
subj=store

‘The man bought fish at the store.’
objagent objpatient subj

‘lv.buy〈 1:agt, 2:pt, 3:loc 〉’

(24) Kelabit (WMP, Indonesia) (Hemmings 2021: 161)
a. La’ih

man
sineh
dem

nenekul
av.pfv.spoon.up

nuba’
rice

ngen
with

seduk.
spoon

‘The man spooned up his rice with a spoon.’
subj obj

‘av.spooned.up〈1:agt,2:pt〉’

b. Nuba’
rice

sikul
pv.pfv.spoon.up

la’ih
man

sineh
dem

ngen
with

seduk.
spoon

‘That man spooned up rice with a spoon.’
obj subj

‘pv.spooned.up〈1:agt, 2:pt 〉’

subj selection is also indicated by structural properties, such as syntactic posi-
tion and flagging. In Tagalog, subj is flagged by ang= in (23) above.24 In Kelabit,

24The intransitive 〈1:agt〉 (or S) argument in Tagalog is also flagged by ang=, providing robust
evidence for clause-internal subjecthood (i.e. the sole core intransitive argument is subj):

(i) Nagsalita
spoke

ang=babae.
subj=woman

‘The woman spoke.’ (De Guzman 1988: 323-324)
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subj is a bare NP that occurs preverbally, and has no prepositional flagging to
distinguish it from obl.

Second, the data points above exemplify the hallmarks of the AN symmetri-
cal voice system in two respects: morphologically and syntactically (Foley 1998,
Arka 2003b, Himmelmann 2005, Riesberg 2014). In terms of morphological mark-
ing, all voice types are equally marked, as clearly seen in Tagalog and Formosan
languages, such as Puyuma (Teng 2008) and Pazeh-Kaxabu (Yeh 2019). None of
their voice marking is morphologically ‘default’. As for Kelabit, the root of the
pv verb is sikul, and the pv marking involves i-ablaut and sibilation of /t/ to /s/,
analysable as a variant of the infix in- also seen in Tagalog.25 In LFG, semanti-
cally transitive predicates, such as ‘buy’ in (23) and ‘spoon up’ in (24), are listed
in their lexical entries as verbal roots with a-structures containing 〈1:agt, 2:pt〉
(i.e. the most actor-like and patient-like arguments are the first two ordered core
arguments). Voice morphology is a marker for subj linking, following general
principles in Lexical Mapping Theory (LMT), and will be further discussed in
Section 4.3.

Another syntactic hallmark of the AN symmetrical voice system is that core ar-
guments are equally selectable as subj without obligatory demotion of any other
core argument in the argument structure. This results in a non-av alternation
with cross-linking as depicted in (4), where 〈1:agt〉 remains the most prominent
argument. Evidence for the non-demotion of 〈1:agt〉 comes from reflexive binding
as demonstrated in Balinese (5) and Kavalan (6). Other evidence comes from ar-
gument marking/flagging. This is clearly demonstrated in the av-pv alternation
in Tagalog in (23a–b). The alternative linking between 〈1:agt〉 and 〈2:pt〉 to subj
and obj correlates with the alternative flagging with ang= and ng=. The phrase
markers ang= and ng= in Tagalog flag subj and obj respectively. Hence, in the pv
in (23b), 〈1:agt〉 remains core as it is flagged with ng=. This non-demotion prop-
erty is what typologically distinguishes the AN symmetrical voice system from
Indo-European languages like English.

Next, subj selection in AN languages with two-way voice systems is typically
encountered in the Indonesian-type. It shows similar symmetrical voice prop-
erties to those observed in Tagalog with the exception that the selection of a
peripheral semantic role as subj requires a specific applicative marker. Consider
the Balinese examples in (25b)-(25c) below, which is a near equivalent of the LV
in Tagalog, as seen previously in (23c):

25We thank an anonymous reviewer for pointing this out.
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(25) Balinese (Arka 2014b: 60, 75)
a. Ia

3
meli
av.buy

baas
rice

(sig
at

dagang-e
trader-def

ento).
that

‘(S)he bought rice from the trader.’
subj obj obl

‘av.buy〈1:agt, 2:th | 3:loc/source〉’

b. Ia
3

meli-nin
av.buy-appl

dagang-e
trader-def

ento
that

baas.
rice

‘(S)he bought rice from the trader.’
subj obj objtheme

‘av.buy〈1:agt, 2:loc/source, 3:th 〉’

c. Anak-e
person-def

nto
that

belin-in
uv.buy-appl

tiang
1

potlot.
pencil

‘I bought a pencil from the person.’
obj subj objtheme

‘uv.buy〈1:agt, 2:loc/source, 3:th 〉’

In Balinese, the two-place transitive verb beli ‘buy’ obligatorily requires the ap-
plicative marker -(n)in order to add a locative/source to the base structure as a
core argument. Compare the locative/source role flagged by sig26 in (25a) and the
unflagged locative/source argument in (25b). The latter is licensed by the verb
that contains the applicative morpheme -in, and receives a P(atient)-like core sta-
tus, resulting in a ditransitive construction. Crucially, with an applicative verb
(25b–c), the locative/source argument is promoted to the second most prominent
position among the core arguments (i.e. 〈2:loc/source〉), essential for its selection
as subj; hence, it can appear sentence-initially without flagging as shown in (25c).
Similar to Formosan/Philippine languages, core arguments are equally selectable
as subj in two-way voice systems (i.e. evidencing the symmetricality of syntax),
except that the latter languages require a distinct applicative marker, while the
former have more robust verbal voice morphology.

Additionally, AN languages of the Indonesian type often have a real passive
voice. Sundanese, for example, has a passive marked by di-. In passive voice,
〈1:agt〉 is demoted to non-core status, resulting in the promotion of patient to the
first argument and its link to subj, as shown in (26b).

26The noun phrase flagged by sig in (25a) differs from other non-thematic locatives of obl ad-
junct in terms of its thematic animacy (versus inanimate location marked by ka). See Arka
(2014b) for other syntactic properties targeting the distinction between arguments and ad-
juncts.
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(26) Sundanese (WMP, Indonesia) (Davies & Kurniawan 2013: 123)
a. Asép

Asep
ngirim
av.send

buku
book

ka
to

Enéng.
Eneng

‘Asep sent a book to Eneng.’
subj obj obl

‘av.send〈1:agt, 2:pt |3:go〉’

b. Buku
book

éta
that

di-kirim
pass-send

ka
to

Enéng
Eneng

ku
by

Asép.
Asep

‘The book was sent to Eneng by Asep.’
subj obl obl

‘passv.send〈1:pt | 2:agt, 3:go〉’

AN languages of the indexing type, such as Kambera, Kodi and Wooi, also show
clause-internal evidence for subj even in the absence of a typical voice system.
In these languages, subj is expressed by a pronominal index (clitic/affix) that
commonly exhibits a nom pattern. In Wooi, for example, the verbal prefix he-
indexes the intransitive subj in (27a) and transitive subj in (27b). Incidentally, a
free NP would optionally cross-reference the subj index for pragmatic reasons
(e.g. to express contrastive focus) or for semantic reasons (e.g. to express an
associative plural as seen in 27b). In our LFG analysis, the index he- fills the subj
slot in the verbal template. Since he- is referential, it contributes [pred=‘pro’],
[num=pl], and [pers=3] to the value of subj.

(27) Wooi (CEMP, Eastern-Indonesia) (Sawaki 2016: 203, 206)
a. Henda.

he-t-ra
3pl-pl-go
‘They went.’

b. Jon
Jon
John

hendora
he-t-rora
3pl-pl-hit

Agus
Agus
Agus

hia
hia
3pl

na
na
loc

ramdempe.
ramdempe
yesterday

‘John and associates hit Agus and associates yesterday.’
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4.2.2 Behavioural properties of SUBJECT/PIVOT

In the introduction to Section 4, we clarified the theoretical orientation for the
terminology used here to denote the distinct notions of subj and pivot. In this
section, we focus specifically on how pivot is motivated, and exemplify cases
in AN languages where pivot must be strictly identified with subj (henceforth,
subj/pivot) and other cases where pivot is not necessarily subj. We begin with
subj/pivot cases.

Evidence for the subj/pivot constraint is observed in the fronted qs in Balinese
and Amis. Consider the qs apa ‘what’ in Balinese (28a) and cima in Amis (29)
below. They appear in situ because they are simply ‘weak’ focus. By contrast,
when the qs are placed sentence-initially (i.e. fronted) as in (28b) and (30), they
must be understood as subj. This discourse prominent property of focus-c has
turned subj into the highly privileged status of subj/pivot that is borne by the
fronted q. Now consider the contrasting status of arguments that do not involve
the overlay function of pivot. In the Balinese example (28a), the q is not fronted.
Even for the fronted q in example (28b), the sentence is only acceptable with
reading (i) (indicated by the solid line). While the NP ci is closer to the subject
position, it can only be understood as obj.

(28) Balinese (Arka 2003a: 27)
a. [Ci

2
ngalih
av.search

apa
obj

ditu
there

ibi]ip?
yesterday

‘What did you look for there yesterday?’ (in-situ q=objth)
b. Apa

[what]focus-c

(pivot)

ci
2

[
subj

ngalih
av.search obj

ditu
there

ibi]ip?
yesterday

i) ‘What looked for you there yesterday?’ (fronted q=subj/pivot.agt)
(e.g. a ghost might have disturbed the addressee)
ii) NOT FOR ‘What did you look for there yesterday?’

(29) In-situ q (Central Amis - Formosan) (Yeh, fieldwork data)
a. [Mi-palo’-ay

av-whip-real
[cima]subj/foc
who

ci
pn

Mayaw-an]ip?
Mayaw-loc

‘Who whipped Mayaw?’ (in-situ q=subj.agt)
b. [Mi-palo’-ay

av-whip-real
ci
pn

Panay
Panay

[cima-an]obl/foc]ip?
who-loc

‘Who did Panay whip?’ (in-situ q=obl.pt)
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(30) fronted q (Central Amis - Formosan) (Yeh, fieldwork data)
a. [U

prt
(pivot)

cima]focus-c
who

[ku
cn.abs

mi-palo’-ay
av-whip-real subj

ci
pn

Mayaw-an]comp?
Mayaw-loc

‘WHO was the one that whipped Mayaw?’ (fronted q=subj/pivot.agt)
b. [U

prt
(pivot)

cima]focus-c
who

[ku
cn.abs

ma-palo’-ay
pv-whip-real

ni
pn.gen

Panay
Panay

]comp?
subj

‘WHO was the one that Panay whipped?’ (fronted q=subj/pivot.pt)
c. * U cima ku mi-palo’-ay ci Panay?
d. * Cima-an ku mi-palo’-ay ci Panay?

Likewise, the difference between subj and pivot is evidenced by the distinct
status of subj pivot in (30) and subj in (29). In the latter, no focus-c is involved,
and thus subj remains in-situ. By contrast, the fronted qs in (30) specifically priv-
ilege subj pivot as seen by the verbal voice morphology (e.g. unacceptability of
30c in contrast to 30b), and they are associated with the extra-syntactic func-
tion focus-c in the discourse. Pragmatically, there is a difference between the
fronted qs and in-situ qs. The in-situ q in (29a) forms an open question without
the presupposition of contrasting entities in the given context (Wei 2009: 348).
In contrast, the fronted q in (30a) is used when the subj agent in question is
one among a group of people present in a given situation. This indicates that the
fronted q comes with a pragmatic meaning of contrast that is not present with
the in-situ q.

Note that Amis differs from Balinese in that in-situ qs in Balinese are obj,
whilst those in Amis can be either subj or non-subj. This is because the two
languages differ in their word order. subj is pre-verbal in Balinese, whereas Amis
is verb-initial like Squliq and Tagalog (cf. Section 3) and thus, subj is realised pre-
verbally in pragmatically marked constructions.

In particular, the essence of pivot as the overlay function for clause-combining
is evidenced by the structure of fronted qs in Amis. Structurally, the sentences
with fronted qs in (30a–b) are pseudo-clefts in a bi-clausal structure. The qs
are fronted nominal predicates in focus, followed by a headless relative clause
flagged by ku (i.e. the abs case nominal marker) in which subj is obligatorily rela-
tivised. The subj marker supplies the pronominal value that is coreferential with
the fronted q (cf. Section 6.3 for the LFG representation of bi-clausal structures
with a nominal predicate).
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However, the Balinese data point in (28b) also shows that the subj/pivot con-
straint is not necessarily related to clause combining. This is expected as focus-c
(the critical element of pivot) is pragmatically driven for communicative pur-
poses, applicable to a mono-clausal sentence.

q fronting interacts with verbal voice morphology. In Amis, only the most
prominent argument (i.e. subj) takes part in this pivot function for fronting qs.
For instance, when understood as A, its selection as subj is indicated by the same
av morphology for an in-situ subj, as in (29a), and a fronted subj, as in (30a) (i.e.
subj/pivot). However, when the q cima bears the patient role, its fronting (i.e.
linking Patient as the subj in focus-c) requires pv morphology as seen in (30b).
Retaining av morphology on the verb renders the structure with a fronted q
ungrammatical, as seen in (30c). Likewise, in contrast to (29b), the structure is
ungrammatical when the fronted q cima is obl marked by -an, as in (30d).

In short, we have seen how pivot as a syntactic-pragmatic function combines
the syntactic property of subj and the focus-c function in giving rise to the
subj/pivot constraint associated with q fronting in Balinese and Amis. Other be-
havioural properties targeting subj as pivot typically encountered in Philippine-
type and Indonesian-type AN languages include control/raising and relativisa-
tion (see Arka 2003a: 11-26).

Recent research in Indonesian relativisation demonstrates strong evidence that
pivot is not always subj.27 The distinction between subj and pivot in Indone-
sian receives further empirical support by the fact that obj can also be pivot, as
seen in relativisation in (31). However, this obj relativisation through gapping
(i.e. obj pivot) is highly constrained. It is only possible in a specific construction
when both subj and obj are highly salientwith the presence of certain contrastive
adverbs, such as hanya ‘only’, where the subj-only constraint that is typically
imposed in complex clause formation in Standard Indonesian is not maintained.
Thus, while the agent kamu ‘2sg’ is subj in (31), as evidenced from the verbal av
morphology, it is not the pivot for relativisation. Readers are directed to Arka
(2021) for a detailed discussion of these relativisation facts in Indonesian, and the
puzzles they pose for analysis.

(31) Standard Indonesian (Arka 2021: 196)
[Gadis
girl

[yang
rel

[(barangkali)
perhaps

[hanya
only

kamu
2sg

bisa
can

menaklukkan ]cp]cp]np
av.conquer

‘the girl who perhaps only you can control’

27This is evident in relativisation in familiar languages, like English, where non-subj can be
pivot (i.e. gapped in relativisation).
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4.3 Non-subj functions: obj and obl

In LFG, there are three non-subj functions: obj, obj𝜃 , and obl. In this subsec-
tion, we explore their realisation in AN languages, and show that distinguishing
these three non-subj functions is useful in the transitivity analysis of the av pa-
tient, and in the analysis of Indonesian-type applicatives. This is because LFG’s
modular design and conception of gfs as ‘natural’ classes allow us to not only
distinguish obj from obl at the level of syntactic f-/a-structure, but also to cap-
ture the gradient nature of the obj-obl distinction in Prototype theory (cf. Taylor
2003) and a core index analysis (Arka 2017). We begin with a characterisation of
objs.

On the basis of cross-linguistic gf classifications, and research on syntactic
prominence and semantic role associations (Comrie 1989, Bresnan 2001), we de-
fine obj syntactically as a class of core complements that is prototypically and
thematically unrestricted. The syntactic property of complementation distingui-
shes obj from subj since subj is not a complement, and the coreness property
differentiates it from obl since obl is not a core argument. Defining obj as a
class of gf in this way allows us to capture the varied characteristics of obj cross-
linguistically, but alsowithin the same language (cf. Dalrymple&Nikolaeva 2011).
It also allows us to identify language-specific object-like patterns, which provide
empirical grounds for identifying different kinds of obj: prototypical or primary
obj (thematically unrestricted obj) and secondary non-prototypical obj (also the-
matically restricted, and otherwise known as obj𝜃 in LFG) (Bresnan & Kanerva
1989, Haspelmath 2007). In what follows, we show the variation in the actual
morphosyntactic realisations of different types of obj in AN languages, starting
with the prototypical obj.

The prototypical obj in descriptive/typological linguistics is patient-like in its
semantic role. In our LFG analysis, this obj is linked to the a-object (i.e. 〈2:pt〉)
in the a-structure representation. In AN languages with voice systems, it is the
core argument of the verb in the av structure, and typically appears postverbally,
like the NP Watan in (7) (Squliq Atayal) and apa ‘what’ in (28) (Balinese). Squliq
Atayal and Balinese represent languages where free obj arguments have no spe-
cific obj flagging. obj NPs are bare, in contrast to prepositionally flagged obls.

However, there are also AN languages that specifically flag arguments with
non-subj core status, like ng= in Tagalog in (23) above, and te in Tukang Besi in
(32) below. In Tukang Besi, the pronominal indexing system on the main (finite)
verb of an embedded clause shows diminished voice morphology (Donohue 2008:
8). The underlying 〈2:pt〉 ‘you’ surfaces as obj in (32a) and is flagged by te, and
not indexed on the verb. It appears as subj, which is indexed by the enclitic =ko,
and is optionally cross-referenced by the nom NP that is flagged by na in (32b).
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(32) Tukang Besi (WMP, Indonesia) (Donohue 2002: 85)
a. No-kiki’i

3real-bite
[te
core

iko’o]obj
you

[na
nom

beka]subj.
cat

‘The cat bit you.’ subj obj
‘bite〈1:agt:‘cat’,2:pt:‘you’〉’

b. No-kiki’i[=ko]subj
3real-bite=2sg.obj

([na
nom

iko’o]subj)
you

[te
core

beka].
cat

‘The cat bit you.’ or ‘You, the cat bit.’ obj subj
‘bite〈1:agt:‘cat’,2:pt:‘you’〉’

Note that the gf alternation in Tukang Besi in (32) is equivalent to the av-uv
alternation in Indonesian-type languages, like the Balinese example in (5). The
key differences relate to verbal voice marking and argument flagging. Unlike in
Balinese, the av structure in Tukang Besi in (32a) has no verbal av morphology,
and its obj is overtly flagged.

The thematically unrestricted property of obj is captured by the [−𝑟] feature
in LMT (Bresnan & Kanerva 1989; Dalrymple 2001: 21). That is, it is linkable
to a range of roles other than patient. In our definition in this chapter, it is in-
deed a non-subj core argument, as seen in Tukang Besi in (32b) where the obj
flagged by te is linked to the agent. Additionally, other roles associated with
obj include instrumental, benefactive/recipient, goal, and locative, as seen in
the Indonesian-type languages that show applicative morphology (e.g. Indone-
sian, Balinese, Madurese, among others). Madurese has two applicative suffixes,
namely -e (for locative/goal applicative) and -agi (for benefactive/instrumental),
both of which are equivalent to -i/-kan in Indonesian (Arka et al. 2009) and
-in/-ang in Balinese (Arka 2003a). The Madurese examples in (33) show that the
post-verbal obj is the thematically unrestricted obj, which is linked to patient/
theme in (33a), locative/goal in (33b) (with the verb containing the locative ap-
plicative, -e), and recipient/benefactive in (33c) (with the verb containing the
recipient applicative, -agi).

(33) Madurese (Davies 2010: 283, 299)
a. Embuk

elder.sister
ngerem
av.send

[paket]obj
package

[ka
to

Ebu’]obl.
mother

‘Big Sister sent a package to Mother.’ subj obj obl
‘av.send〈1:agt,2:pt |3:goal〉’
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b. Embuk
elder.sister

ngerem-e
av.send-appl

[Ebu’]obj
mother

[paket]obj𝜃 .
package

‘Big Sister sent Mother a package.’ subj obj objtheme
‘av.send.for〈1:agt,2:goal. 3:th〉’

c. Sa’diyah
Sa’diyah

melle-yagi
av.buy-appl

[na’-kana’]obj
redup-child

[permen]obj𝜃 .
candy

‘Sa’diyah bought the children candy.’
subj obj objtheme

‘av.send.for〈1:agt,2:goal, 3:th〉’

While primary obj is thematically unrestricted, secondary non-prototypical
obj is typically thematically restricted. This is evidenced in the important effect
of applicativisation whereby the a-structure is restructured with obj and obj𝜃
surfacing differently. Consider, firstly, the PP in (33a), ka Ebu’ ‘mother’, which
is prepositionally flagged as obl (i.e. non-core). Yet, the argument is promoted
to the secondmost prominent slot in the applicative structure in (33b). Its reali-
sation as a bare NP, and its structural position immediately following the verb,
indicate that it is obj, while the underlying displaced theme paket is demoted to
the third core position, and surfaces as obj𝜃 . This results in a ditransitive struc-
ture of SVOO. Likewise, the same restructuring of a-structure occurs with the
benefactive applicative in (33c).

In LFG, the NP paket in (33b) is an instance of objtheme in Madurese. Seman-
tically, it is restricted to a displaced theme only. Crucially, and unlike obj (Ebu’),
it is restricted in the sense that it does not surface as subj in the uv voice, as
seen in the ungrammaticality of (34b) in contrast to (34a). This provides clear
evidence that the applied argument occupies the second argument in the restruc-
tured transitive a-structure. Hence, it is ‘mappable’ to obj in av in (33b), or subj
in uv in (34a).28

(34) Madurese (Davies 2010: 284)
a. Ebu’

mother
e-kerem-e
uv-send-appl

[paket]obj
package

bi’
by

Embuk.
elder.sister

‘Mother was sent a package by Big Sister.’
obj subj objtheme

‘uv.send〈1:agt,2:goal, 3:th〉’

28The preposition bi’ ‘by’ is optional inMadurese. There is no identifiable grammatical difference
between the pairs with/without bi; the verb in this structure is therefore analysed as uv, not
passive (Davies 2010: 256-258).
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b. *[Paket
package

rowa]subj
that

e-kerem-e
uv-send-appl

(ka)
to

Ebu’
mother

bi’
by

Embuk.
elder.sister

(‘The package was sent (to) Mother by Big Sister.’)

In AN languages with a systematic argument indexing system, obj is typi-
cally semantically transparent from its case form. That is, the obj index is part
of a verbal complex structure, either as a pronominal affix or clitic, and surfaces
differently according to semantic roles. In Kambera, for example, the prototyp-
ical patient-like obj is expressed by an acc enclitic immediately following the
verb, whereas the benefactive obj is marked differently via dat. Hence, the first-
person patient obj is ka ‘1sg.acc’ in (35a), but ngga in (35b), since it is themat-
ically beneficiary. Note that the displaced theme, objtheme, in (35b) is dat. In
LFG, the Kambera ditransitive sentence in (35b) has the same a-/f-structures as
the Madurese examples in (33b–c), with the key differences being in the coding
and feature values of the surface gfs. For the right enclitic form of obj to be se-
lected, the lexical entrymust be specified by the relevant constraints, as shown in
(35c) with =ngga. The shorthand (↑ obj)𝜎=(↑𝜎 2:ben) constraint relies on a sigma
projection relating f-structure to a-structure, here establishing a correspondence
between the obj in the f-structure and the second benefactive argument in the
a-structure (see Belyaev 2023b [this volume] for discussion of LFG’s projection
architecture).

(35) Kambera (Klamer 1998: 63)
a. (Na

art
tau
person

wútu)
be.fat

na=palu=ka
3sg.nom=hit=1sg.acc

(nyungga).
I

‘The big man hit me.’
subj:nom obj:acc

‘hit〈 1:agt, 2:pt〉’

b. (I
art

Ama)
father

na=kei=ngga=nya.
3sg.nom=buy=1sg.dat=3sg.dat

‘Father buys it for me.’ subj:nom obj:dat objtheme:dat
‘buy〈 1:agt, 2:pt 3:th〉’

c. ngga CLITIC (↑ obj pred)=‘pro’
(↑ obj pers)=1
(↑ obj num)=sg
(↑ obj case)=dat
(↑ obj)𝜎=(↑𝜎 2:ben)
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The different coding of obj, as seen in Kambera, is not typologically unusual. It
is known as Differential Object Marking (henceforth DOM) (Dalrymple & Niko-
laeva 2011). For instance, Palauan has DOM that is primarily regulated by seman-
tic features. However, unlike Kambera, Palauan demonstrates DOM that is deter-
mined by definiteness, instead of semantic roles. Definite obj receives pronomi-
nal indexing on the verb, as in (36a), whereas indefinite obj does not, as in (36b).
In an LFG analysis, Palauan DOM can be captured by annotating the suffix slot in
the verb formation rule with the constraining equation: (↑ obj def)=𝑐+. The suf-
fix -ii also carries a definiteness feature in its lexical entry, (↑ def)=+, in addition
to person and number features.

(36) Palauan (WMP, Palau) (Georgopoulos 1991: 45)
a. Te-’illebed-ii

3pl-pfv.hit-3sg
a bilis
dog

a rengalek.
children

‘The kids hit the dog.’
b. Te-’illebed

3pl-pfv.hit
a bilis
dog

a rengalek.
children

‘The kids hit a dog/the dogs/some dog(s).’

Obliques in AN languages are typically phrasally flagged. The common pat-
tern is that obl is flagged by an adposition, like ka ‘to’ for obl locative/goal in
Madurese (33a), and teken ‘by’ for obl agent in Balinese (Arka 2019: 262). How-
ever, AN languages of the Philippine type have phrasal markers that specifically
mark obl status in contrast to the core status of subj. This is the case in Puyuma
where the obl and subj are equally flagged. However, Puyuma shows differen-
tial obl marking on the basis of differences in nominal type (e.g. common versus
proper) and definiteness (as seen in DOM) rather than differences in semantic
roles. Consider example (37) below, where kana is used as the phrasal obl marker
for a definite common noun like in (37a), and dra for an indefinite common noun
as in (37b–d). The same phrase marker, dra, is used for indefinite obliques irre-
spective of their roles as patient, instrument, location, etc.

(37) Puyuma
a. Ku=tuLud-anay

1sg.gen-pass-iv
na
def.nom

sarekuDan
stick

kana
def.obl

temumuwan.
offspring

‘I passed the stick to the offspring.’ (Teng 2005: 23)
b. Tr〈em〉aka-trakaw=ku

〈av〉redup-steal=1sg.nom
dra
indf.obl

akan-an.
eat-nmlz

‘I stole food repeatedly.’ (Teng 2008: 146)
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c. Tu=pa-ladram-aw
3gen=caus-know-pv

dra
indf.obl

lrangetri
stick

pa-karun.
caus-work

‘They used a stick to teach them to work.’ (Teng 2008: 245)
(translation adapted)

d. Ka-sa-sanan
ka-redup-stray

dra
indf.obl

dalran.
road

‘He will get lost.’ (Teng 2008: 168)

4.4 Alignment systems and related phenomena

The syntactic status of the non-subj argument is relevant to the question of align-
ment. There is a long-standing debate in AN linguistics as to whether syntactic
alignment has properties of ergativity, accusativity or split-ergativity. There are
competing proposals in the literature, as well as claims that Western AN lan-
guages vary in their alignment; see Aldridge (2004), Katagiri (2005), and refer-
ences therein for further discussion. In the following section, we present cases
where morphosyntactic ergativity is firmly observed, like in Puyuma, then move
to borderline cases.

Puyuma exhibits syntactic properties that are typical for an ergative system.
However, unlike well-known ergative languages such as Dyirbal (Dixon 1972),
there are no morphologically ‘basic’ or unmarked transitive verbs in Puyuma be-
cause they are all marked for their specific non-actor voices; e.g. -anay marking
for cv, conveyance voice, in (37a), and -aw for pv, patient voice, in (37c). The av
verbs are alsomorphologically marked by -em- as in (37b).29 The av structure can
be analysed as antipassive because the patient argument of the transitive verb
is demoted to non-core status, which is flagged by the obl marker as shown in
(38). Puyuma, therefore, exhibits clear syntactic asymmetry in its voice alterna-
tions, which is the hallmark of a truly ergative system. In the transitive structure,
〈1:agent, 2:patient/theme〉, the two core arguments are not equally selectable as
syntactic subj/pivot. That is, subj/pivot selection is asymmetrically aligned to-
wards the second patient core slot. Hence, when the agent has to be linked to
subj/pivot, the patient must be removed and demoted to non-core status in order
to allow for the linking of the agent to subj/pivot. Removing the patient from the
core status in the a-structure results in an intransitive 〈1:agent | 2:patient/theme〉
structure.

29Note that in Teng’s (2005, 2008) descriptions, the av affix -em- is glossed as intransitive (intr)
because the av structure is syntactically intransitive.
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(38) Puyuma (Teng 2008: 72, 187)
a. T〈em〉engedr=ta

〈av〉kill=1pl.nom
dra
indf.obl

unan
snake

i,
topic,

...

...
‘We killed a snake, ...’

b. K〈em〉asu=ta
〈av〉bring=1pl.nom

dra
indf.obl

eraw,
wine

dra
indf.obl

irupan.
dishes

‘We brought some wine and some dishes.’

However, in many other AN languages with robust voice morphology, the an-
tipassive analysis of av is controversial because the evidence for the demotion
of the underlying patient to obl is often unclear and debatable. In Tagalog, for
example, the patient argument of the av sentence is flagged by the core phrase
marker ng in (23a). Thus, the av sentence in Tagalog is distinct from Puyuma in
that it is syntactically transitive. Conversely, under an ergative analysis, the av
is analyzed as antipassive on the basis that P is understood as indefinite, which
is a typical semantic property of the antipassive patient (Hopper & Thompson
1980). Yet, this semantic criterion for the core status of av patient is disputable,
as shown in the Paiwan (Formosan) examples in (39) below. While an obl pa-
tient may be indefinite, as in (39a), the reverse does not hold since an oblique-
marked patient can have a definite reading, as seen in (39b) (cf. DOM in Puyuma
in Section 4.3). This suggests that in many Philippine-type languages, the core-
ness status of the non-subj argument in av cannot be easily and solely specified
by its semantic property due to the mismatch of semantic transitivity, syntactic
transitivity and voice alternation.30

(39) North Paiwan (Formosan) (Chang 2006: 114, 412)
a. Ki-lakarav

obtain.av-flower
tua
obl.cn

sipangetjez
gift

tua
obl.cn

zua
that

marekaka.
both.sibling

‘(He) would pluck flowers as a gift for both sisters.’
b. Na=t〈em〉ekeL=anga

pfv=drink〈av〉=compl
timadju
3sg.nom

tua
obl.cn

ʔucia.
tea

‘He has drunk the tea.’
30The status of coreness must, therefore, be determined by taking into account all the relevant
language-specific morphosyntactic properties. This is possible via a core index analysis (Arka
2017), for example. The core index analysis applied to the P of the av structure in Puyuma
reveals a core index of 0.44, which is classified as obl albeit atypical. A prototypical obl in
Puyuma (e.g. loc obl of the av verb) has a core index of 0.11, which is in line with the cross-
linguistic tendency for prototypical obl to have a core index of below 0.20. The degrees of
coreness/obliqueness for the P of av structures across other Philippine-type languages is a
matter of future research.
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Likewise, for AN languages in the regions of Sulawesi, which have been analysed
as showing ergative properties, the status of the av patient is not very straight-
forward either. Consider the examples in (40) from Moronene (in Southeast Su-
lawesi). Moronene shows DOM whereby a definite obj NP receives object index-
ing. Conversely, an indefinite or a non-specific obj NP receives no such indexing.
The av sentence with av morphology (moN-) has been analysed as antipassive
(Andersen & Andersen 2005) based on the patient NP being indefinite or non-
specific.

(40) Moronene (WMP, Indonesia) (Andersen & Andersen 2005: 246, 252)
a. Yo

art
laku
civet

ari
already

kea’-o
bite-3sg.abs

manu.
chicken

‘The civet bit the chickens.’ [laku11]
b. Da-hoo

be-3sg.abs
nta
fut

mong-kea
av.nf-bite

miano.
person

‘It will bite someone.’ [col85] [AuAbmV]

While it is true that the av structure shows a lower degree of transitivity in terms
of parameters described by Hopper & Thompson (1980), it is not syntactically
antipassive in the analysis where the a-structure consists of two core arguments;
that is, the patient NP in (40) is obj, not obl. Additional evidence for this comes
from its expression in bare NPs and the fact that obl is prepositionally flagged
in Moronene.

In addition to semantic properties, other syntactic evidence in complex con-
structions such as control properties has been used to argue for an accusative
and/or a split ergativity analysis (i.e. acc case for the av patient). For instance,
proponents of treating av patient as a core argument (Hsin 1996, Chang 2000)
would analyse the phrasal marker tu in Kavalan (41) as an accusative case marker,
as it phrasally marks the a-object of pumupup that functionally controls the sub-
ject of the second verb matiw ‘go’. The argumentation here is that only core
status can allow an argument to be the controller.

(41) Kavalan (Chang 1997: 198)
P〈um〉upup
〈av〉persuade

tina-na
mother-3sg.gen

tu
obl

sunis
child

’nay
that

m-atiw
av-go

sa
prep

Bakung.
Bakung

‘That child’s mother persuaded the child to go to Bakung.’

However, the status of controller in the matrix clause may not be decided purely
on syntactic grounds since it also depends on the semantic properties of the ma-
trix verb. The control construction in (41) is analysed as the ‘influential’ type
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of control, defined by lexical semantic properties (Sag & Pollard 1991), where
the controller is the influenced argument (i.e. the persuadee) regardless of its
gf. In other terms, the choice of controller is based on the lexical semantics of
the control verb that requires an intentional agent in an open clause complement
(xcomp). However, the control verb does not specify that the syntactic properties
of the influenced argument are core or oblique.

Instead, it is the status of the controllee in the embedded clause that provides
the diagnosis of termhood (Kroeger 1993: 40). Only core arguments can be the
controllee, as opposed to obl arguments. In the Kavalan example (41), the con-
trollee is the subj of a non-finite av verb matiw, so the agent argument in the
embedded clause fulfils both syntactic and semantic properties required by the
‘influential’ type of control. Likewise, in Haian Amis, the core status of the av
agent is evident by its property as the controllee (i.e. av-subj) as in (42a–b), re-
gardless of its status as the controller (i.e. pv-subj or av-obl) in the matrix clause.
By contrast, as shown in (42c), it is not acceptable for the av patient (i.e. ci Akian
in 42c) in the embedded clause to be the intended controllee.31

(42) Haian Amis (Formosan) (Wu 2006: 378–379)
a. Ma-ucur

pv-assign
aku
1sg.gen

ci
pn.abs

Aki
Aki

mi-to’or
av-follow

ci
pn

Panay-an.
Panay-loc

‘I assigned Aki to follow Panay.’
b. Mi-ucur

av-assign
kaku
1sg.abs

ci
pn

Aki-an
Aki-loc

mi-to’or
av-follow

ci
pn

Panay-an
Panay-loc

‘I am going to assign Aki to follow Panay.’
c. *Mi-ucur

av-assign
kaku
1sg.abs

ci
pn

Aki-an
Aki-loc

mi-to’or
av-follow

ci
pn.abs

Panay
Panay

‘I am going to assign Aki to be followed by Panay.’

In comparison to other grammatical tests (e.g. 2P clitic placement, pronominal
bound forms and DOM), evidence of control in complex constructions for testing
the status of non-subj arguments should be examined carefully. That is, using
control verbs as the evidence of an accusative analysis of the av construction
necessitates a meticulous evaluation and differentiation between properties of
control that have semantic roots and those that are purely syntactic in nature.

At the morphological level, pronominal forms (affixes/clitics) across AN lan-
guages show nominative and ergative alignment. In AN languages with robust

31However, Haian Amis differs from Tagalog (Kroeger 1993) and Pazeh-Kaxabu (Yeh in prepara-
tion) in that the core status of a pv agent cannot be observed via properties of the controllee.
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voice systems, the bound pronouns typically consist of two sets. The first set is
often labelled gen, or erg under an ergative analysis. This pronominal form is
linked to the transitive agent argument in non-av structures, such as ku= and
tu= in Puyuma in (37), =na in Kavalan in (6), and no- in Tukang Besi in (32). The
second set is the subj/pivot form and is typically labelled nom in the AN liter-
ature. This is the thematically unrestricted form that is linkable to any seman-
tic role of a core argument, including the patient core argument of a transitive
verb and the intransitive subject. This justifies the labelling of this set as the
abs(olutive) form in an ergative analysis, as exemplified by -(ho)o in Moronene
in example (40) above. Note that in descriptive works, such as Teng’s (2008) de-
scription of Puyuma, the second set is also (confusingly) called the nom(inative)
set even though the language shows an ergative alignment property. Morphol-
ogy and syntax in LFG are separate modules in grammar with case (marking)
being dealt with at the morphology-syntax interface (see Bresnan & Mchombo
1987). It is captured through the case feature constraint, which is associated with
gf linking. Thus, in a language like Puyuma and Pazeh-Kaxabu where there is
empirical evidence for ergative alignment (both morphologically and syntacti-
cally), a pronominal affix/clitic can be specified as having a case feature in its
entry: (↑ case)=abs. The grammar of the language can be globally specified as
having a conditional if-then constraint: (↑ subj)⇒ (↑ subj case)=abs. Because
this constraint applies to verbs broadly, one way to handle it is by incorporat-
ing it into the rule that introduces the clausal c-structure that comes with the
subj annotation. This constraint means that if the argument is selected as subj
then it must have abs case. Other pronominal clitics can be specified as having
(↑ case)=erg in their entries for languages like Puyuma, and specifically for the
agent a-subject argument of a transitive predicate. However, for other languages
that show a subj fixed linking with nom-acc alignment, as in Kambera (Klamer
1998: 73), a different specification must be given for the pronominal clitic linked
to the transitive agent argument, namely (↑ case)=nom.

For non-pronominal forms, the semantic and syntactic information through-
out the system can be specified in the entry for phrasal markers.32 This applies to
the differential obj and obl marking, noting that we extend DOM to include obl
marking as well). For simplicity, only one marker of DOM is exemplified below

32The term ’phrasal markers’ finds frequent usage in AN linguistics, especially when character-
izing Philippine-type AN languages. These markers, like na and kana, which mark subj and
definite obl relations in Puyuma (as seen in example (37a)), tend to manifest in diverse forms
across various AN languages. They are often labelled differently by different authors depend-
ing on their analysis, such as clitics, case markers, non-/personal markers, or prepositions
(Himmelmann 2005: 144–149).
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in (43). DOM across languages commonly draws on different semantic proper-
ties. In LFG, these semantic features can be specified together with the semantic
case value without affecting the syntactic status of the argument (Butt & King
1991, 2003, Dalrymple & Nikolaeva 2011).

In Pazeh-Kaxabu, DOM encodes the differential information related to the top-
icality and specificity/definiteness of P (Yeh in preparation). For example, in the
av structure in (43a), P is realised as obl due to the ergative system and is flagged
by u because the referent is definite and topical (reading [i]) or specific indefi-
nite (reading [ii]). The non-specific indefinite P (cf. example 10b) is realised by
an unmarked bare NP.

Extending from the classic, integrated i- and f-structure (cf. Bresnan & Mcho-
mbo 1987) we represent the simplified lexical entry of the phrase marker u in
(43b). It specifies a constraint that the noun phrase flagged by u must be obl
whose case is loc. In addition, it imposes a disjunctive specification with two
options capturing the two readings in (43a). The first option in reading (i) reflects
sharing of the values of obl argument and topic. This is shown in the partial
f-structure in (44a) where the reference is definite and specific (cf. Enç 1991; see
also von Heusinger 2002 for the distinction and interaction of definiteness and
specificity). The (partial) f-structure for reading (ii) is given in (44). It captures
the crucial difference in that there is no sharing as the obl is indefinite and not
topic. The empirical fact about having in-/definite readings in the obl argument
(cf. also the Paiwan example in (39) above) is elegantly shown without assuming
syntactic status to be determined by semantic property.

(43) Pazeh-Kaxabu (Li & Tsuchida 2002: 169)
a. ... babaxa

av.give
u
loc

kia’aren
pretty

a
lnk

arim.
peach

(i) ‘... gave the pretty peach(es).’ or
(ii) ‘... gave certain pretty peaches.’

b. u (obl ↑)
(↑ case)=loc
{(topic ↑) (↑ def)=+ (↑ spec)=+
| (↑ def)=− (↑ spec)=+ }
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(44)

a.

⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘give〈... obl〉’
topic

obl
⎡⎢⎢⎢⎣
pred ‘peach’
adjunct {[pred ‘pretty’]}
def +
spec +

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎦

b.

⎡⎢⎢⎢⎢⎢⎣
pred ‘give〈... obl〉’

obl
⎡⎢⎢⎢⎣
pred ‘peach’
adjunct {[pred ‘pretty’]}
def −
spec +

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎦

There are AN languages showing properties of split intransitivity or split-S.
The split can be reflected in the argument pronominal marking, as in Acehnese
(Durie 1987), or the morphological marking on verbs, which correlates with the
properties of semantic roles as well as lexical-aspectual properties. Acehnese,
for example, is an AN language with systematic clitic sets that cross-reference
A(ctor) versus U(ndergoer) roles (Durie 1987). It has a split/fluid S or active sys-
tem, as seen in examples (45)-(46) below. subj in Achenese is, therefore, seman-
tically very transparent and not a neutralised or syntactic subj/pivot as seen
in Philippine/Indonesian types. It is not uniquely picked up by a set of mor-
phosyntactic behavioural properties, such as ‘control’ (see Section 5.1). LFG is
well-equipped to handle such kinds of split transitivity (cf. Zaenen 1993; Arka
2003a). For example, the A and U clitics must have a linking constraint speci-
fied in their lexical entries, as shown in (45c) and (46c), respectively. The sigma
metavariable (↑𝜎 ) in the entries ensures the correct mapping or correspondence
between semantic a-structure and f-structure, so the constraint represented as
(↑𝜎 a) in (45c) states that semantically geu must be Actor). In addition, the speci-
fication (↑ subj) for geu also ensures that it is associated with subj. However, the
undergoer or P clitic, geuh, must have a disjunctive specification to capture the
fact that a sole argument (S, or subj) of an intransitive verb has the same form
as the undergoer (P, or obj) in a transitive clause (i.e. Sp/P pattern of the split).

(45) Cross-reference Actor (Acehnese, WMP, Indonesia) (Durie 1987: 366)
a. Gopnyan

3
geu=mat
3a=hold

lôn.
1sg

‘S/he holds me.’
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b. Geu=jak
3a=go

gopnyan.
3

‘S/he goes.’
c. geu CL (↑ pred)=‘pro’

(↑ pers)=3
(↑ num)=sg
(↑ subj)𝜎= (↑𝜎 a)

(46) Cross-reference Undergoer (Acehnese) (Durie 1987: 369)
a. Gopnyan

3
ka
in

lôn=ngieng=(geuh).
1sg.a=see(=3p)

‘I saw him/her.’
b. Gopnyan

3
rhët(=geuh).
fall(=3)

‘S/he falls.’
c. geuh CL (↑ pred)= ‘pro’

(↑ pers) = 3
(↑ num) = sg
(↑ {subj∣obj})𝜎 = (↑𝜎 p)

This section has demonstrated how AN languages differ in their development
of the voice system, and how they also show variation in the realisation of gram-
matical functions and DOM patterns. The theoretical advances in LFG studies
—such as the inventory of gfs, the syntacticised a-structure, the overlay function
pivot, and the specifications of case, information status and referential seman-
tics—have shown advantages in capturing some patterns in AN languages that
have long been controversial.

5 Complex constructions

Following the discussion of word order and the basic notions of how AN mor-
phosyntax is represented in LFG, we now move on to some complex construc-
tions. In this section, we highlight two salient features of complex structures in
AN languages which are of long-standing theoretical and typological interest:
complementation that involves argument gapping or control in the embedded
clause, and complex predication with a particular focus on SVCs.
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5.1 Complementation and control

Complement clauses are object-like clausal arguments which, for certain ma-
trix verbs, may be syntactically peripheral or oblique-like. Formally, and in LFG
terms, they are realised as comps (finite clauses) and xcomps (non-finite clauses
with syntactic subj-control). The distinction between comp and xcomp and their
core status may not always be easy to identify. In what follows, we outline clear
cases of (x)comps and their syntactic status.

Languages with robust voice morphology provide a diagnostic tool to deter-
mine the core status of (x)comp. For example, in Indonesian-type languages, only
a core argument can be selected as subj/pivot, and a peripheral oblique/adjunct-
like argument must be promoted to become a core argument in order to be real-
ized as subj. This is the case with the Balinese verb edot ‘want’. It is a two-place
intransitive verb with the second argument being either a simple oblique argu-
ment appearing as a PP, like in (47a) below, or an xcomp (without P-flagging) as
in (47b). In both cases, the applicative -ang cannot be used. However, when an
embedded clause is fronted and given the discourse function focus-c (i.e. made
the pivot/subj), as in (47c), the applicative -ang is obligatory; the verb edot=a
is unacceptable. Note, however, that the matrix verb must be in uv since the av
form ng-edot-ang ‘av-want-appl’ is unacceptable. That is, the clausal argument
is treated as a non-Actor core argument. The obligatory applicativisation serves
as evidence that the second clausal (comp) argument with edot is syntactically
oblique-like in (47b), but a core argument in (47c).

(47) Balinese (Arka 2003b: 135)
a. Ia

3
edot
want

/ *edot-ang
want-appl

[teken
to

poh]obl.
mango

‘(S)he wants a mango.’
b. Ia

3
edot
want

/ ?*edot-ang
want-appl

[
subj

ngae
av.build

umah
house

luung]xcomp.
good

‘(S)he wants build a good house.’
c. [

subj
Ngae
av.build

umah
house

luung]pivot
good

(ane)
foc

edot-ang=a/*edot=a/*ng-edot-ang.
uv.want-appl=3
‘Building a good house is what s/he wants.’

However, xcomp can also be a core argument. This is the case with the xcomp of
the verb coba ‘try’ in Indonesian in (48a) below. In Indonesian, like in Balinese,
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an obl cannot alternate with subj/pivot without applicativisation. The xcomp of
the verb coba can, however, alternate to become subj/pivot without applicativi-
sation, as seen in (48b). Note that coba ‘try’ allows different patterns of control,
including the so-called double (backward/forward) control given in (48c). This
double control structure shows two gaps—left-headed and right-headed arrows
indicate backward and forward control types, respectively (see Arka 2000 and
Arka 2014a for details).

(48) Indonesian (Arka 2014a: 31 and own knowledge)
a. Aku

1sg
sudah
pfv

mencoba
av.try

[ menjual
av.sell

mobil
car

itu]xcomp.
that

‘I have tried to sell the car.’
b. [ Menjual

av.sell
mobil
car

itu]pivot
that

yang
foc

sudah
pfv

ku=coba.
1sg=uv.try

‘Selling the car is what I have tried (to do).’
c. [Mobil

car
itu]pivot
that

(yang)
foc

sudah
pfv (A)

coba
uv.try

[
(P)

ku=jual]xcomp.
1sg=uv.sell

‘That car (is the one that) I have tried to sell.’

The clausal argument of a raising verb can also have an xcomp with the raised
argument being obligatorily subj. The following shows the (unusual) subj raising
to matrix obl in Puyuma. In (49a) below, the clausal complement of the verb
‘know’ is comp. It is syntactically non-core since it is flagged by dra (i.e. the
indefinite obl phrase marker; glossed as a complementiser for clarity here). The
patient NP ‘the fish’ (indicated in bold) is selected by the pv -aw on the verb as
subj, and present in the embedded clause. In (49b), however, the subj is raised
and appears as obl in the matrix clause, flagged by kana. Note that raising in
(49b) is not possible with an embedded verb containing the voice suffix, -anay,
since this selects an instrumental argument instead.

(49) Puyuma (Teng 2008: 153-154)
a. Ma-ladram=ku

intr-know=1sg.nom
[dra
comp

tu=lriputr-aw
3gen=wrap-pv

na
def.nom

kuraw
fish

dra
indf.obl

bira’]comp.
leaf

‘I know that the fish was wrapped in a leaf.’
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b. Ma-ladram=ku
intr-know=1sg.nom

kana
def.obl

kuraw
fish

[dra
comp

tu=lriputr-aw/
3gen=wrap-pv/

*tu=lriputr-anay
3gen=wrap-iv

dra
indf.obl

bira’]xcomp
leaf

‘I know that the fish was wrapped in a leaf.’

In the indexing AN languages of eastern Indonesia and Oceania, the subj
(bound) pronoun is typically part of the verbalmorphology and cannot be gapped.
subj is not a syntactic pivot for clause combining purposes in these languages.
There is, therefore, no syntactic control or raising. Clausal arguments are con-
sistently comps with no xcomp alternative. This is the case in Taba in (50), and
Mangap-Mbula in (51):

(50) Taba (CEMP, Eastern Indonesia) (Bowden 2001: 391)
Nculak
n=sul-ak
3sg=order-appl

wangsi
wang=si
child=pl

de
de
res(so.that)

lmul
l=mul
3pl=return

akle.
ak-le
all-land

‘He told the children to go home.’

(51) Mangap-Mbula (Oceanic) (Bugenhagen 1995: 272)
Ti-maŋmaŋ
subj:3pl-urge

yo
obj:1sg

[be
comp

aŋ-kam
subj:1sg-do

pizin].
dat.3pl

‘They urged me to give it to them.’

Despite their rarity, some Oceanic languages with indexing systems, such as
Hoava (Davis 2003), Longgu (Hill 2002), and Kokota (Palmer 1999), have syntactic
subj/pivot. In Hoava, the index on the verb is only for obj. This language shows
comp, as in (52a), as well as xcomp like in (52b). Complement-taking predicates
in Hoava come with an invariant obj index -a which signals that there is an
embedded complement clause in the structure.

(52) Hoava (Oceanic) (Davis 2003: 288)
a. Hiva-ni-a

want-appl-obj:3sg
ria
3pl

[de
comp

pule
return

mae
come

sa
art:sg

qeto]comp.
war.party

‘They wanted the war party to come back.’
b. Haku=haku-ni-a

redup=be.tired.of-appl-obj:3sg
ria
3pl

[de
comp

naqali-a]xcomp.
carry.tr-obj:3sg

‘They were tired of carrying it.’
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5.2 Serial Verb Constructions

SVCs are the hallmarks of AN languages of the isolating type and are observed
in the languages of eastern Indonesia, such as Rongga (Arka 2016), and also
in Oceanic languages, as discussed below. Some SVCs are also encountered in
the agglutinating Philippine/Indonesian-type languages, including Balinese (In-
drawati 2014) and Puyuma (Teng 2008).

Unlike complementation, SVCs syntactically express complex (sub)events in
monoclausal structures (Crowley 2002, Haspelmath 2016). Semantically, the re-
lations between subevents typically convey adverbial modification with mean-
ings such as comitative, benefactive and instrumental. However, they may also
express other tightly integrated meanings often discussed under the rubric of
complex predicates (see Arka & Simpson 2008). For example, the SVC expresses
the desiderative ‘want’ (i.e. ‘feel-say’) in Ambae in (53), and the causative and
resultative meaning in Rongga in (54) and Mwotlap in (55).

(53) Ambae (Oceanic) (Hyslop 2001: 387)
No=mo
subj:1sg=real

rongo
feel

vo
say

na=ni
subj:1sg=irr

qalo.
fight

‘I want to fight.’

(54) Rongga (Arka 2016: 227)
Selu
Selu

tau
make

mata
die

manu
chicken

ndau.
that

‘Selus killed the chicken.’

(55) Mwotlap (Oceanic) (François 2006: 232)
Ne-lēn
art-wind

mi-yip
prf-blow

hal-yak
fly-away

na-kat.
art-cards

‘The wind blew the cards away.’

SVCs can be analysed in LFG in the same way as complex predicates through
predicate composition (Andrews & Manning 1999). The exact c-structure varies
according to the language considered, but it is typically a compound-like nested
structure: [V(P)1 V(P)2]V(P). That is, there is a higher VP consisting of lower VPs
in the c-structure. The crucial idea of the analysis is to capture the empirical fact
that the SVC is monoclausal; that is, the V(P) component(s) share the same subj,
and possibly another argument, depending on the transitivity of V1 and V2 verb
components.
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SVCs also reveal an intriguing and important property of the construction,
exemplified by the Mwotlap example in (55). The causative-resultative meaning
is constructed at the level of SVC because neither V1 nor V2 carry a causative-
resultative meaning lexically. That is, the syntactic transitivity is constructional
because neither V1 nor V2 is transitive. In LFG, such resultative constructions, as
in example (55), can be captured by lexical-constructional a-structure, indicated
by the SVC template, @SVC, annotated to V′ of the VP in (56b). The template
consists of complex equations given in the box showing the constructional pred-
icate of ‘cause.result〈arg1, arg2〉’ (where arg1 is the causing event and arg2
is the resulting event). The restriction operator expressed by ↑\pred\gf=↓\pred\gf
(Kaplan & Wedekind 1993) regulates the predicate composition involved in the
SVC; see Butt et al. (2003) for the application of the restriction operator in Urdu/
Hindi and other languages. This restriction operator and the other constraints
associated with @SVC result in an f-structure with the subcategorisation frame
shown in (56a).

Note that, in the resultative SVC of (56b), the obj annotation is specified at the
NP of the higher VP, sister of V′, of the c-structure since it is the obj argument of
the constructed causative-resultative predicate; neither V1 nor V2 has obj. The
@SVC template (with detailed specifications provided in the box) specifies that
the SVC’s obj has the same value as the lower V2’s subj, and the SVC’s subj
has the same value as the subj of V1. This sharing of values for subj and obj is
indicated through tags [1] and [2] in (56a).

(56) a. f-structure of sentence (55)⎡⎢⎢⎢⎢⎢⎣
pred ‘cause.result〈subj[1]: ‘blow〈[1]〉’, obj[2]: ‘fly.away〈[2]〉’ 〉’
subj [pred ‘wind’

def + ]
obj [pred ‘cards’

def + ]
⎤⎥⎥⎥⎥⎥⎦
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b. c-structure of sentence (55)
(↑ pred)=‘cause.result〈arg1, arg2〉’
(↑\pred\gf=↓\pred\gf
(↑ pred arg1)=(↓ pred)
(↑ pred arg2)=(↓ xcomp pred)
(↑ subj)=(↓ subj)
(↑ obj)=(↓ xcomp subj)

S↑=↓
NP

(↑ subj)=↓
ne-len

(↑ pred)=‘wind’
(↑ def)=+

VP↑=↓
V′ @SVC

V↑=↓
mi-yip

(↑ pred)=‘blow〈subj〉’

V
(↑ xcomp)=↓

hal-yak
(↑ pred)=‘fly.away〈subj〉’

NP
(↑ obj)=↓
na-kat

(↑ pred)=‘cards’
(↑ def)=+

However, the distinction between mono-clausal SVCs and bi-clausal subordina-
tion is not always clear. A typical diagnostic test for SVCs is negation: since SVCs
are monoclausal, the criterion of single negatability applies (Durie 1997). There
are also other language-specific criteria that distinguish SVCs from multi-verb
constructions in coordinate and subordinate clauses. In Balinese, for example,
the presence/absence of voice morphology serves as a diagnostic criterion. The
second verb in an SVC may optionally contain an av prefix, indicated by putting
the av prefix in brackets in (57a): (ng)ajak. The absence of the av prefix (i.e. ajak)
gives rise to a comitative reading only, as shown by reading (i) in (57a); this is
a comitative SVC in Balinese. In contrast, the presence of the av prefix, ngajak,
leads to an ordinary coordination, which requires a syntactic pivot, as in read-
ing (ii) in (57a). The presence of the clausal negator, tan ‘not’, in (57b) forces the
coordination structure, which requires subj pivot marking. Hence, the presence
of an av prefix on the verb in the second clause is obligatory, as seen in (57b).
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(57) Balinese (Shiohara & Arka 2023)

a. Tiang
1sg

[mlajah
mid.study

kelompok
group

(ng-)ajak
(av-)invite

timpal-timpal-e]svc.
friend.redup-def

(i) ‘I studied in a group together with friends.’ (with ajak)
(ii) ‘I studied in a group and invited friends to join.’ (with ngajak)

b. Tiang
1sg

[mlajah
mid.study

kelompok],
group

[tan
neg

ngajak/*ajak
av.invite/invite

Ketut].
Ketut

‘I studied in a group, (but) I didn’t invite Ketut (to join).’

In addition, the prosody is different: the SVC in (57a) with the bare verb, ajak,
has one intonational contour (i.e. without a break), while the coordination in
(57b) has a break indicated by a comma after the first VP (cf. prosodic proper-
ties of mono-/bi-clausality in Aikhenvald 2006: 7, Dixon 2006: 339, Haspelmath
2016: 308) Likewise, sentence (57a) in its non-SVC or bi-clausal reading (ii) is also
accompanied by a prosodic break before the av verb.

6 Discourse information structure: Contrastive focus and
nominalisation

In this final section, we consider the interface between information structure
and morphosyntax in AN languages. Recall from Section 3 that contrastive dis-
course functions are a crucial factor thatmotivate syntactic variation for fronting.
Fronting is of special interest since it involves clefting, which is closely bound
with the subj-only restriction on extraction in many AN languages with robust
voice systems (cf. Section 4.2.2).

In this section, we look thoroughly at the connection between contrastive dfs
and the syntactic structure of clefts from a comparative perspective and demon-
strate how cross-linguistic variation can be captured in LFG. We begin by intro-
ducing the basic notions of discourse features in information structure (Zaenen
2023 [this volume]) with a primary focus on focus-c because in many AN lan-
guages, focus-c is the most common discourse function associated with clefting.
Then, we move on to show how focus-c expressions via clefting are structured
differently across languages.
The pragmatic uses of clefting in expressing contrastive focus (focus-c) emerge

as a motivating factor in the extension of bi-clausal structure across AN lan-
guages, as discussed below. In symmetrical-voice languages, bi-clausal clefting
is used in combining nominal predicates and headless relative clauses, while
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indexing-type languages use mono-clausal clefts without relative constructions.
The major difference lies in the gradual erosion of clausal nominalisation. We
will see that both types of cleft-structures for expressing focus-c (with/with-
out nominalisation) can be elegantly captured in an LFG analysis to reflect the
language-specific variation.

6.1 Information structure: focus-c, fronting and cleft

Topic and focus have long been recognized as discourse functions within infor-
mation structure. However, this traditional dichotomy view falls short of en-
compassing all the information structure nuances (Zaenen 2023 [this volume]).
Decomposing i-structure features is generally adopted in LFG studies. In our
analysis, marked dfs (focus-c/topic-c) are represented by three distinct decom-
posed features, as demonstrated by Arka & Sedeng (2018) and references therein:
contrast, salience, and givenness. The [+contrast] feature is central for focus
and is exemplified in (58) below. The [+salient] and [+given] features are typi-
cally topic-related, encompassing communicatively important properties, such
as the particular frame/entity by which new information should be understood
(i.e. the ‘aboutness’ of the topic), and the degree of importance/prominence of
one piece of information relative to other bits of information in a given con-
text. The [+salient] feature reflects the speaker’s subjective choice of highlight-
ing one element and making it stand out for communicative purposes. While
often closely linked, salience and givenness are distinct: for example, new in-
formation, [−given], can be [+salient] (see Riesberg et al. 2018 on information
structure across AN languages).

focus-c is a marked focus and is typically characterised by overt marking of
the conception of alternatives in the contrastive set it is associatedwith (cf. Krifka
2008). Clefting is a typical ‘marked’ strategy to express focus-c as seen in the
English example of (58a): John is a person in the set of referents associated with
the subj (i.e. John, not somebody else). The equivalent structure in Indonesian is
given in (58b) below:

(58) Indonesian (Arka, own knowledge)
a. It is [John]focus-c [who killed the robber]vp:comment|given.

b. [(Adalah)
be

John]pred/focus-c
John

[yang
rel

membunuh
av-kill

perampok
robber

itu]subj.
that

‘It’s John who killed the robber.’

Note that English and Indonesian show structural parallelism in their relativisa-
tion of the second part of cleft structures, and contrastive focus fronting. Also,
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they both show clear evidence of biclausal structures with each part having its
own predicate. However, Indonesian adalah ‘be’ is optionally present. English
requires the empty subj it, while Indonesian has no such subj. The fronted NP
(John) is the predicate, and the (headless) relative with yang is actually a (clausal)
subj.

6.2 Cross-linguistic variation in fronted focus-c

Fronted content questions in other AN languages of Indonesia also typically em-
ploy the same clefting strategy that involves relativisation, including in Indone-
sian, Sundanese and Sasak as in examples (59)-(61) below. These sentences are
biclausal. Note that these languages also allow in-situmono-clausal content ques-
tions with no relativisation required (cf. (59) and (62a) where subj is questioned).

(59) Indonesian (Arka, own knowledge)
[Siapa]pred/focus-c
who

[yang
rel

membunuh
av-kill

perampok
robber

itu]subj?
that

‘Who killed the robber?’ (Lit. ‘Who is the one who killed the robber?’)

(60) Sundanese (Hanafi 1997: 3)
[Sahaʔ]pred/focus-c
who

[nu
rel

meuliʔ
av.buy

mobil]subj?
car

‘Who bought a car?’

(61) Menó-Mené Sasak (Arka, fieldwork data)
[Ape]pred/focus-c
what

[*(saq)
rel

Amir
Amir

paling
steal

wiq]subj?
yesterday

‘What did Amir steal yesterday?’

(62) Indonesian (Arka, own knowledge)

a. [Siapa]subj
who

mem-bunuh
av-kill

perampok
robber

itu?
that

‘Who killed the robber?’
b. Orang

person
itu
that

membunuh
av-kill

[siapa]obj?
who

‘Who did the person kill?’
c. *Siapa orang itu membunuh ?
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Variation in the above clefting strategies reveals the effect of the subj-only con-
straint on extraction of focus-c and a change in the constraint in some lan-
guages. Philippine/Indonesian type languages with robust grammatical voice
cannot front the obj q NP in av (mono)clauses (Arka 2003a: 27, Kroeger 1993:
50, 208). This is exemplified by the ungrammaticality of (62c) above, in contrast
to the acceptable in-situ question (62b). A voice alternation is obligatory in order
for obj q NP fronting to be acceptable because it maps the patient onto the subj,
and also allows possible clefting of the type seen in (59).

However, in languages where grammatical voice is in decline or has disap-
peared (as often observed with the erosion of AV verbal morphology), the strict
adherence to the subj-only constraintmight be eased. This relaxation could allow
for the fronting of the obj qNP. However, this can only occur under the condition
that the fronted obj q NP necessitates relativization within a bi-clausal structure.
Such a phenomenon is evident in Sasak, as demonstrated in (61). Notably, when
obj q is fronted, the relativizer saq cannot be omitted.

It should be noted that even when the AN verbal voice is completely lost, syn-
tactic voice is not always lost as well. The languages of western and central Flo-
res, such as highly isolating Manggarai and Rongga, exhibit a syntactic passive
or undergoer voice without verbal voice morphology (see Arka & Kosmas 2005
for details). The canonical clausal word order in these languages is SVO, and
the fronted q NP also makes use of clefting via relativisation, as seen in Mang-
garai in (63a) below. In this instance, the fronted q NP is the actor subj. Despite
the absence of av verbal morphology, the syntactic structure follows the Actor
Voice (av) pattern. Conversely, when the fronted q NP takes on the role of the
undergoer, as depicted in (63b), the structure undergoes an alteration to become
Undergoer Voice (uv). Here, the actor is expressed in genitive form, which is char-
acteristic of actor realization in the uv voice within AN languages. Note that the
verb form in (63a) is identical to that in (63b). However, they are assigned distinct
voice glosses (av/uv) to signify that they are part of different voice constructions.

(63) Kempo Manggarai (CEMP, Indonesia)
a. [Cai]pred/focus-c

who
[ata
rel

tengo
av.hit

hau]subj?
you

‘Who hit you? (Lit. ‘who is the one hitting you?’) (Semiun 1993: 63)
b. [Cai]pred/focus-c

who
[ata
rel

tengo
uv.hit

gau]?
2gen

’Who did you hit?’ (Semiun 1993: 64)
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The above discussion has shown how the different morpho-syntactic systems
in AN languages are structurally connected in a bi-clausal structure with rela-
tivisation. Unlike Philippine/Indonesian type languages, a relaxed constraint on
extraction is witnessed in the loss of voice morphology in languages like Mang-
garai, Flores. In the latter, fronting of a non-subj argument is possible without
the need for voice alternation.

The obligatory relativisation in fronted question NPs discussed so far brings
us to the important interconnection between focus-c, relativisation, voice and
nominalisation. This interconnection is evident in that the AN relative clause
used for fronted focus-c is transparently nominal in its structure. Typically, and
formally, the relativiser is a nominal phrase marker and thus, the marker is mul-
tifunctional. In Tagalog, for instance, the relativiser is the nom marker for an
ordinary NP (see (23)), but also for a verb when its subj is in focus-c in the
content question (see (64)). Likewise, marked focus-c in declarative sentences
—as seen in Indonesian-type languages like Old Javanese in (65)—also use the
same nominalisation strategy through relativisation. The same form ikang in
(65) is also used as a definite determiner in Old Javanese. The NP flagged by
ang in Tagalog also receives a definite interpretation. Based on these functional
correspondences, we contend that Tagalog ang, Old Javanese ikang, and the In-
donesian pronominal relativiser yang are clearly cognates (Kähler 1974: 266–267;
Blust 2015: 465; Kaufman 2018: 228–229).

(64) Tagalog (Kaufman 2018: 219)
[Sino]pred
who

[ang
nom

d〈um〉ating]subj?
〈av〉arrive

‘Who arrived?’ (Lit. ‘the coming one is who?’)

(65) Old Javanese (WMP, Indonesia) (Erawati 2014: 150)
Ikang
def

naga
dragon

Taksaka
Taksaka

[ikang
rel

s-um-ahut
〈av〉bite

wwang
person

atuha-nira].
old-3sg.poss

‘The Taksaka dragon is the one who bit his parent.’

The same pattern of nominalisation involving a fronted focus-c is observed
across Philippine-type languages as shown in Table 1. These languages also
use the same nominalisation strategy through relativisation. Crucially, there are
two morphosyntactic properties worth noting. First, only subj can be fronted as
focus-c. Thus, when the transitive patient is in focus-c, the pv must be used,
as seen in Table 1. Second, the agent argument of the pv verb is expressed in the
genitive, which is the realisation of the possessor in the nominal structure.
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Table 1: subj focus-c across the Philippine-type languages (Kaufman
2018: 220)

Tagalog maŋga aŋ kinaːʔin naŋ baːtaʔ
Bikolano maŋga aŋ kinakan kan aːkiʔ
Cebuano maŋga aŋ ginkaːʔun han bataʔ
Hiligaynon pahuʔ aŋ kinaʔun saŋ baːta
Tausug mampallam in kyaʔun sin bataʔ
Ilokano maŋga ti kinnan dyay ubiŋ
Ibanag maŋga ik kinan na abbiŋ
Pangasinan maŋga su kina =y ugaw
Kapampangan maŋga iŋ peːŋa=na niŋ anak

[mango]focus-c [NOM eat.pv.pfv gen child]subj
‘It was the mango that the child ate.’
(Lit. ‘the mango was the one eaten by the child.’)

The pattern showing the genitive agent in the fronted focus-c with relativi-
sation is also observed in the languages of western Flores, such as Manggarai
(Semiun 1993). Recall that Manggarai is highly isolating, but it has a genitive
clitic set usable in fronted focus-c questions. Note that the q cai in (66) below
is associated with the transitive patient; questioning the agent subj requires no
genitive clitic (cf. Kambera example (21) above with (67a) below).

(66) Kempo Manggarai (Semiun 1993)
Cai
who

(ata)
rel

tengo
hit

gau?
2SG.gen

‘Who did you hit? (Lit. ‘who is your hitting?’)

In AN languages of the indexing type, the resources for focus-c may also be
parasitic to nominalisation/relativisation coding whereby the focused argument
ends up being fronted sentence-initially. For example, the Kambera example in
(67a) is a content question (focus-c) with equational structure: the verb is affixed
with the subject relativiserma- and the verb appears within a nominal (headless)
relative clause structure. The nominal article na flags the structure as an NP. The
same pattern is observed in (67b), where the patient argument is focus-c. Like in
Manggarai and Philippine-type languages, the agent in Kambera in (67b) appears
as a genitive too, which is the same case as used for the possessor of an NP.
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(67) Kambera (Klamer 1998: 132, 318)
a. Ngga

who
[na
art

ma-palewa-kai]
relS-send-2pl.acc

hi
cnj

mài
come

lai
loc

nai?
dem

‘Who was the one that send you so that you’d come here?’
b. [Da

art
kalembi-da]𝑘
shirt-3pl.poss

[na
art

pa-pa.marihak-na𝑗
relO-caus.be.dirty-3sg

nyuna𝑗]subj𝑘 .
he

‘Their shirts𝑘 were (the ones) made dirty by him𝑗 .’
In the languages of Sulawesi, such as Makassarese, where unmarked structures
are predicate-initial (like in Philippine-type languages), focus-c formation also
requires fronting (Jukes 2006: 341–345). However, while relativisation uses a
nominalisation strategy by means of the definite clitic =a as seen in (68a), the
focus-c formation requires no nominalisation as seen in (68b–c). Makassarese
exhibits systematic pronominal indexing, but it still shows the AN voice system.
Thus, when agent subj is in focus-c, it requires the homorganic nasal substitu-
tion av prefix on the verb (aN- realised as am-) as in (68d). Crucially, the sen-
tences with fronted focus-c NPs in (68b–d) are monoclausal.

(68) Makassarese (WMP, Indonesia) (Jukes 2006: 238, 343, 353)
a. [tau

person
[na=buno=a
3=kill=def

sorodadu]rc]np
soldier

‘the person killed by a soldier’
b. Miong=a

cat=def
na=buno
3=kill

kongkong=a.
dog=def

‘The dog killed the cat (not something else).’/ ‘It’s the cat that the dog
killed.’

c. Inai
who

na𝑖=ba’ji
3=hit

[i
pn

Ali]𝑖?
Ali

‘Who did Ali hit?’
d. Inai

who
am-ba’ji=i
av-hit=3

i
pn

Udin?
Udin

‘Who hit Udin?’
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6.3 Representing information structure in LFG

LFG is well equipped to capture the language-specific variation in fronted fo-
cus-c discussed here. There are two kinds of analysis: the (earlier) integrated
f-structure analysis (Bresnan & Mchombo 1987, King 1995, among others) and
the more recent independent i-structure analysis (Butt & King 1996, Dalrymple &
Nikolaeva 2011, among others). In the first analysis, dfs are part of the f-structure
and share their values (fully or partially) with argument gfs in the f-structure due
to the extended coherence condition (Zaenen 1980) or their anaphoric relation.
This analysis is straightforward for cases involving focus-c with no requirement
for nominalisation, as in the Makassar examples of (68b–d). Here, the sentences
are mono-clausal, and the fronted argument is functionally not the head pred-
icate. For the analysis to work, the sentence-initial XP is identified as focus-c
and is licensed by the phrase structure rule shown in (69a) below:

(69) a. CP ⟶ XP
(↑ focus-c)=↓

(↑ focus-c)=(↑ gf)

C′
b. Makassarese Voice Marking:

i) av, aN-: (↑ focus-c) = (↑ subj)𝜎 = (↑𝜎 1:agent)
ii) pv, CliticA=: (↑ focus-c) = (↑ obj)𝜎 = (↑𝜎 2:patient)

The two lines of annotation in (69a) impose a sharing between focus-c and
any gf, including adjunct. However, there are also other independent language-
specific voice selection constraints given in (69b) to regulate how a core argu-
ment is selected as subj/obj in Makassarese, particularly when this core argu-
ment is also assigned focus-c. Therefore, in light of the rule given in (69b.ii),
the example in (68c) (cf. the same example in (70) below) will have the focus-c
selected as obj. The f-structure is shown in (71) below. We analyse the free NP,
which cross-references the agent proclitic, as an adjunct that provides specific
information about the agent.

(70) Makassarese (Jukes 2006: 353)
inai𝑗
who

na𝑖=ba’ji
3=hit

[i
pn

Ali]𝑖?
Ali

‘Who did Ali hit?’
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(71) f-structure of sentence (70)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

focus-c [pred ‘pro’
index 𝑗
pro-type wh

]
q
pred ‘hit 〈subj, obj〉’
obj

subj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘pro’
pro-type cl
case erg

index [pers 3
num sg]𝑖

adjunct {[pred ‘ali’
index 𝑖
n-type proper

]}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The integrated f-structure analysis just outlined for Makassarese faces an issue
when it is applied to fronted focus-c involving bi-clausal or relative clause nomi-
nalisation as in Indonesian, as illustrated in (58b), reproduced as (72) below. This
is because the focus-c unit is the predicate (cf. the Russian examples discussed
by King 1997). One way of resolving this issue is to separate f-structure from i-
structure in order to focus on the pred value only and not its gfs.33 Since space
precludes a full discussion of a separate i-structure analysis in this chapter, we
instead demonstrate an integrated f-structure analysis of the fronted q in Indone-
sian in (72) below, through the double-tier predlink analysis. This analysis is
typically used for the non-verbal predicate with the copula ‘be’ (Butt et al. 1999,
Dalrymple et al. 2004). The (simplified) f-structure in (73) for example (58), re-
peated in (72), shows that the fronted q is the focus-c predlink.

(72) Indonesian
[(Adalah)
be

John]pred/focus-c
John

[yang
rel

membunuh
av-kill

perampok
robber

itu]subj.
that

‘It’s John who killed the robber.’

33The independent i-structure with a set df value also allows more than one element in focus.
This analysis requires a different df annotation in the PS rule. The independent i-structure
analysis also adopts more sophisticated i-structure conceptions (e.g. with fine-grained distinc-
tions of internal units, such as topic/focus types and background/given. See King 1997,
Dalrymple & Nikolaeva 2011, Butt 2014).
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(73) f-structure of sentence (72).⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈subj, predlink〉’

subj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred [1]‘pro’
index 𝑖
adjunct

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎣
pivot [pred [1]

index 𝑖 ]
pred ‘kill〈subj obj〉’
subj
obj [pred ‘the robber’]
cl-type rel

⎤⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
predlink [pred ‘john’

index 𝑖]
focus-c

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In this analysis, John in (72) is part of the (fronted) predlink (Butt et al. 1999),
which is introduced by the copular verb adalah.34 In the absence of adalah, the
analysis specifies the existence of an unpronounced copular verb in the c-struc-
ture. The focus-c in the c-structure is occupied by the fronted predlink and so
predlink and focus-c share the same value. This connection is signified by the
curved lines in (73). Note that the subject is a headless RC marked by yang. The
headless RC contains [pred ‘pro’] (tag [1]) supplied by the pronominal relativiser
yang.35 It is coreferential with the subj/focus-c (i.e. pivot) of the RC, and the
fronted complement predicate, John (indexed i).

The difference between two types of focus-c fronting in indexing-type and
symmetrical-voice type languages is captured in LFG by the distinct f-structures
in (71) and (73). The f-structure of the indexing type (e.g. Makassarese) in (71)
shows a single functional clausal pred head (i.e. syntactically monoclausal). The
q, inai ‘who’, functions as the question (q) operator, also identified as focus-c
and obj (i.e. sharing the same value). In contrast, the f-structure of the Indonesian
cleft in (73), which represents the symmetrical-voice type, shows a bi-clausal
structure in which the matrix pred is the copula ‘be’ and the embedded relative
clause’s functional head is ‘kill〈subj, obj〉’. Its subj is identified as focus-c via
anaphoric relation (represented by index i).

34In LFG, there is more than oneway of analysing non-verbal predicates (e.g. nominal predicates)
depending on language-specific properties: a single-tier or double-tier analysis. See Andrews
(1982), Butt et al. (1999) and Dalrymple et al. (2004) for further discussion.

35[pred ‘pro’] should be optionally specified in the lexical entry of yang. It shows up in the
headless RC, but it is not needed in the headed RC as the RC’s head noun supplies the pred
value.
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To conclude, grammatical variation in focus-c fronting in AN languages can
be straightforwardly captured in LFG because of its modular design. In such a
design, different dimensions of linguistic information are modelled in separate
layers of structure. We have demonstrated how the separation of syntactic repre-
sentation of linear order (c-structure), relational information about grammatical
functions (gfs, or f-structure) and context-related Discourse Function (df) in-
formation (i-structure) makes LFG well suited for explicit linguistic analysis to
account for the complex constraints in the interface of morphosyntax and prag-
matics.

7 Final remarks

In this chapter, we reviewed a broad range of empirically attested morphosyn-
tactic properties in AN languages. We demonstrated how the parallel correspon-
dence architecture of LFG is used to capture the typological diversity of AN lan-
guages at different levels of the grammar. Some of these features have posed
descriptive and analytical challenges to traditional grammatical notions. Despite
these challenges, LFG emerged as a robust and flexible framework for capturing
the dynamics of AN languages’ internal grammatical systems and the variation
between them. This allows us to account for the AN voice system and related
grammatical features in a holistic and coherent way. Further, the application of
LFG in AN languages plays a crucial role in increasing the framework’s potential
to be a well-rounded descriptive and analytical tool for typological and theoret-
ical discussions. Thus, additional documentation of AN languages is expected
to uncover richer datasets and linguistic diversity, which will provide an ideal
testing ground for LFG’s grammar-representing architecture.
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Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

2P Second position
AN Austronesian
av Actor Voice
CEMP Central-Eastern

Malayo-Polynesian
cn Common Noun
cnj Conjunction
cv Conveyance Voice
df Discourse Function
DOM Differential Object

Marking
dv Dative Voice
focus-c Contrastive Focus
gen Genitive
gr Grammatical Relation
in Inchoative
iv Instrumental Voice
lnk Linker
lv Locative Voice

mid Middle Voice
nf nonfinite
PMP Proto-Malayo-

Polynesian
pn Proper Name
predfoc Predicate Focus
prep Preposition
prt Particle
pv Patient Voice
RC Relative Clause
real Realis
redup Reduplication
relO Object relativizer
relS Subject relativizer
svc Serial Verb

Construction
uv Undergoer Voice
WMP Western

Malayo-Polynesian
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Chapter 29

LFG and Celtic languages
Jenny Graver
University of Oslo

This chapter presents an overview of LFG studies on grammatical phenomena in
two of the Celtic languages, Irish andWelsh. While there is less work on the Celtic
languages in LFG compared to other theories, the studies we have touch on impor-
tant topics in any linguistic theory or language study, such as word order, gram-
matical functions, agreement and verbs of existence. The chapter is structured ac-
cordingly, and discusses issues such as the presence or absence of a VP, impersonal
and passive verb forms, relative clauses and unbounded dependencies, verbal agree-
ment, and the syntax of the Irish copula verb. The Celtic languages are minority
languages, and the chapter is framed by reflections on the challenges inherent in
studying languages in that situation.

1 Introduction

1.1 The Celtic languages

Historically the Celtic languages are divided into Continental Celtic and Insular
Celtic. For the Continental Celtic languages such as Gaulish and Celtiberian, very
little is attested. Insular Celtic is normally divided into two branches, the Gaelic
or Goidelic group containing Irish, Scottish-Gaelic and Manx, and the British
or Brythonic group consisting of Welsh, Breton and Cornish. The Goidelic and
Brythonic languages are sometimes referred to as Q Celtic and P Celtic respec-
tively, reflecting the development of Indo-European */kw/ into /k/ in the Goidelic
languages and /p/ in the Brythonic languages (Schmidt 2002: 68).

All the modern-day Celtic languages are minority languages influenced by the
strong presence of either English or French as themajority language.While there

Jenny Graver. 2023. LFG and Celtic languages. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 1369–1406. Berlin: Language Science Press. DOI: 10.
5281/zenodo.10186004
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are movements to revive Cornish and Manx, these languages have no known
traditional native speakers alive.

In minority languages like these, with potentially more speakers who are sec-
ond language learners than there are native speakers, it is important for a re-
searcher in any linguistic field to be aware of which variety of the language she
is working with. For example, Irish is estimated to have 141,000 L1 users and
1,030,000 L2 users (Eberhard et al. 2019). This means that there are for all in-
tents and purposes two Irish language communities, the rural communities of
the official Irish-speaking areas called the Gaeltacht (plural Gaeltachtaí ), and ur-
ban communities of second-language learners who go on to raise their children
in what seems to be developing into new varieties of the language. McCloskey
(2003) describes some of the issues involved in working with Irish in this situa-
tion. As McCloskey points out, even the question of which variety to study for
the purpose of theoretical syntax is fraught with the potential to be felt painfully
by the speakers in question. Kennard’s (non-LFG) studies on Breton word or-
der (Kennard 2014), and on an impersonal construction and initial mutation1 in
Breton (Kennard 2019), are other excellent examples of some of the complexities
involved in studying minority languages like these.

Another issue to be aware of is the differences between the spoken and liter-
ary varieties in these languages, a distinction which is particularly prominent
in Welsh, but also relevant for Irish. Areas where different varieties come into
play in this chapter are among others Irish verbal agreement (dialect, register
and diachronic development, Section 4.2) and Irish numerals (“school” language
vs. spoken language, Section 4.3).

1.2 On the selection of topics in this chapter

Relatively little work has been done on the Celtic languages in LFG compared
to in other theories, and the studies we have cover very different topics. It has
been my goal to write an overview chapter that shows some of this breadth. This
means that there has not been sufficient room to present all the relevant theory or
all the relevant language structures in detail. References to theoretical and gram-
matical resources are provided, including to other chapters in this Handbook. I
encourage the reader to consult the referenced works.

Often the works presented in this chapter are single studies on a single gram-
matical phenomenon in a single language. What do these studies contribute to
our understanding of LFG and of the Celtic languages? What is the theoreti-
cal context of the study? I highlight where there remains work to be done in

1See Section 1.2.
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LFG through comparisons with studies on the Celtic languages in other frame-
works, and through introducing relevant grammatical phenomena in the Celtic
languages that are still unaccounted for in LFG. It is my hope that this may be
useful for researchers down the road who want to help fill the gaps in our LFG-
theoretical understanding of the Celtic language family, or otherwise study the
Celtic languages within the framework of LFG.

The system of initial mutation is a striking example of a central phenomenon
in the Celtic languages that has received little attention in LFG. All the Celtic
languages have a system of initial mutation inwhich phonological changes to the
initial segment of words are triggered by lexical, morphosyntactic or syntactic
conditions. Taking Irish as an example, there are two initial mutations in the
language, called lenition and eclipsis. Some examples of how these mutations
affect consonants are provided below. In these examples the acute accent denotes
a palatalised as opposed to a velarised consonant, called “slender” and “broad”
respectively in traditional grammars.

(1) Some initial mutations in Irish, spelling and pronunciation (Mac Eoin
2002: 109)

Radical Lenited Eclipsed
c /k/, /k′/ ch /x/, /ç/ gc /g/, /g′/
d /d/, /d′/ dh /ɤ/, /j/ nd /N/, /N′/
f /f/, /f′/ fh (silent) bhf /w/, /v′/
s /s/, /s′/ sh /h/, /ç/ N/A

Initial mutation is perhaps one of the most studied Celtic phenomena in general
(see Harlow 1989, Ball & Müller 1992, Tallerman 2006 among many others). This
might be one reason why it is hard to find LFG studies on this topic beyond com-
putational approaches such as Mittendorf & Sadler’s (2006) analysis of Welsh
initial mutation using the XLE grammar development environment and the asso-
ciated finite state and tokenisation tools. However, initial mutation is frequently
mentioned when it interacts with the grammatical phenomenon under discus-
sion, such as the Irish relative sentences discussed in Section 3.4.

2 Word order

2.1 Introduction

The Celtic languages show basic VSO word order. As pointed out for example by
Fife (2002: 16), the Celtic languages are VSO not only in terms of basic word order
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– they also show the features proposed by Joseph Greenberg to be implications
of basic VSO word order: they are prepositional; they can be said to show SVO
as an alternate order through fronting of non-verbal constituents, possibly more
correctly described as XVO; they have initial interrogative particles, pre-verbal
wh-words and the main verb after the auxiliary; and as a main rule, they show
post-head modifications.

This section is centered on an LFG analysis of basic VSO word order at the
clausal level, with the main issue being the presence of a VP in the Celtic lan-
guages. As will be seen, Sadler (1997) and Bresnan (2001) analyse the VSO word
order of Welsh in order to develop and illustrate some very central concepts of
LFG.

2.2 Is there a VP or not?

A central theoretical discussion concerning the Celtic languages has been the
presence or absence of a VP. Early work on this question in other theories than
LFG include Sproat (1985) for Welsh, McCloskey (1983) for Irish and Anderson &
Chung (1977) for Breton.

As previously mentioned, the Celtic languages show various surface word or-
ders in addition to VSO in different types of clauses. Tallerman (1998: 22–23)
distinguishes between what she calls “two major word order patterns in finite
clauses in Celtic”. The first pattern has the finite lexical verb in initial position
followed by the subject, object and any optional material – in other words, the
standard VSOX order, as illustrated in (2) for Welsh and (3) for Irish.

(2) Welsh (Tallerman 1998: 23)
Rhoddais
give.pst.1sg

i
I
afal
apple

i’r
to.def

bachgen
boy

ddoe.
yesterday

‘I gave an apple to the boy yesterday.’

(3) Irish (Ó Siadhail 1989: 205)
Labhrann
speak.prs

Mícheál
Mícheál

Gaeilge
Irish

le
to

Cáit
Cáit

go minic.
often

‘Mícheal often speaks Irish to Cáit.’

The other unmarked word order referred to by Tallerman (1998: 22–23) is a pe-
riphrastic construction with an initial finite auxiliary verb, followed by the sub-
ject and a non-finite verb and its complement, followed by any optional material.
Examples are provided in (4) for Welsh and (5) for Irish, both of which illustrate
the progressive construction.
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(4) Welsh (Tallerman 1998: 23)
Mae
be.prs

o’n
he.prog

adeiladu
build

tai
houses

ym
in

Mangor.
Bangor

‘He’s building houses in Bangor.’

(5) Irish (Mac Eoin 2002: 131)
Tá
be.prs

mé
I

ag
prog

baint
cut

fhéir.
grass.gen

‘I am cutting grass.’

It is possible to front the non-finite verb and its complement in this construction
using the cleft construction, illustrated in (6) for Welsh.

As we will see, this is taken as one indication of the presence of a VP in Welsh.

(6) Welsh (Bresnan 2001: 128)
Adeiladu
build

tai
houses

ym
in

Mangor
Bangor

a
rel

wnaeth
do.pst.3sg

o.
he

‘He built houses in Bangor.’ (VP focus)

(6) shows the periphrastic construction with the finite auxiliary verb ‘do’; the
non-finite verb ‘build’ and its complement is fronted. Similar fronting is found
in Irish, as shown with the periphrastic construction in (7):

(7) Irish (from McCloskey 1983, quoted in Carnie 2005: 14):
Má’s
if.cop

ag
prog

cuartughadh
seek

leanbh
child

do
your

dhearbhrathra
brother

a
rel

tá
be.prs

tú
you

...

...
‘If it’s seeking your brother’s child that you are ...’

Another argument frequently posited in favour of a VP in VSO languages is the
presence of structure-dependent subject/object asymmetries such as anaphoric
binding (Carnie & Guilfoyle 2000: 5–6 and references therein). The examples in
(8) illustrate anaphoric asymmetries for Welsh:

(8) Welsh (Borsley 2006: 476)

a. Welodd
see.prs.3sg

Gwyn
Gwyn

ei
3sg.m

hun.
self

‘Gwyn saw himself.’
b. *Welodd

see.prs.3sg
ei
3sg.f2

hun
self

Megan.
Megan

Intended: ‘Megan saw herself.’
2This is glossed ‘m’ in Borsley (2006: 476).

1373



Jenny Graver

If, as in LFG, binding constraints are taken to be a matter for f-structure (Rákosi
2023 [this volume]), examples such as the above are, however, not an argument
in favour of a VP in VSO languages.

Based on examples such as (6) and (7) above, Bresnan (2001: 126–131), in line
with Sadler (1997), argues in favour of a VP for Welsh as shown in the trees in
(9).3 For Bresnan (2001: 126ff), this argument is a matter of showing an example
of what she calls “the noncompositionality of f-structures in c-structures”, or
more specifically for Welsh and the other Celtic languages that a finite VP can
be discontinuous and with a head appearing external to the rest of the phrase.
Crucially, this places the analysis of the word order of the Celtic languages in the
context of central LFG concepts and analyses such as structure-functionmapping
and endocentricity and extended heads (see Belyaev 2023 [this volume]).

(9) Welsh word order
a. ‘John saw a dragon.’ (Broadwell 2005: 2)

IP

I↑=↓
gwelodd

see.3sg.pst

S↑=↓
NP

(↑ subj)=↓
Siôn
John

VP↑=↓
NP

(↑ obj)=↓
ddraig
dragon

3See Carnie (2005) for a discussion of Irish copula clauses as a possible counter-argument to
this type of analysis of VSO languages.
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b. ‘John saw a dragon.’ (Bresnan 2001: 128)

IP

I↑=↓
gwnaeth
do.pst.3sg

S↑=↓
NP

(↑ subj)=↓
Siôn
John

VP↑=↓
V↑=↓

weld
see

NP
(↑ obj)=↓
ddraig
dragon

In this analysis the V in the I(nfl) position is the extended head of the VP. The tree
in (9)a illustrates standard VSO order, whereas (9)b shows a Welsh periphrastic
construction with the finite auxiliary verb ‘do’ in the initial position followed by
the subject, a non-finite verb and its complement.

More broadly this analysis deals with several very central questions in any
linguistic theory: what is the status of the VP? Is it desirable to maintain a unified
analysis of different constructions in a language? Compare for example Borsley
(2006), who argues against a head-raising account/discontinuous VP for finite,
non-periphrastic clauses in Welsh. Borsley acknowledges the possibility of a VP
in periphrastic constructions, but argues that it does not follow that there is a VP
in finite, non-periphrastic clauses.

There is muchmore work to be done on the word order of the Celtic languages,
both in general and in LFG, for example in light of Breton apparently showing
verb-second effects (Schafer 1995, Tallerman 1998: 22, Stephens 2002: 400) and
the development of SVO vs. V2 structure in modern Breton (Timm 1989, Kennard
2014, etc.). See also Sadler (2006: 1779–1783) for a discussion of Welsh constituent
structure.

2.3 Some other patterns of word order

Within LFG there are so far relatively few studies of Celtic word order beyond
clausal VSO structure. One important exception is Sadler’s (1998) article “Welsh
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NPs without head movement”, on the structure of Welsh noun phrases. Her start-
ing point is the similarity between nominal and clausal structure inWelsh, which
has led to head movement type of analyses of Celtic noun phrases in which the
head N raises to a functional category position, parallel to the extended head
analyses described for VSO clauses. Sadler argues against this type of analysis
for Welsh noun phrases for both conceptual and empirical reasons. She proposes
instead an analysis in which Welsh nouns lack complements, and that what ap-
pears to be complements of the noun, are instead adjuncts. This removes the
need for a head raising account for this data.

These similarities between NPs and VPs in the Celtic languages are another
area that would benefit from further study. The issues raised are broader than
the Celtic languages: as Sadler (1998: 2) points out, the head raising account of
Celtic noun phrases ismodelled on analyses of Semitic noun phrases, which show
similarities with the Celtic structures.

In the introduction to this section, I mentioned some salient typological fea-
tures of the Celtic languages that correspond to a VSO word order. One of these
is fronting, or clefting. The Celtic pattern of fronting (see Tallerman 1998: 31–34,
etc.) is illustrated below using Irish and Welsh. The basic structure of the Irish
cleft construction is copula + clefted phrase + relative particle + the remainder
of the sentence. This is illustrated in (10) through (a) a standard VSO sentence,
(b) fronting of the subject, and (c) fronting of an adverb:

(10) Irish (Sulger 2009: 571):
a. Léigh

read.pst
an
def

múinteoir
teacher

leabhar
book

inné.
yesterday

‘The teacher read a book yesterday.’
b. Is

cop
é
agr

an
def

múinteoir
teacher

a
rel

léigh
read.pst

an
def

leabhar
book

inné.
yesterday

‘It is the teacher who read a book yesterday.’
c. Is

cop
inné
yesterday

a
rel

léigh
read.pst

an
def

múinteoir
teacher

an
def

leabhar.
book

‘It is yesterday that the teacher read a book.’

In Welsh, the corresponding construction does not have a copula, leaving the
relative particle as the only marker of clefting (Watkins 2002: 336–337):

(11) Welsh (Watkins 2002: 337)
y
def

bachgen
boy

a
rel

welodd
see.pst.3sg

y
def

dyn
man

‘It was the boy who saw the man.’
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The cleft construction in the Celtic languages has received relatively little atten-
tion in LFG, but see Sulger (2009) for an analysis that builds on analyses of the
Irish copula.4

3 Arguments

3.1 Introduction

This section starts with an analysis of the Modern Irish so-called “autonomous”
verb form and its diachronic development from a passive verb, which is then con-
trasted briefly with the Welsh impersonal verb form. These analyses deal with a
crucial topic in any grammatical theory, namely mapping between verbal seman-
tics and syntactic functions. The autonomous verb is followed by a description
of a pattern in Welsh in which an adjective phrase is said to select for an object.
The authors in question argue that this analysis raises wider issues about how
best to understand grammatical functions in areas outside of verbal subcategori-
sation. Finally, there is a brief discussion of Irish relative clauses in the context
of LFG analyses of unbounded dependencies.

3.2 Passives and impersonals

All the Celtic languages contain a verb form in their paradigm called “autono-
mous” or “impersonal” (Fife 2002: 14). There are two PhD theses dealing with
this verb form within the framework of LFG, Graver (2010) for the Irish auton-
omous verb and Arman (2015) for the Welsh “impersonal passive” as well as an-
other type of Welsh passive called the get-passive. Both make use of Lexical
Mapping Theory (LMT) as revised by Kibort (2007, 2014) (see Findlay et al. 2023
[this volume]).

Some classic studies of the Modern Irish autonomous verb are Stenson (1989)
and McCloskey (2007). Their main conclusion is that the Modern Irish autono-
mous verb is an active verb with an impersonal subject comparable in semantics
to French on, etc. In Irish, this subject is phonologically null. Drawing on this
conclusion, Graver (2010, 2011) presents an LFG analysis of the Modern Irish au-
tonomous verb and its diachronic development.

4Compare also Borsley (2020), a comparative analysis in HPSG of wh-interrogatives, free rela-
tives and cleft sentences. Borsley suggests that the Welsh cleft construction involves identity
predication. As mentioned, the copula does not appear in Welsh cleft sentences today. This
leads Borsley to suggest that the identity predication is associated with the construction in
Modern Welsh, whereas in Middle Welsh, where the copula did appear, the identity predica-
tion of the cleft sentence was associated with the copula.
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Examples of the Modern Irish autonomous verb are provided in (12):

(12) Irish
a. Tugadh

bring.pst.aut
an
def

corp
corpse

chun
to

na
def

reilige
graveyard

agus
and

cuireadh
put.pst.aut

é.
it

‘The corpse was brought to the graveyard and it was buried.’ (Graver
2010: 4)

b. Deir
say.prs

siad
they

go
that

gcuirfear
put.fut.aut

ar
on

ath-chúirt
re-court

é.
it

‘They say that it will be appealed.’ (Graver 2010: 9)

As will be shown in Section 4.2, theModern Irish verbal paradigm contains a mix-
ture of so-called synthetic forms, which express person and number, and analytic
forms, which are used with separate pronouns. The autonomous form can thus
be interpreted as a synthetic form expressing a subject with impersonal meaning,
similar to a third person singular subject, etc.

The agent phrase is ungrammatical with the autonomous verb. This is an ar-
gument in favour of an active, impersonal analysis instead of a passive analysis.
Assuming an analysis of the agent phrase as an oblique rather than an adjunct,
this ungrammaticality is predicted by analysing the autonomous verb as an ac-
tive, synthetic form, since the first argument of the verb is mapped to the im-
personal subject and is thus unavailable for mapping to the agent phrase.5 The
ungrammaticality of the agent phrase with an autonomous verb is illustrated in
(13).

(13) Irish (Stenson 1989: 382)
*buaileadh
beat.pst.aut

Ciarraí
Kerry

{ag,
by,

le}
with

Gaillimh
Galway

Intended: ‘Kerry was beaten by Galway.’ [in a hurling match or similar]

Another argument in support of the same conclusion is object marking on the
patient argument (é ‘it’ in (13)). Stenson illustrates this as follows, showing the
ungrammaticality of the subject pronoun siad ‘they’ instead of the object pro-
noun iad:

5See Graver (2010: 60–61 and references therein) for arguments in favour of analysing the agent
phrase as an oblique as opposed to an adjunct.
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(14) Irish (Stenson (1989: 384)
buaileadh
beat.pst.aut

aríst
again

iad/*siad
them/*they

‘They were beaten again.’

What is more, the autonomous verb may be used with more or less all verbs
including intransitive and unaccusative verbs. I refer to the abovementioned ref-
erences for additional data in favour of an active impersonal analysis.

Kibort (2007) reformulates the principles for mapping between arguments and
grammatical functions compared to classic LMT, and suggests the followingmap-
ping principle.

(15) Mapping principle (Kibort 2007: 16)
The ordered arguments are mapped onto the highest (i.e. least marked)
compatible function on the markedness hierarchy. [emphasis original]

The markedness hierarchy referred to in (15) is the classic hierarchy provided in
(16), which again is based on the feature decomposition of f-structure functions
shown in (17):

(16) Partial ordering of syntactic functions in terms of markedness (Bresnan
(2001: 309)

subj < obj, obl𝜃 < obj𝜃
(17) Feature decomposition of f-structure functions (Bresnan 2001: 308)

[−𝑟] [+𝑟]
[−𝑜] subj obl𝜃
[+𝑜] obj obj𝜃

Thus, the mapping between a- and f-structure will simply look as follows for a
transitive autonomous verb, where impers is shorthand for “impersonal” – this
mapping is similar to a regular active, transitive verb with any kind of subject.

(18) Mapping, transitive autonomous verb (Graver 2010: 62)

verb [aut.trans.] 〈 arg1 arg2 〉
[−𝑜] [−𝑟]
[−𝑟] [+𝑜]

subjimpers obj
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Three different morphosyntactic operations can be formulated to account for
passivisation with and without an agent phrase, and with the second argument
mapped to either the subject function (canonical passive) or the object function
(impersonal passive). All of these operations result in passive verbs, the mapping
of which is incompatible with the analysis of the autonomous verb as active with
an impersonal subject as shown in (18).

When the agent phrase is not present in a passive sentence, arg1 undergoes
mapping to zero/∅ (Bresnan 2001: 310). When the agent phrase is present, it un-
dergoes mapping to obl𝜃 (Kibort 2007: 17–19). In a canonical passive, arg2 maps
to subj as the least marked compatible function. In an impersonal passive, an
operation called object preservation applies to map arg2 to obj, which entails an
increase in the markedness of the mapping.

Where these mapping relations really turn out to be of use according to Graver
(2010, 2011) is in the analysis of the diachronic development of the Modern Irish
autonomous verb. In Old Irish, the properties of the autonomous verb appear
contradictory in terms of the above mappings. Graver (2010: 179) sums this up as
follows:

(19) Properties of the Old Irish autonomous verb:
a. It is found included in the paradigm for practically any verb in every

category of tense/aspect/mood, including intransitive and
unaccusative verbs such as the substantive verb (Section 5.1) and
verbs of inherently directed motion. (See Graver (2010: 62–63 and
references therein) on passivisation and unaccusativity in LFG in the
context of the Irish autonomous verb.)

b. A third person patient is marked as subject, by nominative case on
nouns, agreement in number with the verb and by the verb itself if
the patient is a pronoun.

c. There is object marking on first and second person patients, with
infixed pronouns.

d. The agent phrase is possible with transitive verbs.

The development from the above situation to the Modern Irish active impersonal
can be summarised in terms of the markedness inherent in Kibort’s (2007) the-
ory: due to general changes in the morphological system of the Irish language,
the patient of the Old Irish “passive” verb is reanalysed as the object rather than
the subject of the verb. The resulting impersonal passive is predicted by the the-
ory to be more marked than the original canonical passive, since an additional
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morphosyntactic operation/increase in markedness, object preservation, has ap-
plied.

The resulting subjectless, impersonal passive can be considered an unstable
category, and for example Blevins (2003: 480–481 and references therein) sug-
gests that subjectless impersonal passives tend to have an indefinite human agent
interpretation, and that a subjectless impersonal passive thus would be practi-
cally indistinguishable from an active impersonal and consequently susceptible
to reanalysis. When the autonomous verb in Irish is reanalysed as containing an
impersonal active subject, there is no longer any need for the morphosyntactic
increase in markedness – but see Graver (2010: 200–203) for a discussion of the
difficulties of pinpointing the exact causes of such a diachronic change.

In other words, the status of the Old Irish autonomous verb could be termed
contradictory or unclear in terms of the morphosyntactic operations illustrated
above and the resulting impersonal and passive constructions. A comparable sit-
uation appears to apply in Modern Welsh: for example, the Welsh impersonal
verb form can occur both with an agent phrase and unaccusative verbs. This
phenomenon is analysed in terms of LFG by Arman (2015). Arman does not con-
clude whether the Welsh “impersonal” verb is in fact passive or active, but sug-
gests that LFG, and particularly the revised mapping theory, is flexible enough
to account for the Welsh data (Arman 2015: paragraph 7.3). The strength of Ar-
man’s approach is the large amount of data, the comparisons with other passives
in the language and, in particular, the detailed analysis of the interaction of the
impersonal verb form with different semantic verb classes (chapter 6). A similar
LFG analysis of the autonomous verb in Old Irish would be highly interesting.

3.3 A Welsh adjectival construction

Mittendorf & Sadler (2008) analyse a Welsh adjective phrase construction con-
taining a noun phrase as a constituent. They call this the in-respect-of construc-
tion, illustrated in (20), where the adjectives byr ‘short’ and trwm ‘heavy’, respec-
tively, are followed by noun phrases containing a possessive clitic pronoun, here
ei ‘her’:

(20) Welsh (Mittendorf & Sadler 2008: 2)
a. byr

short
ei
her

thymer
temper

‘short-tempered’
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b. trwm
heavy

ei
her

chlyw
hearing

‘hard of hearing’

Mittendorf & Sadler (2008: 19–20) suggest that the main theoretical contribution
of their analysis of this Welsh construction is a call for more specific descriptions
of the grammatical functions of LFG, particularly outside of the area of verbal
subcategorisation.

Mittendorf & Sadler show that the construction occurs in similar environ-
ments to adjective phrases, as shown in (21) for attributive and predicative use
respectively.

(21) Welsh (Mittendorf & Sadler 2008: 9)
a. merch

girl
fyr
short

ei
her

thymer
temper

‘a short-tempered girl’
b. Mae’r

be.prs.def
ferch
girl

yn
pred

fyr
short

ei
her

thymer.
temper

‘The girl is short-tempered.’

They go on to provide evidence, following apparently unpublished work by
Jones (2002), in favour of analysing the adjective-NP sequence as one constituent,
which is headed by the adjective. Phenomena in favour of this analysis include
coordination — the NP in the sequence can be coordinated, which indicates that
it is a subconstituent (Mittendorf & Sadler 2008: 3) — and the way that the adjec-
tive in the sequence can be modified as expected by regular adverbials and other
types of intensifiers.

Initial mutation occurs inWelsh on an adjective modifying a feminine singular
noun. The in-respect-of construction behaves as expected for an adjective when
it modifies a singular feminine noun, as illustrated in (22), where the adjective
mawr ‘big’ is lenited and becomes fawr following the feminine singular noun
athrawes ‘(female) teacher’:

(22) Welsh (Mittendorf & Sadler 2008: 6)
athrawes
teacher

fawr
big

ei
her

pharch
respect

‘a highly-respected (female) teacher’
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Having established that the adjective-noun sequence is a constituent headed
by the adjective, Mittendorf & Sadler’s main question is: what is the correct f-
structure analysis of the noun phrase contained in the adjective phrase? What
is its grammatical function? They review and reject analyses in which the noun
phrase is a subj and adjunct, and tentatively conclude that the noun phrase is
an obj.

They provide the f-structures in (23) for attributive and predicative use of the
construction (Mittendorf & Sadler 2008: 12):

(23) F-structures, the in-respect-of construction (Mittendorf & Sadler 2008: 12)
a. attributive use:⎡⎢⎢⎢⎣

pred ‘girl’𝑖
adj {[pred ‘short〈obj〉’

obj [pred ‘temper〈poss〉’
poss [pred ‘pro’𝑖] ]]}⎤⎥⎥⎥⎦

b. predicative use:⎡⎢⎢⎢⎣
pred ‘short〈subj, obj〉’
subj [pred ‘girl’𝑖]
obj [pred ‘temper〈poss〉’

poss [pred pro𝑖] ]⎤⎥⎥⎥⎦
Mittendorf & Sadler suggest that it might sound surprising that an adjective se-
lects for an object, but propose that this is a reasonable analysis given the re-
sources of the theoretic arsenal of LFG, as well as some cross-linguistic support
from Swedish among other languages (Mittendorf & Sadler 2008: 18). However,
their main argument in support of an obj analysis of the noun in this construc-
tion is a comparisonwith a very similarWelsh tough construction and themanda-
tory presence of the noun. See Kaplan 2023: Section 6 [this volume] on the tough
construction in English in the context of long-distance dependencies. The tough
construction in Welsh is illustrated below, with a verbal noun as the comp of
the adjective treulio, verbal noun of ‘to digest’ in the example below, and the
mandatory presence of the noun, which argues against an adjunct analysis.

(24) Welsh tough-construction (Mittendorf & Sadler 2008: 14)
bwyd
food

anodd
difficult

ei
its

dreulio
digest

‘food difficult to digest’
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3.4 Unbounded dependencies – the Irish relative clause

What happens when an argument of the verb is taken out of its normal position
through relativisation? Irish has two relativisation strategies that conform with
the Accessibility Hierarchy (Keenan & Comrie 1977). One of the earliest descrip-
tions of these facts is McCloskey (1979). For an analysis of the more complicated
Welsh data, see for example Tallerman (1990) and Borsley (2013).

In traditional grammar (such as The Christian Brothers 2002), the two Irish
relativisation strategies are called the direct and the indirect relative. The direct
relative is a gap strategy, whereas the indirect relative uses a resumptive pro-
noun.

The direct relative is used when the relative constituent is the subject or the
object. It uses a relative particle that lenites.6

(25) Irish: the direct relative (McCloskey 1979: 5–6)
a. Relativised subject

an
def

fear
man

a
relL

dhíol
sell.pst

an
def

domhan
world

‘the man who sold the world’
b. Relativised object

an
def

scríbhneoir
writer

a
relL

mholann
praise.prs

na
def

mic léinn
students

‘the writer whom the students praise’

The direct relative is obligatory with a relativised subject and the most common
with a relativised object (McCloskey 1979: 6). However, since the VSOword order
gives rise to potential ambiguity in examples like (25)b, the indirect relative with
a resumptive pronoun is possible in these cases:

(26) Irish: indirect relative with a relativised object (McCloskey 1979: 6)
an
def

scríbhneoir
writer

a
relN

molann
praise.prs

na
def

mic léinn
students

é
him

‘the writer whom the students praise’

Going further down the Accessibility Hierarchy, the Indirect Relative is obliga-
tory with objects of prepositions and possessors:

6Lenition and eclipsis are the two initial mutations in Irish, as explained in Section 1.2. They
are glossed L for lenition and N for nasalisation, the latter a traditional – but imprecise – term
for eclipsis.
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(27) Irish: the indirect relative (McCloskey 1979: 6)
a. Relativised prepositional object

an
def

fear
man

a
relN

dtabharann
give.prs

tú
you

an
def

t-airgead
money

dó
to.him

‘the man to whom you give the money’
b. Relativised possessor

an
def

fear
man

a
relN

bhfuil
be.prs

a
his

mháthair
mother

san
in.def

otharlann
hospital

‘the man whose mother is in the hospital’

These core Irish facts, as well as some more peripheral patterns described by
McCloskey (2002), are analysed in detail by Asudeh in his book The Logic of
Pronominal Resumption (Asudeh 2012: chapter 7). The chapter on long distance
dependencies in this volume (Kaplan 2023 [this volume]) provides a brief descrip-
tion of Asudeh’s analysis in the context of the development of LFG analyses of
the explicit marking of f-structures in the domain of a long distance dependency
– though it should be noted that Kaplan restricts himself to examples with the
direct relative, in comparison with sentences with the Irish complementiser goN

‘that’ – which introduces complements that are not in the domain of a long dis-
tance dependency.

4 Agreement

4.1 Introduction

There are many agreement issues in the Celtic languages that remain untouched
within the LFG framework. In this section I present analyses of Irish verbal conju-
gation and a Welsh conjunct agreement pattern, before moving on to agreement
between cardinal numbers and numerals in Welsh and Irish respectively. There
are clear similarities in these areas between the two languages discussed, but also
interesting differences that lack thorough analyses.

4.2 Various issues of verbal agreement

Table 1 shows parts of the standard conjugation of the Irish verb mol ‘to praise’.7

There is variation between analytic forms, which take a separate pronoun (or

7Welsh is quite different from Irish in this respect (see Borsley et al. 2007: 9–10). Welsh shows
complete paradigms of synthetic verbal morphology. Literary Welsh permits null subjects; col-
loquial Welsh does not.
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noun) subject, and synthetic forms (marked in bold) which are conjugated for
person and number.

Table 1: Irish conjugations (The Christian Brothers 2002: 95, emphasis
added)

Present tense Past tense Imperfect
1sg molaim mhol mé mholainn
2sg molann tú mhol tú mholtá
3sg molann sé/sí mhol sé/sí mholadh sé/sí
1pl molaimid mholamar mholaimis
2pl molann sibh mhol sibh mholadh sibh
3pl molann siad mhol siad mholaidís

There has been a general development in Irish towards more analytic forms,
but as e.g. Ó Siadhail (1989: 182–185) points out, there is a mixture of synthetic
and analytic forms in all the dialects, with a tendency for the most synthetic
forms in the south and the fewest in the north of the country.

There are two important descriptive generalisations associated with Irish ver-
bal agreement. First, as a general rule, the synthetic forms are incompatible with
a pronoun or noun subject, as shown in (28).

(28) *molaim
praise.prs.1sg

mé
I

Second, when the paradigm contains a synthetic form, the analytic form is un-
available (though see below for a potential exception).

Irish data such as these are used by Andrews (1990) as a basis for formulating
the Morphological Blocking Principle. The main intuition behind this principle
is that if there is a highly specified form in the Lexicon, a less highly specified
one cannot be used (Andrews 1990: 508).

Andrews (1990) shows first of all that it follows from general LFG architecture
that a synthetic verb form cannot occur together with a noun phrase or pronoun.
Synthetic verb forms are taken to specify the value of the pred of the subject
as ‘pro’. A subject NP would contribute a different pred value than that to the
subject, and this is ruled out by the Uniqueness Condition (see Belyaev 2023:
Section 3.4.1 [this volume]).

However, as Andrews (1990: 516) points out, the Uniqueness Condition is not
sufficient to rule out the presence of a pronoun with a synthetic verb form, since
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the specification of the pred value of the subject as ‘pro’ from both the verb
form and the pronoun would not appear to be contradictory. To solve this, An-
drews refers to the principle of Predicate Indexing, which he suggests “causes
each pred-value introduced in a lexical item to receive a unique index, which
distinguishes it from all other pred-values in the structure” (Andrews 1990: 516).
This principle makes a synthetic verb form and a pronoun subject mutually ex-
clusive, since the ‘pro’ values contributed by a synthetic verb form and a subject
pronoun respectively would carry separate indices, which in its turn would vio-
late the Uniqueness Condition.

Finally, to account for the ungrammaticality of an analytic verb form with
a pronominal subject when there is a synthetic form available, Andrews (1990)
formulates the Morphological Blocking Principle:

Suppose the structure S has a preterminal node P occupied by a lexical item
l1, and there is another lexical item l2 such that the f-structure determined
by the lexical entry of l1 properly subsumes that determined by the lexical
entry of l2, and that of l2 subsumes the f-structure associated with P in S
(the complete structure, after all unifications have been carried out). Then
S is blocked. (Andrews 1990: 519)

Building on this, Sulger (2010) offers a computational LFG analysis of Irish ver-
bal agreement facts. As a part of his analysis, Sulger (2010: 169–170) criticises
the Morphological Blocking Principle in computational terms, suggesting that
this principle has the consequence that the lexicon needs to be checked for a
corresponding synthetic form every time an analytic form occurs. If there is a
synthetic form, the analytic form is blocked. Sulger (2010: 170) argues, from a
computational grammar viewpoint, that this approach is inefficient and that it is
questionable whether it is adequate for larger-scale grammars.

McCloskey & Hale (1984: 491–492 and §6) point out that there is greater vari-
ation in the Irish paradigms than described above (see also Ó Siadhail 1989: 182–
185), and that in certain cases the same person-number combination can be ex-
pressed both by a synthetic and an analytic form. Some of their examples are
included in (29):

(29) Irish (McCloskey & Hale 1984: 491)
a. chuirfidís

put.cond.3pl

b. chuirfeadh
put.cond

siad
they
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This matter seems to involve both dialect and register variation as well as his-
torical developments, and is so far an understudied topic within the framework
of LFG. McCloskey & Hale (1984: 531) indicate morphological blocking as poten-
tially the most fruitful line of enquiry going forward.

Sadler (1999) discusses another agreement phenomenon inWelsh, a single con-
junct agreement pattern illustrated in (30):

(30) Welsh (Sadler 1999: 2)
a. Daeth

come.pst.3sg
Siôn
Siôn

a
and

minnau.
1sg

‘Siôn and I came.’
b. Daethost

come.pst.2sg
ti
2sg

a
and

minnau/Siôn.
1sg/Siôn

‘You and I/Siôn came.’
c. Roedd

be.pst.3sg
Mair
Mair

a
and

fi
1sg

i
to

briodi.
marry

‘Mair and I were to marry.’
d. Roeddwn

be.pst.1sg
i
1sg

a
and

Mair
Mair

i
to

briodi.
marry

‘I and Mair were to marry.’

All these examples have a plural coordinate subject.8 When the first conjunct is a
pronoun, the verb agrees with the pronoun in person and number.When the first
conjunct is non-pronominal, the verb is in the unmarked third singular form. An
identical asymmetrical agreement pattern shows up both in nominal structures
containing possessor phrases and with objects of prepositions.

Sadler (1999: 3–4) suggests that a similar agreement pattern is found in Irish,
based on data from McCloskey (1986). Some of McCloskey’s examples are pro-
vided in (31):

(31) Irish (McCloskey 1986: 248)
a. Bhíos

be.pst.1sg
féin
self

agus
and

Tomás
Tomás

ag
prog

caint
talk

le
with

chéile.
each.other

‘Tomás and I were talking to one another.’

8See Sadler (2006) for a discussion of other coordination patterns inWelshwithin the framework
of LFG.
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b. Bhíos
be.pst.1sg

-sa
-contr

agus
and

Pádraig
Pádraig

Ó
Ó

Guithín
Guithín

le
to

pósadh.
marry

‘Pádraig Ó Guithín and I were to marry.’

Note the elements féin and -sa here; these are emphatic/contrastive elements that
are mandatory in the above coordination pattern.9

Andrews (1990: 522–523) mentions this Irish pattern of agreement. He sug-
gests that it presents significant difficulties for an LFG analysis and chooses to
leave them aside in the context of his paper onmorphological blocking. This type
of pattern is also not restricted to the Celtic languages; it appears to be found in
for example Czech, Latin and Palestinian Arabic (Sadler 1999: 4 and references
therein).

The interesting difficulty with the Welsh data is, as Sadler (1999: 15) puts it,
that “morphosyntactic and semantic agreement come apart under coordination”:
the only difference between the structure illustrated above and other coordinate
structures is the agreement between the first, pronominal conjunct and the verb.
On the other hand, data such as predicate agreement seem to indicate that se-
mantic feature resolution appears to operate on coordinate structures in Welsh
independent of whether the coordinate structure includes pronouns or not.

Sadler (1999) describes twomain features of the classic LFG view of agreement:
agreement features such as person, number, gender and case are an f-structure
phenomenon, and agreement is a matter of constraints on the same structure
rather than matching between features on different structures (see Haug 2023
[this volume] on agreement). The crucial question then is this: can this view of
agreement be reconciled with the single conjunct agreement pattern illustrated
above? Sadler (1999) argues that these data show that it is difficult to maintain a
simple and homogenous view of what agreement is.

4.3 Noun phrase agreement: numerals

Fife (2002: 21) lists as “a common feature of Celtic nominal syntax” the use of
singular forms (and/or special forms) following cardinal numerals. Mittendorf &
Sadler (2005) make use of the index/concord distinction (referencing Wechsler
& Zlatić’s (2000) HPSG analysis and King & Dalrymple (2004) in LFG) to account
for the resulting agreement mismatch in Welsh noun phrases.

9See McCloskey & Hale 1984: 493–496 for a thorough discussion of these and other elements
and arguments why they are not pronouns.
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The index/concord distinction describes two sets of nominal agreement fea-
tures: concord features relate to agreement between the noun and any deter-
miners or adjectives, whereas index features are related to the semantics of the
noun and agreement between the noun phrase and a bound pronoun and often
also verb agreement (see Haug 2023: Section 3 [this volume] for further details).

In Welsh, numerals require the singular form of the noun, as shown below in
the examples ‘five dogs’ and ‘three cats’, where the noun in both cases is in the
singular form:

(32) Welsh (Mittendorf & Sadler 2005: 6)
a. pum

five
ci
dog.m.sg

‘five dogs’
b. tair

three.f
cath
cat.f.sg

‘three cats’

What is more, if the noun is modified by an adjective with a distinct plural form,
the singular form is used. In (33), the adjective arall ‘other’ is used in the plu-
ral form eraill in the phrase ‘other dogs’, but in the singular form arall when a
numeral is added:

(33) Welsh (Mittendorf & Sadler 2005: 6)
a. cŵn

dog.m.pl
eraill
other.pl

‘other dogs’
b. pum

five
ci
dog.m.sg

arall
other.sg

‘five other dogs’

Demonstratives on the other hand are always plural when a noun with a plural
premodifier is involved. In the below examples, the singular (feminine) form hon
‘this’ is used in the phrase ‘this cat’, whereas the plural form hyn is used in ‘these
three cats’:

(34) Welsh (Mittendorf & Sadler 2005: 6)
a. y

def
gath
cat.f.sg

hon
this.f.sg

‘this cat’
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b. y
def

tair
three

cath
cat.f.sg

hyn
this.pl

‘these three cats’

At the same time, the noun phrase behaves overall as plural, as shown in (35),
where the noun phrase ‘the five men’ controls a pronominal anaphor:

(35) Welsh (Mittendorf & Sadler 2005: 7)
Roedd
be.ipfv.3s

y
def

pum
five

dyn
man.m.sg

yn
prog

gweld
see

eu
3pl

hunain
self.pl

yn
in

y
def

drych.
mirror

‘The five men saw/were seeing themselves in the mirror.’

Mittendorf & Sadler (2005) suggest that these distinctions can be most usefully
described as an index/concord mismatch: specifically, the numeral contributes
the index num feature, whichwill be plural. This accounts for the example in (35),
where the noun phrase ‘the five men’ controls a plural anaphor. What is more, it
accounts for the plural demonstrative hyn if Welsh demonstratives show index
agreement. On the other hand, the singular noun following the numeral will
contribute a singular concord num feature. This accounts for the requirement
that adjectives modifying the noun be in the singular form, since adjectives are
taken to show concord agreement.

The f-structure for the noun phrase tri dyn ‘three men’ is shown in (36) to
illustrate:

(36) Welsh (Mittendorf & Sadler 2005: 11)
tri
three.m

dyn
man.m.sg

‘three men’⎡⎢⎢⎢⎢⎣
pred ‘man’
index [num pl]
concord [num sg]
adj {[pred ‘three’]}

⎤⎥⎥⎥⎥⎦
Irish numerals show agreement patterns of the same type as Welsh, in that nu-
merals, as a main rule with certain exceptions described below, are followed by
a noun in the singular. How this system interacts with adjective agreement lacks
analysis in LFG for Irish.

Describing what he calls the “traditional” system, Ó Siadhail (1982) shows that
the main rule also in Irish is that the unmarked, singular form of the noun is used
after cardinal numerals:
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(37) Irish
a. trí

three
chnoc
hill.m.sg

‘three hills’ (Ó Siadhail 1982: 99)
b. dhá

two
chnoc
hill.m.sg

d(h)éag10

ten

‘twelve hills’ (Ó Siadhail 1982: 100)
c. trí

three
chnoc
hill.m.sg

fhichead
twenty.gen

‘twenty-three hills’ (Ó Siadhail 1982: 101)

The “traditional” system referred to above is a system based on multiples of
twenty:

(38) Irish
a. deich

ten
lá
day

fichead
twenty.gen

‘thirty days’ (Ó Siadhail 1982: 101)
b. naoi

nine
lá
day

dhéag
ten

is
and

fiche
twenty

‘thirty-nine days’ (Ó Siadhail 1982: 101)
c. lá

day
is
and

dá
two

fhichead
twenty.gen

‘forty-one days’ (Ó Siadhail 1982: 102)

However, as Ó Siadhail (1982: 101) points out, what he calls the “school system”
has introduced numerals in a decimal system, such as tríocha ‘thirty’, ceathracha
‘forty’, etc.11 This latter system is considered standard today, and is illustrated in

10Whether the form has undergone mutation or not (déag vs. dhéag) is a matter of dialectal
variation (see Ó Siadhail 1989: 100).

11The terms used by Ó Siadhail when hemakes the distinction between “traditional” and “school”
system, highlight the need for linguists to be aware of the sociolinguistic nuances of the lan-
guage under study, in order to be certain of which linguistic system we are describing and
analysing at a given time. Mac Eoin (2002: 118–119) suggests that the decimal system is in fact
a survivor from the literary language, whereas the vigesimal system has prevailed in the spo-
ken language. He goes on to state that “[t]he promotion of the decimal system in the schools
during the last seventy years has not diminished the popularity of the vigesimal system in
ordinary speech” (Mac Eoin 2002: 119).
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(39) with examples from the school grammar book New Irish Grammar by the
Christian Brothers:

(39) Irish (The Christian Brothers 2002: 76)
a. trí

three
chapall
horse

is
and

tríocha
thirty

‘thirty-three horses’
b. seacht

seven
gcapall
horse

is
and

caoga
fifty

‘fifty-seven horses’

The numerals three to ten are however used with certain nouns in the plural.
This holds for both number systems. As illustrated in the examples above, the
‘-teen’ part of the numeral phrase – whether the abovementioned multiples of
twenty or the school system numerals – is placed after the modified noun while
the numbers 1–10 are placed before the noun. Consequently, the exception to
the singular rule is relevant for the number system in general and not just when
counting to ten.

Nouns used in the plural with numerals can be divided into different groups,
including nouns that express a unit of measure (Ó Siadhail 1982: 102–104) and
“words inherent to the counting system” such as ceann ‘head/one’ vs. trí cinn
‘three’ (literally ‘three heads’) (Ó Siadhail 1989: 167)

There is in other words significant variation in the Irish numeral system, de-
pending on whether you are dealing with the traditional or standard written lan-
guage or the traditional spoken languagewith its many dialects.Wemay perhaps
also expect to see that the use of the singular form of nouns following numerals
is on the way out in the urban varieties of Irish, on the pattern of English.

5 The copula

5.1 Introduction

All the Celtic languages show or have shown a distinction between two ‘be’ verbs,
usually labelled the substantive verb (Irish: bí ) and the copula (Irish: is) (Fife 2002:
19–20, etc.). In LFG it is mainly the Irish copula that has been studied, and thus
Irish will be the focus here.12 This means that Irish copula predication has not

12Welsh has one copula verb bod, which appears to share properties with both the Irish copula
and the Irish substantive verb (see Borsley 2019). A comparative LFG analysis of the Irish and
Welsh copula systems would be interesting.
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been studied in its entirety in LFG. In theoretical terms, the Irish copula and the
Irish substantive verb are both copulas, but I will use the traditional labels.

For the Irish copula, it is customary in traditional grammar to distinguish be-
tween two types of copula sentences, classificatory and identificatory (e.g. Ó Siad-
hail 1989: 224). Some examples are provided below, as context for the following
theoretical discussion:

(40) Irish (Ó Siadhail 1989: 224)
a. Is

cop
scoláire
scholar

mé.
I

‘I am a scholar.’
b. Is

cop
múinteoir
teacher

í
agr.3sg.f

Cáit.
Cáit

‘Cáit is a teacher.’

(41) Irish (Ó Siadhail 1989: 227)
a. Is

cop
mé
I

an
def

múinteoir.
teacher

‘I am the teacher.’
b. Is

cop
é
agr.3sg.m

Seán
Seán

an
def

múinteoir.
teacher

‘Seán is the teacher.’

In classificatory sentences such as those in (40), the subjects mé ‘I’ and Cáit are
said to belong to the class of scholar/teacher. The identificatory sentences in (41)
express identity between the subjects, mé ‘I’ and Seán, and ‘the teacher’.

In this section I first discuss the syntax of the Irish copula. There are two main
types of analysis proposed in the LFG literature for copula constructions, a single-
tier analysis where the pred of the sentence is the non-verbal predicate, and
a double-tier analysis with two varieties depending on the choice of argument
function for the non-verbal predicate. It is shown that while LFG works on the
Irish copula tend towards a double-tier, predlink analysis, there is philological
work on older stages of the language that suggest a single-tier analysis as more
appropriate to the Irish data. I go on to show how the Irish copula behaves in
terms of the distinction between stage level and individual level.
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5.2 Syntax of the Irish copula

In the LFG literature (Dalrymple et al. 2004 and references therein), there are
three types of analyses suggested for different types of copula constructions
across languages, as shown in Figure 1.

copula constructions

single tier double tier

closed complement
(predlink)

open complement
(xcomp)

Figure 1: Types of copula constructions (adapted from Sulger 2009: 564)

Dalrymple et al. (2004) suggest that different f-structure analyses are appro-
priate for different copula constructions not only between languages but also
within in a single language. Attia (2008) on the other hand argues in favour of
a unified, general analysis of copula constructions on the f-structure level, and
suggests that the variations in morphological agreement, presence or absence of
the copula, etc., used as arguments in favour of different analyses by Dalrymple
et al., do not warrant functional variation.

Sulger (2009) mostly follows Attia (2008) and argues that a predlink analysis
is universally applicable to copula constructions, thus also for Irish. In the follow-
ing I show how the Irish data have been situated in the context of this discussion.
I will briefly sketch the three types of copula analyses as context for Sulger’s
(2009) analysis, before providing his main arguments in favour of a double-tier,
predlink analysis for the Irish copula.

A single-tier analysis is one where the copula verb is not required or not per-
mitted, and the copula predicate is taken to select for a subject. This is illustrated
in the f-structure in (42) for the translation of a Japanese sentence meaning ‘the
book is red’, from Dalrymple et al. (2004: 191). The copula verb, if present, may
contribute tense, as seen in Japanese (Dalrymple et al. 2004).

(42) Single-tier analysis (Dalrymple et al. 2004: 191)[pred ‘red〈subj〉’
subj [pred ‘book’]]
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In a double-tier analysis, the copula provides the main predicate of the clause,
and selects for either an open xcomp function, or the closed predlink function
(“closed” meaning here that predlink does not allow functional control).13

(43) Double-tier analyses (Dalrymple et al. 2004: 189)
a. Open complement⎡⎢⎢⎢⎣

pred ‘be〈xcomp〉subj’
subj [ ]
xcomp [pred ‘...〈subj〉’

subj ]
⎤⎥⎥⎥⎦

b. Closed complement

[pred ‘be〈subj, predlink〉’
subj [ ]
predlink [pred ‘...’] ]

Sulger’s (2009) argument in favour of a double-tier, closed complement analysis
of the Irish copula is twofold, and has to do with the presence or absence of the
copula, and the presence or absence of agreement between the copula predicate
and subject.

Sulger (2009: 570) refers to the discussion between Dalrymple et al. (2004) and
Attia (2008) on what to take away from the presence or absence of the copula.
Ó Siadhail (1989: 244) formulates the general rule for the Irish copula as follows:
“(...) the copula may not normally be deleted when marked for mood, tense, nega-
tion, interrogation or when embedded in a sentence.” This is illustrated in (44):

(44) Irish (Ó Siadhail 1989: 244)
a. Múinteoir

teacher
é
agr.3sg.m

an
def

fear
man

sin.
that

‘That man is a teacher.’
b. Ba

cop.pst
mhúinteoir
teacher

é.
he

‘He was a teacher.’
13A reviewer provided examples from Welsh where the copula occurs with an expletive subject
said to be required by the complement. The examples appear to involve modal semantics. More
work is needed on how this fact should be analysed in light of the above discussion on the
different analyses of the syntax of the copula. Irish has periphrastic modal predicates with the
copula, and for Irish my intuition would be that these would need to be treated separately
from regular copula predication as discussed in this chapter. See Graver (2010: 86–94) for an
overview of Irish modal verbs with references for further reading.
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c. Deir
say.prs

siad
they

gur
that.cop

duine
person

deas
nice

é.
he

‘They say that he is a nice person.’

On the basis of these facts, Sulger (2009: 570) argues that the absence of the cop-
ula, in the contexts where it may be dropped, is a matter of stylistic variation, and
that the presence or absence of the copula does not lead to semantic differences.

Sulger suggests that his argument runs counter to Dalrymple et al. (2004). Dal-
rymple et al. (2004: 190–191) show how the Japanese copula may be dropped
with adjectival predicates but is mandatory with nominal predicates. They argue
on the basis of syntactic criteria that the category of the predicate may affect
whether it can license a subject and propose a single-tier analysis for Japanese
copula sentences with adjectival predicates whether or not the copula is present.
For Japanese copula clauses with nominal predicates, they suggest a double-tier
analysis of some kind. Sulger on the other hand argues on the basis of Attia
(2008) that the predication is the same independent of the presence or absence
of the copula, and for this reason that a unified analysis is desirable.

For a language like Russian, where the occurrence of copula is governed by
tense, Dalrymple et al. (2004: 191–193) suggest that a unified analysis is desirable,
independent of the presence or absence of the copula. The point in this case
is that there should not be any evidence of syntactic or semantic differences be-
tween clauses with the copula and clauses without. This is likely the case in Irish.
Such a unified analysis would take two forms, either a single-tier analysis like
Japanese, with the copula contributing features of tense, or a double-tier analysis
with the copula as the main pred of the clause selecting for either an xcomp or
a predlink.

Sulger goes on to note that agreement between the copula predicate and the
subject has been given by Dalrymple et al. (2004) as an argument in favour of an
xcomp analysis, because they view “agreement as a strong indication for a control
relation between the subject and the predicate” (Sulger 2009: 566). There is no
agreement between the copula predicate and the subject in Irish (see Mac Eoin
2002: 115 on the use of adjective predicates with the copula; for nouns compare
(45) with (44) above).14 Consequently, Sulger (2009: 567) argues, agreement is not
an argument in favour of an xcomp analysis in Irish.

14The pronominal element glossed agr in some of these examples is inserted to agree with the
subject, and cannot be taken to involve agreement between the subject and the predicate. See
Carnie (1997: 61) and Ó Siadhail (1989: 224).
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(45) Irish (Ó Siadhail 1989: 224)
Is
cop

múinteoir
teacher

í
agr.3sg.f

Cáit
Cáit

‘Cáit is a teacher.’

Not all the linguistic literature on the Celtic languages in other theories agrees
with this analysis. For example, Carnie & Harley (1994) provide a Principles and
Parameters analysis of certain facts of the two Irish ‘be’ verbs where they view
the copula as a complementiser particle providing features of aspect and tense
(see Doherty 1996: 9–10 for arguments in favour of such an analysis based on how
the copula behaves in sentences with interrogation, negation and subordination
particles, and Asudeh (2002) for a general analysis of Irish pre-verbal particles).
In LFG terms, this might imply a single-tier analysis.

There are hints in the philological studies and grammars of Old Irish that a
single-tier analysis might be appropriate for the older stages of Irish and Scottish-
Gaelic, and perhaps also for earlier stages of Welsh. For example, Ahlqvist (1971–
1972: 271) calls the copula a “verb-making particle”, and Thurneysen (1998: 24–
25) and McCone (1996: 211) discuss the similarities between the Old Irish copula
and proclitic elements like pre-verbs and articles. Fife, in his introduction to the
edited volume The Celtic Languages, writes as follows (Fife 2002: 20): “[f]ormerly,
in both Irish and Welsh, the copula and its predicate formed a constituent, with
the subject moved rightward to the end of the clause.” Another point to note is
the fact that Old Irish showed agreement between the subject and an adjective
predicate in copula clauses. There is in other words much more Irish material to
study when it comes to copula clauses.

5.3 Stage level and individual level predication

Sulger (2011) provides an analysis of copula constructions that express possession
in Irish and Hindi/Urdu. For Irish he shows how the copula and the substantive
verb behave in terms of the distinction between stage level and individual level
predication. He argues that this contrast is expressed through lexical informa-
tion. Specifically, he suggests that the substantive verb may supply a situation
argument (based on Kratzer 1995) when it expresses stage level predication. The
situation argument serves to embed the property expressed by the predication
in some situation.

Sulger (2011: 19–20) again assumes a syntactic analysis using the predlink
function of the Irish copula, as mentioned in the previous section. For reasons of
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space he does not provide any examples of f-structures or lexical entries for his
Irish data.

In the following I will use Sulger’s (2011) data as a starting point for illustrat-
ing how the copula and the substantive verb behave in terms of the stage and
individual level distinction.

Sulger (2011: 12) notes that the linguistic literature on Irish generally assumes
that the copula expresses individual level predication and the substantive verb
stage level predication (see e.g. Doherty 1996: 40). “Stage level” in this sense refers
to properties that hold of an individual at some stage of their lives, whereas “in-
dividual level” refers to properties that holds of an individual at all stages. The
contrast between the copula and individual level predication, and the substantive
verb and stage level predication, is nicely illustrated by Mac Eoin:

(46) Irish (Mac Eoin 2002: 136)
a. Is

cop
dochtúir
doctor

mise
I.emph

‘I am a doctor.’
b. Tá

be.prs
mise
I.emph

i
in

mo
my

dhocthúir
doctor

‘I am a doctor.’

(46)a is a sentence with the copula verb is. (46)b on the other hand contains
the substantive verb tá, with a subject ‘I’ and a prepositional phrase with the
preposition ‘in’ together with a possessive particle ‘my’. Mac Eoin (2002: 136)
describes the differences between these examples as follows: “[...] Is dochtúir mise
[with the copula] is an absolute statement of what I am, whereas Tá mise i mo
dhochtúir [with the substantive verb] merely states the role in which I appear.”

He goes on to contrast the above examples with the following:

(47) Irish (Mac Eoin 2002: 137)
a. Is

cop
gunna
gun

é seo
this

‘This is a gun.’
b. *Tá

be.prs
sé seo
this

ina
in.its

ghunna
gun

Intended: ‘This is a gun.’

In the latter example above, the construction with the substantive verb + ‘in’ +
possessive particle cannot be used with ‘gun’ as the subject, since ‘being a gun’
is an absolute property of the thing referred to.
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Sulger (2011) tests the claim that the Irish copula expresses individual level
predication on a certain type of copula sentence in comparison with his Hindi
data. Sulger terms the construction in question the possessive copula construc-
tion, where the copula is followed by a prepositional phrase with the preposition
le ‘with’ expressing the possessor and a noun expressing the possessee. Sulger
then applies some of the well-known tests for stage or individual level predica-
tion (Sulger 2011: 7 and references therein). For example, stage level predicates
are assumed to allow temporal adverbs while individual level predicates do not.
This is illustrated in (48)a, where, according to Sulger, the copula sentence is
judged as questionable by native speakers with the addition of the adverb inniu
‘today’.

Another test described by Sulger is to change the tense of a sentence, which
is thought to result in a change in the perceived lifetime of the individual(s) in-
volved in an individual level predication, but not in a stage level predication. This
is illustrated for Irish in (48)b, which now implies that either Pádraig or the car
does not exist anymore.

(48) Irish (Sulger 2011: 12, 14)
a. Is

cop.prs
le
with

Pádraig
Pádraig

an
def

carr
car

nua
new

(?inniu).
today

‘Pádraig has the new car today.’
b. Ba

cop.pst
le
with

Pádraig
Pádraig

an
def

carr
car

nua.
new

‘Pádraig had the new car.’

For the substantive verb on the other hand, Sulger (2011: 15) points out, referenc-
ing Doherty (1996), that while a change in tense in examples similar to those in
(48) results in the subject being perceived as dead when the copula is used, with
the substantive verb the subject might have changed profession.

Sulger (2011: 12–14) goes on to show that while the copula is restricted to in-
dividual level predication, the substantive verb may in fact express both stage
and individual level predication. For example, in the following example with the
substantive verb, the reading is ambiguous between ownership (individual level)
and temporary possession (stage level):

(49) Irish (Sulger 2011: 12)
Tá
be.prs

an
def

carr
car

nua
new

ag
at

Pádraig
Pádraig

‘Patrick has the new car’ (he may or may not own it)
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6 Conclusion

I hope to have shown that the work in LFG on the Celtic languages, while not
very substantial, has contributed in various ways to both the theory of LFG and
to our understanding of the languages themselves. For example, the question
of whether there is a VP in a VSO language like Welsh has been drawn into
the discussion of endocentricity and extended heads in LFG (Section 2.2), and
the autonomous verb form in Irish has been analysed in the context of general,
cross-linguistically applicable categories describing relationships between the-
matic roles and syntactic functions (Section 3.2).

At the same time, there is a lot of material in the Celtic languages remaining to
be studied for the interested researcher. Does it take some extra dedication from
the non-native speaker researcher especially, given the challenges of working on
minority languages, the low number of native speakers and comparative lack of
teaching materials? Yes. But I would still argue that it is very much worth it.
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Chapter 30

LFG and Continental West-Germanic
languages
Gerlof Bouma
University of Gothenburg

This chapter presents an overview of LFG work on Continental West-Germanic
languages. It starts out by giving a broad characterization of the languages that are
part of this group, with a special focus on their clause layout, that is, the placement
of verbs and arguments in a clause. After this, the different LFG approaches to
modelling this layout are discussed, followed by a selection of clausal and verbal
domain topics such as topicalization and left-dislocation, asymmetric coordination,
cleft constructions, and argument ordering and realization. The chapter concludes
by reviewing LFG analyses of topics from the nominal domain, namely determiner-
adjective declension, preposition-determiner contraction, case indeterminacy and
possessive doubling.

1 Introduction

This chapter is concerned with the Lexical-Functional Grammar treatment of
the present-day West-Germanic languages sans English or Scots. This group is
sometimes referred to as ContinentalWest Germanic (Zwart 2008), as it is mostly
comprised of Germanic languages1 spoken in countries on the European main-
land: from Belgium and the Netherlands, through Luxembourg and Germany,
to Switzerland, the northernmost parts of Italy, and Austria; and in addition in
smaller regions bordering these countries. In spite of the label ‘continental’, the

1Unless it is relevant to the discussion, I will use the term language in a broad sense that ig-
nores matters like the language/language variety/regiolect/dialect/etcetera’s political status,
whether a language label covers a homogeneous or heterogeneous group of subvarieties, or
whether it is mutually intelligible with languages that do not fall under the same label.

Gerlof Bouma. 2023. LFG and Continental West-Germanic languages. In Mary Dal-
rymple (ed.), Handbook of Lexical Functional Grammar, 1407–1468. Berlin: Language
Science Press. DOI: 10.5281/zenodo.10186010
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Gerlof Bouma

group of Continental West Germanic languages (henceforth: CWG) also con-
tains languages like Yiddish (spoken in Israel, North America and elsewhere),
Afrikaans (South Africa and Namibia), Dutch in the Antilles and Suriname (in
terms of language politics part of the same standardization body as Belgium and
the Netherlands), and German heritage variants in the Americas (Putnam 2011)
and Siberia (Andersen 2016), to name but a few group members outside of conti-
nental Europe.

In terms of L1 speakers, the largest of these languages are the standard varieties
of German and Dutch, with circa 75 and 25 million speakers, respectively.2 Their
status as standardized national languages in multiple countries also means they
are supported by strong academic infrastructures. It is therefore not surprising
that most of the work on CWG in LFG is done on these two languages. Standard
German and Dutch3 will figure prominently in this chapter. This is merely a
reflection of their salience in the LFG literature, and should not be interpreted
linguistically, for instance as a sign of them being more typical CWG languages
than other members of the language group.

A comprehensive inventory of West-Germanic languages with demographic
and linguistic information can be found in Ethnologue4 (Eberhard et al. 2019).
Bibliographic data onWest-Germanic can be found in Glottolog5 (Hammarström
et al. 2019). Note that neither of these resources distinguishes a CWG branch in
their taxonomies. For an overview of the syntactic traits of Continental West
Germanic, I refer the reader to Zwart (2008). An accessible description of how
German is syntactically different from English and from the North-Germanic
languages can be found in the introductory chapters of Haider (2010), with argu-
ments that in many cases carry over to the other CWG languages.

1.1 A general picture of Continental West Germanic, with a focus on
the clause

In this subsection we will discuss some of the syntactic traits of CWG. Our focus
will be on the clause/verbal domain, since this has been the main interest of the
LFG literature on CWG. We will discuss the nominal domain more briefly. The
purpose of this subsection is twofold. First, it gives a very general impression
of CWG syntax and indicates how it differs from its North- and West-Germanic

2Counts based on Eberhard et al. (2019).
3Unless the context requires otherwise, I will use German and Dutch without further modifica-
tion to refer to the standardized, national language varieties of these two CWG languages.

4https://www.ethnologue.com/subgroups/west-0, consulted July 2022
5https://glottolog.org/resource/languoid/id/west2793, consulted July 2022
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neighbours. Secondly, it introduces some of the language-particular background
needed to understand the individual LFG analyses discussed in the rest of the
chapter.

1.1.1 Clause layout

A prominent syntactic feature of CWG languages is the combination of asymmet-
ric verb second together with verb final (Zwart 2008, Haider 2010). The former
label characterizes a clause structure in which the finite verb in main clauses,
but not in subordinate clauses, is preceded by exactly one constituent, which can
have a wide range of grammatical functions. The latter label covers the general-
ization that any verbal material that is not in second position – finite verbs in
subordinate clauses and non-finite verbs in general – clusters together towards
the end of the clause, potentially following arguments and adjuncts. As such,
CWG contrasts with Modern English, which lacks both pervasive verb second in
main clauses and verb finality, and follows amore rigid subject-verb-complement
order. CWG also differs from the present-day North-Germanic languages, which
can be characterized as combining verb second with subject-verb-complement
order.6

For the discussion of the layout of a CWG clause, it is helpful tomake use of the
so-called topological field model of the clause, which can be found in traditional
descriptions of German and Dutch and in reference grammars like Zifonun et al.
(1997) and Haeseryn (1997). In this model, the layout of a clause is described in
terms of linearly ordered fields, and different word order variants associated with
different clause types are obtained by assigning constituents to different fields.
The field schema we use in this chapter is given in (1).

(1) lead ‖ Vorfeld | left bracket | Mittelfeld | right bracket | Nachfeld ‖ tail
In a main clause, the left bracket (lb) and right bracket (rb) are reserved for verbal
material: a single, second-position finite verb is in the left bracket, and any other
verbs are in the verb cluster in the right bracket. Between the brackets there is
theMittelfeld ‘middle field’ (Mf), which may contain any number of constituents.

6Two remarks are in order with respect to this characterization of CWG clause layout. First,
as it can be used to demarcate CWG from English as well as from North-Germanic, it gives
some linguistic substance to the pooling of CWG languages into one group, as we do in this
chapter. Secondly, and somewhat weakening the first point, once we start to look closer at
individual CWG languages, we find deviations from the general pattern. Modern Yiddish in
particular fits the description poorly, both in terms of the verb-second pattern and the verb-
final pattern. It is beyond the scope of this chapter to go into all the exceptions, but some of
them will be discussed towards the end of this section and in the context of LFG analyses of
these exceptions.
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The Vorfeld ‘prefield’ (Vf) is the designated place for the single constituent pre-
ceding the finite verb, whereas the Nachfeld ‘postfield’ (Nf) may contain several
items, and is typically reserved for heavier constituents like clausal arguments,
extraposed relative clauses and adverbial prepositional phrases. The lead and
tail fields7 host material that is more loosely connected to the clause, such as
vocatives and hanging topics. Note that not every field needs to contain material.
Examples of different declarative main clause types are given in (2).

(2) Dutch
a. Subject-initial declarative:

Vf
De
the

draken
dragons

lb
doen
make.prs.pl

Mf
Doris
Doris

dadelijk
immediately

rb
duizelen.
feel.dizzy.inf

‘The dragons immediately make Doris feel dizzy.’
b. Object-initial declarative:

Vf
Doris
Doris

lb
doen
make.prs.pl

Mf
de
the

draken
dragons

dadelijk
immediately

rb
duizelen.
feel.dizzy.inf

c. Sentence adverb-initial declarative:
Vf
Dadelijk
immediately

lb
doen
make.prs.pl

Mf
de
the

draken
dragons

Doris
Doris

rb
duizelen.
feel.dizzy.inf

The verb-second constraint is clear here: the finite verb is always in the left
bracket and precedes its subject if a non-subject is in the Vorfeld (2b,c). The sub-
ject and object can appear in identical positions – contrast the OVS order in (2b)
with SVO in (2a). Linear order is therefore not fully determined by grammatical
function, or vice versa. The Vorfeld is also the target of long-distance depen-
dencies, like fronting of wh-constituents out of embedded clauses (not shown
here). The Mittelfeld may contain a collection of (nominal) arguments and (sim-
ple) adverbials, which are typically local to the clause. The extent to which the
order of material within theMittelfeld is fixed differs between languages (see Sec-
tion 2.4.1). Grammatical-function assignment under word order variation, long-
distance dependencies, and the order of elements in the Mittelfeld are all basic
CWG phenomena that the LFG models discussed below must address.

7The terminology around these last two fields is not as established as for the fields that are part
of the clause proper. The lead is for instance also known as Vorvorfeld ‘pre-prefield’ or linkes
Außenfeld ‘left outfield’, and the tail asNachnachfeld ‘post-postfield’ or rechtes Außenfeld ‘right
outfield’.

1410



30 LFG and Continental West-Germanic languages

Other clause types have empty Vorfeld regions, such as the polar interroga-
tive (3a), which is a verb-first construction, and the subordinate clause (3b), in
which the left bracket is filled by the complementizer.

(3) Dutch
a. Polar interrogative:

lb
Doen
make.prs.pl

Mf
de
the

draken
dragons

Doris
Doris

dadelijk
immediately

rb
duizelen?
feel.dizzy.inf

b. Subordinate:
lb

…dat
comp

Mf
de
the

draken
dragons

Doris
Doris

dadelijk
immediately

rb
doen
make.prs.pl

duizelen.
feel.dizzy.inf

Example (3b) has the finite verb in the right bracket, in the verb cluster. This
shows the asymmetry of the verb-second phenomenon: unlike in a main clause,
the finite verb in a subordinate clause can be preceded by any number of con-
stituents in the Mittelfeld. The topological model accommodates the complemen-
tary distribution of the finite verb of a main clause and the complementizer of a
subordinate clause by locating both in the left bracket.

The right bracket in (3b) contains two verbs: first the finite verb, then the
non-finite verb. This is considered to be the default order in Standard Dutch, but
there is considerable variation in this ordering, both between and within CWG
languages. An extensive overview of ordering possibilities in CWG verb clusters
is given in Wurmbrand (2004).

The topological schema based on the combination of verb second and verb
final is widely applicable to the CWG languages, but, as with any generaliza-
tion, there are cases where it does not apply. To start, we must keep separate the
notion of main clause vs. subordinate clause word order from the notion of un-
embedded and embedded clause uses. This is because German, amongst others,
allows embedded clauses to have verb second under bridge verbs in the absence
of a complementizer (see Section 2.2.1); that is, it allows main clause word order
for certain embedded clauses. Furthermore, the separation of non-verbal material
in the Mittelfeld and verbal material in the right bracket is not always as clean
as the topological model suggests, as languages may allow for material from the
two fields to be mixed, blurring the border between them (see Section 2.1.2). Fi-
nally, Afrikaans and Yiddish have clause structures that deviate further. Spoken
Afrikaans optionally allows the combination of a complementizer and verb sec-
ond in subordinate clauses (Biberauer 2009). Modern Yiddish has verb second in
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main as well as in subordinate clauses, and in addition its status as a verb-final
language is debated (Diesing 1997). Historical stages of Yiddish did however fol-
low CWG’s characteristic pattern more closely (Santorini 1992).

1.1.2 Clause union

The examples in (2) and (3) each contain two verbs. We have discussed the topo-
logical model as a schema of the clause, without questioning whether we are
dealing with mono-clausal structures here. Since Bech (1955/1957), it is common
to distinguish between coherent and incoherent verb combinations. The former
describes a combination of two verbs into a single clause, clause union, whereas
the latter results in a biclausal structure. The contrast is illustrated below. In (4a),
the coherently combining durfde ‘dared’ shares the verb cluster with its embed-
ded verb te kopen ‘to buy’, and the embedded object sits in the Mittelfeld of the
clause headed by durfde. Example (4b) contains the incoherently combining be-
loofd ‘promised’, and here we see that both the embedded verb and its object ap-
pear after the matrix verb, in the Nachfeld of the matrix clause. As shown in (4c),
this word order is not available for the coherently combining durfde ‘dared’.

(4) Dutch
a. lb

…omdat
because

Mf
hij
he

geen
no

auto
car

rb
durfde
dared

te kopen.
buy.teinf8

‘…because he didn’t dare to buy a car.’
b. lb

…omdat
because

Mf
hij
he

rb
beloofde
promised

Nf
geen
no

auto
car

te kopen.
buy.teinf

‘…because he promised not to buy a car.’
c. * …omdat

because
hij
he

durfde
dared

geen
no

auto
car

te kopen.
buy

The second sign that we are dealing with one clause in (4a) and two in (4b) is
the scope of the negation, as evident from the translations. In both examples,
negation is marked on the embedded object through the negative determiner but
it nevertheless scopes over the finite verb in (4a). The same negation marking in
the biclausal (4b) yields a narrow scope negation.

8The abbreviations teinf and zuinf in the glosses are used for the verb forms in Dutch and Ger-
man that combine the infinitive marker (te in Dutch, zu in German) with an infinitive. Unlike
corresponding forms in for instance English, these combinations are generally not separable.

1412



30 LFG and Continental West-Germanic languages

A third phenomenon associated with clause union is the potential to trigger
infinitivus pro participio (IPP; German: Ersatzinfinitiv ‘replacement infinitive’).
IPP refers to the realization of a verb in the infinitivewhen a participle is expected
on the basis of the selecting auxiliary. For this to occur, the clause itself must
also contain a further, lower verb in the infinitive.9 The occurrence of IPP is
therefore evidence of the middle and lower verb combining coherently. Below,
IPP is triggered in (5a), affecting the coherently combining durven ‘dare’, but not
in (5b) for the incoherently combining beloofd ‘promised’.

(5) Dutch10

a. Hij
he

heeft
has

geen
no

auto
car

{durven
dare.inf

/ *gedurfd}
dare.ptcp

te kopen.
buy.teinf

‘He didn’t dare to buy a car.’
b. Hij

he
had
had

{beloofd
promise.ptcp

/ *beloven}
promise.inf

geen
no

auto
car

te kopen.
buy.teinf

‘He promised not to buy a car.’

Example (5a) additionally shows that a clause can contain more than two verbs.
In principle, there is no limit to the number of verbs involved in clause union,
since the same couple of coherently combining verbs can appear at multiple lev-
els of embedding.11

Awide range of verbs allow for coherent combination. For instance, for Dutch,
the reference grammar Haeseryn (1997) lists over 100 verbs that always combine
coherently, and an additional 20 that do so optionally. In this list we find auxil-
iaries; evidential, modal and aspectual verbs; but also verbs with a clearer lexical
contribution such as causal and perceptual verbs, and for instance verbs corre-
sponding to help, learn, try or forget. In theoretical syntactic work, combining
behaviour is commonly taken to be an underived, lexical property of the embed-
ding verb, but see Cook (2001) for an explanation of coherence in German in
terms of information structure.

9Further conditions may apply, for instance on the order of the auxiliary and the middle verb.
10A note on the use of brackets and parentheses in examples in this chapter: I will use curly
brackets to indicate choice. The choice is either between several forms in one position, such as
in the current example (5), or between several positions for one form, such as in the example
in (28). Square brackets delimit constituents when this is relevant, such as in (6). Parentheses
indicate optionality as usual.

11In practice, it seems that three-verb combinations are common, but more complex clauses are
rare. For instance, Coussé & Bouma (2022) report numbers for a mixed corpus of written and
spoken Dutch: about 3% of coherence domains contain three verbs, but only 0.1% contain four
verbs.
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1.1.3 Crossing dependencies

When we have coherently combining verbs that also introduce their own object,
we can end up with a clause in which a sequence of objects in the Mittelfeld is
followed by a corresponding sequence of verbs in the cluster. In languages like
German orWest Frisian, the unmarked order of the objects is by increasing order
of embedding O1O2…O𝑛, whereas the order of verbs is by decreasing order of em-
bedding V𝑛…V2V1. This gives rise to a pattern of nested dependencies between
the objects and their verbs (6).

(6) Standard German

…dass
comp

wir
we

O1[dem
the.dat

Hans]
Hans

O2[das
the.acc

Haus]
house

V2
streichen
paint

V1
halfen
helped

‘…that we helped (V1) Hans (O1) paint (V2) the house (O2).’
In Dutch and Swiss German, however, objects and verbs can both be ordered by
increasing level of embedding O1O2…O𝑛 and V1V2…V𝑛. This creates cross-serial
dependencies between objects and verbs, as in (7).

(7) Swiss German (Shieber 1985: §2, example 1)

…das
comp

mer
we

O1[em
the.dat

Hans]
Hans

O2[es
the.acc

huus]
house

V1
hälfed
helped

V2
aastriiche.
paint

The phenomenon of cross-serial dependencies has received ample interest in the
literature, because it requires more than context-free power to model (Bresnan
et al. 1982, Pullum & Gazdar 1982, Shieber 1985).

1.1.4 In and around the nominal domain

We end the overview of CWG syntax by briefly discussing the main characteris-
tics of the nominal domain and, even more briefly, adpositions. This is to give a
general sense of what these domains look like in CWG languages. Most of what
is discussed below resembles what we find in the North-Germanic languages and
English.

The nominal domain in CWG generally follows a determiner–adjective–noun
pattern, with further adnominal material (relative clauses, PPs, etc.) realized post-
nominally. This is exemplified in (8).
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(8) Dutch
de
the

mooiste
beautiful.superlative

plek
place

van
of

Europa
Europe

‘the most beautiful place in Europe’

Present-day CWG languages have at most four cases (nom, gen, dat and acc; for
example Standard German), but many make fewer case distinctions (see Kasper
2014 for a compact description of the situation in German varieties and refer-
ences), and several have only a subject-object form distinction remaining in the
pronominal paradigm (for example, Afrikaans, Dutch, andWest Frisian).12 There
are two numbers (sg, pl). Any of three genders (m, f and n; Alemannic13, Low
Saxon,14, Standard German, West Flemish), two genders (common gender and
n; Dutch, West Frisian) or no distinction (Afrikaans) may occur. Gender agree-
ment distinctions only show up in the singular. The different paradigm sizes with
respect to gender are illustrated in (9). Note the form contrasts in the definite de-
terminers.

(9) a. Alemannic
d
the.f.nom

Frau
woman

dr
the.m.nom

Maa
man

s
the.n.nom

Chind
child

b. West Frisian
de
the.common

frou
woman

de
the.common

man
man

it
the.n

bern
child

c. Afrikaans
die
the

vrou
woman

die
the

man
man

die
the

kind
child

Adjectives can be associated with multiple inflectional paradigms – see Sec-
tion 3.2.2 for a discussion of these declension classes in Standard German. Even
in languages with more elaborate paradigms, there is typically a great level of
syncretism between forms across inflectional dimensions for determiners, pro-
nouns, adjectives and nouns. The consequences of syncretism for grammatical
modelling are discussed in Section 3.2.4.

12See taalportaal.org for linguistic descriptions of Afrikaans, Dutch, andWest Frisian. Consulted
September 2022.

13The term Alemannic (German) covers amongst others Alsace German, Swabian and Swiss
German.

14Low Saxon is used interchangeably with Low German by some authors. Our use of the term
here comprises regional languages of the north of Germany and the east/north-east of the
Netherlands. Our choice for the term Low Saxon is partly driven by the fact that LFG work on
this language uses this term: see Section 3.2.1.
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Adpositions are overwhelmingly prepositional (10a), but the sporadic postpo-
sition (10b) and circumposition (10c) occur as well.

(10) Gronings (Low Saxon)
a. op

on
de
the

grìns
border

‘on the border’
b. t

the
haile
whole

joar
year

deur
through

‘the whole year through’
c. om

around
de
the

provìnzie
province

tou
around

‘around the province’

1.2 Overview of the rest of the chapter

Thus far, I have talked about the geographic distribution and the syntactic char-
acteristics of the Contintental West-Germanic languages, to define the scope of
the chapter, and to give a background for what is to come below.

The remainder of this chapter is devoted to LFG analyses of different aspects
of CWG syntax. In Section 2, I discuss LFG accounts of the clause and the verbal
domain, and in Section 3, I discuss LFG studies of the nominal domain. These
sections are structured in a parallel fashion: they start with analyses of the overall
structure of their respective domains, and then continue with a discussion of
more specific LFG accounts organized by topic. In the LFG literature on CWG,
the clausal and verbal domains have received by far the most attention, which
means that the corresponding section dominates this chapter in terms of size.

The chapter ends with concluding remarks in Section 4, in which I briefly
touch upon some LFG and LFG-related work that was not included in detail here,
and give pointers for further reading.

2 LFG analyses in the clausal and verbal domains

This section deals with phenomena at the level of the clause. I will start in Sec-
tion 2.1 with a discussion of the variety of ways in which the overall shape of the
clause has been modelled, mostly in terms of c-structure. I then look at specific
topics that have been prominent in the LFG literature on CWG languages. The
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topics are divided into thematic sections. Phenomena at the left and right periph-
ery are discussed in Section 2.2 and Section 2.3, respectively. Studies dealing with
the ordering of dependents are discussed in Section 2.4. Finally, mapping-based
analyses of areas of CWG clause syntax are presented in Section 2.5.

2.1 The overall shape of the clause

The discussion of the different LFG conceptions of the overall shape of the clause
is organized according to the topological field model. I first consider the top level
of the clause (directly containing the Vorfeld and left bracket) in Section 2.1.1, and
then the lower level of the clause (theMittelfeld and right bracket) in Section 2.1.2.
The Nachfeld is discussed in Section 2.1.3.

2.1.1 Vorfeld and left bracket

Berman & Frank (1996), Choi (1999), Berman (2003), and Frank (2006) model
the German verb-second clause as a CP. The finite verb sits in C irrespective of
whether the initial position is occupied by the subject of a declarative clause (11a)
or by some other element, like the object in (11b). The complementary distribu-
tion between the finite verb and the complementizer in the left bracket follows
as well: the complementizer can only appear in C, and when it is realized, the
finite verb must occur in another, lower position (11c).

(11) German

a. CP

(↑ subj)=↓
DP

Annie
Annie

↑=↓
C

↑=↓
C

hat
has

↑=↓
…

die
the

Kinder
children

gelobt.
praised
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b. CP

(↑ df)=↓
DP

Die
the

Kinder
children

↑=↓
C

↑=↓
C

hat
has

↑=↓
…

Annie
Annie

gelobt.
praised

c. CP

↑=↓
C

dass
comp

↑=↓
…

Annie
Annie

die
the

Kinder
children

gelobt
praised

hat.
has

The nature of Comp-CP, the node dominating the combined Mittelfeld and right
bracket, differs between these authors, however, andwill be discussed below. Van
der Beek (2005) and Jones (2020), on Dutch, consider only main clauses, which
they posit to be IPs.

Zaenen & Kaplan (1995, on Dutch; 2002 on German) prefer a slightly flatter
structure, exemplified in (12). The label ‘S|VP’, a convention from the cited papers,
is used to show that the authors do not wish to choose between these categories.

(12) Dutch

S

(↑ subj)=↓
DP

Annie
Annie

↑=↓
V

heeft
has

↑=↓
S|VP

de
the

kinderen
children

geprezen.
praised

1418



30 LFG and Continental West-Germanic languages

Zaenen & Kaplan’s subordinate clauses are isomorphic to those in (11c), but are
labelled S instead of CP.

An even flatter structure appears in the computational grammar fragment dis-
cussed in Clément et al. (2002), who model the topological field schema directly
in LFG. All topological fields are c-structure nodes and direct descendants of the
MD node (‘main domain’) that represents the whole sentence. Example (13) gives
a somewhat simplified tree, using the abbreviations for the topological fields
which I introduced in Section 1.1.1.

(13) MD

↑=↓
Vf

(↑ subj)=↓
DP

Annie
Annie

↑=↓
lb

↑=↓
V

hat
has

↑=↓
Mf

(↑ xcomp* obj)=↓
DP

die
the

Kinder
children

↑=↓
rb

(↑ xcomp)=↓
VC

gelobt
praised

A very similar flat structure can be found in Rohrer (1996).15

2.1.2 Mittelfeld and right bracket

The Mittelfeld and right bracket form the lower c-structure level in the clause.
This is the unlabelled Comp-CP in (11) and the S|VP node in (12). All authors
agree that this part of the tree does not involve an IP.16 This choice against an

15Rohrer (1996), however, also writes “Diese flache Struktur läßt sich problemlos in eine binäre
rechtsverzweigende Struktur umwandeln. […] Wir behalten das flache Mittelfeld hier primär
aus expositorischen Gründen bei” (p96, fn 3). [This flat structure can be converted to a binary
right-branching structure without problems. We maintain the flat Mittelfeld here primarily for
reasons of exposition.]

16In fact, in LFG, the assumption of an IP anywhere in CWG c-structure is rare. We mentioned
Van der Beek (2005) and Jones (2020), on Dutch, who use it as the category at the top level,
for the whole V2 declarative clause. The choice is not further motivated in these works, and
moreover it is peripheral to the respective discussions. Bresnan et al. (2016) posit that Comp-
CP contains an IP in one of the book’s exercises on German. However, since this is a textbook,
it is unclear whether the authors are theoretically committed to this choice, or whether it was
made for other reasons, for instance pedagogical ones.
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intermediate IP can also be found in analyses of German in the Chomskyan tradi-
tion, for instance in the line of work summarized in Haider (2010: see §2.2 therein
for an overview of the arguments).

A salient question in the analysis of this part of the clause is the order of the
verbs and the arguments, and the concomitant contrast between nested versus
cross-serial dependencies. We will focus first on the two polar opposites: verbs
ordered after increasing level of embedding (cross-serial dependencies) and verbs
ordered after decreasing level of embedding (nested dependencies). The follow-
ing pair, a variation on (6–7) above, illustrates the difference with three verbs in
the verb cluster:

(14) a. Standard German
…dass
comp

wir
we

[die
the.acc

Kinder]
children

[dem
the.dat

Hans]
Hans

[das
the.acc

Haus]
house

streichen
paint

helfen
help

lassen
let

‘…that we let the children help Hans paint the house.’
b. Swiss German (Shieber 1985: §2, example 5)

…das
comp

mer
we

[d’
the.acc

Chind]
children

[em
the.dat

Hans]
Hans

[es
the.acc

huus]
house

lönd
let

hälfe
help

aastriiche.
paint.

As mentioned in the introduction, there is considerable variation in the order of
the verbal elements beyond these two opposites, and there is even variation in
the extent to which the nominal material in the Mittelfeld and verbal material
in the right bracket is kept separated, both between and within CWG languages.
This variation will be briefly discussed at the end of this subsection.

2.1.2.1 Cross-serial dependencies

An early LFG analysis of Dutch cross-serial dependencies is found in Bresnan et
al. (1982), which was a prominent demonstration of how LFG’s formalism has the
power needed for linguistically valid analyses of such dependencies.17 Starting
from a proposal by Evers (1975), schematically in (15a), with a flat Mittelfeld and
a right-branching verb-cluster, Bresnan et al. argue that a structured Mittelfeld
is to be preferred, as in (15b).

17The paper played a central role in the discussion of the context-freeness of natural language
syntax. See e.g. Pullum & Gazdar (1982) and Shieber (1985) for more discussion of the issues
involved and the kind of evidence considered.
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(15) a. S

DP
(S)

Mf

DP
(O1) DP

(O2) DP
(O3) V

V1

rb

V

V2 V

V3
b. S

DP
(S)

Mf

VP

DP
(O1) VP

DP
(O2) VP

DP
(O3)

V

V1

rb

V

V2 V

V3
The tree in (15b) contains two parallel embedding structures: one for the objects
in the Mittelfeld and one for the verbs in the right bracket. This is captured in
the c-structure definitions in (16).
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(16) a. S ⟶ DP
(↑ subj)=↓ VP↑=↓

b. VP ⟶ ( DP
(↑ obj)=↓) ( VP

(↑ xcomp)=↓) ( V↑=↓)
c. V ⟶ V↑=↓ ( V

(↑ xcomp)=↓)
For the objects, each level of VP embedding adds a level of xcomp embedding at
f-structure. For the verbs, each level of V embedding does the same. A compatible
stacking of xcomps is thus built up in both parts of the tree. The optionality of
the object DP in (16b) allows for verbs that do not introduce their own object. It
is essential that an xcomp level is introduced for these in both parts of the tree,
too, to maintain the parallel structure.

The accusative with infinitive verbs involved in the cross-serial construction
are analyzed as raising-to-object verbs. The inflected verb form zag ‘saw’, for
instance, receives a lexical entry along the lines of (17).

(17) zag V (↑ pred)=‘see〈subj,xcomp〉obj’
(↑ xcomp subj)=(↑ obj)
(↑ xcomp form)=inf
(↑ subj num)=sg
(↑ tense)=pst

Complemented with rules for DPs and additional lexical entries, this grammar
fragment gives us analyses like the one in (18).

(18) a. Dutch

…dat
comp

S
ik
I

O1[twee
two

beren]
bears

O2
broodjes
sandwiches

V1
zag
saw

V2
smeren.
spread

‘…that I saw (V1) two bears (O1) prepare (V2) sandwiches (O2).’
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b. ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘see〈subj,xcomp〉obj’
tense pst

subj [pred ‘pro’
num sg ]

obj [pred ‘bear’
spec [pred ‘two’]
num pl

]
xcomp

⎡⎢⎢⎢⎢⎣
pred ‘spread〈subj,obj〉’
form inf
subj

obj [pred ‘sandwich’
num pl ]

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
S

C

dat
comp

S

DP

ik
I

VP

DP

twee
two

beren
bears

VP

DP

broodjes
sandwiches

V

V

zag
saw

V

V

smeren
spread

However successful in capturing cross-serial dependencies, this analysis runs
into descriptive problems if taken more generally as a model of the Dutch sen-
tence. Zaenen & Kaplan (1995) give the example in (19), which involves the co-
ordination of two Vs that each require a different level of xcomp embedding for
the object supplied in the Mittelfeld.
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(19) Dutch (Zaenen & Kaplan 1995: §2.3, example 9)
…dat
comp

Jan
Jan

een
a

liedje
song

[[
V
schreef ]
wrote

en
and

[
V
trachtte
tried

[
V
te verkopen]]].
sell.teinf

‘…that Jan wrote and tried to sell a song.’

Since different levels of xcomp embedding of the object correspond to different
c-structures in the model of Bresnan et al. (1982), example (19) cannot receive
an analysis if we use the standard treatment of constituent coordination in LFG.
It would require the shared material to receive two different c-structures at the
same time. Zaenen & Kaplan’s (1995) alternative relies on functional uncertainty
to connect the objects to predicates at the required level of xcomp embedding,
and on functional precedence rules to make sure that the linear order of objects
reflects their level of embedding. They replace the VP and V rules of (16) with
those in (20).

(20) a. VP ⟶ DP*
(↑ xcomp* obj)=↓ V↑=↓

b. V ⟶ V↑=↓ ( V
(↑ xcomp)=↓¬((↑ xcomp+ obj) <𝑓 (↑ obj)))

This analysis abandons the nested c-structure of the VP in favour of a flat one,
which moves us back in the direction of (15a). The functional uncertainty equa-
tion on the object DP in (20a) allows connecting the object to a predicate at any
depth of xcomp embedding, and the general principles of f-structure coherence
and completeness make sure each object is matched to exactly one predicate.
The functional precedence constraint on the V node in (20b) prevents more em-
bedded objects from preceding less embedded ones. Together, these f-structure
constraints force the same relation between Mittelfeld objects and right bracket
verbs as the c-structures subtrees in Bresnan et al.’s analysis. Moreover, the in-
teraction between functional uncertainty and the standard LFG approach to con-
stituent coordination lets us handle sentences like (19) correctly.

Zaenen & Kaplan (1995) also apply the combined use of functional uncertainty
and functional precedence to Zürich German, where cross-serial dependencies
are observed as well.

2.1.2.2 Nested dependencies

The analyses of the structures that would give rise to consistently nested depen-
dencies all come from LFG work on Standard German. However, explicit discus-
sion of constructions with multiple objects at different levels of embedding is
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rare in this part of the literature – perhaps because the modelling of these de-
pendencies is not seen as particularly problematic. We therefore do not always
fully know how the relevant nested dependencies are to be derived in these LFG
models.

Some authors assume nested VPs, which rather naturally correspond to nested
dependencies between objects and verbs, even when this consequence is not a
central concern. One example is the grammar fragment of Netter (1988), who
gives annotated c-structures like the one in (21).

(21) a. German (Netter 1988: §1, example C4)
…dass
comp

Leo
Leo

sie
her

zu kommen
come.zuinf

gebeten
asked

hat.
has

‘…that Leo asked her to come.’
b. S

(↑ subj)=↓
DP

Leo
Leo

Mf

(↑ xcomp)=↓
VP

(↑ obj)=↓
NP

sie
her

(↑ xcomp)=↓
VP

↑=↓
V

zu kommen
come.zuinf

rb

↑=↓
V

gebeten
asked

↑=↓
V

hat
has

We also find nested VPs in Choi (1999), where the combined Mittelfeld and verb
cluster of the subordinate clause in (22a) would get the structure given in (22b).18

18Choi (1999) does not provide a tree for this exact sentence, but does show a more complex
example with a comparable structure. In addition, Choi (1999) never explicitly motivates the
specific c-structure associated with embedded verbs in the VP. Nevertheless, we can infer the
structure given here from the examples and discussion there.
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(22) German
a. …dass

comp
der
the.nom.sg

Junge
boy

dem
the.dat.sg

Mann
man

geholfen
helped

hat.
has

‘…that the boy has helped the man.’

b. S

NP

der
the.nom.sg

Junge
boy

Mf

VP

VP

V

NP

dem
the.dat.sg

Mann
man

V

geholfen
helped

rb

V

hat
has

In addition to a nested VP structure, the tree in (22b) shows the subject appearing
in S and the object inside the VP. Any deviations from the canonical word order
implied by this structure are modelled using optional adjunction of objects to
higher positions. Choi (1999) motivates this partially configurational structure
for German by appealing to contrasts like the following: a verb and its object
can be realized together in the Vorfeld (23a), whereas – it would appear – a verb
and its subject cannot (23b).

(23) German(Choi 1999: §2.1, example 12)
a. [Dem

the.dat.sg
Mann
man

geholfen]
helped

hat
has

der
the.nom.sg

Junge.
boy

‘Help the man, the boy did.’
b. * [Der

the.nom.sg
Junge
boy

geholfen]
helped

hat
has

dem
the.dat.sg

Mann.
man

Under Choi’s analysis, this contrast follows straightforwardly by assuming that
a VP, unlike an S, can be put in the Vorfeld.
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These analyses with nested VPs, which in principle could directly yield the
pattern of nested dependencies we find in German, do not have a single node
containing the whole right bracket and nothing else. Put differently, they do not
include the verb cluster as such. This contrasts with the analyses we saw for
the cross-serial dependency languages (Dutch, Zürich German) above, where the
verb cluster exactly matched a V node.

Proposals for Standard German that have a c-structure node corresponding to
the verb cluster do exist in the LFG literature. One prominent such proposal is
made by Berman (2003), who rejects Choi’s claim that the German VP includes
the object but excludes the subject, on the basis of data like (24), which, in con-
trast to (23b), is a successful example of Vorfeld realization of a verb with its
subject.

(24) German (Berman 2003: §3.2.3.2, example 28a)[Kinder
children

gespielt]
played

haben
have

hier
here

noch
yet

nie.
never

‘Children have never played here.’

Instead of assuming that there are canonical positions for subjects and objects
in S and VP respectively, and that only scrambled objects are adjoined, Berman
does away with S completely, and always adjoins Mittelfeld arguments to VP.
Furthermore, Berman posits that verbs in the verb cluster are combined by head
adjunction. The structure of (23a) under this model is then (25).

(25) VP

DP

der
the.nom.sg

Junge
boy

Mf

VP

DP

dem
the.dat.sg

Mann
man

VP

V0
V0

geholfen
helped

rb

V0
hat
has
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Since the association of arguments with their predicates can no longer rely on
positional grammatical function annotations, Berman (2003) argues that case is
responsible for this association in German. This is modelled using the standard
approach of conditional expressions that relate specific cases to specific func-
tions, for instance, (↓ case)=acc ⇒(↑ obj)=↓. However, Berman does not discuss
how this standard approach should be extended to allow embedded objects of co-
herently combined verbs in general, and it is not clear how one would correctly
constrain the projection of multiple Mittelfeld objects onto f-structures that are
embedded under one or more layers of xcomp without resorting to nested VPs
or functional uncertainty.19

We have seen that the (idealized) Dutch and German patterns are mirror im-
ages in terms of the order of the verbs in the verb cluster. The approach of Zaenen
& Kaplan (2002) capitalizes on this by taking the mirror image of the V rule for
Dutch in (20b) as the basis for their analysis of the German verb cluster (26).

(26) V ⟶ ( V
(↑ xcomp)=↓¬((↑ xcomp+ obj) <𝑓 (↑ obj))

) V↑=↓
As before, in the proposal for Dutch, the highest V node corresponds directly
to the right bracket and functional uncertainty solves the relation of Mittelfeld
material to embedded verbs without having to assume nested VPs.

2.1.2.3 Variation

I already mentioned at the beginning of this subsection that characterizing lan-
guages as having either cross-serial or nested dependencies is an oversimplifica-
tion. For instance, bothGerman andDutch allow further variation in the ordering
of elements in the verbal cluster. Moreover, in Zürich German – amongst other
CWG languages – Mittelfeld and right bracket material can mix to some extent.

In German, Oberfeldumstellung (Bech 1955/1957: Vol I, §62–§66; an alternative
term is auxiliary flip) can occur with three-verb combinations where V1 is a per-
fect or passive auxiliary, and V2 is itself a coherently combining verb that selects

19Berman (2003) partially sidesteps the issue by (tacitly) assuming that auxiliaries add features
and do not create xcomp embeddings. This means that, for instance, lobte ‘praised’ and hat
gelobt ‘has praised’ both have their objects directly in the containing f-structure as objs. How-
ever, since not all coherently combining verbs can be analysed as auxiliaries and some clearly
have enough lexical content to warrant their own pred values, this does not completely ad-
dress the problem.
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an infinitive. In this construction, the verb cluster has the order V1V3V2, and IPP
is triggered for V2. Contrast the “regularly ordered” (27a) with the Oberfeldum-
stellung in (27b).20

(27) German (Cook 2001: §1.4, example 1.31)
a. …dass

comp
ich
I

dich
you.acc.sg

kommen
come.inf

gesehen
seen

habe.
have.prs

‘…that I have seen you come.’
b. …dass

comp
ich
I

dich
you.acc.sg

habe
have.prs

kommen
come.inf

sehen.
see.inf

This word order variant is problematic for the nested VP models mentioned
above (namely, Netter 1988, Choi 1999), since the verb cluster-initial finite verb
“interrupts” the embedded VP. Models in which a c-structure node corresponds
to the verb cluster (namely, Zaenen & Kaplan 2002, Berman 2003, Clément et al.
2002) have an easier time capturing such variation. An analysis of this variation
can be found in Clément et al. (2002: in terms of c-structure) and in Cook (2001: in
terms of the interaction between syntax and information structure). An OT-LFG
analysis of verb order in Swiss German dialects is outlined in Seiler (2007).

Dutch verb clusters have so-called participle climbing and particle climbing,
which refer to the realization of participles and particles to the left of the position
expected from the principle of ordering by increasing embedding. Example (28)
shows the different positions a particle can occupy in a three-verb cluster.

(28) Dutch
…dat
comp

Jan
Jan

het liedje
the song

{mee}
along

zal
will

{mee}
along

hebben
have

{mee-}gezongen.
along-sung

‘…that Jan will have sung along to the song.’

Kaplan & Zaenen (2003) adapt their earlier model of the Dutch Mittelfeld and
verb-cluster to allow these and further variants, and to capture the IPP effect.
Poortvliet (2015) is a further development of this model.

Zürich German has cross-serial dependencies, like Dutch, but in addition al-
lows the nominal and verbal material to mix, as in (29).

20Oberfeldumstellung also occurs with longer verb clusters. Furthermore, there is a (possibly
regional) construction called Zwischenstellung that has V3V1V2. See Cook (2001) for empirical
discussion and an analysis.
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(29) Zürich German
…das
comp

er
he

sini
his

chind
children

wil
wants

mediziin
medicine

la
let

schtudiere.
study

‘that he wants to let his children study medicine.’

Zaenen & Kaplan (1995) use the combination of functional precedence and func-
tional uncertainty developed for Dutch to capture these data. Another case of
mixing verbal and non-verbal material can be found in Standard German, which
allows a variant of Oberfeldumstellung where 𝑉1 precedes a collocational nom-
inal complement of 𝑉3. An analysis of this construction can be found in Cook
(2001).

2.1.3 Nachfeld

The two options for adding Nachfeld material to the different c-structures of the
clause given above are 1) adjunction to any of the nodes at the right periphery
and 2) inclusion of one or more optional daughters on the right-hand side of the
relevant c-structure rules. Adjunction is used by Berman (2003), who assumes
Nachfeld occupants (typically PPs, VPs or CPs) are right-adjoined at the VP level.
Rohrer (1996), Clément et al. (2002) and Van der Beek (2005) model the Nachfeld
as an optional daughter in the node covering the whole clause. Zaenen & Kaplan
(1995, 2002), and Kaplan & Zaenen (2003) insert the optional daughter in the node
covering the Mittelfeld/right bracket.

In Dutch and German, the non-finite complement of an incoherently combin-
ing verb appears in the Nachfeld. In Dutch, Mittelfeld placement of such a com-
plement is ruled out (30), but in German it is allowed (see for instance Rohrer
1996 for examples).

(30) Dutch
Vf
Hij
he

lb
had
had

Mf
{*geen
no

auto
car

te kopen}
buy.teinf

rb
beloofd
promised

Nf
{geen
no

auto
car

te kopen}.
buy.teinf

‘He had promised not to buy a car.’

To facilitate lexical specification of whether a verb combines coherently or not,
and the formulation of placement restrictions on the non-finite verbal comple-
ment, Rohrer (1996), Zaenen & Kaplan (1995, 2002), and Kaplan & Zaenen (2003)
associate coherence with selecting an xcomp and incoherence with selecting a
comp. The relevant c-structure rule from Kaplan & Zaenen (2003) is an extension
of (20a) and is given here in slightly simplified form as (31).
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(31) VP ⟶ DP*
(↑ xcomp* (comp) obj)=↓ V↑=↓ ( VP

(↑ xcomp* comp)=↓)
The optional rightmost daughter contains a non-finite complement in the Nach-
feld, assigned comp.21

The rule in (31) also allows for the so-called third construction, a marked con-
struction in Dutch and German in which a dependent of an incoherently com-
bined non-finite complement in the Nachfeld is realized in the Mittelfeld of the
containing clause. In terms of word order, this construction therefore mixes prop-
erties of coherent and incoherent combination. An example of the third construc-
tion is presented in (32). Note that the lack of an IPP effect on geprobeerd ‘tried’
shows that we are dealing with incoherent combination.

(32) Dutch
Hij
he

had
had

een
a

auto
car

geprobeerd
tried

te kopen.
buy.teinf

‘He had tried to buy a car.’

The c-structure rule in (31) captures the third construction by the functional
uncertainty-based grammatical function assignment of DPs in the Mittelfeld: the
optional comp in the path allows it to reach into an incoherently combined com-
plement.22 LFG analyses of the the German third construction are discussed in
Rohrer (1996) and Kaplan & Zaenen (2003).

2.2 Topics related to the left periphery

2.2.1 Topicalization

In the context of the verb-second CWG languages, topicalization refers to Vor-
feld placement of material, in particular material that is not put there by default.
Roughly, then, topicalization is Vorfeld placement of anything but the local sub-
ject. The term topicalization is used irrespective of whether the Vorfeld occupant

21The distinction between comp and xcomp is that of complements that supply their own subject
(closed complements) and complements that do not supply their own subject (open comple-
ments). Since non-finite comps do not have an overt subject, they therefore must have an
f-structure subject pred ‘pro’, whose interpretation is equated to one of the arguments of the
selecting verbs using anaphoric control. See Dalrymple (2001: Chapter 12, §3) for a discussion
of anaphoric control.

22Kaplan & Zaenen (2003) are not concerned with CP complements – that is, finite complement
clauses – but if these are assigned comp as well, the analysis of the third construction sketched
here will need to be further constrained to prevent lifting dependents from finite subordinate
clauses into the Mittelfeld.

1431



Gerlof Bouma

is a topic or not. In both German and Dutch, the Vorfeld may be occupied by a cat-
egorially and functionally wide range of constituents. It is also a target position
for material extracted from embedded clauses and phrases.

Berman (2003: Chapter 6) formally distinguishes two different types of topical-
ization for German, depending on whether the Vorfeld constituent is local to the
matrix clause or whether a long-distance dependency is involved. Berman intro-
duces this distinction on the basis of observations from weak cross-over, which
will be discussed in Section 2.4.2, below. In either case, the Vorfeld is Spec-CP,
and its definition is part of the straightforward c-structure rule in (33).

(33) CP ⟶ XP
(↑ df)=↓ C↑=↓

When material local to the f-structure projected from CP is put in the Vorfeld,
Berman assumes information like case and agreement drives the associationwith
grammatical function, just as it does in the Mittelfeld – see the earlier discussion
of Berman’smodel in Section 2.1.2, around example (25). For long-distance depen-
dencies, Berman posits the presence of a trace at the extraction site, annotated
with an inside-out functional uncertainty equation to incorporate the f-structure
of the Vorfeld constituents –which by (33) is the df of the f-structure of thewhole
clause – into the extraction site’s f-structure.23

German has embedded verb-second clauses with bridge verbs, provided the
complementizer is absent, as in (34a). Extraction out of such embedded clauses
is also allowed, on the condition that none of the clauses involved in the long-
distance dependency has material in Spec-CP (that is, no intermediate clause has
a Vorfeld occupant). This is shown in the contrast (34b,c).

(34) German (b,c from Berman 2003: §6.2.4, examples 23, 24)
a. Ich

I
glaube,
believe

(*dass)
comp

der
the.nom

Hans
Hans

sagte
said

gestern,
yesterday,

(*dass)
comp

die
the.nom

Maria
Maria

hat
has

den
the.acc

Peter
Peter

eingeladen.
invited

‘I think Hans said yesterday that Maria invited Peter.’
b. Den

the.acc
Peter
Peter

glaube
think

ich,
I

sagte
said

der
the.nom

Hans
Hans

gestern,
yesterday

hat
has

die
the.nom

Maria
Maria

eingeladen.
invited

23See Kaplan 2023 [this volume] for more information on modelling long-distance dependencies
using inside-out functional uncertainty.
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c. * Den
the.acc

Peter
Peter

glaube
think

ich,
I

gestern
yesterday

sagte
said

der
the.nom

Hans,
Hans

hat
has

die
the.nom

Maria
Maria

eingeladen.
invited

Berman captures this restrictionwith an off-path constraint ¬(→ df) on the func-
tional uncertainty equation for extractions. Since only Spec-CP introduces df in
Berman’s model,24 this effectively rules out examples like (34c).25

In non-LFGwork, Reis (1996) argues that sentences like (34b) are only apparent
cases of extraction, and that they involve parenthetical constructions, instead. An
LFG analysis of German parentheticals with bridge verbs is given in Fortmann
(2006), although he does not consider the exact type of sentence discussed here.

German allows topicalization of VPs (as discussed above in Section 2.1.2.2, ex-
ample 23) and, in the case of coherent combination, topicalization of partial VPs.
For instance, in (35), the main verb and its accusative object are realized in the
Vorfeld, whereas the dative object is in the Mittelfeld.

(35) German (similar to Nerbonne 1994: 3a)
Ein
a

Märchen
fairy tale

erzählen
tell.inf

wird
will

er
he

ihr.
her.dat

‘He will tell her a story.’

24For this to hold, we need to understand df as not including subj, since subjects can be intro-
duced in other positions in the clause, too. Indeed, as the example shows, there is no ban on
subjects occurring anywhere in the path of a long-distance dependency, as long as they do not
occur in the Vorfeld. An unfortunate side effect of taking df as not including subj would be
that the special Vorfeld privileges of subjects, see Section 2.2.2, remain unmodelled.

25However, consider the following data:

(i) a. Ich
I

denke
think

hier,
here

Sie
you

sollten
should

etwas
somewhat

präziser
precise.comparative

sein.
be

‘I think here(:) you should be a bit more precise.’

b. Hier denke ich, Sie sollten etwas präziser sein.

(ii) a. Ich denke, Sie sollten hier etwas präziser sein.
‘I think(:) you should be a bit more precise here.’

b. Hier denke ich, sollten Sie etwas präziser sein.

Although the off-path constraint against dfs gets rid of the form (i b) as a realization of the
meaning of (ii), it does not block (ii b) as a realization of the meaning of (i). In other words,
the off-path constraint itself leaves unexplained why the embedded V1 of (ii b) signals that it
is involved in an extraction. A possible line of defence against this criticism is to appeal to a
form of Economy of Expression: the embedded V1 is a slightly more complex structure than
embedded V2, a complexity that is not needed for the relational information expressed in (i).
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VP topicalization can in principle be modelled using the standard mechanisms.
For instance, under the assumption that coherently combined verbal comple-
ments are xcomps and if we use outside-in functional uncertainty, a c-structure
rule like in (36) implements topicalization of coherently combined VPs.

(36) CP ⟶ VP
(↑ topic)=↓
(↑ xcomp+)=↓ C↑=↓

If the rule for VPs allows partial VPs, rule (36) says very little about which mate-
rial is required to be present in the fronted VP andwhichmaterial can be left to be
realized in-situ. Potentially, then, this also captures partial VP topicalization. Zae-
nen & Kaplan (2002) problematize two aspects of such a straightforward imple-
mentation: First, in the case of partial VP topicalization, the resulting f-structure
for the whole VP contains the combined topicalized and in-situ material, and
therefore there is no way to see at f-structure which part of the VP was topical-
ized. This is problematic for approaches to information structure that associate
information status with f-structures. Secondly, the approach would erroneously
allow examples like (37).

(37) * [Ihr
her.dat

ein
a

Märchen]
fairy tale

wird
will

er
he

erzählen.
tell.inf

‘He will tell her a fairy tale.’

The preverbal material is here analysed as a headless VP, which is generally only
allowed postverbally.26

Zaenen & Kaplan (2002) solve these problems by replacing unification with
subsumption in the functional uncertainty annotation of Spec-CP, along the lines
of (38).

(38) CP ⟶ VP
(↑ topic)=↓↓ ⊑ (↑ xcomp+) C↑=↓

This directly solves the first problem, since the information in topic now no
longer contains the f-structure for the whole VP, but only information projected
from the material in the Vorfeld. It also solves the second problem, since, as
shown in (39), the f-structure for the example in (37) under topic now no longer
meets LFG’s coherence condition – it contains arguments but no predicate to se-
lect them.

26I am aware that this claim is too broad. See for instance Müller et al. (2012), who use headless
Vorfeld VPs in their analysis of apparent multiple fronting in German. However, a discussion
of exceptions to this rule would take us too far away from the main topic here.
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(39) F-structure for (37), which violates the coherence condition:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

topic [obj𝜃 [pred ‘pro’]
obj [pred ‘fairy tale’]]

pred ‘will〈xcomp〉subj’
subj [pred ‘pro’]
xcomp

⎡⎢⎢⎢⎣
pred ‘tell〈subj,obj,obj𝜃 〉’
subj
obj𝜃 [pred ‘pro’]
obj [pred ‘fairy tale’]

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⊑

Finally, a reformulation of the completeness condition to take subsumption rela-
tions into account27 allows the f-structures resulting from topicalizing a partial
VP, as illustrated in (40).

(40) a. Ein
a

Märchen
fairy tale

erzählen
tell.inf

wird
will

er
he

ihr.
her.dat

‘He will tell her a story.’
b. ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

topic [pred ‘tell〈subj,obj,obj𝜃 〉’
obj [pred ‘fairy tale’] ]

pred ‘will〈xcomp〉subj’
subj [pred ‘pro’]
xcomp

⎡⎢⎢⎢⎣
pred ‘tell〈subj,obj,obj𝜃 〉’
subj
obj𝜃 [pred ‘pro’]
obj [pred ‘fairy tale’]

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⊑

Berman (2003: §3.3) solves the ungrammaticality of examples structurally sim-
ilar to (37) by appealing to the endocentricity principles as formulated for LFG,
which include the constraint that every lexical category must have an extended
head (Bresnan et al. 2016: §7.2). In (37), neither themain verb erzählen nor the aux-
iliary wird c-command the material in the Vorfeld VP, which leaves the fronted
VP without an extended head. Note that this solution would not be compatible
with Zaenen & Kaplan’s conception of the German clause, as they do not assume
the German VP is necessarily endocentric.28

27“An f-structure 𝑔 is complete if and only if each of its subsidiary f-structures is either locally
complete or subsumes a subsidiary f-structure of 𝑔 that is locally complete” (Zaenen & Kaplan
2002: [24]).

28As mentioned in Section 2.1, above, Zaenen & Kaplan use the label S|VP for this category.
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2.2.2 The Vorfeld subject-object asymmetry

In both German and Dutch, the main clause subject is privileged when it comes
to realization in the Vorfeld. In LFG work, this can be modelled directly by an-
notating the Vorfeld position at c-structure explicitly with (↑ subj)=↓ (Theiler &
Bouma 2012), or by annotating it with (↑ df)=↓, under the assumption that the
grammaticalized discourse functions include the subject (Berman 2003: §3.2.1).29

In an OT-LFG setting, Choi (2001) posits a high-ranking constraint Subject-Left
that prefers early realization of the subject, which includes realization in the Vor-
feld.

One of the reflexes of this special relation between the Vorfeld and the main
clause subject is a contrast like the following:

(41) German (Meinunger 2007)
Wo ist das Geld?
‘Where is the money?’
a. Es

it
liegt
lies

auf
on

dem
the

Tisch.
table

‘It is on the table.’
b. * Es

it
hat
has

Bernd
Bernd

auf
on

den
the

Tisch
table

gelegt.
put

‘Bernd (has) put it on the table.’

Although the referent of the weak pronoun es has the same information status
in both cases, it appears it can only occur in the Vorfeld as a subject, and not as
an object. This would fit in with any of the approaches sketched above: being a
subject alone is enough reason to be allowed in the Vorfeld, but – apparently –
the weak pronoun es is incompatible with any of the other information structural
functions of Vorfeld constituents.

The ban on object es in the Vorfeld is not categorical, however. Meinunger
(2007, and references therein) gives many examples, and shows that the condi-
tions under which object es can appear in the Vorfeld coincide with the condi-
tions for the use of the homonymic Vorfeld expletive used in the presentational
construction. In particular, the subject of the clause should not be topic (42).

(42) a. Es
it

hat
has

{jemand
someone

/ *er}
he

geklaut
stolen

‘Someone / *he has stolen it’
29I refer, however, to the comment in footnote 24, where I point out that the analysis of German
embedded verb-second clauses discussed there relies on the contradicting assumption that
subj is not part of df.
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b. Es
expl

hat
has

{jemand
someone

/ *er}
he

das
the

Geld
money

geklaut
stolen

‘Someone / *he has stolen the money.’

Theiler & Bouma (2012) capture this behaviour by assuming that the common
source of sentences with a Vorfeld object and of those with Vorfeld expletive es
is the latter, the presentational construction. The presence of es in the Vorfeld
signals exactly that the main clause subject is not topic. This construction is
modelled using a c-structure rule that explicitly mentions the form of its first
daughter.

(43) CP ⟶ NP
(↓ form) =𝑐 es

((↑ subj)𝜎 df)≠ topic((↑ xcomp*obj)=↓ )
C↑=↓

The optional assignment to object anywhere in the coherence domain of the
clause is what allows object es to appear in the Vorfeld, under the same circum-
stances as the presentational construction’s expletive. Expletive es also shows up
in other situations; see Section 2.5.1 below.

2.2.3 Left dislocation

Thus far, we have not considered the lead field, which is positioned before the
Vorfeld in the topological model given in (1) and which we characterized as re-
served for material more loosely connected to the clause proper. We can distin-
guish several left dislocation phenomena that target the lead.30 Two questions
raised by this broadened view of the clause are 1) how tightly left-dislocated ma-
terial is coupled to the clause, and 2) whether there are phenomena that we have
treated as Vorfeld occupation that are better analysed as left dislocation with an
empty Vorfeld?

The first question is central in Zaenen (1996), who studies contrastive left dis-
location (44b) in Dutch and Icelandic, and asks whether this should be treated
as topicalization (44a) or as a hanging topic (44c). The former counts as a well-
integrated part of the clause, the latter has a looser relation to the clause.

30We can likewise talk of right-dislocated material, positioned in the tail, but since we are not
aware of any LFG discussions of right dislocation, we will ignore this phenomenon in this
chapter.
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(44) Dutch
a. Jan

Jan
wil
want

ik
I

hier
here

nooit
never

meer
again

zien.
see

b. Jan
Jan

die
dem

wil
want

ik
I

hier
here

nooit
never

meer
again

zien.
see

c. Jan,
Jan

ik
I

wil
want

hem
him

hier
here

nooit
never

meer
again

zien.
see

‘Jan, I never want to see (him) here again’

On the basis of categorial constraints on different kinds of left-dislocated ma-
terial and on the basis of binding data, Zaenen concludes that contrastive left-
dislocation patterns with topicalization in both languages. She proposes an anal-
ysis in which the contrastively left-dislocated material is connected to the clause
using the same functional uncertainty equations we normally assume for topi-
calized material in the Vorfeld. The pronominal element in the Vorfeld in a con-
trastive left-dislocation is taken to be an (f-structure) adjunct to the left-dislocated
material, and does not itself engage in the long-distance dependencies directly.

The second question underlies the discussion in Berman (2003: §7.4), which
revolves around the contrast illustrated in (45).

(45) German (Berman 2003: §7.4, examples 58–61)
a. Dass

comp
die
the

Erde
earth

rund
round

ist,
is

(das)
dem.nom

hat
has

ihn
him.acc

gewundert.
surprised

‘That the earth is round(, that) surprised him.’
b. Dass die Erde rund ist, (das)

dem.acc
hat
has

er
he

nicht
not

gewusst.
known

‘That the earth is round, (that) he didn’t know.’
c. Dass die Erde rund ist, *(dessen)

dem.gen
war
was

sie
she

sich
refl

nicht
not

bewusst.
aware

‘That the earth is round, of that she wasn’t aware.’
d. Dass die Erde rund ist, *(darüber)

about.dem
hat
has

sie
she

sich
refl

gewundert.
surprised

‘That the earth is round, that she was surprised about.’

In (45a,b), the fronted CP appears to alternate between being left-dislocated
(with resumption) and appearing in the Vorfeld (without), whereas in (45c,d),
the fronted CP must be left-dislocated. Berman gives an LFG interpretation of
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an existing approach in which this alternation is only apparent, and the CP is
always left-dislocated. The difference in (45a,b) is that in German, nominative
and accusative topics may be dropped from the Vorfeld. Whether the resumptive
demonstrative pronoun is realized at c-structure or not, its f-structure presence
is constant, and it is this which is assigned a grammatical function. The left-
dislocated CP is connected anaphorically to the resumptive pronoun.

2.2.4 Split NPs

The split NP construction in German involves multiple NPs at different positions
in the clause which together describe one argument. The first NP occurs in the
Vorfeld of the top level clause, and a further NP occurs somewhere further down
in the Mittelfeld of a possibly embedded clause. An example is (46a).

(46) German (Kuhn 2001: §1)
a. [Ein

a
Schwimmbad]
swimming pool

hat
has

er
he

sich
refl

noch
yet

[keins]
none

gebaut.
built.

b. Er
he

hat
has

sich
refl

noch
yet

[kein
no

Schwimmbad]
swimming pool

gebaut.
built

‘He hasn’t built a swimming pool yet.’

A striking property of the two NPs ein Schwimmbad and keins is that they both
have the form of complete NPs: the first NP includes a determiner for the head
count noun, the second NP involves the independent form keins ‘none’, rather
than the form kein ‘no’, which is used when a nominal head is realized in the NP
itself (46b).

Kuhn (2001) proposes a solution in terms of an LFG variant with linear logic-
based semantics. Semantically, the clause-internal NP is a regular elliptical NP;
the job of the Vorfeld NP is to supply a property as antecedent. By assuming
that the form of the NP can be syntactically determined completely in terms of
c-structure, treating the two NPs as c-structurally independent, but projecting to
the same f-structure, the form-related characteristics of the NPs can be made to
follow.

2.2.5 Asymmetric coordination

Frank (2006) gives an analysis of asymmetric coordination puzzles in German,
like the subject gap with fronted finite verb (SGF) coordination in (47a).

1439



Gerlof Bouma

(47) German (Frank 2006: §3.2)
a. In

in
den
the.acc

Wald
forest

[ging
went

der
the.nom

Jäger]
hunter

und
and

[fing
caught

einen
a.acc

Hasen]
hare

‘The hunter went into the woods and caught a hare.’
b. * In

in
den
the.acc

Wald
forest

ging
went

der
the.nom

Jäger
hunter

und
and

einen
a.acc

Hasen
hare

fing.
caught

At first sight, this looks like a run-of-the-mill symmetric C coordination. How-
ever, this is not the case, since the PP in the Vorfeld is unambiguously a direc-
tional PP, which is incompatible with the verb in the second conjunct. Further-
more, what is shared between the two conjuncts is the subject in the Mittelfeld
of the first conjunct, which is not in a c-structural position that would lead us to
expect this possibility.

Frank models SGF coordination using an optional annotation on the rule for
symmetric CP coordinations, which shares the (grammaticalized) discourse func-
tion of the first conjunct with the coordination as a whole, and therefore, with
the second conjunct.31

(48) CP ⟶ CP↑∈↓((↑ gdf) = (↓ gdf)) Coord↑=↓ CP↑∈↓
This extra annotation makes sure the completeness requirements in the second
conjunct can be met. Frank also shows that this approach makes correct pre-
dictions with respect to the interpretation of the scope of quantified subjects in
an SGF coordination. However, the formal account leaves unexplained why the
second conjunct cannot have a fronted object, like the ungrammatical (47b). For
this, Frank appeals to the discourse structure of SGF coordination: the second
conjunct is conceptualized as part of the discourse-functional domain of the first.
If the second conjunct were to have a Vorfeld topic or focus, this would indicate
that it sets up its own discourse-functional domain.

2.3 Topics related to the right periphery

2.3.1 Clefts

The it-cleft construction in Dutch involves a neuter weak pronoun (typically het
‘it’), a copula, focused material, and a backgrounded finite clause in the Nachfeld.

31Here, too, the grammaticalized discourse functions include the subject. In fact, in this construc-
tion, the shared material will always turn out to be the subject.
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Van der Beek (2005: Chapter 2) shows that, with these ingredients, there are in
fact two distinct cleft constructions: the intransitive cleft (an existential copula
with extraposed complement clause, 49a) and the transitive cleft (an identifica-
tional copula with extraposed relative clause, 49b).

(49) Dutch (Van der Beek 2005: Figures 2.4 and 2.1)
a. Het

expl
is
is

aan
on

hem
him

dat
compl

ze
she

denkt.
thinks.

‘It is of him that she is thinking.’
b. Het

it
zijn
are

jouw
your

kinderen
children

die
rel

huilen.
cry

‘It is your children who are crying.’

Van der Beek shows that the two cleft types differ further inwhether they involve
an expletive or referential neuter pronoun, whether they tolerate pseudo-copulas
like bleken ‘seem’, or only forms of the verb zijn ‘be’, and whether the neuter
pronoun is obligatorily the cleft subject or not.

Van der Beek models both cleft types with dedicated c-structure rules to cap-
ture the fixed position of the backgrounded clause, and to introduce the construc-
tion-specific annotations. This ensures, for instance, that the clause must be in
the Nachfeld, and cannot be realized as one constituent with the pronoun or the
focused material. In the intransitive cleft, both the expletive and the complement
clause project to the subj’s f-structure, and the focused material is linked to an
adjunct or oblique position in f-structure (aan hem ‘on him’ in 49a). In the transi-
tive cleft, the relative clause is an adjunct of the referential weak neuter pronoun,
which is the construction’s topic, and which is subject or object depending on
properties of the focused material. The top level c-structure rules for the two
constructions are given in (50).

(50) a. intransitive cleft:
IP ⟶ NP

(↑ subj)=↓ CP
(↑ subj)=↓

(↓ type) =𝑐 that
(↑ focus)=(↑ xcomp* { adj∈ ∣obl𝜃 })

b. transitive cleft:
IP ⟶ NP

(↑ subj)=↓ I↑=↓ CP↓ ∈ (↑ topic adj)
(↑ topic prontype)=cop

(↓ type) =𝑐 rel
(↑ focus)=(↑ {subj|obj})
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The type feature of the CP-projected f-structures distinguishes relative clauses
from complement clauses headed by dat ‘that’. The prontype=cop restriction
singles out a class of special copular pronounswhich are n.3sg in form, but which
show a wider range of agreement, whose existence can be argued for on indepen-
dent grounds.

2.3.2 Correlative es and extraposed CPs

The constructions discussed in Berman et al. (1998) and Berman (2003: Chapter 8)
also contain a neuter pronoun and a finite clause in the Nachfeld. In this case, the
pronoun and the finite clause realize a propositional argument of the clause’s
main verb, and they can either appear on their own (51a,b) or together (51c), in
which case the pronoun is referred to as a correlative pronoun.

(51) German (Berman et al. 1998: §1, examples 1 and 2)
a. Hans

Hans
hat
has

bedauert,
regretted

daß
that

er
he

gelogen
lied

hat.
has

Hans regretted that he lied.
b. Hans

Hans
hat
has

es
it

bedauert.
regretted

Hans regretted it.
c. Hans

Hans
hat
has

es
it

bedauert,
regretted

daß
that

er
he

gelogen
lied

hat.
has

The central modelling assumptions made in both analyses are that the pronoun
is referential – whether it occurs on its own or as a correlative together with
the finite clause – and that the pronoun and the finite clause when they appear
alone (51a,b), are objs. In the correlative pronoun construction (51c), however,
it is the pronoun that has this grammatical function. The finite clause is then
either seen as supplying further semantic restrictions to the interpretation of this
pronoun (Berman et al. 1998: see also Section 2.2.4 above) or as an apposition to
the pronoun (Berman 2003).

Berman (2003) also goes on to show that there is a range of correlative es data,
and that despite superficial resemblances, different syntactic analyses are called
for. For instance, Berman argues that in contrast to the data above, the psych
verb stören ‘disturb’ in (52) has a different argument structure for the cases with
correlative es: it either takes the finite clause as subject when the correlative is
absent, or it takes es as subject and the finite clause as object when the correlative
is present.
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(52) German (Berman 2003: §8.1, example 2d)
…weil
because

(es)
expl

mich
me

stört,
bothers

dass
comp

sie
she

den
the.acc

Hans
Hans

liebt.
loves.

‘…because it bothers me that she loves Hans.’

2.4 Topics related to the ordering of dependents

2.4.1 Scrambling

Material in theMittelfeld can be reordered to a certain extent. For instance, Dutch
allows different orders of object and adverb (53).

(53) Dutch
Anna
Anna

heeft
has

{de
the

was}
laundry

gisteren
yesterday

{de
the

was}
laundry

gedaan.
done

‘Anna did the laundry yesterday.’

In German, the order of arguments themselves is free, as well. Example (54)
shows one order for the arguments of a ditransitive, but the other five possible
argument orders are grammatical, too.

(54) German (Haider & Rosengren 2003: §1, example 1)
…dass
comp

[das
the.nom

Objekt]
object

[dem
the.dat

Subjekt]
subject

[den
the.acc

ersten
first

Platz]
place

streitig macht.
competes.for
‘…that the object competes for first position with the subject.’

In general, both scrambling over adjuncts and scrambling of arguments is sensi-
tive to information structural effects, and – related to this – things like the ref-
erential form of the material involved. Choi (1999, 2001) explains German scram-
bling and clause-local fronting facts using an OT-LFGmodel in which constraints
on canonical ordering of grammatical functions conflict with constraints on in-
formation structurally induced ordering. An information structural account of
clause-local word order variation and quantifier scope in German is given in
Cook & Payne (2006). The explanation given by Cook (2006) for a deviating un-
marked word order in a small group of ditransitives is discussed below, in Sec-
tion 2.5.2.

As far as the order of arguments in the Mittelfeld is concerned, Dutch is much
more restricted than German. Nevertheless there is some variation. An OT ac-
count of the Dutch dative alternation, which also covers variation in the ordering
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of direct object and indirect object, is presented in Van der Beek (2005). Zaenen
(1989) discusses scrambling of objects over subjects with Dutch experiencer verbs
and passives of ditransitives, and argues for an effect of thematic role.

The cross-serial dependency pattern comes about when objects and verbs are
in separate groups and both are ordered in the same fashion according to level
of embedding. The verb cluster rule given in (20) above (Zaenen & Kaplan 1995),
sorts embedding verbs before embedded ones, and explicitly forces the same or-
der on the objects with the help of an f-precedence constraint. In her work on the
order of objects in Dutch, Van der Beek (2005: §3.8) argues that this constraint
should be treated as a violable OT constraint. An optionally higher ranking con-
straint prefers early realization in the Mittelfeld of a third person, inanimate pro-
noun. This constraint explains examples like (55), in which the object pronoun
belonging to the embedded verb precedes the object belonging to the finite verb.

(55) Ik
I

zagobj:1
saw

’t2
it

Jo1
Jo

doenobj:2.
do

‘I saw Jo do it.’

As with all scrambling, this type of scrambling is less constrained in German, and
may also apply to full NPs, and even involve scrambling of an embedded object
over the main clause subject. I am however not aware of any LFG-related work
on this.32

2.4.2 Weak cross-over

In German, scrambling and topicalization interact with binding between argu-
ments, which results in data like (56). Note that the grammaticality judgements
are relative to the co-indexations given in the examples.

(56) German (Berman 2003, §5.2, examples 10a, 11b, 10d, 11d, 27, 31; examples
a–d below originally from Choi 1995)
a. …dass

comp
jeden𝑖
everyone.acc

seine𝑖
his

Mutter
mother

mag.
likes

‘…that their𝑖 mother likes everyone𝑖.’33
32The term embedded object shift is van der Beek’s term for this type of word order variation. In
the literature on German, the phenomenon is sometimes discussed as a kind of long(-distance)
scrambling, that is, scrambling across clause boundaries, although the view that the embedded
object leaves its clause goes against the conception of coherent combining as clause union.
In fact, in Lee-Schoenfeld (2007), this type of scrambling is taken as one of the hallmarks of
coherence and thus of monoclausality.

33English seems to require the passive to achieve the intended bindings. The intended reading
in (56a–d) is therefore more naturally given as (that) everyone is liked by their own mother.
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b. Jeden𝑖
everyone.acc

mag
likes

seine𝑖
his

Mutter.
mother

‘Their𝑖 mother likes everyone𝑖.’
c. * …dass

comp
seine𝑖
his

Mutter
mother

jeden𝑖
everyone.acc

mag.
likes

d. * Seine𝑖
his

Mutter
mother

mag
likes

jeden𝑖.
everyone.acc

e. Jeden𝑖
everyone.acc

sagte
said

sie,
she

habe
has.sbjv

seine𝑖
his

Mutter
mother

getröstet.
consoled

‘Everyone𝑖, she said their𝑖 mother had consoled.’
f. * Jeden𝑖

everyone.acc
sagte
said

seine𝑖
his

Mutter,
mother

habe
has.sbjv

sie
she

getröstet.
consoled

‘Everyone𝑖, their𝑖 mother said she had consoled.’

Between dependents of the same predicate, an object may bind into the sub-
ject, provided it precedes it. It does not matter whether it precedes it in the Mit-
telfeld (56a) or by being moved into the Vorfeld (56b), even from an embedded
clause (56e). However, as (56f) shows, an object cannot bind into an upstairs sub-
ject, even when it precedes it.

Berman (2003), using the framework of Bresnan (1998) and observations from
Choi (1995), shows that the data in (56a–d) is straightforwardly explained by
assuming that to bind a pronoun, an operator must either outrank it in terms
of grammatical function – this isn’t the case in any of these examples – or lin-
early precede it. The linear precedence constraint is satisfied in (56a,b), but not
in (56c,d). However, example (56f) is problematic under this simple account, since
the operator precedes the pronoun, but cannot bind it.
Berman therefore proposes to analyse long-distance dependencies using a trace,

and to interpret the linear precedence requirement as if it includes this trace. The
sentences in (56e,f) are then as in (57).34

(57) a. Jeden𝑖
everyone.acc

sagte
said

sie,
she

habe
has.sbjv

𝜖𝑖 seine𝑖
his.nom

Mutter
mother

getröstet.
consoled

b. * Jeden𝑖
everyone.acc

sagte
said

seine𝑖
his.nom

Mutter,
mother

habe
has.sbjv

𝜖𝑖 sie
she

getröstet.
consoled

34Berman (2003) assumes that local arguments are adjoined to VP, in any order. This also applies
to traces – the object tracemay therefore appear before its clause-mate subject. In the examples
in (57) we have inserted the trace as early as c-structurally possible.
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In (57a), the operator’s trace precedes the bound pronoun, so that the linear order
requirement is met. In (57b), however, the trace follows the pronoun, which –
under Berman’s definition – means the operator as a whole does not precede it
This results in the unavailability of the indexed reading.

Bresnan et al. (2016: §9.5) discuss the same data using a near-identical frame-
work. Although the difference in linear order of the bound pronoun and the op-
erator trace between (57a) and (57b) is noted, the ungrammaticality of (57b) is
ultimately explained by taking the binding domain of the operator to be the f-
structure for the predicate getröstet ‘consoled’, irrespective of the operator’s df
role in the matrix f-structure.35 There is therefore no need to refer to the position
of the trace to explain the long-distance dependency data. Under that analysis,
it would appear that weak cross-over in German alone is not a reason to assume
long-distance dependencies involve traces.

Dalrymple et al. (2001)36 give a trace-less account of the German cross-over
data. Rather than considering the linear order of the binding operator and the
bound pronoun, they consider f-precedence between two f-structures that are
dependents of the same predicate, such that one contains the operator and the
other the pronoun. In (56f), these f-structure siblings are the subj (containing the
pronoun) and the comp (containing the operator) of sagte. Since the latter does
not f-precede the former, the linear precedence requirement on binding is not
met.

2.5 Topics related to mapping

2.5.1 Sentences “without a subject” in German

A recurring debate in German clausal syntax concerns the existence of true sub-
jectless sentences. Berman (2003: Chapter 4) points out that it would appear that
German has such sentences, given that 1) under her analysis, German does not
have a dedicated subject position, 2) there are no oblique subjects in German
(a common view, following for instance Zaenen et al. 1985, but contra the later
Eythórsson&Barðdal 2005) and 3) there are sentenceswithout nominatives, such
as (58).

35In contrast, Berman (2003: §5.2.6) explicitly considers the binding domain of the operator to
be “extended to the matrix clause” because “it functions as a discourse function in the matrix
clause” (p. 86).

36This paper is a response to the trace-based proposals of Bresnan (1998) and Berman (2003).
The latter was also published/circulated on earlier occasions, which explains the apparent
anachronism.
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(58) German (Berman 2003: §4.2, examples 10a, 16b, 10d; indication of optional-
ity of expletive mine)
a. …weil

because
(*es)
expl

getanzt
danced

wurde.
was

‘…because people were dancing.’
b. …weil

because
(*es)
expl

dem
the.dat

Mädchen
girl

geholfen
helped

wurde.
was

‘…because the girl was being helped.’
c. …weil

because
(es)
expl

mich
me.acc

friert.
freezes

‘…because I’m cold.’

Note that each of these can occur without the expletive pronoun es, and the first
two must occur without it.

Berman models clauses without a subject using argument structures without
a subj, and shows that these cases can be given an analysis in terms of Lexical
Mapping Theory (LMT).37 For the predicates involved in the examples above, we
have the following LMT derivations:

(59) a. getanzt 〈agent[−𝑜]∅ 〉 (lit. ‘danced’, impersonal passive)

b. geholfen 〈agent[−𝑜]∅ , beneficiary[+𝑜]/dat
obj𝜃

〉 (‘helped’, passive, lexical case)

c. frieren 〈experiencer[+𝑜]/acc
obj𝜃

〉 (‘be cold’, active intransitive, lexical case)

The question remains, then, why the expletive is not allowed in (58a,b), whereas
it is in (58c). Berman adopts the analysis that German verbal agreement morphol-
ogy is distinct enough to contribute subject features. Thus, the f-structures for
the sentences in (58) all contain subjects. This way, German can be analysed as
meeting the Subject Condition, which says that every f-structure with a predicate
must contain a subj.38 Inserting a subject expletive would then be ruled out as a

37See Findlay et al. 2023 [this volume] for more information on Lexical Mapping Theory.
38This Subject Condition formulation pertains to f-structure. In other contexts, for instance in
Bresnan et al. (2016: §14.4), the Subject Condition is taken to be a constraint on argument
structures. It is clear that under Berman’s view such a constraint does not hold for German.
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violation of Economy of Expression. It follows that the optional es in cases like
(58c) is selected for: verbs like frieren have an alternative specification like the
one in (60).

(60) frieren (↑ pred) = ‘be-cold〈obj𝜃 〉subj’
(↑ subj form) =𝑐 es_

2.5.2 Mapping explanations of variation

Zaenen (1993) is concerned with (the nature of) the unaccusative/unergative dis-
tinction in Dutch. One of the challenges in the characterization of unaccusativity
in Dutch is that it not only applies to intransitives, but also to a subset of transi-
tive experiencer verbs. Consider the examples in (61), which shows two intransi-
tives, two transitives with the experiencer as the object, and a transitive with the
experiencer as the subject. The selection of a form of zijn ‘be’ instead of hebben
‘have’ as the perfect auxiliary is given here as the reflex of unaccusativity.

(61) Dutch
a. Zij

she
*is
is

/ heeft
has

gewerkt.
worked

b. Zij
she

is
is

/ *heeft
has

gestorven.
died

c. Zij
they

*zijn
are

/ hebben
have

haar
her

geirriteerd.
irritated

d. Zij
they

zijn
are

/ *hebben
have

haar
her

bevallen.
pleased

e. Zij
She

*is
is

/ heeft
has

hen
them

gevreesd.
feared.

Zaenen shows that it is possible to give semantic correlates of unaccusativity, and
discusses which phenomena can be related directly to unaccusativity in Dutch
(namely, auxiliary selection, prenominal attributive use of perfect participle) and
which only relate indirectly (impossibility of impersonal passive). Her analysis
is formalized in terms of a variant of LMT that does not rely on thematic roles to
determine the intrinsic classifications of a predicate’s arguments. Instead, Zae-
nen incorporates Dowty’s (1991) proto-roles into LMT using the following sim-
ple rule: a participant that has more proto-agent than proto-patient properties
is marked [−𝑜], otherwise the participant is marked [−𝑟]. The LMT alternative
is further spelled out to allow derivation of grammatical function assignments
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for the data in (61): the subjects in examples (61a,c,e), with hebben ‘have’, come
from intrinsic [−𝑜]markings, whereas the subjects in (61b,d), with zijn ‘be’, come
from intrinsic [−𝑟]. The choice of auxiliary can be correctly modelled by refer-
ring to the intrinsic markings of the subject. Kordoni (2003) discusses analysing
the German locative alternation in terms of Zaenen’s mapping account.39

Another variation which is shown to be driven by lexical semantic differences
that affect mapping are the so-called “high” versus “low” datives in German. Al-
though arguments in the German Mittelfeld are readily scrambled, there is an
unmarked order, which can be detected by studying information structural and
quantifier scoping properties. Between objects, the unmarked order is generally
dat before acc (62; “high dative”). However, a smaller number of verbs show
acc before dat (63; “low dative”), and for a couple of verbs both orders appear
to be unmarked. In the examples, superscript M marks the marked variant.

(62) German (Cook 2006: §1, examples 1–2)
a. Es

expl
hat
has

ein
a.nom

Mann
man

[einem
a.dat

Kind]
child

[ein
a.acc

Buch]
book

geschenkt.
given

‘A man gave a book to a child (as a present).’
b. M Es hat ein Mann [ein Buch] [einem Kind] geschenkt.

(63) a. M Es
expl

hat
has

ein
a.nom

Polizist
policeman

[einer
a.dat

Gefahr]
danger

[einen
a.acc

Zeugen]
witness

ausgesetzt.
exposed
‘A policeman has exposed a witness to a danger.’

b. Es hat ein Polizist [einen Zeugen] [einer Gefahr] ausgesetzt.
Cook (2006) demonstrates that the different unmarked orders can be related to
differences in lexical semantics, which in turn give rise to thematic alternations.
For the alternating verbs, it is shown that the different word orders prefer differ-
ent readings in line with the general lexical semantic observations. All meanings/
word orders involve an agent and a patient/theme, which under standard LMT as-
sumptions are mapped to subj and (accusative) obj, respectively. In addition, the
dat-acc order is associated with a bene-/maleficiary role, which is mapped to a
(dative) obj𝜃 . The acc-dat order, however, involves a third participant which is
a goal or a location and which gets mapped to a (dative) obl𝜃 . Cook argues that
the unmarked order of complements in the German Mittelfeld is obj𝜃 -obj-obl𝜃 .

39It should be noted that Dowty (1991) talks about the English locative alternation in terms of
proto-roles in depth.
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The apparent word order variation is thus a fixed word order seen in the light
of the unmarked order of grammatical functions. Cook extends her account to
explain the compatibility of the different datives with the kriegen-passive, which
can be used with a selection of verbs to promote the dative argument to subject.

2.5.3 Transitivity of reflexives

Lexically conditioned reflexives in German and Dutch show up in a range of sit-
uations. The simplex reflexives sich in German and zich in Dutch appear for in-
stance in clauses with transitive verbs with co-referring arguments (64a)/(65a),40

in anticausatives (64b)/(65b), and in inherent reflexives (64c)/(65c).

(64) a. Max
Max

rasiert
shaves

sich.
refl

‘Max shaves himself.’
b. Die

the
Tür
door

öffnet
opens

sich.
refl

‘The door opens.’
c. Max

Max
schämt
is.ashamed

sich.
refl

‘Max is ashamed.’

(65) a. Max
Max

scheert
shaves

zich.
refl

b. De
the

deur
door

opent
opens

zich.
refl

c. Max
Max

schaamt
is.ashamed

zich.
refl

In a contrastive study of reflexivization, Sells et al. (1987) distinguish three kinds
of transitivity: 1) c-structure transitivity – the reflexive is an independent con-
stituent, 2) f-structure transitivity – the syntactic predicate selects an obj, 3) se-
mantic transititivity – the referential identity of the arguments is accidental. In-
terestingly, German and Dutch simplex reflexives receive different analyses: they
are both considered to be transitive in terms of c-structure, and intransitive in
terms of semantics, but Sells et al. analyse the German reflexives as f-structurally

40The class of grooming verbs is part of a larger class of transitive verbs that, exceptionally,
allows the simplex reflexive. In general, the complex reflexive, zichzelf / sich selbst is available
to realize reflexive objects with transitive verbs. This exception is what justifies treating these
reflexives as being lexically specified.
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intransitive, and the Dutch reflexives as f-structurally transitive. This is based
upon the contrast in (66): the German reflexive can appear in an impersonal
passive, whereas the non-reflexive counterpart is ruled out. The reflexive thus
patterns with intransitives. The Dutch counterpart is not well-formed, which
would suggest Dutch reflexives pattern with transitives.

(66) a. German (Sells et al. 1987: §2.4, example 74)
Jetzt
now

wird
is

{sich
refl

/ *ihn}
him

aber
however

gewaschen!
washed

‘But now it is time to wash yourself!’
Not: ‘…to wash him!’

b.
*
Dutch
Nu
now

wordt
is

(er)
expl

{zich
refl

/ hem}
him

gewassen!
washed

Sells et al. (1987) model reflexives like (64a), (65a) with a lexical rule which maps
a transitive verb (in all the three senses above) to a reflexive verb. For German,
this involves leaving out the object slots, and marking the predicates with ‘[a]
feature F, forcing them to combine with the reflexive element.’41 The resulting
intransitive can then serve as input for the lexical rule for the impersonal passive.
For Dutch, the reflexivization rule involves moving the thematic object to a non-
thematic object slot, marked to be filled by a simplex reflexive.

The analysis of Sells et al. crucially relies on the use of lexical rules to take
care of mapping. Modern LFG work would rely on a variant of LMT. Data like
those in (66) then also receive a different status, as LMT does not model the (im-
personal) passive as a rule to be applied on the output of another rule. Alencar &
Kelling (2005) propose an analysis of the whole range of data in (64a–c) in terms
of LMT, and explicitly reject the importance of the contrast in (66). Instead, they
offer additional data to support the conclusion that the German reflexive is tran-
sitive at f-structure. Their LMT analysis of the data in (64), above, is summarized
in (67).

(67) a. rasieren/öffnen 〈agent[−𝑜]
subj

, theme[−𝑟]
obj

〉 (‘shave’/‘open’, transitive)

41The reflexive itself carries a constraining equation checking this feature F to make sure it is
only combined with predicates that have undergone reflexivization. It is not spelled out in the
article how the presence of the reflexive would be enforced technically, however. One solution
is to let the verb and the reflexive be co-heads that check for the presence of each other using
constraining equations.
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b. (sich) rasieren 〈agent𝑖[−𝑜]
subj𝑖

, theme𝑖[−𝑟]
obj𝑖[refl]〉 (‘shave’, reflexive of transitive)

c. (sich) öffnen 〈theme𝑖[−𝑟]
subj𝑖

〉 _𝑖[−𝑟]
obj𝑖[refl] (‘open’, anticausative)

d. (sich) schämen 〈theme𝑖[−𝑟]
subj𝑖

〉 _𝑖[−𝑟]
obj𝑖[refl] (‘be ashamed’, inherent reflexive)

In the last two cases, the reflexive is an expletive.42

3 LFG analyses in the nominal domain

3.1 Overall shape of nominal constituents

The CWG nominal domain has received a lot less attention than the clausal do-
main in LFG. The authors that have concerned themselves with the nominal
domain in more detail all assume a DP analysis (Berman & Frank 1996, Part I,
Chapter 3; Dipper 2003, Chapter 7; Strunk, 2004, 2005). The general shape of the
nominal constituent is characterized by the familiar representation in (68).

(68) DP

… ↑=↓
D

↑=↓
D

↑=↓
NP

… ↑=↓
N

↑=↓
N

…

42The notation with indices to indicate reflexivity is taken from the paper. Note that, as they are
also on expletives, these indices should not be interpreted as semantic co-reference.
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In Spec-DP, elements like pre-determiners (Dutch: al die mensen ‘all those peo-
ple’), prenominal genitives (that is, non-pronominal possessives; German: Karls
Auto ‘Karl’s car’), and non-genitive prenominal possessors (Low Saxon: de’n
Jung sien Vadder, lit. ‘the boy his father’) can occur. We refer to the discussion of
possessives in Section 3.2.1 below formore elaborate examples. D holds determin-
ers and pronouns, although Dipper (2003) assigns pronouns proper (in contrast
to determiner-like pronouns) to a category Pron, which is the single daughter of
D.

The NP contains mostly lexical material. In Dipper (2003: Chapter 7, the theo-
retical discussion), the class of adjectival quantifiers (see Section 3.2.2, below)
appears in Spec-NP, whereas other attributive adjectives appear as sisters to
N. Berman & Frank (1996), however, assume that attributive adjectives are left-
adjoined to NP (not shown in the schematic tree), whereas oblique and clausal
complements are in Comp-NP, on the right.

This overall picture is slightly different in Dipper (2003: Chapter 8, the compu-
tational implementation) and Dipper (2005), which describe a flat DP/D, under
which predeterminers, determiners, prenominal genitives and adjectival quanti-
fiers (that is, the material in Spec-DP, D, and Spec-NP in 68 above) all appear as
sisters of NP.43

3.2 Topics in noun phrase syntax

3.2.1 Possessives in Low Saxon

Low Saxon has, amongst others, the range of possessive constructions illustrated
in (69–71).

(69) Low Saxon (Strunk 2004: §2.2, examples 2.52 and 2.84)
a. sienen

his.m.sg.acc
Weg
way

‘his way’
b. jeedeen

every
Oort
kind

kreeg
got

[sienen],
his.m.sg.acc

[…].

‘Every kind got its own, […].’

43This analysis has the explicit goal of “serv[ing] as the base of a robust and efficient implementa-
tion” (Dipper 2005: 101), but its status as a theoretical claim remains a bit unclear. The question
of whether a deeper/different analysis would have been preferred in a more theoretically ori-
ented analysis and whether this flat structure should mostly be seen as an operationalization
of a deeper structure, is unfortunately not discussed.
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(70) Low Saxon (Strunk 2004: §2.3, examples 2.112 and 2.177)
a. de’n

the.m.sg.acc
Jung
boy

sien
his.m.sg.nom

Vadder
father

‘the boy’s father’
b. Korl

Korl
sien
his.n.sg.nom

‘Korl’s’

(71) Low Saxon (Strunk 2005: §6, example 61)[Hinnerk=s
Hinnerk=poss

Huss]
house

iss
is

groote
bigger

den
than

[Antje=s].
Antje=poss

‘Hinnerk’s house is bigger than Antje’s.’

Example (69a) contains a possessive pronoun in combination with a noun ex-
pressing the possessum. The possessor is anaphorically given as the referent of
the possessive pronoun. Example (70a) is a case of possessive doubling: as before,
we have a possessive pronoun and a noun, but now the possessive pronoun is
directly preceded by a nominal in the accusative, which explicitly supplies the
possessor. Finally, the first possessive expression in (71) is an instance of an -s
marked nominal realizing the possessor, followed by the unmarked possessum.
Examples (69b), (70b), and the second possessive in (71) show that the possessum
can be elided in each of these constructions.

Strunk (2005)44 models the three constructions in a unified way, crucially re-
lying on optionally specified pred ‘pro’ values to capture the differing amounts
of explicitly realized referential information. He assumes entries for possessive
pronouns along the lines of (72a) and the possessive clitic in (72b), as well as the
top level rule for the DP in (72c).

(72) a. sien D ((↑ pred) = ‘pro-of〈poss〉’)
(↑ agr) = m.sg
(↑ case) = nom((↑ poss pred) = ‘pro’)
(↑ poss marking) = +
(↑ poss agr) = m.3sg
(↑ poss case) = acc

b. =s D ((↑ pred)= ‘pro-of〈poss〉’)
(↑ poss marking) = +

44Strunk (2004) is an earlier version of this work, which contains a wealth of material on Low
Saxon possessives.

1454



30 LFG and Continental West-Germanic languages

c. DP ⟶ DP
(↑ poss)=↓

(↑ poss marking) =𝑐 +
D↑=↓

The entry for a possessive pronoun constrains two “regions”, the first constrain-
ing the f-structure ↑ for the DP it heads – the possessum – and the second
constraining the f-structure (↑ poss) for the possessor. Both regions have agree-
ment constraints, ↑ from inflectional morphology, (↑ poss) from the choice of the
pronominal root. The two regions also each have an optional equation defining
pred to be a pro-form. The four ways to satisfy these constraints correspond to
the four cases in (69) and (70). Finally, Strunk (2005) analyses possessive -s as
a clitic which also sits in D. Like the possessive pronoun this clitic can be real-
ized with or without a possessum in NP. Unlike the pronoun it must be preceded
by a DP that supplies a possessor, which explains the absence of an optional
(↑ poss pred)=‘pro’ in this entry.
Berman& Frank (1996) andDipper (2003) discuss the standardGerman prenom-

inal genitive possessive construction, exemplified in (73a). In contrast to the clitic-
in-D analysis given above for the (perhaps only superficially) similar Low Saxon
possessive -s, these authors put the prenominal material completely in Spec-DP.
Berman & Frank (1996) also treat the colloquial German possessive doubling con-
struction, which involves a prenominal dative,45 found in (73b). As in the anal-
ysis proposed for the Lower Saxon counterpart above, the (now dative-marked)
possessor is located in Spec-DP, and the possessive pronoun in D.

(73) German (Berman & Frank 1996: §3.1.2, example 136, 141)
a. Peters

Peter’s
(*das)
the

Haus
house

‘Peter’s house’
b. der

the.f.sg.acc
Frau
woman

*(ihr)
her

Haus
house

‘the woman’s house’

In the analysis put forward by Berman & Frank, the main structural difference be-
tween the the German prenominal genitive and prenominal dative is that the for-
mer requires D to be empty (73a), whereas the latter requires D to be filled (73b).
A binary feature on head realization is used to control this.

45Kasper (2014: 58–59) calls the prenominal dative possessive a “non-standard German [con-
struction] that is completely absent from the standard but can be found in almost all regional
varieties/ dialects”. Berman & Frank (1996) discuss the prenominal dative together with the
prenominal genitive, and note that the former “allerdings eher in der gesprochenen Sprache
auftritt” [is however more likely to occur in spoken language] (p. 59).
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3.2.2 Declension and the status of quantifiers

Inside the German DP, determiners, adjectives and nouns show agreement with
respect to gender, number and case. Declension is another agreement dimen-
sion, found between determiners and adjectives. Determiners have inherent de-
clension: they can be categorized as inflected (strong declension), uninflected or
mixed. In the latter case some cells are inflected/strong and others are not. In-
flected adjectives, on the other hand, have strong (more distinctive morphology)
and weak (less distinctive morphology) declension paradigms. Adjective declen-
sion agrees with the inherent declension of the determiner in the following way:

(74) inflected (strong) determiner: weak adjective
uninflected or no determiner: strong adjective

This phenomenon is illustrated in (75–76). For reasons of exposition, the inflec-
tion is made explicit and we use a zero morpheme to mark the lack of inflection.
Note that ein is a member of the mixed declension class and appears both in-
flected (75b) and uninflected (76b).

(75) German (data from Dipper 2005: §3.2, presentation/glosses changed)
a. d-er

the-m.sg.nom
süß-e
sweet-weak.sg.nom

rot-e
red-weak.sg.nom

Wein
wine(m)

b. ein-em
a-m.sg.dat

süß-en
sweet-weak.sg.dat

Wein
wine(m)

(76) a. süß-er
sweet-strong.m.sg.nom

rot-er
red-strong.m.sg.nom

Wein
wine(m)

b. ein-∅
a-m.sg.nom

süß-er
sweet-strong.m.sg.nom

Wein
wine(m)

Determiners that do not inflect at all (for instance, allerlei ‘every kind’, solcherlei
‘such’) are not of the strong declension, and adjectives that do not inflect at all
(lila ‘purple’, rosa ‘pink’) are ambiguous between strong/weak declension.

Dipper (2005) models the facts about declension in the following way: The f-
structure projected from the DP has a feature decl, whose value is equated with
st-det in strong determiners and with st-adj in strong adjectives. This captures
the fact that these two are never seen together. Weak adjectives constrain their
containing DP’s f-structure by decl =𝑐 st-det, and therefore only co-occur with
strong determiners. Uninflected adjectives and determiners do not constrain the
decl feature at all.
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As seen in (75a) and (76a), when the DP/NP contains multiple adjectives, they
show identical declension. Dipper (2005) uses this fact to address the issue of the
categorial status of quantifiers like alle ‘all’ andmehrere ‘multiple’, for which it is
difficult to decide whether they are determiners or adjectives. By inspecting the
declension of adjectival material in the presence of a quantifier, Dipper is able to
clearly distinguish determiner-like and adjective-like quantifiers.

3.2.3 Preposition-determiner contractions

German has a number of lexical preposition-determiner (P-D) contractions, such
as zum ‘to the’, and vom ‘of the’, shown in (77).

(77) a. zum
to.the.m.sg.dat

König
king

‘to the king’
b. vom

of.the.m.sg.dat
Bürgermeister
mayor

seinem
his.n.sg.dat

Gehalt
salary

‘of the mayor’s salary’

In Berman & Frank (1996), P-D contractions are treated as prepositions that not
only constrain their object DP in a P-like manner – it must have a given case
– but also in a D-like manner – it is marked definite and has certain agreement
features. Most importantly, the object DP may not itself realize its own D. This
is enforced using the binary head realization feature also used in the analysis of
possessives, sketched in Section 3.2.1 above.

The example in (77b) shows that this picture is too simplistic: here, the D-like
properties do not constrain the object DP, but the prenominal dative of this DP. It
is inside this prenominal dative that D is left unrealized, and not in the object DP
itself, which has seinem in D. The correct generalization about P-D contractions
must therefore include that the D inherent in the contraction corresponds to a D
leftmost in the object DP, and need not be the object DP’s head. Wescoat (2007)
gives an analysis in terms of lexical sharing that addresses exactly these points. In
Wescoat’s lexical sharing model, one lexical terminal can correspond to multiple
adjacent preterminals. A slightly simplified analysis of (77b) is given in (78).
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(78) PP

↑=↓
(↓ obj case)=dat

(↓ pred)=‘von〈obj〉’
P

vom
of.the.m.sg.dat

(↑ obj)=↓
DP

(↑ poss)=↓
DP

↑=↓
(↓ spec)=the
(↓ case)=dat
(↓ agr)=m.sg

D

↑=↓
NP

Bürgermeister
mayor

↑=↓
D

↑=↓
D

seinem
his.n.sg.dat

↑=↓
NP

Gehalt
salary

The fact that the preterminals projected from vom need to be adjacent solves the
problem noted above that the generalization about P-D contractions needs to
include reference to the left edge of the object DP. In the paper,Wescoat describes
further constraints on the function of the projected D inside the object DP.

3.2.4 Indeterminacy of case

The German nominal inflection paradigms show pervasive syncretism. These
syncretic forms can either be ambiguous or indeterminate. Ambiguous forms
can be used in different contexts, but they can only be in one paradigmatic cell
at a time. So sie in (79), which in isolation is ambiguous between plural ‘they’
and feminine singular ‘she’, can be used in either way (79a,b), but not as both
at once (79c). Indeterminate forms can function as if they are in different cells
simultaneously. For instance, Papageien ‘parrots’, which is indeterminate for case,
can at the same time be selected as an accusative object and a dative object (80).

(79) a. Sie
she

hilft
helps

Papageien.
parrots

b. Sie
they

helfen
help

Papageien.
parrots

c. * Sie hilft und helfen Papageien.
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(80) a. Sie
she

hilft
helps

Papageien.
parrots.dat

b. Sie
she

findet
finds

Papageien.
parrots.acc

c. Sie findet und hilft Papageien.

Although a simple disjunctive defining equation for a feature suffices for the am-
biguous cases, this is not enough to achieve indeterminacy, since a disjunction
does not change the fact that a feature can only have one value at a time. Dalrym-
ple et al. (2009) represent indeterminate features as bundles of binary features,
one for each of the values in the paradigmatic dimension. Compatibility with val-
ues is given as a disjunction of positive specifications, incompatibility as negative
specifications. Two example lexical specifications are given in (81).

(81) a. Papageien (↑ case {nom|gen|dat|acc}) = +
b. Männer (↑ case {nom|gen|acc}) = +

(↑ case dat) = −
These specifications state that Papageien is completely indeterminate with re-
spect to case (81a), whereas Männer is non-dative, but otherwise indeterminate
with respect to case (81b).

A selecting element then expresses its case requirements in positive terms only.
The entries in (82) illustrate this.

(82) a. hilft46 (↑ obj case dat) = +
b. findet (↑ obj case acc) = +

Since the case feature bundles for Papageien defined in (81a) can satisfy both
these requirements at the same time, we can capture the coordination of (80c).
Dalrymple et al. show that this approach can also deal with additional material
in the DP like adjectives, which further constrain the case value, and with verbs
which themselves are indeterminate about their case requirements on selected
arguments.

4 Concluding remarks

This chapter has presented an overview of Lexical-Functional Grammar studies
of Continental West Germanic languages. The majority of the work discussed
here has dealt with German clausal syntax, followed by discussions of Dutch

46We follow here the presentation in the paper and gloss over the fact that helfen ‘help’ might be
better analysed as taking an obj𝜃 rather than an obj, which would complicate modelling the
coordination.
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clausal syntax. This reflects the status of the LFG field as a whole – the nominal
domain has received less attention than the clausal/verbal domain, an overview
of LFG work on the former is given in Börjars & Lowe 2023 [this volume] – but
it also reflects the fact that the other CWG languages – possibly, but not only,
minority, regional, and/or non-standardized languages – do not feature promi-
nently in the LFG literature. I hope that the discussion of existing work on the
syntax of the two “big” CWG languages in the current chapter may inspire fur-
ther application of LFG to the other members of the family.

Obviously, not every LFG study that touches upon CWG has been mentioned
in this chapter. There are some larger blind-spots that I wish to mention here.

• Bögel (2015) develops an LFG model of the prosody-syntax interface. Re-
cent papers contain applications to Swabian (Bögel & Raach 2020, Bögel
2021) and Standard German (Bögel 2020). See also Bögel 2023 [this volume]
for a discussion of the syntax-prosody interface in LFG.

• A number of authors have used OT in combination with LFG, especially
in the domain of word order variation and information structure. Exam-
ples are Choi (1999, 2001), Cook (2001), Cook & Payne (2006),Van der Beek
(2005), and Seiler (2007). These have been mentioned in the text, but were
not discussed in any detail. OT-LFG is dealt with in Kuhn 2023 [this vol-
ume], and information structure is treated in Zaenen 2023 [this volume].

• German is blessed with a wide-coverage LFG grammar, implemented in
the context of the ParGram project. This grammar can be queried in the in-
teractive XLE-WEB interface.47 The project page for the ParGram project
in Germany,48 contains older references. The research activities in and
around this project have resulted in a long list of publications. Some of
that work has already been discussed above. I will here list a small selec-
tion of further papers that also have direct relevance for theoretical de-
bates: Forst & Rohrer (2009) and Kuhn et al. (2010) discuss problems in
the analysis of German VP coordination; Rehbein & van Genabith (2006)
and Forst et al. (2010) deal with the implementation of particle verbs; Forst
(2006) is a “grammar writer’s” contribution to the comp-debate. The de-
sire for parallel structures in the context of ParGram is one of the forces
behind the auxiliaries-as-features style of syntactic analysis in LFG. An
early contribution and implementation can be found in Butt et al. (1996).

47https://clarino.uib.no/iness/xle-web, consulted July 2022
48https://www.ims.uni-stuttgart.de/en/research/projects/pargram, consulted July 2022
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Computational work on LFG is the topic of several chapters in Part V of
this volume.

Omitting these studies from the main text was a conscious choice, intended to
keep the chapter accessible by not introducing too much conceptual machinery
and too many problem domains. I made this choice with the knowledge that
their topics would be touched upon in other chapters. At the same time, I wish
to underline their importance, because exactly the fact that they span multiple
domains and methods means that they are excellent demonstrations of the flexi-
bility and precision that LFG offers.
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Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

CWG Continental West
Germanic

expl expletive
IPP infinitivus participio
lb left bracket
Mf Mittelfeld
Nf Nachfeld

OT Optimality Theory
rb right bracket
teinf (Dutch) infinitive with

marker te
Vf Vorfeld
zuinf (German) infinitive with

marker zu
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Chapter 31

LFG and Finno-Ugric languages
Tibor Laczkó
Károli Gáspár University of the Reformed Church in Hungary

The chapter discusses some salient, sometimes competing, LFG analyses of a vari-
ety of (morpho-)syntactic phenomena in Finno-Ugric languages, with occasional
glimpses at alternative generative approaches and at some related phenomena in
languages belonging to Samoyedic, the other major branch of Uralic languages.
We concentrate on clausal c-structure representational issues, verbal modifiers, fo-
cused constituents, negation, copula constructions, argument realization, subject-
verb agreement, differential object marking, evidentiality and a set of noun phrase
phenomena related to event nominalization. It argues that LFG provides an appro-
priate and suitably flexible formal apparatus for a principled analysis of all the
phenomena in all the Finno-Ugric languages discussed here. In addition, it shows
that the analysis of some of these phenomena can also contribute to LFG-internal
theorizing.

1 Introduction

1.1 General remarks on Finno-Ugric languages

Finno-Ugric is one of the two branches of Uralic, the other branch being Samo-
yedic. In Figure 1 we show the major branches of the Uralic family tree and those
leaves (languages) that are discussed, or at least mentioned, in this chapter. This
figure is in accordance with the general remarks in the introductory chapter of
Miestamo et al. (2015) on the representation of the Finno-Ugric branch.1 We use

1We are thankful to Anne Tamm for helpful discussions of certain family tree issues.
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the names of the individual languages as they appear in that volume.2 The au-
thors point out that, although there are several alternative approaches to this
branch, most of them share the view that the following language groups are valid
genealogical units: Samoyedic, Ugric, Permic, Mari, Mordvin, Saamic and Finnic.
However, the details of the relationships among certain languages are subject to
variation across these competing approaches.3

For the sake of a complete picture, we have included the Samoyedic branch as
well. In the Northern branch there are twomajor sub-branches: Enets-Nenets and
Nganasan. From the Enets-Nenets sub-branch Tundra Nenets will be discussed
and compared with some Finno-Ugric languages in Section 7.1.2 with respect
to differential object marking. The only living representative of the Southern
branch is Selkup, also mentioned in Section 7.1.2. Saamic languages also have a
variety of sub-branches. From these languages Inari Saami will be discussed in
Section 5.2 on copula constructions and in Section 7.1.1 on subject-verb agree-
ment.

As regards the geographical distribution of the languages indicated in Fig-
ure 1, Estonian is primarily spoken in Estonia, Hungarian is spoken in Hungary,
Finnish and Inari Saami are spoken in Finland, and all the other languages are
spoken in Russia.

Several languages belonging to the Finno-Ugric branch of Uralic languages
have a considerable number of properties that have contributed to linguistic re-
search in LFG. On the one hand, these phenomena provide empirical or typo-
logical evidence for theoretical generalizations. On the other hand, they exhibit
cases in which LFG is well-suited for the development of principled analyses.
Such phenomena include, but are not limited to, discourse-functionality, nega-
tion, wh-questions, copular clauses, particle-verb constructions, event nominal-
ization, possessive constructions, the nature and inventory of grammatical func-
tions, evidentiality, rich inflectional morphology, partitives, duals and complex
agreement patterns.

In this chapter we can only concentrate on those phenomena in Finno-Ugric
languages that have been analyzed in an LFG framework in such a way that the
summary of the given analysiswithin the limitations of space serves the purposes

2Several languages in this figure are also referred to by alternative names in some other works,
e.g. Khanty = Ostyak, Mansi = Vogul, Udmurt = Votyak, Mari = Cheremis; see the discussion
of Dalrymple & Nikolaeva (2011) in Section 7.1.2, for instance. When we cite authors, we keep
the version of the name of a language that they use.

3For a recent, fundamentally similar Uralic family tree representation indicating all the lan-
guages (including those that are extinct by now), see Maticsák (2020).
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Figure 1: The (simplified) family tree of Uralic languages

of the chapter, as outlined in the foregoing paragraph. Consequently, this deter-
mines which languages appear in the chapter. Given that Hungarian is the most
intensively and extensively researched Finno-Ugric language in LFG,4 the discus-
sions of LFG analyses of Hungarian phenomena outnumber the discussions of
phenomena in other Finno-Ugric languages. For further information on related
and additional phenomena and other Uralic or Finno-Ugric languages, the inter-
ested reader is referred to the following comprehensive sources: Abondolo (1998),

4For introductions to LFG in Hungarian, see Laczkó (1989) and Komlósy (2001). The following
works also have introductory sections to LFG: Szabó (2017) in Hungarian and Tamm (2004a)
in Estonian.
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Dryer & Haspelmath (2013), Miestamo et al. (2015) and de Groot (2017).5 The on-
line journal Finno-Ugric Languages and Linguistics (http://full.btk.ppke.hu) regu-
larly contains generative papers on Finno-Ugric languages.6 In addition, Tamm
& Vainikka (2018) present an overview of generative works on Finnish and Esto-
nian syntax.7

As regards comprehensive analyses of several phenomena in Hungarian, Lacz-
kó 2021 offers a synthesis of his earlier LFG(-XLE)8 accounts of the following
phenomena in Hungarian finite clauses: sentence structure, verbal modifiers, op-
erators, negation and copula constructions. He posits all this in the context of
a critical overview of alternative Chomskyan and lexicalist approaches to these
phenomena. Tamm (2004c) develops a comprehensive LFG approach to the rela-
tions between Estonian aspect, verbs and case.

The following databases on Uralic languages are useful resources about their
syntactic properties: the Uralic language typological data set at bedlan.net/data/
uralic-language-typological-data-set the Selkup and Kamas corpora at www.slm.
uni-hamburg.de/inel, and the typological database of Ugric languages at en.utdb.
nullpoint.info.

1.2 The structure of the chapter

In accordance with the scopes of LFG works on Finno-Ugric languages, the sig-
nificantly larger part of this chapter (Section 2-Section 7) concentrates on the
investigation of clausal phenomena, and this is followed by the discussion of
salient LFG analyses of some noun phrase phenomena (Section 8). In Section 2
we discuss clausal c-structure representational issues by focusing on a variety of

5In Section 9 we make brief references to additional works on Uralic languages in general and
Finno-Ugric languages in particular that we cannot discuss here for limitations of space.

6See, for instance, Brattico (2019) on Finnish word order, É. Kiss (2020) on pronominal objects
in Ob-Ugric, and Asztalos (2020) on focus in Udmurt.

7In her review, Anne Tamm has kindly provided the following information about the history of
syntactic research on Estonian. “For a long while since the mid-20th century, there was more
work on Estonian syntax than on Finnish syntax. Keeping abreast with western mainstream
linguistics in the 60s, 70s and early 80s resulted in numerous formal syntactic works and a
tradition of understanding syntax that is, in spirit, rather similar to LFG approaches. Rätsep
(1978), for instance, is a lexicalist analysis of patterns of argument structures and their alter-
nations; this work has certainly been influential in the context Uralic syntax. Tamm (2012c)
provides an overview of the treatment of verb classes in this and related works, these early
generative-style lexicalist works are available in Estonian only […]. Almost all LFG work on
Estonian expands that work in some way.”

8In his XLE work he further develops Laczkó & Rákosi’s (2008–2019) implemented Hungarian
grammar.
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LFG approaches to Hungarian. In Section 3 we concentrate on verbal modifiers
in Hungarian and Estonian in general and on their radically different relations
to focus in these languages in particular. In Section 4 we offer a brief overview
of an LFG-XLE analysis of negation in Hungarian by also pointing out its poten-
tial contribution to the treatment of negation phenomena cross-linguistically. In
Section 5 we discuss LFG accounts of copula constructions in Hungarian, Inari
Saami and Finnish. In Section 6 we deal with LFG treatments of some aspects
of argument realization in Finnish and Estonian. In Section 7 we concentrate on
a selection of morphosemantic phenomena: (i) subject-verb agreement in Inari-
Saami and Finnish; (ii) differential object marking in Uralic with particular atten-
tion to Finno-Ugric languages; (iii) the grammaticalized expression of evidential-
ity in Udmurt and Estonian. In Section 8 we present a summary of a variety of
LFG approaches to noun phrase phenomena in Hungarian: (i) c-structure issues;
(ii) event nominalization, and we add a short section on the morpho-syntax of
possessive noun phrases in Finnish and Hungarian. In Section 9 we make brief
references to additional relevant LFG(-related) works on Finno-Ugric languages
that space limitations have prevented us from discussing. In Section 10 we con-
clude.

2 C-structure representation in clauses

de Groot (2017) presents a very useful tabular comparison of the major word
order properties of 21 Uralic languages. In Table 1 we present the parts of his
table that are relevant for our current purposes.

As the table shows, in these languages word order is predominantly free (ex-
cept for Enets and Nenets). The two major patterns are SVO and SOV with
roughly the same frequency. In seven languages there is a designated preverbal
focus position (and in one of them, Komi, there is an additional postverbal Foc po-
sition). In three languages the Foc position is clause final. This is the general word
order picture. Below we fundamentally concentrate on Hungarian because sev-
eral alternative LFG c-structure analyses have been proposed for this language.
In addition, we make some comparative remarks on Finnish and Estonian.
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Table 1: Word order properties of 21 Uralic languages (part of Table 11,
de Groot 2017: 548)

Language word order major pattern focus position

Finnish free SVO
Estonian free SVO clause final
Votic free SVO
Ingrian free SVO clause final
Veps free SVO clause final
Karelian free SVO
South Saami free SOV/SVO
North Saami free SVO
Skolt Saami free SVO
Erzya free SVO
Mari free SOV Foc V
Komi free SOV/SVO Foc V / V Foc
Udmurt free SOV Foc V
Hungarian free SOV/SVO Foc V
Khanty free SOV Foc V
Mansi free SOV
Nenets not free strict SOV Foc V
Enets not free strict SOV Foc V
Nganasan free SOV
Selkup free SOV
Kamas free

Hungarian is a classic example of a discourse configurational language: see
É. Kiss (1995), for instance.9 The crucial empirical generalizations about Hun-
garian sentence structure are as follows. The fundamental sentence articulation

9On sentence structure and discourse-functionality in Finnish in non-LFG frameworks, see
Vilkuna (1995) and Brattico (2019), for instance. According to Vilkuna (1995), there is a pre-
verbal K (contrast) and also a T (topic) position in Finnish. While fundamentally these two
positions are also available in Estonian, on the basis of their experimental and corpus investi-
gation, Sahkai & Tamm (2018b, 2019) claim that other types of constituents can also occur in
the preverbal domain. While Hungarian exhibits strong discourse-configurationality, Estonian
is only weakly discourse-configurational: see Sahkai & Tamm (2018b: 416–417). Hiietam (2003)
argues that topic is to be defined semantically and not configurationally in this language. In
addition, Estonian is the only Uralic language with V2, and its V2 is prosodic: see Sahkai &
Tamm (2018a). Tael (1988) claims that the focus position is at the end of the clause in Estonian.
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is topic-predicate (also called topic-comment in a variety of approaches). In the
topic field, the order of topics and sentence adverbs is free. In the preverbal do-
main, quantifiers follow the topic field. In neutral sentences10 there is a desig-
nated immediately preverbal position for a special constituent type: ‘verbal mod-
ifier’ (vm). This is a conventionally used cover term for a range of radically differ-
ent categories sharing the syntactic property of occupying this designated prever-
bal position. Preverbs (also known as verbal particles or coverbs),11 bare nouns,
designated XP arguments, etc. are all assumed to be vms. Basically, the word or-
der of postverbal elements is also free. In a non-neutral sentence the (heavily
stressed) focused constituent occupies the immediately preverbal position, and,
as a consequence, the vm has to occur postverbally, i.e. the vm and the focus are
in complementary distribution. How to capture this complementarity is a crucial
cross-theoretical issue. The two salient solutions are as follows. (i) There is only
a single designated preverbal position for which focused constituents and vms
compete. (ii) There are two distinct positions for the two elements: focus and
vm. In this approach it needs to be explained why these two elements cannot
co-occur.

Börjars et al. (1999) offer some general considerations against functional pro-
jections like TopP and FocP (à la Government and Binding Theory and the Min-
imalist Program) for languages like Hungarian and some hints at a possible LFG
alternative with an extended verbal projection in which word order regularities
are capturable by dint of Optimality Theoretic (OT) style constraints. They claim
that the assumption that discourse functions are not necessarily associated with
the specifier positions of functional projections allows an analysis of Hungarian
in which quantifier phrases and topics are positioned within an extended ver-
bal projection, avoiding the postulation of functional projections without heads.
They propose that Hungarian sentences are VP projections, as in (1),12 and they
suggest that the immediately preverbal occurrence of the focused constituent
should be captured in terms of OT constraints. In this work, there is no discus-
sion of vms and their complementarity with focused phrases.

10The standard description of a neutral sentence is that it does not contain negation or focus, it
is not a wh-question, and it has level prosody.

11Other Ob-Ugric languages have developed verbal particles to a lesser extent, see Zsirai (1933).
For more information on Uralic (aspectual) verbal prefixation and verbal particles, see Kiefer &
Honti (2003). For an analysis of Estonian sentence-final particles with focus, see Tamm (2004c:
224–242), discussed in Section 3.2.

12The superscripts in V1 and V2 indicate bar-levels.
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(1) V2
XP

(↑ topic)=↓ V2
XP

(↑ topic)=↓ V1
XP
[+Q]

V1
XP
[+Q]

V1
XP

(↑ focus)=↓ V XP*

Adopting the basic representational assumptions and ideas of Börjars et al.
(1999), in their OT-LFG framework, Payne & Chisarik (2000) develop an anal-
ysis of Hungarian preverbal syntactic phenomena: the complementarity of con-
stituent question expressions, focused constituents, the negative marker and ver-
bal modifiers.

Gazdik (2012), capitalizing on Gazdik & Komlósy (2011), outlines an LFG anal-
ysis of Hungarian finite sentence structure, predominantly driven by discourse
functional assumptions and considerations. She postulates two sentence struc-
ture types, and she assumes that both structures are available to both neutral
(N) and non-neutral (NN) sentences, which are distinguished by their different
prosodic behaviours. (2) shows one of the two structures. Here the immediately
preverbal XP has a presentational-focus-like function in N sentences and the
standard identificational focus function in NN sentences. The other structure dif-
fers in one important respect: the preverbal element is a vm, and the vm and the
verb are dominated by V′. The vm receives the usual phonological-word-initial
stress in N sentences and the focus stress in NN sentences.

(2) S

XP∗
topic field

XP∗
quantifiers

XP V XP∗
completive or
background
information
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Laczkó (2014b), after a detailed critical overview of previous LFG approaches,
postulates the skeletal sentence structure in (3).13 He argues against assuming
an IP for the structural-categorial representation of Hungarian sentences and he
argues for S as the core category.14 He proposes a CP/S alternative that is closest
in spirit to É. Kiss’ (1992) special GB approach.15

(3) CP

C S∗
XP(t) S

XP(t) VP∗
XP(q) VP

XP(sp) V′
V XP∗

Adopting one of the most crucial aspects of É. Kiss’s (1992) analysis, he assumes
that vms and focused constituents target the Spec,VP position. He employs dis-
junctive functional annotations to capture this preverbal complementarity.16

Consider the following generalization. ‘The daughters of S may be subject and
predicate’ (Bresnan 2001: 112). In his analysis, Laczkó proposes that this general-
ization should be modified in the following way.

(4) The daughters of S may be subject/topic and predicate.

He points out that this modification receives independent support from the fol-
lowing rule from Bresnan & Mchombo (1987).17

13In (3) t stands for topic (position), q stands for quantifier (position), sp stands for the specifier
position. S* and VP* encode the possibly iterative left-adjunction of XP(t) and XP(q) to S and
VP, respectively.

14In LFG IP and S are taken to be parametric options in Universal Grammar.
15For a comparison of these GB and LFG approaches, see Laczkó (2020).
16For details and the discussion of what other elements are assumed to compete for the Spec,VP
position, see Section 3.1 and Section 4.

17On the basis of (5), subject and/or topic is even more appropriate than subject/topic in (4).
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(5) S ⟶ ( NP
(↑ subj)=↓), ( NP

(↑ topic)=↓), (VP↑=↓)
Laczkó argues that a VP can contain a subject if the XP in [S XP VP] is a topic.
This requires all other occurrences of VP to be subjectless. In this scenario, the
following three parametric options seem to emerge across languages: (i) strictly
VP-external subject, as in English; (ii) VP-internal subject in a designated posi-
tion, as in Russian18; (iii) VP-internal subject without a designated position, see
Hungarian.

This section has demonstrated that LFG provides a suitably flexible formal
apparatus by the help of which the sentence structures of typologically different
languages can be described in a principled manner with respect to discourse
functional configurationality.

3 Verbal modifiers and focus

In this section we discuss analyses of verbal modifiers in Hungarian (Section 3.1)
and Estonian (Section 3.2).

3.1 Hungarian

As has been pointed out in Section 2, the crucial (cross-)theoretical question to
address in the case of Hungarian is how to account for the preverbal comple-
mentarity of focused constituents and verbal modifiers. Compare the examples
in (6). (6a) is a neutral sentence and the vm oda ‘to.there’, which is categorially
a preverb, immediately precedes the verb. By contrast, (6b) is a non-neutral sen-
tence, and in it the vm can neither precede nor follow the focused constituent (in
smallcaps) in the preverbal domain.

(6) Hungarian:
a. János

John.nom
minden-t
everything-acc

oda
vm

adott
gave

Mari-nak.
Mary-dat

‘John gave everything to Mary.’
b. János

John.nom
minden-t
everything-acc

(*oda)
vm

Mari-nak
Mary-dat

(*oda)
vm

adott
gave

oda.
vm

‘John gave everything to Mary.’

18See King (1995), for instance.
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The cross-theoretic question is whether we should assume that the two con-
stituents fight for one and the same syntactic position or that they occupy two
distinct positions. With the salient exception of É. Kiss (1992, 1994), the GB/MP
mainstream assumes two distinct positions, and employs a variety of principles
that block the simultaneous occurrence of constituents in these positions: see
Brody (1990) and É. Kiss (2004), for instance, and also see Laczkó (2021) for a
comparative overview of different analyses of the complementarity of focused
constituents and verbal modifiers in Hungarian.

Several LFG approaches have a similar view, see Ackerman (1987, 1990), Payne
& Chisarik (2000), Mycock (2006, 2010), the basic idea being that vms get seman-
tically and morphologically incorporated into the verb.19 In Section 2 we also
pointed out that Gazdik (2012) has a special proposal. She employs two distinct
sentence structures, both having neutral and non-neutral versions. The main
point here is that the basic vm vs. focus contrast is treated in two different struc-
tural dimensions. Thus, this can be regarded as an extreme instance of assuming
that the two elements do not fight for the same syntactic position.

By contrast, Laczkó (2014b) argues that focus constituents (ordinary foci, the
immediately preverbal wh-phrases and negated constituents)20 and vms (of var-
ious types) target the same Spec,VP position, hence their complementarity. In
(7) we repeat the relevant part of his overall sentence structure shown in (3) in
Section 2.

(7) VP

XP(sp) V′
V XP∗

Laczkó (2014b) employs disjunctive functional annotations to capture the com-
plementarity of the elements he assumes to compete for this position.

As we pointed out in Section 2, vms come in several varieties: preverbs, idiom
chunks, secondary predicates, designated reduced or full arguments. Preverbs
are the central and theoretically by far the most challenging members of this

19At first sight, it can be taken to be a supporting fact that the vms of the preverb type and the verb
make up one phonological word, i.e. it is only (the first syllable of) the preverb that receives
word-initial stress. However, even XP vms follow the same pattern (in which the following
verb loses its word-initial stress).

20On the details of negation in Hungarian, see Section 4.
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heterogeneous group, because their combinationwith the finite verb, often called
particle-verb construction (pvc), exhibits both lexical and syntactic properties
(and the former motivate the incorporation analysis). Their most salient lexical
characteristics are as follows. The preverb can affect the argument structure of
the main verb, pvcs are often non-compositional, and both non-compositional
and compositional pvcs can undergo productive derivational processes like event
nominalization. However, the preverb and the main verb are strictly separable
syntactically under clearly definable circumstances. For instance, as exemplified
in (6) above, a focused constituent, as a rule, immediately precedes the main verb,
and in such cases the preverb must occur postverbally.

In several recent LFG approaches, for instance Forst et al. (2010), Laczkó &
Rákosi (2011), Rákosi & Laczkó (2011), Laczkó (2013a) and Laczkó (2014b), it is
assumed that preverbs and other types of vms uniformly occupy a distinct pre-
verbal syntactic position (typically Spec,VP), as opposed to the vm-incorporation
analysis, which is primarily motivated by the preverbal complementarity of vms,
focused and wh-constituents.

Forst et al. (2010) propose an LFG-XLE treatment of a variety of particle-verb
constructions in English, German and Hungarian. Their main claim is that non-
compositional and non-productive pvcs should be treated radically differently
from compositional and productive pvcs. The former are best analyzed along
lexical lines with the help of XLE’s concatenation device. By contrast, the au-
thors argue that the productive pvc types call for a syntactic treatment. One of
the most important motivations for this sharp distinction is that productive pvcs
can be analyzed ‘on the fly’, i.e. automatically and straightforwardly, in the syn-
tax, without previously and lexically encoding them. Their solution is complex
predicate formation in the syntax by applying XLE’s restriction operator.21

Laczkó & Rákosi (2011) and Rákosi & Laczkó (2011) explore the tenability and
implementational applicability of the approach proposed by Forst et al. (2010)
by each developing an LFG-XLE analysis of two different pvc types. Laczkó &
Rákosi (2013) posit this approach in a cross-linguistic and cross-theoretical con-
text. As opposed to previous LFG accounts, Laczkó (2013a) argues that composi-
tional pvcs should also be treated lexically in amanner similar to the treatment of
non-compositional pvcs. He points out that one of the advantages of this uniform
lexical treatment is that classical LFG’s view of the distribution of labour between
the lexical and the syntactic components of grammar can be maintained, at least

21For formal details, see Forst et al. (2010).
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in this domain. He also shows how various morphological processes (often con-
secutively) involving pvcs can be handled (e.g. causativization, nominalization,
and preverb reduplication), which may cause potential problems for a syntactic
analysis of compositional pvcs.

Laczkó (2014b) captures the preverbal complementarity of focused constituents
and vms by assuming that they fight for the same Spec,VP position. He encodes
this by associating the disjunctive sets of annotations in (8) with this position.
The first disjunct of the main disjunction says that a constituent bearing any
grammatical function can have the focus discourse function. The second disjunct
handles vms. Laczkó employs XLE’s check feature device here.22

(8) { (↑ gf) = ↓
(↑ focus) = ↓∣ (↓ check_vm) =𝑐 +
{ ↑=↓∣ (↑ gf) = ↓ }}

The check feature in (8) is used for all types of vms. It requires the presence,
in Spec,VP, of an element lexically marked with the defining counterpart of this
feature. Preverbs are intrinsically associated with this feature, i.e. in their lexical
forms they are associated with the defining member of the check_vm feature
pair, and they receive the functional (co-)head annotation, see the first disjunct
in the second major disjunct. All the other types of vms are specified for this
status by individual verbs. It depends on the verb whether it selects a vm, and, if
so, which argument (bearing any subcategorized grammatical function) will be
singled out, see the second disjunct in the second major disjunct.23

22The essence of this device is that check features come in pairs: there is a defining equation
and it has a constraining equation counterpart. These check feature pairs, which can be used
both in c-structure representations and lexical forms, can ensure that two elements will occur
together in a particular configuration or a particular element occurs in a particular position.
The check feature in (8) is of the latter type.

23Laczkó also assumes that a wh-phrase (or, in multiple wh-questions the immediately prever-
bal wh-phrase) also fights for the Spec,VP position, so he adds another disjunction to (8) to
capture this, by using additional (interrogative) check features: for details, see Laczkó (2014b).
In addition, he assumes that negated constituents also occupy this position. Furthermore, he
postulates that in the type of predicate negation in which there is no focused constituent, the
negativemarker also targets this position. Therefore, he adds twomore disjuncts, see Section 4.
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Laczkó (2014a) outlines an LFG analysis of a variety of vms other than pre-
verbs: bare nouns,24 obl XP arguments, xcomp arguments and idiom chunks.
The crucial aspect of this analysis is that in the lexical form of the verb taking
any one of these vm types it is specified that either the verb occurs in a sentence
containing a focused constituent or else its designated complement must occupy
the Spec,VP position.25

3.2 Estonian

Tamm (2004c) presents a detailed description of pvcs in Estonian, and she out-
lines an LFG analysis. She points out that Estonian separable particles are basi-
cally comparable to their Hungarian counterparts, the most important difference
being that aspectual particles typically occupy the clause final focus position.
Tamm distinguishes three basic uses of Estonian particles, and she discusses the
particle ära, which can perform all the three functions. Consider her examples.

(9) Directional (deictic) use of ära, Estonian:
ära
away

veerema
roll

‘roll away’

Tamm points out that verbs combining with ära in this use have an implicit path
argument that is only optionally realized overtly. The closest Hungarian coun-
terpart is el ‘away’ (as in el-gurul ‘roll away’).

24Viszket (2004) offers a detailed empirical description of a whole range of bare noun phrases
in Hungarian. In neutral sentences these constituents can only occur immediately preverbally,
in the vm position. In her LFG account of the syntax of bare noun phrases, Viszket adopts
Laczkó’s (1995, 2000b) [+vm] feature and she also introduces a special [•vm] feature. Her new
feature, when associated with a predicate in its lexical form, bans the occurrence of a bare
NP in the vm position; practically, it prevents such a constituent from occurring in neutral
sentences. Viszket identifies seven major types of predicates that need to be provided with
this feature in their lexical forms. For instance, the verbs of pvcs, the predicates of certain
idioms and certain predicates with resultative xcomps belong here. These types also have the
[+vm] feature. In addition, there are predicates without the [+vm] feature that also need [•vm].
For example, nominal and adjectival predicates, and verbs that always need word-initial stress
belong here. On partitive mass and plural NPs in Estonian, corresponding to bare nominal vms
in Hungarian, see Tamm (2007a,c).

25In her review, Anne Tamm points out that there are similarities between Laczkó’s analysis
of Hungarian particle verbs and the analysis of Estonian particle verbs and aspect in Rätsep
(1969) written in Estonian, which Tamm (2012c: 62–63, 72–75) has summarized, or Rätsep’s
(1978) account of government structures of complex verbs in Estonian.
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(10) Completive use of ära, Estonian:
Naaber
neighbour

suri
die.pst.3sg

ära.
ära

‘The neighbour died.’

Verbs that combine with ära in this use have a theme or patient argument, obli-
gatorily realized as a subject or an object. The closest Hungarian equivalents are
meg ‘pfv’ (as inmeg-hal ‘pfv-die’) and el ‘away’ (as in el-olvad ‘away-become.mel-
ted’).

(11) Bounding use of ära, Estonian:
Ta
s/he

suudles
kiss.pst.3sg

tüdruku
girl.gen

ära.
ära

‘S/he did the kissing of a girl.’

This sentence is appropriate in the following situation, for instance. Someone
makes a bet to kiss a girl, and when this goal is achieved, the result can be re-
ported by using this pvc. The closest Hungarian counterparts aremeg ‘pfv’ (meg-
ebédel ‘have/eat up one’s lunch’) and ki ‘out’ (as in ki-alussza magát out-sleep
oneself.acc ‘sleep one’s share, as much as needed’).

Tamm assumes that ära in its directional use has a pred feature, and she gives
the following lexical representation (Tamm 2004c: 231).

(12) ära P (↑ pred) = ‘away〈(↑ subj)〉’
{ ((xcomp ↑) b1) ∨ ((xcomp ↑) b2) }

This encodes that the particle functions as the pred of the lexical verb, and it has
a subject argument. In addition, it has disjunctive existential constraints on the
boundedness (b) attributes.

Tamm assumes that ära in its completive use also has a pred feature, see her
lexical form in (13) (Tamm 2004c: 232).

(13) ära P (↑ pred) = ‘up, completely〈(↑ subj)〉’
{ ((xcomp ↑) b1) = max ∨ ((xcomp ↑) b2) }

As opposed to its previous two uses, Tamm assumes that ära in its bounding
use has no pred feature, and it only encodes b and focus specifications, see (14)
(Tamm 2004c: 229).

(14) ära Prt (↑ b1) = max
(↑ b2) = min
(↑ focus b1) = max
(↑ focus b2) = min
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The particle in this use contributes f-structure information about the aspectual
features of the clause, see the first two annotations, and it also encodes that this
boundedness is the focused information, see the last two annotations.

In addition, verbal predicates can also carry aspectual information in their lex-
ical forms. For instance, Tamm assumes that suudlema ‘kiss’, see (11) for instance,
has the following lexical representation.

(15) suudlema V (↑ pred) = ‘kiss〈(↑ subj)(↑ obj)〉’
(↑ b2)

This verb has an existential constraint on b2, which can be unifiedwith the min
value of the b2 of the particle in (14). Finally, the partitive and total case-markers
on object arguments also encode aspectual information, so the entire aspectual
feature value set of an Estonian sentence comes from three main sources via
unification: verbs, aspectual particles and partitive/total case markers.26

3.3 Concluding remarks

At the end of Section 3 we can make the following concluding remarks.
Hungarian vm phenomena are relevant from both cross-theoretical and LFG-

specific perspectives in two important respects.
First, the focus-vm complementarity is a general generative theoretical issue.

As the foregoing discussion shows, LFG provides a flexible formal platform even
for alternative analyses significantly different in nature, which may be due to
partially different views of the relevant components of the architecture of LFG.

Second, the behaviour of Hungarian pvcs, representing the major class of vms,
is of great importance in the realm of complex predicates across typologically
different languages, see Alsina et al. (1997) in general and Ackerman & Lesourd
(1997) in that volume, in particular. The mixed lexical-morphological and syn-
tactic properties of compositional and productive as well as non-compositional
and unproductive pvcs pose a substantial challenge for both syntactically and
lexically oriented generative theories, including LFG. From their entirely lexical-
ist perspective, Ackerman et al. (2011) give a taxonomic overview of a variety
of approaches to complex predicates in LFG and HPSG. They point out that the
classical models of the two theories rejected argument-structure-changing oper-
ations in the syntax, including complex predicate formation: see Bresnan (1982)
and Pollard & Sag (1987). However, some more recent views in both theories ad-
mit syntactic complex predicate formation: see Alsina (1992, 1997), Butt (2003)

26On the aspectual interaction of various verb types and partitive/total case in Estonian, see the
discussion of Tamm’s (2006) analyses in Section 6.2.
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and Müller (2006). By contrast, Ackerman et al. (2011), in their Realization-Based
Lexicalism (RBL) model, reject complex predicate formation in the syntax, and,
as a trade-off, they admit analytic, i.e. multiple-word, forms of predicates in their
lexicon as a marked option. As regards the treatment of Hungarian pvcs, Acker-
man (2003) develops an RBL analysis. Forst et al. (2010), Laczkó & Rákosi (2011),
Rákosi & Laczkó (2011) and Laczkó & Rákosi (2013), in their LFG-XLE framework,
handle the productive types in the syntax by means of the restriction operator.
By contrast, Laczkó (2013a), in the same framework, argues that both productive
and unproductive pvcs need a lexical treatment.

As regards Estonian, Tamm’s (2004c) analysis has demonstrated that LFG also
provides an appropriate formal apparatus for capturing the interplay of discourse
functionality and the complex, multidimensional aspectuality system of this lan-
guage.

4 Negation in Hungarian

Miestamo et al. (2015) discuss negation in Uralic in a comprehensive and sys-
tematically comparative fashion.27 They show that 17 Uralic languages employ
negative auxiliaries. Hungarian, Khanty, Mansi and Estonian are exceptions in
that they have no such auxiliaries. Of all these languages, we are only aware of a
few LFG analyses of negation in Hungarian (most of them being rather sketchy
and covering only some aspects of negation phenomena).

Laczkó (2014c) develops the first comprehensive LFG-XLE approach to the fol-
lowing sixmajor types of clausal (aka predicate) and constituent negation inHun-
garian: (i) ordinary constituent negation (the negated constituent is focused); (ii)
universal quantifier negation without (another) focused element (= ordinary con-
stituent negation, i.e. the negated universal quantifier is focused); (iii) universal
quantifier negation with focus (= there is a preverbal focused constituent follow-
ing the negated universal quantifier); (iv) predicate negation, without focus, the
negative particle precedes the verb; (v) predicate negation, with focus, the nega-
tive particle precedes the verb; (vi) predicate negation, with focus, the negative
particle precedes the focus.28 He proposes the following structural analysis.29

27There is a publicly accessible database on negation in Ob-Ugric and Samoyedic languages at
https://www.univie.ac.at/negation/index-en.html.

28Payne & Chisarik (2000), in their OT-LFG framework, also sketch an analysis of some of these
types. For a critical overview, see Laczkó (2014c).

29In (16) NEG stands fo the (category of the) negative particle and the abbreviations in square
brackets indicate the types of negation: [uqn] = universal quantifier negation, [epn] =
(VP-)external predicate negation, [cn] = constituent negation, [ipnph] = (VP-)internal predi-
cate negation, phrasal adjunction, [ipnh] = (VP-)internal predicate negation, head-adjunction.
The curly brackets signal the complementarity of [cn] and [ipnph].
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(16) S

VP

[uqn]
XP(QP)

NEG XP(QP)

VP

[epn]
NEG

VP

⎧⎪⎪⎨⎪⎪⎩
[cn]
XP

NEG XP
[ipnph]
NEG

⎫⎪⎪⎬⎪⎪⎭
V′

[ipnph]
V0

NEG V0
XP∗

In XLE grammars three devices are used for the encoding of negation: (i) the
negative morpheme (whether bound or free) can be represented as a member of
the adjunct set; (ii) it can encode the [neg +] feature value; (iii) it can encode
the [pol neg] feature value. Laczkó (2015) points out that these devices are not
used uniformly or consistently across the XLE grammars of various languages.
He makes the following proposal. Type (i) is most appropriate when a language
uses a free morpheme for the expression of negation, a negative particle. Type
(ii) is best for bound negative morphemes. Type (iii) is most natural for encoding
the scope of negation. In this proposed system, he develops an LFG-XLE analysis
of Hungarian negative concord items.

In Laczkó’s (2014c) approach negated constituents also occupy the Spec,VP
position, see [cn] in (16). In addition, in the case of clause negation, the negative
particle is also assumed to be in Spec,VP when there is no focused constituent
there, see [ipnph]. In his rules, Laczkó assumes that the negative particle has
the category NEG, and he uses a special XLE-style phrasal categorial label for
negated constituents: XPneg. His XPneg rule is given in (17).

(17) XPneg ⟶ NEG↓ ∈ (↑ adj)
XP
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On the basis of these assumptions and rules, he adds the following two disjuncts
to the disjunction in Spec,VP established so far, handling focused constituents
and vms, shown in (8) in Section 3.1.30

(18) { ... ∣ XPneg
(↑ gf)=↓

(↑ focus)=↓ ∣ NEG↓ ∈ (↑ adj)
(↑ focus)=↓ }

As this section has shown, LFG provides an inventory of appropriate formal
devices for analyzing complex negation phenomena in languages like Hungar-
ian. At the same time, the treatment of these negation phenomena motivates
examining the nature of the relevant formal devices carefully.

5 Copula constructions

5.1 Hungarian

The two major general LFG strategies for the treatment of copula constructions
(ccs) across languages are represented by Butt et al. (1999) and Dalrymple et al.
(2004). In the former approach, ccs are treated in a uniform manner function-
ally. The copula is always assumed to be a two-place predicate. It subcategorizes
for a subject (subj) argument, which is uncontroversial in any analysis of these
constructions, and the other constituent is invariably assigned a special, desig-
nated function designed for the second, ‘postcopular’ argument of the predicate:
predlink. As opposed to this approach, in Dalrymple et al.’s (2004) view, the
subj & predlink version is just one of the theoretically available options. In ad-
dition, they postulate that the copula can be devoid of a pred feature (and, con-
sequently, argument structure) and in this use it only serves as a pure carrier of
formal verbal features: tense and agreement. Finally, it can also be used as a one-
place ‘raising’ predicate, associating the xcomp function with its propositional
argument and also assigning a non-thematic subj function. When the postcopu-
lar constituent has the predlink function, it is closed in the sense that its subject
argument is never realized outside this constituent. The xcomp and the predlink
types involve two semantic and functional levels (tiers): the copula selects the
relevant constituent as an argument. By contrast, when the copula is a mere for-
mative, the two elements are at the same level (tier): the postcopular constituent
is the real predicate and the copula only contributes morpho-syntactic features.

30Based on their prosodic and semantic behaviour, he assumes that both types of negative ele-
ments are focused constituents.
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In LFG’s formal system, they are functional coheads. All this is summarized in
Table 2.

Table 2: Three types of copular constructions, Dalrymple et al. (2004)

role of the postcopular constituent

open closed

(A) (B) (C)
main pred, xcomp of predlink of

the copula is a formative: the copula main pred: the copula main pred:
functional coheads ‘be〈(↑ xcomp)〉(↑ subj)’ ‘be〈(↑ subj)(↑ predlink)〉’

(single-tier) (double-tier) (double-tier)

As regards the treatment of copula constructions, Laczkó (2012) develops the
first comprehensive LFG analysis of the following five most important types of
ccs in Hungarian: (i) attribution or classification; (ii) identity; (iii) location; (iv)
existence; (v) possession. He subscribes to the view, advocated by Dalrymple et
al. (2004) and also by Nordlinger & Sadler (2007), among others, that the best LFG
strategy is to examine all ccs individually, and to allow for diversity and system-
atic variation both in c-structure and in f-structure representations across and
even within languages. This means that he rejects Butt et al.’s (1999) and Attia’s
(2008) uniform predlink approach at the f-structure level. Table 3 summarizes
the most important aspects of his analysis.31

Here we can only highlight the most crucial ingredients of this approach, con-
centrating on the ‘copula’s function’ and ‘argument structure’ columns in the
table. In the attribution/classification type the copula has no pred feature and,
thus, no argument structure, cf. column (A) in Table 2. The versions of the copula
in all the other four cc types are two-place predicates. In the identity and pos-
session types the second argument is assumed to have the predlink function, cf.
column (C) in Table 2, while in the location and existence ccs it bears the oblloc
function, which is a variant of the closed type of postcopular constituents in
column (C) in Table 2. Thus, in Laczkó’s (2012) analysis the copula has five dis-

31The following abbreviations are used in Table 3: cop = copula, attr/class = attribution/clas-
sification, pr3: cop = is the copula present in the present tense and 3rd person paradigmatic
slots? pr3: neg = how is negation expressed in pr3? vm = which element (if any) occupies the
vm position in neutral sentences? S = subj, pl = predlink, interch = the two arguments’ gram-
matical functions are interchangeable in the 3rd person, spec = specific, def = definite, foc =
focus, agr = agreement.
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Table 3: Laczkó’s (2012) analysis of Hungarian copula constructions

cc type pr3 copula’s argument other

cop neg function structure vm traits

attr/class - nem formative - ap/np np: -spec
identity - nem predicate <s, pl> subj s: +spec,

interch.
location + nincs predicate <s, obl> obl s: +spec
existence + nincs predicate <s, (obl)> - s: -spec

cop: foc
possession + nincs predicate <s, pl> - s: -def

s&pl agr.
cop: foc

tinct lexical forms, which encode their respective sets of properties indicated in
Table 3.

5.2 Inari Saami and Finnish

Toivonen (2007) analyzes subject-verb agreement phenomena in Inari Saamiwith
a brief comparison with the corresponding Finnish phenomena, see Section 7.1.1.
In her general approach, she also proposes an LMT (Lexical Mapping Theory:
Findlay et al. 2023 [this volume]) analysis of Inari Saami possessive construc-
tions, again with a brief comparisonwith the Finnish counterparts. The empirical
generalizations that she starts with, and which are relevant here, are as follows.
(i) The possessed item is the subject. (ii) The possessed item bears nominative
case. (iii) The possessor bears locative case. Consider one of her examples in (19),
illustrating these facts.

(19) Inari Saami:
Muste
I.loc

lah
are.2sg

tun.
you.nom.sg

‘I have you.’

Toivonen assumes that the Inari Saami copula in this function is a two-place pred-
icate with a theme (possessum) argument and a location (possessor) argument
that receive the [−𝑟] and the [−𝑜] intrinsic specifications, respectively, and they
are mapped onto subj and obl, respectively: see (20).
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(20) theme location
leδe 〈 x y 〉

[−𝑟] [−𝑜]
| |

subj obl

Toivonen compares Inari Saami and Finnish possessive constructions. For her
comparison from the perspective of agreement, see Section 7.1.1. Here we concen-
trate on the gfs of the arguments of the possessive copulas of the two languages.
Compare Toivonen’s Inari Saami example in (19) above with her corresponding
Finnish example in (21).

(21) Finnish:
Minulla
I.ade

on
is.3sg

sinut.
you.acc.sg

‘I have you.’

She makes the following generalizations about Finnish possession ccs. The pos-
sessum is either in nominative case (ordinary noun phrases) or in accusative case,
see (21), and it has the obj function. The possessor is an oblique case-marked
noun phrase, and it has the subj function.

These two sections have shown that the behaviour of copula constructions in
Hungarian, Inari Saami and Finnish exhibits remarkable variation, especially in
the case of possession ccs. We can make the following concluding observations.
On the one hand, the LFG framework, in this case, too, provides appropriate for-
mal tools for feasible analyses of these construction types. On the other hand, the
complexity of these phenomena can be used to argue for particular approaches
in the inventory of LFG’s alternative formal devices in this particular domain.

6 Aspects of argument realization

6.1 Finnish

Pylkkänen (1997) develops an event-structure-based linking approach to Finnish
causatives. She claims that her theory is minimalistic in two respects. On the one
hand, in formalizing the relationship between event participants it minimizes ref-
erence to the thematic role properties of these participants (e.g. agent, theme and
cause) by referring to events themselves. The basic assumption is that if one even-
tuality causes another then the participants of the former always rank higher
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than those of the latter. On the other hand, an adequately developed system of in-
ferring prominence relations obviates the need for argument structure, the level
of representation mediating between event structure and grammatical functions.
Pylkkänen’s system of inferring prominence from lexical semantic representa-
tions capitalizes on the following two assumptions proposed by Parsons (1990):
(i) thematic roles are relations between events and individuals; (ii) causation is
a relation between events. As a consequence, the thematic hierarchy is treated
as applying at the level of individual events and not at the level of predicates.
From this it follows that a predicate can have more than one thematic hierarchy:
as many thematic hierarchies as events. All participants can be organized into
a prominence hierarchy by ranking the individual thematic hierarchies with re-
spect to each other. This ranking is regulated by Parsons’ second assumption:
the causal relations between events. In essence, if e1 causes e2, then e1ΘH (the
thematic hierarchy of e1) is ranked higher than e2ΘH (the thematic hierarchy of
e2). Consider Pylkkänen’s two hierarchies in (22) and (23).

(22) Thematic Hierarchy: agent/experiencer > other > theme

(23) Event Hierarchy: cause(e1,e2) → e1ΘH > e2ΘH

Then linking constraints provide the mapping between the prominence hier-
archy resulting from (22) and (23) and the following grammatical function hier-
archy.

(24) subj > obj > obj𝜃 > obl

In order for the linking constraints to be unifiable, Pylkkänen converts Par-
sons’ logical forms into attribute-value matrices. Consider her f-structure and
event structure representation of (25), one of her examples, in (26).

(25) Finnish:
Matti
Matti.nom

kävel-yttä-ä
walk-caus-3sg

koiraa.
dog.par

‘Matti walks the dog.’

In the event structure there are ranked participants. ind means ‘index’, which
is a ‘pointer’ to an event participant, and rank indicates the prominence of the
participant concerned. In the case of (25), the rank1 participant is realized as the
subject, while the rank2 and rank3 participants are realized as the object.
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(26) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f-str
⎡⎢⎢⎢⎣
subj [pred matti

case nom ]
obj [pred dog

case par ]
⎤⎥⎥⎥⎦

eventstr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e1
⎡⎢⎢⎢⎣𝜃_rels

⎡⎢⎢⎢⎣
agent [ind matti

rank 1 ]
theme [ind dog

rank 3 ]
⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎦

e2 [𝜃_rels [agent [ind dog
rank 3 ]]

sem_type walk
]

rel cause(e1,e2)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
6.2 Estonian

Tamm (2006) develops an LFG analysis of the interaction of transitive telic verbs
and aspectual case in Estonian. In this language the objects of telic verbs can
bear either partitive (par) case or total (tot) case. The choice between partitive
and total is regulated by the aspectual features of the sentence, compare Tamm’s
examples in (27) and (28).32

(27) Estonian:
Mari
Mari.nom

kirjutas
write.pst.3sg

raamatu
book.tot

ühe
one.gen

aastaga.
year.com

‘Mari wrote a/the book in a year.’

(28) Estonian:
Mari
Mari.nom

kirjutas
write.pst.3sg

raamatut
book.par

terve
whole.tot

aasta.
year.tot

‘Mari was writing a/the book for a whole year.’

Tamm shows that the sentence in (27), with its object in total case, has a per-
fective interpretation, and the sentence in (28), with its object in partitive case,
is imperfective, as is supported by the types of the adjuncts in them: ‘in a year’
vs. ‘for a year’. In addition, Tamm shows that Vendlerian achievement verbs like

32The lexical entries for the Estonian case-markers encoding aspectual features are modeled
as semantic (Butt & King 2004) and constructive cases (Nordlinger & Sadler 2004), and they
provide the formal tools for Tamm’s analysis. On the terminology of Finnic core cases, see
Tamm (2011a, 2012c). On partitives in Finnish, see Vainikka & Maling (1996).
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võitma ‘defeat’ are compatible with objects in partitive case in Estonian, although
the sentences they occur in are perfective by default, see her example in (29).

(29) Estonian:
Mari
Mari.nom

võitis
defeat.pst.3sg

Jürit.
George.par

‘Mary defeated George.’

In her analysis, Tamm introduces the boundedness aspectual feature: b with
two values: min and max. She associates this feature both with the lexical forms
of the two transitive verb types seen above andwith the lexical representations of
case markers in the following way. Her basic generalization is that ‘write’-type
verbs are boundable, and ‘defeat’-type verbs are bounded. In the lexical form
of the former boundedness is encoded as an existential constraint, while in the
lexical form of the latter it is encoded as a defining equation: the b feature has
the min value, see (30) and (31), respectively.

(30) kirjutama ‘write’... (↑ b)

(31) võitma ‘defeat’... (↑ b) = min

As regards case, the total case-marker, attached to an object noun phrase, in-
troduces the max value for b, while the partitive case-marker specifies b as≠max.
These values are encoded with inside-out function application, see (32) and (33).

(32) tot (↑ case) = tot
((obj ↑) b) = max

(33) par (↑ case) = par
((obj ↑) b) ≠ max

In this system, a ‘write’-type verb requires that the sentence should be marked
for boundedness, and its underspecified b feature admits either of the two object
cases. For instance, Tamm gives the following lexical representations for the verb
and the object in (27).

(34) kirjutas V (↑ pred) = ‘write〈(↑ subj)(↑ obj)〉’
(↑ tense) = pst
(↑ pers) = 3
(↑ num) = sg
(↑ b)
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(35) raamatu N (↑ pred) = ‘book’
(↑ case) = tot
((obj ↑) b) = max

On the basis of this, her f-structure representation of (27) is as follows.

(36)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘write〈subj, obj〉’
b max
tns pst
num sg
pers 3

subj [pred ‘Mari’
case nom
...

]
obj

⎡⎢⎢⎢⎣
pred ‘book’
case tot
num sg
...

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Obviously, the f-structure representation of (28) would be different from (36) in
one important respect: the value of b would be ≠max on the basis of (33).

By contrast, the value of the b feature of a ‘defeat’-type verb is min, which only
allows compatibility with an object in partitive case, given that total case encodes
the opposite value: max. Tamm offers the following lexical representations for
the verb and the object in (29), and she points out that there is no value clash
with respect to the b feature.

(37) võitis V (↑ pred) = ‘defeat〈(↑ subj) (↑ obj)〉’
(↑ tns) = pst
(↑ pers) = 3
(↑ num) = sg
(↑ b) = min

(38) Jürit N (↑ pred) = ‘George’
(↑ case) = par
((obj ↑) b) ≠ max

As another argument-realization topic, Torn (2006) discusses the status of
certain non-core arguments and adjuncts of verbal predicates in Estonian. She
points out that fundamentally there are two approaches to these constituents.
One of them regards non-core arguments as oblique case-marked indirect objects,
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separating them from adjuncts, while the other lumps the two groups together
as adverbials. Torn subscribes to the first approach.

By way of illustration, Torn shows that in this language participants of an
event that are indirectly affected are realized by noun phrases bearing the same
‘local’ case suffixes as are used to express spatial adverbial dependents: see her
examples in (39) and (40).

(39) Adverbial allative, Estonian:
Mees
man.nom

istus
sat

diivanile.
sofa.all

‘A man sat onto the sofa.’

(40) Oblique allative, Estonian:
Ema
mother.nom

andis
gave

lapsele
child.all

raha.
money.par

‘The mother gave money to the child.’

Torn says that diivanile ‘onto the sofa’, a noun phrase in allative case, is an un-
governed adverbial constituent in (39), while lapsele ‘to the child’, a noun phrase
in allative case here, too, expresses the indirectly affected argument of the di-
transitive verb andma ‘give’ in (40). In her terminology, diivanile in (39) is an
adverbial modifier, and lapsele in (40) is an object adverbial.

Torn offers the following three arguments for distinguishing object adverbials
from adverbial modifiers. (i) A verbal predicate selects a particular governed case
for its object adverbial and not a semantically compatible set of cases. (ii) An ob-
ject adverbial constituent can serve as an antecedent in an obligatory control
construction. (iii) It is a functional similarity between object adverbials on the
one hand, and subjects and objects on the other, that they can be involved in
systematic case alternations. Such alternations can never involve adverbial mod-
ifiers.

Torn adopts LFG’s LMT classification of governable grammatical functions. In
this setting, she assumes that locative case-marked noun phrases can have either
the obl or the adjunct function.
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7 Morpho-syntactic phenomena

7.1 Agreement

7.1.1 Subject-verb agreement in Inari Saami and Finnish

Toivonen (2007) examines verbal inflectional morphology in Inari Saami. She
develops her analysis by concentrating on the Saami copula leδe ‘to be’. In this
language, as in various Northern Uralic languages, the number feature has three
possible values: singular, dual and plural. It is another special property of this
language that there can be either full agreement or partial agreement between
the subject and the verb. Animate and specific subjects trigger the former, see
(41), inanimate subjects trigger the latter, see (42).

(41) Inari Saami:
Meecist
forest.loc

lava
are.3du

uábbi
sister.nom

já
and

viljá.
brother.nom

‘In the forest are my sister and brother.’

(42) Inari Saami:
Riddoost
beach.loc

láá
are.3pl

kyehti
two

keeδgi.
rock

‘On the beach are two rocks.’

Subject noun phrases headed by unspecific human nouns and animal nouns can
trigger either full or partial agreement. (43) illustrates the unspecific human case.

(43) Inari Saami:
Táálust
house.loc

lava/láá
are.3du/are.3pl

kyehti
two

ulmuu.
person

‘There are two people in the house.’

Toivonen presents the paradigms of the copula in this three-way number and
dual agreement system as in Table 4. She develops an LFG analysis with fully
specified and underspecified lexical forms of verbal predicates. Consider her rep-
resentations of four morphological forms of the copula in (44–47).

(44) lava V (↑ pred) = ‘be’
(↑ tense) = prs
(↑ mood) = indicative
(↑ subj num) = du
(↑ subj pers) = 3
(↑ subj hum) = +
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Table 4: Agreement paradigms for ‘to be’

full partial

sg 1 lam lii
2 lah lii
3 lii lii

du 1 láán láá
2 leppee láá
3 lava láá

pl 1 lep láá
2 leppeδ láá
3 láá láá

(45) lam V (↑ pred) = ‘be’
(↑ tense) = prs
(↑ mood) = indicative
(↑ subj num) = sg
(↑ subj pers) = 1
(↑ subj hum) = +

(46) lii V (↑ pred) = ‘be’
(↑ tense) = prs
(↑ mood) = indicative
(↑ subj num) = sg

(47) láá V (↑ pred) = ‘be’
(↑ tense) = prs
(↑ mood) = indicative

Toivonen makes crucial use of the principle of morphological blocking as de-
veloped by Andrews (1990). The basic idea is that if a subject noun phrase is
compatible with more than one verb form, it will select the variant that exhibits
the largest number of its own feature values. This explains, for instance, why
human subjects do not freely co-occur with láá or why singular subjects cannot
co-occur with láá. The answer to the first question is that láá has no [+human]
feature, see (47). The answer to the second question is that there aremore specific
forms of the copula in that they also encode the [+singular] feature, compare (47)
with (45) and (46).
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Toivonen also briefly compares the Inari Saami agreement systemwith the cor-
responding Finnish system. She points out that Finnish has no grammatical dual.
In addition, Finnish does not exhibit partial agreement. Furthermore, animacy
has not been grammaticalized in standard Finnish. It is another significant dif-
ference that in Inari Saami, verb agreement is always triggered by grammatical
subjects, while in Finnish several independent conditions need to be simultane-
ously satisfied for agreement to take place. First, in Finnish, as well as in Esto-
nian,33 only nominative NPs trigger agreement, compare Toivonen’s examples
in (48) and (49).

(48) Finnish:
Autot
cars.nom

ajavat
drive.3pl

yleensä
generally

kovaa
hard

moottoriteillä.
motorways.ade

‘Cars generally drive fast on the motorways.’

(49) Finnish:
Linja-autoja
buses.par

kulkee
run.3sg

nykyisin
nowadays

joka
every

sunnuntai.
Sunday

‘Nowadays, buses run every Sunday.’

In (48) the nominative subject triggers agreement, while in (49) the subject is in
partitive case and the verb takes 3sg default agreement.

A Finnish verb also has default agreement in existential and possessive con-
structions. (50) illustrates the latter type.

(50) Finnish:
Koulussa
school.ine

on
is.3sg

uudet
new.nom.pl

opettajat.
teachers.nom

‘The school has new teachers.’

In this example, although the (post-verbal) subject is nominative, it is not in its
preverbal canonical position; therefore, here, too, the verb displays 3sg default
agreement.

As regards their possessive constructions, Inari Saami and Finnish differ in two
significant respects. On the one hand, in Inari Saami possessive constructions
pronouns are in nominative case, while in Finnish the corresponding pronouns
take accusative case, compare (51) and (52). On the other hand, the possessum is
always in nominative case in Inari Saami, it has the subject function, and it al-
ways triggers agreement, while in Finnish the possessum is either in nominative

33See Hiietam (2003), for instance.
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case (ordinary noun phrases) or in accusative case, and the verb always carries
3sg default agreement, compare (53) and (54).

(51) Inari Saami:
Muste
I.loc

lah
are.2sg

tun.
you.nom.sg

‘I have you.’

(52) Finnish:
Minulla
I.ade

on
is.3sg

/
/
*olen
is.1sg

sinut.
you.acc.sg

‘I have you.’

(53) Inari Saami:
Muste
I.loc

lava
are.3du

puásui
reindeer.nom

já
and

peenuv.
dog.nom

‘I have a reindeer and a dog.’

(54) Finnish:
Minulla
I.ade

on
is.3sg

/
/
*olen
is.1sg

poro
reindeer.nom

ja
and

koira.
dog.nom

‘I have a reindeer and a dog.’

Toivonen makes the following concluding generalization about Finnish posses-
sive constructions. There is no normal agreement in them, because the posses-
sum is not the subject, and because the subject possessor is not in nominative
case. This is why 3sg default agreement is employed.

Toivonen offers a comparative overview of the agreement systems of Inari
Saami and Finnish shown in Table 5.

7.1.2 Aspects of differential object marking in Uralic

Coppock & Wechsler (2010) point out that there is object agreement in Nenets,
Enets, Nganasan and Selkup in the Samoyedic family and in Mordvinian (Finno-
Volgaic), Hungarian (Ugric), Ostyak and Vogul (both Ob-Ugric) in the Finno-
Ugric family. These languages exhibit remarkable variation with respect to the
feature specifications of their object agreement. In Hungarian and Samoyedic
there are two conjugation paradigms: subjective and objective, and the latter
is used in the case of definite and third person objects. In Ob-Ugric languages
there is a subjective conjugation and three objective conjugation paradigms, one
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Table 5: Agreement in Inari Saami and Finnish

Inari Saami Finnish

Partial agreement ✓

Default agreement ✓

Animacy effects ✓

Agreement in possessive construction ✓

Agreement in existential construction ✓

Possessed nouns in nominative case ✓ ✓

Possessed pronouns in nominative case ✓

for each possible number value of the object (singular, dual and plural). In Mord-
vinian there is genuine agreement for both person and number between the verb
and the object. Coppock &Wechsler (2010) concentrate on Northern and Eastern
Ostyak, Hungarian and Samoyedic.34

In Northern Ostyak the verb agrees with its object in number but not in per-
son: see (55) and (56). An additional factor is that the object has to be topical,
otherwise the subjective conjugation is used.

(55) Northern Ostyak:
Ma
I

täm
this

kälang
reindeer

wel-sə-l-am.
kill-pst-plObj-1sgSubj

‘I killed these reindeer.’

(56) Northern Ostyak:
Xǔnśi
when

näng
you

mǔng-iluw
we-acc

xälśa
where

want-lə-l-an?
see-prs-plObj-2sgSubj

‘When did you see us where?’

Coppock & Wechsler (2010) postulate the following diachronic analysis of these
facts.

At the first stage third person pronouns were incorporated (↓ pred)=‘pro’ and
(↓ index pers)=3 with the three number values (↓ index num)=n. This was com-
bined with the topicality condition: (↓𝜎 df)=topic.

34Also see Coppock & Wechsler (2012) on Hungarian.
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(57) Vaff (↑ obj) = ↓
(↓ pred) = ‘pro’
(↓𝜎 df) = topic
(↓ index pers) = 3
(↓ index num) = n where n ∈ {sg, du, pl}

At the second stage the pred ‘pro’ was dropped.

(58) Vaff (↑ obj) = ↓
(↓ pred) = ‘pro’
(↓𝜎 df) = topic
(↓ index pers) = 3
(↓ index num) = n where n ∈ {sg, du, pl}

The authors claim that it is reasonable to assume that at this stage person speci-
fication was present because Eastern Ostyak still manifests this stage.

At the third stage the person specification was lost in Northern Ostyak, see
(59), but this did not happen in Eastern Ostyak.

(59) Vaff (↑ obj) = ↓
(↓ pred) = ‘pro’
(↓𝜎 df) = topic
(↓ index pers) = 3
(↓ index num) = n where n ∈ {sg, du, pl}

As a result, these objective conjugation suffixes became usable with first and
second person objects, too.

Coppock & Wechsler (2010) also show that Hungarian has two conjugations
that are conditioned by the definiteness of the object by using the following exam-
ples. The general pattern is that definite objects trigger the objective agreement
type, see (60), and indefinite objects require the subjective type, see (61).

(60) Hungarian:
Lát-om
see-prs.1sg.def

a
the

madar-at.
bird-acc

‘I see the bird.’

(61) Hungarian:
Lát-ok
see-prs.1sg.indf

egy
a

madar-at.
bird-acc

‘I see a bird.’
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In addition, the objective agreement type is sensitive to the person feature of the
object: in the pronominal domain only third person pronouns trigger it, see (62),
while first and second person pronouns require the subjective conjugation, see
(63). Coppock & Wechsler (2010) refer to this as the third person restriction in
this language.

(62) Hungarian:
Lát-ják
see-prs.3pl.def

őt/őket.
it/them

‘They see it/them.’

(63) Hungarian:
Lát-nak
see-prs.3pl.indf

engem/téged/minket.
me/you/us

‘They see me/you/us.’

It is another property of the Hungarian object agreement system that it is not
sensitive to the number value of the object.

Coppock & Wechsler (2010) propose the following diachronic analysis. At the
first stage, just like in the case of Northern and Eastern Ostyak, third person
pronoun incorporation took place, see (57) above. The second stage was also the
same: the pred ‘pro’ was dropped and the topicality condition retained, see (58).
This is the present-day Eastern Ostyak system. At the third stage the number
constraint was dropped, but the person restriction was retained, see (64) and
compare it with (59) characterizing Northern Ostyak.

(64) Vaff (↑ obj) = ↓
(↓ pred) = ‘pro’
(↓𝜎 df) = topic
(↓ index pers) = 3
(↓ index num) = n where n ∈ {sg, du, pl}

Finally, at the fourth stage the topicality constraint was reanalyzed as a definite-
ness constraint, see (65).

(65) Vaff (↑ obj) = ↓
(↓ pred) = ‘pro’
(↓𝜎 df) = topic (↑ obj def) =𝑐 +
(↓ index pers) = 3
(↓ index num) = n where n ∈ {sg, du, pl}
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Dalrymple &Nikolaeva (2011) investigate differential object marking (DOM) by
exploring syntactic, semantic and informational structural differences between
marked and unmarked objects in a wide range of genetically and typologically
different languages. As regards Uralic, they concentrate on Tundra Nenets in the
Samoyedic subfamily and on Ostyak (Khanty), Vogul (Mansi) and Hungarian in
the Finno-Ugric subfamily.35

Dalrymple & Nikolaeva (2011) develop a formal theory of information struc-
ture and its place in the architecture of LFG. In this theory information structure
is closely related to semantic structure. It is a favourable aspect of this approach
that it makes possible a simple specification of the informational structural status
of an argument by providing a df feature value in its semantic structure.

In Tundra Nenets there is only a single object function: obj. First and second
person (pronominal) objects do not agree with the verb, just like in Hungarian,
see (63) above. Third person objects optionally agree with the verb. If there is
agreement, the object has the topic df, while no such function is associated
with it in the absence of agreement. Dalrymple & Nikolaeva (2011) model this in
the following way.

(66) Agreement with third person topical objects:

(↑ obj pers) = 3
((↑ obj)𝜎 df) = topic

This specification encodes that the semantic structure contributed by the third
person object is associated with the topic role in information structure.

Dalrymple & Nikolaeva (2011) also distinguish a language type in which there
are two object functions: obj and obj𝜃 . They claim that Ostyak belongs to this
type, in addition to Mongolian, Chatino and Hindi, among others. The obj𝜃 func-
tion in these languages is only available to patient/theme arguments. Dalrym-
ple & Nikolaeva (2011) make the following empirical generalizations. Although
Ostyak has two object functions, they cannot co-occur in a sentence, because this
language does not have a double object construction. In the case of verbs such as
‘give’ there are the following two possibilities: either the goal or the theme must
have an obl function. When the goal has a dative oblique function, the theme
has two object choices. If it is topical, it has the agreeing obj function, and if it
is not topical, it has the non-agreeing objtheme function.

Dalrymple & Nikolaeva (2011) compare the Nenets type and the Ostyak type
of DOM in the following way.

35On aspectual DOM in Estonian, see the discussion of Tamm (2006) in Section 6.2.

1503



Tibor Laczkó

(67) Nenets monotransitives with third person objects:

patient/theme

topic nontopic

obj

agreement no agreement

(68) Ostyak monotransitives with patient/theme objects:

patient/theme

topic nontopic

obj objtheme

agreement no agreement

Dalrymple &Nikolaeva (2011) also point out that in theOb-Ugric branch of Finno-
Ugric languages Vogul follows the same DOM pattern as Ostyak: object marking
is information structure driven: topicalization bymeans of object agreement. The
authors hypothesize that this also held for Proto-Ob-Ugric. There are no attested
semantic restrictions on agreeing objects in Ob-Ugric. As shown above, object
agreement works differently in Hungarian. First and second person pronouns
never trigger agreement, just like in Tundra Nenets, see above. Third person
object agreement is not regulated by information structure: it is triggered by
definiteness. It is only definite third person objects that trigger agreement irre-
spective of their discourse function status.

The authors suggest that earlier Hungarian was closer to Ostyak and Vogul,
and in modern Hungarian definiteness marking is an innovation, after the de-
velopment of the grammatical category of definiteness and the appearance of
grammatical articles. Their reconstruction of the relevant linguistic historical
processes is as follows. They assume that the Ob-Ugric system of DOM, which is
exclusively based on information structure, is the most archaic type, and proba-
bly it can be hypothesized for Proto-Eastern-Uralic, i.e. the Proto-Uralic dialects
fromwhich the Samoyedic andUgric languages developed. At a later stage, agree-
ment became reduced to third person topical objects in Samoyedic and Proto-
Hungarian as a consequence of the fact that third person was frequently asso-
ciated with secondary topicality. By contrast, first and second person pronouns
occupy the highest position on a scale of topic-worthiness. Dalrymple & Niko-
laeva (2011) suggest that the Samoyedic languages (Nenets, Selkup andNganasan)
and Old Hungarian grammaticalized the tendency that first and second person
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pronouns are likely primary topics and unlikely secondary topics. Thus, they can-
not correspond to the primary object, given that in these languages it tends to be
strongly associated with secondary topic. No such restrictions hold for third per-
son objects. Hungarian and (possibly) Selkup represent the next historical stage,
at which the grammatical marking of third person topical objects is extended
to non-topical definite objects. According to Dalrymple & Nikolaeva (2011) this
change manifests the spreading of grammatical marking to non-topical objects
that exhibit topic-worthy features with the concomitant loss of relatedness to
information structure.36

This section on DOM has shown how complex these phenomena are in Uralic
languages in general and in Finno-Ugric languages in particular. It has also dem-
onstrated that LFG’s well-developed modular architecture provides the neces-
sary and appropriate formal devices to capture both the synchronic differences
between languages and the diachronic processes in a principled manner.

7.2 Evidentiality

Asudeh & Toivonen (2017) propose a modular LFG approach to evidentiality,
which is a well-established morpho-syntactic category in a considerable number
of languages, for instance, Tariana, Cherokee, Cheyenne, Quechua and Tuyuca.
These languages employ fully grammaticalized evidentiality morphology, which
encodes the source and reliability of speakers’ knowledge. Other languages, e.g.
English, do not have such evidentiality marking, and they use alternative means
to express sources of evidence or degrees of certainty about evidence (apparently,
I saw that…, etc.). For the description of grammaticalized evidentiality they use
the following f-structure features: [direct ±], [visual ±], [reported ±], which
also express semantic content to be captured as modifiers on events in Glue
Semantics. In languages like English (with non-grammaticalized evidentiality)
predicates like sound and seem optionally encode evidentiality information for
the semantic component of the theory. The authors argue that LFG’s modular
architecture is especially well-suited to capturing the systematic similarities and

36Dalrymple & Nikolaeva make the following footnote comment. ‘An alternative explanation
was recently suggested by Coppock & Wechsler (2010), who claim that object agreement in
proto-Uralic was initially restricted to third person topical objects. It later spread to all topical
objects in Northern Ostyak and Vogul, whereas Samoyedic languages preserve the original
situation. This suggestion provides an elegant analysis of feature loss as a mechanism of his-
torical change: Northern Ostyak lost the specification that restricted topical agreement to third
person objects (the (↑ obj pers)=3 specification for agreeing verbs). However, the causal mech-
anism of this development remains unclear: it presupposes the spread of marking to unlikely
contexts’ (Dalrymple & Nikolaeva 2011: 201).
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differences between grammaticalized and non-grammaticalized ways of express-
ing evidentiality across languages.

Szabó (2021) points out that in the family of Uralic languages both evidentiality
systems can be found. For instance, the Finnic, the Saamic and the Mordvinian
languages and Hungarian do not have grammaticalized evidentiality. By con-
trast, Estonian, Livonian, Mari, Komi, Udmurt as well as the entire Ob-Ugric and
Samoyedic branches employ grammaticalized evidentiality.

Szabó (2021) sketches an LFG approach to grammaticalized evidentiality in
Udmurt. She shows that there are two past tense paradigms in this language, and
the 2nd past is used to express the source of information, among other aspects of
morpho-syntax. Therefore, this verb form ismultiply ambiguous. Szabó (2021: 82)
captures this by proposing that the 2nd past contributes the following attribute-
value pair to the f-structure of a sentence.37

(69) [source res ∨ pfv ∨ hear ∨ folk ∨ mir ∨ infer ∨ non-v]
As (69) shows, in this domain the f-structure is multiply ambiguous with all these
disjunctive values for source, and the assumption is that it is basically the con-
text that disambiguates.

Tamm (2008) shows that in Estonian partitive case-marking has either epis-
temic modality or aspectual use. In the former, it encodes incomplete evidence
(cf. grammaticalized evidentiality marking), and in the latter, it presents an event
as incomplete. The lack of partitive-marking indicates complete evidence and
complete event, respectively. In this language both verbs and object arguments
can be marked for partitive. Tamm proposes the lexical form in (70) for the as-
pectual partitive case marker on the object, and the lexical forms in (71) and (72)
for the impersonal and personal evidentiality markers on verbs, respectively.

(70) (↑ case) = partitive
((obj ↑) event) ≠ complete

(71) [-ta-vat] (↑ form) = partitive evidential
(↑ mode of communication) = indirect
(↑ evidence) ≠ complete
(↑ voice) = impersonal

37Where res = resultative, pfv = perfective, hear = hearsay, folk = folklore, mir = mirative,
infer = inferential, non-v = non-volitional.
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(72) [-va-t] (↑ form) = partitive evidential
(↑ mode of communication) = indirect
(↑ evidence) ≠ complete
(↑ voice) = personal

Tamm sketches a Discourse Representation Theory-based semantic description
associated with the f-structure representation.

For further discussions and analyses of evidentiality, see Szabó (2017) on Ud-
murt, and Tamm (2004c, 2012a) on Estonian. On partitives, also see Tamm (2012b).

8 Noun phrase phenomena in Hungarian

8.1 C-structure issues

As we show below, Hungarian noun phrases have been analyzed as either NPs
or DPs in LFG approaches. Both views are fully legitimate in this framework,
given that the standard LFG inventory of functional categories contains D (in
addition to I and C).38 It is a crucial property of possessive noun phrases in this
language that the possessor can be expressed in either nominative or dative case,
and the two variants occupy distinct syntactic positions. Despite this fact, only
one of them can occur in any single possessive noun phrase, that is they are in
complementary distribution, as opposed to the possible co-occurrence of ’s and
of possessors in English.

Chisarik & Payne (2003: 189) use an NP approach to the representation of
Hungarian and English noun phrases, see the structures they assume for (73)
and (75)39 in (74) and (76), respectively.

(73) Hungarian:
a
the

király-nak
king-dat

a
the

lány-a
daughter-poss.3sg

‘the king’s daughter’

38It is not unusual to find alternative categorial analyses of the same construction types in LFG.
For instance Bresnan (2001) treats finite English sentences that contain no auxiliaries (e.g.Mary
opened the door) as having the category S, while Dalrymple (2001) employs an IP approach.

39Notice that Hungarian possessive noun phrases belong to the head-marking type.

1507



Tibor Laczkó

(74) NP

NP

D

a

N

királynak

NP

D

a

N

lánya

(75) Hungarian:
a
the

király
king.nom

lány-a
daughter-poss.3sg

‘the king’s daughter’

(76) NP

NP

D

a

N

király

N

lánya

They provide the following justifications for these representations. On the one
hand, the dative possessor, see (74), can function as a predeterminer to coordi-
nated NPs as in their example in (77).

(77) Hungarian:
a
the

király-nak
king-dat

[NP [ a
the

fi-a
son-poss.3sg

] és
and

[ a
the

lány-a
daughter-poss.3sg

]]

‘the king’s son and daughter’

On the other hand, the nominative possessor stands in complementary distribu-
tion with the definite article, just like the ’s possessor in English.

The following remarks can be made on this approach. First, the coordination
facts can also be captured in a DP analysis in which the dative possessor is in
Spec,DP and Chisarik and Payne’s NP is a D′, where the definite article is the
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D head and the other constituent is (the head of) an NP.40 Second, it would
need some justification to assume that a word-level functional category (D) is in
complementary distribution with a phrasal category (NP).41 Third, in the case of
pronominal nominative possessors there is no complementary distribution with
the definite article; moreover, they must co-occur, compare (78) and (79).42

(78) Hungarian:
(*a)
the

János
John.nom

lány-a
daughter-poss.3sg

‘John’s daughter’

(79) Hungarian:
*(az)
the

ő
he.nom

lány-a
daughter-poss.3sg

‘his daughter’

Motivated by Szabolcsi’s (1994) seminal GB analysis, Laczkó in Laczkó (1995)
and all subsequent work adapts a DP approach.43 The essential aspects of his
structural representation of (73) and (75) would be as in (80) and (81), respectively.

(80) DP

DP

D′
D

a

NP

N

királynak

D′
D

a

NP

N

lánya

40See Laczkó’s (1995) DP structure in (80) below.
41It seems to be a further minor complication that the functional category D is used in an unusual
way: it does not head and project a DP.

42(78) shows the grammaticality properties of this construction type in standard Hungarian.
However, Szabolcsi (1994) documents a dialectal version in which even such non-pronominal
nominative possessor constructions follow the pattern exemplified in (79).

43Without adopting theory-specific details like moving the nominative possessor from Spec,NP
to Spec,DP, where it acquires dative case, as in Szabolcsi’s (1994) GB analysis.
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(81) DP

NP

DP

D′
D

a

NP

N

király

N′
N

lánya

This approach avoids the complications mentioned in connection with Chisarik
& Payne’s (2003) NP analysis.

8.2 Event nominalization

8.2.1 Argument structure inheritance

Following Grimshaw (1990) and Szabolcsi (1994), among others, Laczkó in Laczkó
(1995) and in all relevant subsequent work assumes that complex event nominals
(cens) derived by the -ás/-és suffix (henceforth: ás suffix) inherit the argument
structure of the input verb, as opposed to simple event nouns (sens) and result
nouns (reses). The most important properties of Hungarian cens are as follows;
see also Laczkó (2000b, 2003, 2009a).

When an ás noun has both a simplex form and a complex form containing
a perfectivizing preverb, the latter is always a cen and the former is very often
ambiguous: cen vs. sen and/or res. Compare the examples in (82).

(82) Hungarian:

a. Anna
Anne.nom

vizsgáztat-ás-a
examine-ás-poss.3sg

‘Anne’s examination’
cen: Anne = patient
sen: Anne = examiner or examinee
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b. Anna
Anne.nom

le-vizsgáztat-ás-a
pfv-examine-ás-poss.3sg

(a
the

professzor
professor

által)
by

‘the examination of Anne (by the professor)’
cen: Anne = patient

c. Anna
Anne.nom

vizsgá-ja
exam-poss.3sg

‘Anne’s exam’
sen: Anne = examiner or examinee

(82a) contains a derived nominal without a perfectivizing preverb, and it can be
used as either a cen with an argument structure or as a sen without an argument
structure (with only a lexical conceptual structure). In the former use Anna is
interpreted as the patient argument of the nominal predicate, in the latter use it is
interpreted as a participant in an examination situation, whether the examiner or
the examinee. By contrast, in (82b) the derived nominal contains a perfectivizing
preverb, and it can only be analysed as a cen with obligatory argument structure
and Anna must be interpreted as the patient argument. In (82c) the head is an
underived noun and it can only be a sen.

The expression of the arguments of the derived nominal predicate is as oblig-
atory as in the case of the input verb.

(83) Hungarian:
A
the

vizsgáztat-ás
examine-ás-poss.3sg

két
two

órá-ig
hour-for

tart-ott.
last-pst.3sg

‘The examination lasted for two hours.’ (sen)

(84) Hungarian:
*A
the

le-vizsgáztat-ás
pfv-examine-ás-poss.3sg

két
two

órá-ig
hour-for

tart-ott.
last-pst.3sg

‘The examination lasted for two hours.’ (cen)

As (83) shows, when no complement is present, an otherwise ambiguous (cen/
sen) nominal must be interpreted as a sen. (84) demonstrates that an ‘only cen’
nominal cannot occur without its obligatory internal argument(s). The external
argument can be suppressed optionally, see (82b) above.

cens cannot be pluralized, see (85).

(85) Hungarian:
*Anna
Anne.nom

le-vizsgáztat-ás-a-i
pfv-examine-ás-poss.3sg-pl

‘*the examinations of Anne’ (cen)
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When an adjunct in the DP with a derived nominal head is expressed by a
postpositional phrase, this PP has to be ‘adjectivalized’ either by combining it
with a formative element, one of the present participial forms of the copula: való
‘being’, glossed as való, or by attaching the adjectivizing suffix -i (glossed as aff)
to the postposition. In such cases, the való version is only compatible with the
cen reading of an otherwise ambiguous nominal predicate, while the -i variant
retains the ambiguity, cf. (86a) and (86b). This is Szabolcsi’s (1994) famous való-
test for unambiguously identifying cens in Hungarian.44

(86) Hungarian:

a. az
the

ebéd
lunch

után
after

való
való

beszélget-és
converse-ás

‘conversing after lunch’ (cen)
b. az

the
ebéd
lunch

után-i
after-aff

beszélget-és
converse-ás

‘conversing after lunch’ (cen)
‘the conversation after lunch’ (sen)

The core arguments of cens can receive a variety of [−𝑟] gfs in several LFG
approaches to Hungarian, see Section 8.2.2. Non-core arguments are typically
expressed by case-marked DPs and postpositional phrases, and they are mapped
onto obl functions. Adjuncts can also be expressed by case-marked DPs and PPs.
In addition, they can be realized by APs, especially when the input verb would
take an AdvP for the same kind of modification, e.g. váratlan-ul ‘unexpected-
ly’ (Adv) vs. váratlan ‘unexpected’ (A). For empirical generalizations about the
major (structural and categorial) ways of realizing obl and adjunct functions
in cen constructions and LFG analyses, see Laczkó (1995, 2003).

TheHungarian event nominalization phenomena presented above are relevant
for theorizing in generative grammar in general and in LFG in particular for the
following reasons. Grimshaw’s (1990) influential proposal substantially distin-
guishing cens from sens and reses is based on English data, primarily on -tion
nominalization. In this language, however, these derived nouns are genuinely
ambiguous and, therefore, it is often difficult to employ Grimshaw’s diagnostics,
e.g. (non-)pluralizability, to definitely tell the cen and sen uses apart. Due to this
fact, Grimshaw’s theory has been criticized from a variety theoretical perspec-
tives, see Laczkó (2000b) and the references therein. By contrast, in Hungarian
there are clear morphological and syntactic indicators, and the diagnostics can

44Also see Laczkó & Rákosi (2007).
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be applied reliably and unambiguously. This situation has motivated some LFG
practitioners to investigate event nominalization thoroughly and, among other
things, to develop various LMT analyses of argument realization in this domain,
see Section 8.2.2.

8.2.2 Functional issues

A variety of inventories of gfs in Hungarian DPs with cen heads and a conse-
quential variety of LMT analyses have been proposed, see Table 6.45

Table 6: gfs in Hungarian DPs

Laczkó (1995) Chisarik & Payne (2003) Laczkó (2004)

DPDAT poss subj subj/poss
DPNOM poss ncomp subj/poss
DPOBL/PP obl obl obl

Laczkó (1995) uses gfs standardly employed in noun phrases (poss and obl).
Assuming that poss is a semantically unrestricted function, he develops an LMT
approach in which there is a poss Condition that is the nominal domain counter-
part of the subj Condition in the verbal domain. The subj Condition requires that
every (verbal) predicator must have a Subject, see Bresnan (1990), for instance.
Laczkó’s (1995: 85) poss Condition states: ‘every event nominal predicator must
have a Possessor’.

Rather exceptionally in the generative literature on Hungarian noun phrases,
Chisarik & Payne (2003) assume that the two possessor constituents bear distinct
gfs, both of which are taken to be semantically unrestricted. The dative realizes
the subj function in the nominal domain, while the nominative expresses a new,
DP-specific function: ncomp. subj is considered to be discourse-related, while
ncomp is not.

Laczkó (2004) assumes that both the dative possessor and the nominative pos-
sessor can overtly realize either the subj or the poss gfs, both of which are re-
garded as semantically unrestricted. Furthermore, the subj argument can also be
expressed by an LFG-style pro. Given this nature and distribution of these gfs,
Laczkó’s LMT analysis can adopt the subj Condition from the verbal domain. In
addition, his approach can formally handle (anaphoric) control into possessive
DPs in Hungarian with the standard LFG mechanism even in the case of cens

45Charters (2014) proposes a new df in Hungarian possessive DPs: anchor.
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derived from transitive verbs, which Laczkó’s (1995) system cannot do. Consider
the following examples.

(87) Hungarian:

a. Péter
Peter.nom

elkezdte
started

a
the

kiabál-ás-t.
shout-ás-acc

‘Peter started the shouting.’
b. Péter

Peter.nom
elkezdte
started

a
the

dal
song.nom

énekl-és-é-t.
sing-ás-poss.3sg-acc

‘Peter started the singing of the song.’

In Laczkó’s (1995) system, the f-structure of the DP in (87a) contains a poss pro,
which is anaphorically controlled by the matrix subject, and in (87b) a dal ‘the
song’ has the poss function, and (in the absence of any other available gf for the
agent controllee) Laczkó is forced to assume that control takes place in a different
dimension. By contrast, in Laczkó’s (2004) approach there is a controlled pro
subj in both cases, and in (87b) a dal ‘the song’ has the poss function. Laczkó’s
(2004) subj & poss theory receives further independent support from Laczkó &
Rákosi (2019), who argue that this gf inventory is necessary for the adequate
LFG handling of certain binding facts in Hungarian DPs. Laczkó (2008b, 2009b),
in response to Kenesei (2005), proposes that both t participial constructions and
cen constructions should have a dual pro & suppression analysis for an adequate
treatment of binding and control phenomena.

8.3 Possessives

8.3.1 Finnish

Toivonen (2000) develops an analysis of themorpho-syntax of Finnish possessive
noun phrases. This language has the widely attested poss pro-drop in the case
of first and second person possessors, see a 1sg example in (88), and Toivonen’s
lexical representation of the pronoun and the possessive suffix (glossed as poss)
in (89) and (90), respectively.

(88) Finnish:
Pekka
Pekka

näkee
sees

(minun)
my

ystävä-ni.
friend-poss.1sg

‘Pekka sees my friend.’
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(89) minun: [poss [pred ‘pro’
pers 1
num sg

]]
(90) -ni: [poss [(pred ‘pro’)

pers 1
num sg

]]
In the third person there is an interesting split between the possessive pronoun
and the possessive suffix when the latter provides the pred feature (i.e. in the
case of pro-drop). The pronoun must not be bound by the matrix subject, while
the poss-pro must, cf. (91) and (92).

(91) Finnish:
Pekka
Pekka

näkee
sees

hänen
his/her

ystävä-nsä.
friend-poss.3sg

‘Pekka sees his/her*i/j friend.’

(92) Finnish:
Pekka
Pekka

näkee
sees

ystävä-nsä.
friend-poss.3sg

‘Pekka sees his/heri/*j friend.’

Furthermore, the 3sg.poss suffix cannot agree with a non-human possessor:

(93) Finnish:
sen
its

ruokaa(*-nsa)
food-poss.3sg

‘its food’

Toivonen captures these facts by means of the following lexical forms.46

(94) hänen:

⎡⎢⎢⎢⎢⎣poss
⎡⎢⎢⎢⎢⎣
pred ‘pro’
pers 3
gend hum
num sg
sb −

⎤⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦

(95) pron. -nsA: [poss [pred ‘pro’
pers 3
sb + ]]

46sb stands for obligatorily subject bound.
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(96) agr. -nsA: [poss [pers 3]], gend=𝑐 hum
Toivonen also compares corresponding possessive noun phrase constructions

in Estonian and Northern Saami. Toivonen (2001) provides a historical context
for her analysis in Toivonen (2000), and she also discusses dialectal variation
in Finnish with respect to these phenomena. Her proposal involves the erosion
of features other than pred ‘pro’, which makes it very similar to Coppock &
Wechsler’s (2010) analysis of Ostyak and Hungarian in Section 7.1.2.

8.3.2 Hungarian

Laczkó (2001) develops an LFG approach to the inflectional phenomena in Hun-
garian possessive DPs in the spirit of Item and Arrangement morphology.47 Con-
sider the following examples.

(97) Hungarian:

a. a
the

toll-a-i-nk
pen-poss-pl-1pl

‘our pens’
b. a

the
toll-a-i
pen-poss-pl.3sg

‘her pens’
c. a

the
toll-a
pen-poss.3sg

‘her pen’
d. a

the
hajó-i
ship-poss.pl.3sg

‘her ships’

Laczkó postulates the following sets of functional annotations in the lexical forms
of -a and -i, the main point being that the same morphological form (morph) can
encode fewer or more features depending on what other morphs it is combined
with, see the optional features in (98).

(98) a. -a (↑ poss) [97a, 97b]
(↑ poss pers) = 3 [97]
(↑ poss num) = sg
((↑ poss pred) = ‘pro’)

47By contrast, Laczkó (2018) proposes a Word and Paradigm approach, arguing that it has con-
siderable implementational advantages.
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b. -i (↑ poss) [97a]
(↑ num)
(↑ poss pers) = 3 [97b, 97d]
(↑ poss num) = sg
((↑ poss pred) = ‘pro’)

9 Further reading

Limitations of space have prevented us from discussing additional phenomena
in Finno-Ugric languages and their analyses. Below we provide references to
further works that we recommend to the interested reader.

On predicate-argument relationships in Hungarian, see Komlósy (1992, 1994)
and Rákosi (2008). On causatives in Hungarian, see Komlósy (2000). On argu-
ment realization alternations in Finnish and Estonian, see Ackerman & Moore
(1999), in Hungarian, see Ackerman (1992) and Laczkó (2013b). On Uralic conju-
gation classes and verbs imposing restrictions on argument structure, see Abon-
dolo (1998), Nikolaeva (2014) and Tamm& Vainikka (forthcoming). On argument
vs. (thematic) adjunct issues in Hungarian, see Rákosi (2003, 2006a,b, 2012). On
the grammaticalization of the Estonian perfective particles, see Tamm (2004b).
On scalar verb classes, aspect and partitive and total case assignment in Estonian,
see Tamm (2012c). On the pragmatics of morphological case in the verbal domain
of Finnic languages, see Tamm (2011b). On Estonian object and adverbial case
marking with verbs of motion, see Tamm (2007b). On case and aspectuality in
Estonian, see Tamm (2008, 2012b). On raising and equi constructions in Estonian,
see Tamm (2004c, 2008). On a variety of analyses of wh-questions in Hungarian,
see Mycock (2004, 2006, 2010, 2013), Gazdik (2010) and Laczkó (2014b, 2021). On
two Finno-Ugric contributions to the comp debate in LFG,48 see Belyaev et al.
(2017) for comp on the basis of Moksha Mordvin phenomena and Szűcs (2018a)
against comp on the basis of Hungarian facts. On ‘operator raising’ in Hungar-
ian, see Coppock (2003) and Szűcs (2013, 2014, 2018b). On binding and control
relations of anaphors in Hungarian, see Rákosi (2009, 2010), Laczkó & Rákosi
(2019), Szűcs (2019) and Laczkó et al. (2020). On reflexivity and binding in Uralic
languages, see Volkova (2014, forthcoming). On participial constructions in Hun-
garian, see Komlósy (1992, 1994) and Laczkó (1995, 2000a, 2005). On derived and
inherent relational nouns in Hungarian, see Laczkó (2008a, 2009b). On ellipti-
cal noun phrases in Hungarian, see Laczkó (2007). On modelling (in)definiteness

48For instance, see Dalrymple & Lødrup (2000) and Lødrup (2012) for comp, and Alsina et al.
(2005) and Patejuk & Przepiórkowski (2016) against comp, and the references in these papers.
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and (typological) variation in Hungarian possessive DPs, see Laczkó (2017). On
a special system of person and number marking in possessive noun phrases in
Northern Ostyak, see Ackerman & Nikolaeva (1997). On natural and accidental
coordination in Finnish noun phrases, see King & Dalrymple (2004) and Dalrym-
ple & Nikolaeva (2006). On a lexical analysis of a Hungarian phrasal adjectival
derivational suffix, see Laczkó (1997). On extraction from partitive DPs in Hun-
garian, see Chisarik (2002).

10 Conclusion

In this chapter we have discussed some salient, sometimes competing, LFG anal-
yses of a variety of (morpho-)syntactic phenomena in Finno-Ugric languages,
with occasional glimpses at alternative generative approaches, on the one hand,
and at some related phenomena in languages belonging to Samoyedic, the other
major branch of Uralic languages, on the other hand. We have dealt with clausal
c-structure representational issues, verbal modifiers, focused constituents, nega-
tion, copula constructions, argument realization, subject-verb agreement, differ-
ential object marking, evidentiality and a set of noun phrase phenomena related
to event nominalization.

On the basis of the interim conclusions at the end of various sections, we can
make the following overall concluding remarks at the end of this chapter. On the
one hand, LFG provides an appropriate and suitably flexible formal apparatus
for a principled analysis of all the phenomena in all the Finno-Ugric languages
discussed here. The range of these phenomena is considerably wide and varied,
see above, containing several cases that pose serious challenges for generative
grammar at large, for instance, the treatment of complex predicates, negation,
copula constructions, discourse functions, agreement and event nominalization.
On the other hand, the analysis of some of these phenomena can also contribute
to LFG-internal theorizing, see, for instance, the choice between LFG treatments
of complex predicates involving pvcs and clause negation.
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Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

ade adessive case (marker)
ära Estonian particle
ás Hungarian event

nominalizer suffix
ine inessive case

par partitive case
tot total case
való Hungarian adjectivalizing

participle
vm verbal modifier
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LFG and Romance languages
Alex Alsina
Universitat Pompeu Fabra

This chapter is an overview of the main topics in the Romance languages that have
been the object of analysis within LFG. The topics reviewed include the analysis of
verbal clitics, considering their morphological and c-structure status, their role in
f-structure, and the role of the anaphoric reflexive clitics in a-structure, the gram-
matical function of direct and indirect objects and of clausal complements, passive
and impersonal constructions, and complex predicates such as the causative con-
struction.

1 Introduction

This section consists of a brief presentation of the Romance languages and an
overview of the chapter.

1.1 Brief presentation of the Romance languages

The Romance languages developed out of the varieties of Latin spoken in the
areas under Roman domination as a result of the expansion of Latin throughout
the territories around the Mediterranean Sea from the fifth century BC to the
sixth century AD. The main present-day Romance languages with a standard
form and/or official status in some state or region within a state are:

• The closely related Portuguese and Galician;

• Spanish, or Castilian;

• Catalan, with Valencian as a regional name;

Alex Alsina. 2023. LFG and Romance languages. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 1533–1596. Berlin: Language Science Press. DOI: 10.
5281/zenodo.10186016
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• French;

• Occitan, with a variety of regional names including Provençal, Langue
d’Oc, Gascon, Limousin, etc.;

• Sardinian;

• Italian;

• Raeto-Romance, with Romansh, Ladin and Friulian as regional names;

• Romanian.

In addition, there are a number of languages without an official status, such as As-
turian and Aragonese in Spain, Walloon, Picard and Bourguignon in France, the
Italo-Romance varieties Piedmontese, Ligurian, Lombard, Sicilian, Neapolitan in
Italy, and Corsican in France, and the Daco-Romance varieties Aromanian, Istro-
Romanian, and Megleno-Romanian, to name just a few. As a consequence of the
colonial policies of European states from the fifteenth to the nineteenth centuries,
some of the Romance languages have large numbers of speakers outside Europe;
this is the case of Spanish, Portuguese, and French, which are, in this order, the
Romance languages with the largest numbers of speakers.

Because of their (relatively recent) common ancestry, the Romance languages
share many structural patterns, but they also have significant differences. Read-
ers interested in finding more information about any aspect of this language
family should consult Ledgeway & Maiden (2016).

1.2 Overview of the chapter

The choice of topics dealt with in this chapter is conditioned by the existence of
LFG work on specific topics, theoretical interest, and space limitations. Most of
the LFGwork on Romance is on Spanish, French, Italian, Catalan, and Portuguese.
Consequently, this chapter will deal mostly with these languages.

Section 2 focuses on so-called clitics in Romance. First, it addresses the de-
bate about their morphological status: are clitics affixes or independent words?
Second, it addresses their syntactic status: do they fill a grammatical function
(GF) and, if so, what GFs can they fill? Can they be agreement markers? Do they
have other roles? And, finally, the status of the anaphoric reflexive clitic is de-
bated. Section 3 discusses arguments, GFs, and case and addresses issues such
as the inventory of GFs in LFG and what GFs should be used for objects in the
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Romance languages, subject-object alternations, passivization, etc. Section 4 dis-
cusses complex predicate constructions such as the causative construction and
the restructuring construction.

Following are some topics not discussed in detail in this chapter:

• The phenomena that, in Rizzi (1997) and subsequent works, are known as
corresponding to the structure of the left periphery. Although there is not
much LFG work on this topic within the Romance languages, Estigarribia
(2005, 2013) analyses clitic left dislocation in Spanish; Gazdik (2008, 2010)
studies interrogatives andmultiple questions in French; and Zipf &Quaglia
(2017) discuss word order and information structure in Italian matrix wh-
questions. See Zaenen 2023 [this volume] for a general discussion.

• Determiners and the structure of the NP. A salient feature of the Romance
languages in general is the existence of a clitic-like definite article. In many
of these languages it is homophonous (or partially so) with the third per-
son pronominal accusative clitic. Article-preposition contracted forms in
French are analyzed in Wescoat (2007) as lexical items involving lexical
sharing. Alsina (2010) takes this idea a step further and assumes that the
definite article in Catalan is always an affix that attaches to a word with
lexical sharing. Alsina (2011) identifies three types of determiners in Cata-
lan depending on whether they must co-occur with a head noun, may (but
need not) co-occur with a head noun, or cannot do so, and provides an
analysis within LFG.

• Agreement. Verb agreement is generally taken to be agreement with the
subject. However, Alsina & Vigo (2014) show that the finite verb may agree
with a non-subject (a nominative complement) in Catalan and Spanish, as
can be seen in copular constructions; Alsina & Yang (2018) extend this as-
sumption to intransitive clauses with an indefinite postverbal logical sub-
ject. Carretero García (2017) proposes an analysis of the special form of
adjectives used for agreement with non-count nouns in Asturian.

• Diachrony. The diachronic development of infinitival complements from
Latin to the Romance languages is discussed by Vincent (2019).

• Finiteness and tense, in connection with the morphology-syntax interface,
are dealt with in Barron (2000) and Schwarze (2001a), using data from Ital-
ian and French, respectively.
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• Auxiliaries. Butt et al. (1996) develop the idea of having a level of repre-
sentation different from f-structure, called m-structure, for the analysis of
auxiliaries in French, as well as in English and German. Schwarze (1996)
proposes an analysis of auxiliaries in Spanish, Italian and French, including
auxiliary selection in the latter two languages.

2 Clitics

The term “clitic” in this chapter is used as a purely descriptive term (without
any theoretical implications) to refer to the class of phonologically dependent
particles that attach to a verb and generally provide information about a GF of
the clause. Section 2.1 focuses on the debate as to whether clitics are syntactically
independent words (though phonologically dependent) or affixes, what their cor-
rect analysis should be, and what implications this analysis has. In Section 2.2,
we examine the f-structure status of clitics as the expression of an argument, as
an agreement marker, and as the expression of a non-argument of the verb. The
reflexive clitic, in its “anaphoric” use, is discussed in Section 2.3.

2.1 Morphological status

One of the central issues in the analysis of clitics is their morphological status:
are they independent syntactic constituents or are they affixes? If they are affixes,
should we treat them as morphemes – linguistic signs consisting of a phonolog-
ical representation and a semantic and f-structure representation – or should
we treat them as the overt realization of particular bundles of morphological or
syntactic features within a realizational approach to morphology?

2.1.1 Affixes vs. independent words

The most common assumption in connection with this issue in LFG is that they
are independent syntactic constituents. This is not only the oldest approach, as
it is found in the earliest analyses of clitics within LFG, as in Grimshaw (1982),
but it is a very prevalent one, as it is found up to the present (see, for example,
Schwarze (2001b) for French and Italian, Estigarribia (2005, 2013) for Spanish,
Quaglia 2012 for Italian, and Barbu & Toivonen 2018 for Romanian). Grimshaw
(1982: 90) posits the following c-structure rule in order to account for the position
of clitics in French:

(1) V′ ⟶ (CL)1 (CL)2 (CL)3 (AUX) V
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In this approach, clitics are a special grammatical category (CL) that occupies a
position in the c-structure. By a rule such as (1), the position of clitics is restricted
to being adjacent to a verb (or an auxiliary).

However, proponents of clitics as syntactic constituents generally do not pre-
sent arguments in favor of their position and against treating clitics as affixes,
presumably because that position is seen as the default assumption, given that
the standard orthographies in general separate clitics from their hosts by means
of spaces, hyphens or apostrophes, at least in preverbal position, which induces
the belief that clitics are words. (But see Schwarze 2001b, who makes an explicit
defense of clitics as c-structure constituents, in French and Italian.)

On the other hand, proponents of treating clitics as affixes have presented ev-
idence in favor of this assumption that is highly problematic for the assumption
that clitics are independent syntactic constituents. Evidence that clitics are mor-
phological units (not c-structure constituents) has been presented, within differ-
ent frameworks, by Bonet (1991, 1995); Miller (1992); Crysmann (1997); Miller &
Sag (1997); Monachesi (1999); Luís & Sadler (2003); Luís & Spencer (2005), among
others. Some of the evidence, of a strictly syntactic nature, is that clitics cannot be
topicalized, cannot be substituted by full pronouns, cannot be coordinated, and
cannot be modified. The following Portuguese examples illustrate the failure of
coordination of clitics:1

(2) Portuguese (Crysmann 1997)
a. * eu

I
vi
saw.1sg

o
3sg.m.acc

e
and

Paulo.
Paul

‘I saw him and Paul.’
b. * eu

I
não
not

o
3sg.m.acc

e
and

a
3sg.f.acc

conheço.
know.1sg

‘I do not know him and her.’

There is also evidence that can be classified as morphophonological. Clitics ex-
hibit a high degree of selection with respect to their host: in most Romance lan-
guages, the clitic cluster must be adjacent to the verb. This is always the case

1Examples, including cited ones, are glossed according to the Leipzig glossing rules, replacing
the original glosses, if necessary. Unreferenced examples reflect the author’s judgments. Clitics
are glossed indicating only the corresponding features of person, number, gender, and case
that are morphologically relevant. The reflexive clitic (se, si, s’, and cognate forms) is glossed
as refl (even when its meaning is not reflexive). Forms that cannot be glossed in a simple way
are glossed with the form in small caps; example: the genitive and partitive clitic en in Catalan
or French is glossed as en.
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when the clitic cluster is postverbal. The exception to the adjacency requirement
of the verb and the clitic cluster is only found when the clitic cluster is prever-
bal in modern Portuguese (Crysmann 1997, Luís & Otoguro 2004), as well as in
medieval Spanish and Portuguese (Fontana 1993, 1996, Fischer 2002), and only in
very restricted contexts. There are morphophonological alternations that are re-
stricted to clitic combinations. For example, in Portuguese, when a third person
accusative clitic (-o,-a,-os,-as) is in a clitic combination (either with a verb or with
another clitic) following an oral coronal continuant (/s/, /z/, /r/), this consonant
is replaced by [l] (see Crysmann 1997): comprar + o → comprá-lo buy.inf it, nos o
dão → no-lo dão us-it give.3pl, etc. This alternation does not occur across word
boundaries: todos os alunos ‘all the students’. The same clitics are preceded by /n/
when suffixed to a verb form ending in a nasal vowel, as in eles conhecem + o/a→ eles conhecem-no/na ‘they know him/her’ (see Crysmann 1997), but this nasal
insertion does not occur across word boundaries: eles conhecem o aluno/a aluna
vs. *eles conhecem no aluno/na aluna ‘they know the student.m/the student.f’.

One of the most compelling sources of morphophonological evidence for the
affixal nature of clitics is the existence of opaque clitic combinations, i.e. combi-
nations of clitics that do not coincide with the form of the corresponding clitics
used in isolation (Bonet 1995). One of the clearest examples of opaque clitic com-
binations is the so-called “spurious se” in Spanish. While the clitic form of the
third person singular indirect object is le in isolation, as in (3b), when it combines
with a third person accusative object, such as lo in (3a), it adopts the form se, as
in (3c), elsewhere used only as a third person reflexive clitic. The transparent
combination *le lo (or *lo le) does not exist.

(3) Spanish (Bonet 1995: 608)
a. El

the
premio,
price

lo
3sg.m.acc

dieron
gave.3pl

a
to

Pedro
Pedro

ayer.
yesterday

‘The price, they gave it to Pedro yesterday.’
b. A

to
Pedro,
Pedro,

le
3sg.dat

dieron
gave.3pl

el
the

premio
price

ayer.
yesterday

‘Pedro, they gave him the price yesterday.’
c. A

A
Pedro,
Pedro

el
the

premio,
price

se
se

lo
3sg.m.acc

dieron
gave.3pl

ayer.
yesterday

‘Pedro, the price, they gave it to him yesterday.’

Another instance of an opaque clitic combination, among those reported in Bonet
(1995), is the combination in standard Italian of the impersonal clitic si with the
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third person reflexive clitic si: instead of the expected si si sequence (possible in
certain dialects of Italian), the sequence ci si is found:

(4) Italian (Bonet 1995: 609)
a. Lo

3sg.m.acc
si
impers

sveglia.
wake.up.3sg

‘One wakes him/it up.’
b. Se

refl
lo
3sg.m.acc

compra.
buy.3sg

‘S/he buys it for herself/himself.’
c. Ci

refl
si
impers

lava
wash.3sg

‘One washes oneself.’

These opaque clitic combinations are completely unexpected under the treatment
of clitics as words and very difficult to explain in that approach. On the other
hand, if clitics are affixes, this kind of allomorphy is much more natural.

In addition, there is phonological evidence for the affixal status of clitics. One
of the sources of such evidence is word stress. While clitics in most cases are
stressless and have no effect on the stress pattern of the word they are attached
to, there are some Romance varieties in which clitics affect the stress pattern of
their host. This is the situation in the Catalan dialects of Mallorca and Minorca:
the first column in (5) illustrates verb forms without postverbal clitics and the
second column shows the same verb forms with postverbal clitics:

(5) Mallorcan Catalan (Colomina i Castanyer 2002: 579)
dona ‘give’ [ˈdonǝ] dona’m ‘give me’ [doˈnǝm]
agafa ‘pick up’ [ǝˈɣafǝ] agafa’l ‘pick it up’ [ǝɣǝˈfǝl]
entra ‘enter’ [ˈǝntrǝ] entra-hi ‘enter there’ [ǝnˈtrǝj]

In these dialects, the presence of a clitic in postverbal position causes stress to
be placed on the final syllable of the verb form, instead of on the penultimate
syllable. Given that word stress in Catalan does not depend on elements external
to the word, one must conclude that clitics are part of the word at the point in the
derivation in which word stress placement rules apply. In other dialects, clitics
are affixes that do not affect stress placement.

All of these facts argue conclusively for treating clitics as word parts, specifi-
cally, affixes.
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2.1.2 Alternative analyses of clitics as affixes

The affixal status of clitics is consistent with two approaches to morphology, in
particular, to inflectional morphology: the morpheme-based approach and the
realizational approach. Within the morpheme-based approach, an affix is a lin-
guistic sign, consisting of a phonological representation and a semantic and/or
syntactic representation. Under this view, an affix is very much like a word, only,
instead of being an element that can appear as a terminal node in the c-structure,
it is part of a word and combines with other word parts in a tree structure to form
aword.Within the realizational approach, an affix is the phonological realization
or spell-out of semantic and/or syntactic features of a word, possibly mediated by
morphological features. In inflectional morphology, for every lexeme there are
as many feature combinations as there are possible forms in the paradigm of the
lexeme and there are rules spelling out specific features or feature combinations
as particular affixes.2

To compare the two approaches, consider the form lo that appears in Italian
examples such as (4a), (4b). In a morpheme-based approach, the form lo would
have a dictionary entry that, instead of specifying its grammatical category, as
it would for a word, indicates what kind of word part it is.3 For the purpose of
illustration, we can assume that formwould be classified as a special kind of affix,
which we can call cl (for clitic), as in (6):

(6) lo cl (↑ pred)=‘pro’
(↑ case)=acc
(↑ pers)=3
(↑ gend)=m
(↑ num)=sg

Affixes of type cl combine with other cl elements to form a clitic cluster (CCL). In
Italian, a CCL attaches preverbally (as a prefix) to finite verb forms except for im-
peratives and postverbally (as a suffix) to imperatives and non-finite verb forms.

2These two approaches are mutually exclusive within LFG, although they are not necessarily
so in a derivational framework such as Minimalism. As pointed out by a reviewer, this would
be the case with Distributed Morphology (Halle & Marantz 1993), which is claimed to be both
morpheme-based and realizational. In this framework, morphemes are bundles of morphosyn-
tactic features as terminal nodes in the syntax without a phonological representation and are
subsequently assigned a phonological form.

3Standardly, in LFG the term “lexical entry” refers to the information associated with a fully
inflected word, as it appears in the syntax. Since clitics, as affixes, are not fully inflected words,
I avoid using the term “lexical entry” to refer to the phonological, morphological, f-structure,
and semantic information that characterizes a sublexical element such as an affix, but use the
term “dictionary entry” instead.
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There has to be some mechanism to place clitics in the right order within a CCL:
as we see in (4), lo precedes the impersonal clitic si but follows the third person
reflexive si (which takes on the form se in this context). This can be achieved by
having a template with several clitic positions and having each clitic subclassified
as to the position it occupies in the template. Alternatively, there can be linear
precedence rules that are sensitive to the syntactic features of the clitics (such
as person, case, reflexivity, etc.) and order the clitics within a CCL according to
these features.

In a realizational approach, there are rules that spell out bundles of f-structure
features (or the corresponding morphological features) as the appropriate clitic
form. So, if a verb form has the f-structure features in (6), a rule is triggered that
introduces the form lo in a CCL, along the following lines:

(7) [pred ‘pro’, case acc, pers 3, gend m, num sg] ⟶ CCL {...lo...}

As in the previous approach, there would also have to be a mechanism such as a
template, linear precedence rules, or ordered blocks of rules to obtain the right
order of clitics when more than one is present in a CCL.

At first sight there might seem to be little difference between the two ap-
proaches. Both approaches can account with a similar degree of success for the
strictly syntactic evidence for the affixal nature of clitics noted in Section 2.1.1
(such as the failure to be topicalized, substituted by full pronouns, coordinated or
modified): these processes affect c-structure units, which clitics are not in either
approach. The phonological evidence for the affixal status of clitics (e.g. instances
in which stress assignment applies to the word structure that includes clitics) is
accounted for in a similar way whether affixes are viewed as morphemes or as
the product of spell-out rules.

Many of the morphophonological arguments for the affixal status of clitics
can also be accounted for in either approach. To account for an allomorphic
alternation such as the o/lo/no alternation in Portuguese noted earlier, within
the morpheme-based approach, we would have to assume that the third person
singular accusative masculine clitic morpheme has three allomorphs that are
phonologically conditioned; within the realizational approach, we would have
to assume that there are three different spell-out rules for the same syntactic
(or morphological) feature bundle each one with a different phonological con-
text. The existence of opaque clitic combinations, such as the ones illustrated
in (3) and (4), is probably the strongest argument in favor of the realizational
approach. From the morphemic perspective, these can be thought of simply as
instances of allomorphic alternations. To use the example of the Spanish spuri-
ous se, illustrated in (3), the third person dative clitic morpheme would have two
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allomorphs: se, when it co-occurs with another third person clitic; and le, else-
where. A problem with this approach is that it fails to explain the observation by
Bonet (1995) that, in opaque clitic combinations, the unexpected form always co-
incides with a clitic that exists independently in the language. If the third person
dative se is an allomorph of the more general le, it is just an accident that it is
homophonous with the third person reflexive se; it could just as easily be che, je,
na, or any other form that does not coincide with an existing clitic. On the other
hand, the realizational approach has the means of capturing that observation, as
in Bonet (1995); see also Grimshaw (1997) using Optimality Theory.4

2.1.3 Proclisis and enclisis in European Portuguese

This subsection illustrates to what extent Romance data can call standard LFG
assumptions into question, in particular, the way the Lexical Integrity Princi-
ple is to be interpreted. The position of clitics (or, more exactly, of the CCL) in
European Portuguese (EP) with respect to the verb of their clause poses an im-
portant problem for theories of syntax, morphology, and the syntax-morphology
interface. Two properties that distinguish EP from the other modern Romance
languages are relevant in this context:5

• With finite verb forms, the CCL can appear after the verb (enclisis) or be-
fore it (proclisis), depending on the kind of syntactic constituent, if any,
that precedes the verb.

• When it appears before the verb, it need not be adjacent to it, but may be
separated from it by words such as some adverbs and the negation não
(interpolation) (see Section 2.1.1).

These properties are a problem for the affixal treatment of clitics. If we assume
that clitics are affixes in both preverbal and postverbal position, the fact that
the choice between the two positions is dependent on a syntactic property (the
presence or absence of certain types of syntactic constituents before the verb)

4The facts involving the expression and omission of the reflexive clitic in Catalan presented in
Alsina (2020) are further evidence for the realizational treatment of clitics in Romance.

5An additional specificity of the positioning of CCL in EP is the phenomenon of mesoclisis: with
future and conditional verb forms, the enclitic position is not after the tense, aspect and person
affixes, but before them. See Luís & Spencer (2005) for an analysis within LFG and realizational
morphology. When a present tense form such asmostramos ‘we show’ combines with the clitic
complex lho (3.dat+3sg.m.acc) in enclitic position, the result is mostramos-lho ‘we show it to
him’, but, if instead we use a future tense form such as mostraremos ‘we will show’, the enclitic
attachment of lho results in mostrar-lho-emos, not *mostraremos-lho.
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is a prima facie problem for that assumption. The standard view of the syntax-
morphology interface in a lexicalist framework assumes that the morphology
may impose constraints on the syntax, but the syntax cannot impose constraints
on the morphology. But, in the case in point, a particular morphological property
– the linearization of CCL before or after V – is determined by the syntax.

Example (8) shows that the same finite verb form, here vê, can take a clitic
before it, as in me vê, or after it, as in vê-me, depending on what precedes it.

(8) Portuguese (Luís & Otoguro 2004)
a. O

the
João
João

raramente
rarely

me
1sg

vê.
see.3sg

b. O
the

João
João

vê-me
see.3sg-1sg

raramente.
rarely

‘João rarely sees me.’

The accepted assumption in work such as Luís & Sadler (2003), Luís & Otoguro
(2004, 2005), and Luís & Spencer (2005), among others, is that enclisis is the de-
fault linearization of CCL and the verb in EP, whereas proclisis is triggered by
the presence of certain c-structure constituents in preverbal position, which can
be referred to as proclisis-triggers. So, for example, a non-quantified preverbal
subject, such as o João in (8), is not a proclisis-trigger, which implies that the de-
fault option of enclisis is chosen in (8b); on the other hand, the adverb raramente
in preverbal position is a proclisis-trigger, which explains the proclitic sequence
me vê in (8a).

The approach adopted in Luís & Sadler (2003) is that all syntactic constituents
that are proclisis-triggers are associated with the f-structure feature (↑ type)
= non-neutral (or with the morphological feature [Restricted:Yes] in Luís &
Otoguro 2004). For example, the negative element não is associated with this
feature. (It has not been possible to find a common configurational or seman-
tic/discourse denominator for the set of syntactic contexts that trigger proclisis;
hence the proposal of having an f-structure feature for proclisis.)

The linearization rule ‘Proclitic-LR’, which ensures that CCL is placed prever-
bally, applies only under the existence of the (↑ type)=non-neutral feature in
the f-structure of the verb. In the absence of this feature, the linearization rule
that places CCL postverbally applies. So, the type feature reflects the idea that
proclisis is the marked option in EP.

However, the two alternative sequences vê-me andme vê are not identical from
the syntactic point of view: even though they are both assumed to be a word
from the morphological point of view, the form with enclisis, vê-me, is assumed
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to constitute a single X0 (either I or V), whereas the form with proclisis, me vê,
is assumed to correspond to two different c-structure positions. This assumption
is necessary in order to account for two phenomena: scope over coordinated
VPs and so-called interpolation. Focusing on interpolation, we find that certain
words, which are clearly independent syntactic constituents, can appear between
the proclitic CCL and the verb. These words can be the negative element não,
certain adverbs like ainda ‘yet’, subject pronominals, and a combination of them,
as in (9):

(9) Portuguese (Luís & Otoguro 2005)
...
...

acho
think.1sg

que
that

ela
she

o
3sg.m.acc

ainda
yet

não
not

disse.
told.3sg

‘... I think that s/he hasn’t told it to him/her/them yet.’

The clitic o in (9) is separated from the verb disse by two words: ainda and não.
This indicates that o and disse must be two independent c-structure elements (c-
structure words). On the other hand, according to Luís & Sadler (2003), Luís &
Otoguro (2004, 2005), and Luís & Spencer (2005), these two elements constitute a
single unit at the morphological level (a morphological word). This is a departure
from the standard idea in LFG that words – the minimal units of c-structure – are
the output of the morphological component and, so, there should be no reason
to distinguish between a c-structure word and a morphological word.

The exact implementation of the syntactic representation of the form with
proclisis varies depending on the work. In Luís & Sadler (2003), the proclitic CCL
attaches to the left of the VP headed by the verb that constitutes a morphological
word with the preverbal CCL. In Luís & Otoguro (2004), it is assumed that, in
certain cases, i.e. proclisis, a morphological tokenmay correspond to two ormore
c-structure terminals.

In both approaches, a morphological unit is decomposed into two elements
in the c-structure, which is a clear violation of the Lexical Integrity Principle –
the idea that the internal structure of words is invisible to the c-structure. More
specifically, this treatment of proclisis in Portuguese can be seen as a violation
of Zwicky’s Principle of Morphology-Free Syntax, according to which “syntactic
rules cannot make reference to the internal morphological composition of words
or to particular rules involved in their morphological derivation” (Zwicky 1987:
650), which he considers equivalent to the Lexicalist Hypothesis or the belief that
syntax is blind to morphology (O’Neill 2016: 244).
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2.2 F-structure status

In this subsection we address the issue of the GF that the clitic corresponds to,
if any, and its status as a pronoun or an agreement marker, leaving aside the
reflexive clitic, to be discussed in Section 2.3 and Section 3.2.

2.2.1 The GF the clitic corresponds to

In most cases, a clitic corresponds to a GF in its clause. In some languages (e.g.,
Spanish, Portuguese, Catalan, Italian), a clitic cannot correspond to the subject;
it can correspond to an object only, both accusative and dative, as in Spanish and
Portuguese, or to an object, as well as an oblique, as in Catalan and Italian. In
French, clitics can correspond to a subject, in addition to objects and obliques.6

The most common situation with clitics is that in which the clitic is in com-
plementary distribution with the phrasal expression of the GF that the clitic cor-
responds to. As Grimshaw (1982: 88) notes for French, “accusative clitics are in
complementary distribution with NP objects.” With a verb like voit ‘sees’, which
requires a direct object, either an NP object or an accusative clitic satisfies this
requirement, as in (10b) and (10c) respectively, but they cannot co-occur, as in
(10d):

(10) French (Grimshaw 1982: 88)
a. * Jean

John
voit.
see.3sg

‘John sees.’
b. Jean

John
voit
see.3sg

l’homme.
the.man

‘John sees the man.’
c. Jean

John
le
3sg.m.acc

voit.
see.3sg

‘John sees him.’
d. * Jean

John
le
3sg.m.acc

voit
see.3sg

l’homme.
the.man

‘John sees him the man.’

6Some Northern Italian languages also require a subject clitic, in a wide range of modalities
(see Renzi & Vanelli 1983 and Cardinaletti & Repetti 2010). See Poletto & Tortora (2016) for
variation in subject clitics in the different Romance languages that are claimed to have subject
clitics.
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How these facts are explained depends in part on whether we treat clitics as
c-structure constituents or as affixes and, within the affixal treatment, as mor-
phemes or as exponents of morphological or syntactic features.We shall consider
the different approaches to clitics in explaining distributional facts such as those
illustrated in (10).

Grimshaw (1982) takes the position that clitics are c-structure constituents be-
longing to the CL (clitic) grammatical category – let us call it the clitic-as-word
approach. The observation that the direct object requirement is satisfied by either
an NP following the verb or an accusative clitic before the verb is explained: (a)
by annotating as an obj both the NP daughter of VP and one of the CL (clitic) po-
sitions daughters of V’; (b) by assuming that both nouns and pronouns, including
pronominal clitics, have a pred feature in their lexical entries and that the clitic le
has the lexical entry in (11); and (c) by appealing to the standard well-formedness
conditions of Consistency, Completeness, and Coherence.

(11) le CL (↑ pred) = ‘pro’
(↑ case) = acc
(↑ num) = sg
(↑ pers) = 3
(↑ gend)=m

This clitic, in the appropriate CL position, satisfies the obj requirement of the
verb and provides the necessary pred feature to satisfy Completeness. It is an
alternative to the NP realization of the object, in which a noun provides the pred
feature. This explains the alternative expression of the object illustrated in (10b)
and (10c). In addition, if both ways of expressing the obj are used in the same
clause, a violation of Consistency results, as the obj would have two pred values,
given the convention that pred values are not unifiable, which accounts for (10d).

The affixal treatment of clitics is common to the two approaches in Section 2.1.2.
In the morpheme-based approach, the main difference with the clitic-as-word ap-
proach is that clitics are not joined to a verb in the c-structure, but are joined to
it in the lexicon. A clitic such as le, being a morpheme, has a “sublexical” entry
identical or very similar to that in (11), except that “CL” is not a c-structure cate-
gory, but a type of affix. One could either assume that there is a word template
with different clitic affix positions, one of which would be annotated as the obj,
and then a sublexical entry like that in (11) would fit into that position provid-
ing the f-structure features to the obj. Alternatively, the clitic-affix le would be
specified in its sublexical entry with features indicating the GF they correspond
to, such as (↑ obj pred) = ‘pro’, (↑ obj case) = acc, etc. The concatenation of a
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clitic (or clitic cluster) with a verb yields a word whose f-tructure information is
the union of that of the clitic and that of the verb, so that a word such as le voit
carries the f-structure information of the clitic and the f-structure information
of the verb voit. This would be an instance of pronominal incorporation similar
to the analysis of object markers in Chicheŵa by Bresnan & Mchombo (1987).

Within the realizational approach, the phonological representation of the clitic
– le, in the French example (10b) – is the result of exponence rules and lineariza-
tion rules, to use the concepts of Luís & Sadler (2003). Adapting the approach of
Luís & Sadler (2003) to the present example, we can assume that one of the forms
of the paradigm of the verb voit has themorphological feature (or m-feature) bun-
dle {acc,3,sg,m}. This feature bundle is realized phonologically as le and this ex-
ponent is linearized preceding the verb stem, giving the form le voit. In addition,
there is a mapping between the m-features and f-structure features. Specifically,
the m-feature bundle {acc,3,sg,m} corresponds to the same f-structure features of
the obj as those in (11). This is shown schematically in (12a) for the phonological
realization and in (12b) for the f-structure correspondence.

(12) a. {acc,3,sg,m} → /lə/, preceding voit
b. {acc,3,sg,m} → (↑ obj pred)=‘pro’

(↑ obj case)=acc
(↑ obj num)=sg
(↑ obj pers)=3
(↑ obj gend)=m

So, in this view, the word le voit is lexically assigned the syntactic features of voit,
as well as the syntactic features in (12b). Since this word carries the f-structure
information of the object, the use of this word satisfies the object requirement
of the verb and precludes the appearance of an NP object for the same reasons
noted for the clitic-as-word approach.

2.2.2 Agreement vs. pronoun; clitic doubling

In many cases, a clitic is not in perfect complementary distribution with the cor-
responding phrasal expression, but some amount of clitic doubling is found. In
European Spanish, clitic doubling with direct objects (or accusative objects) is
found only with pronominal expressions: a definite pronominal direct object is
obligatorily expressed as a clitic, optionally doubled by the phrasal expression,
as in (13):
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(13) European Spanish (Andrews 1990: 540)
a. Lo

3sg.m.acc
vimos
see.pst.1pl

(a
a
él).
him

‘We saw him/HIM.’
b. *vimos a él.

In contrast, Rioplatense Spanish (also called Porteño and River Plate Spanish), as
well as other varieties of South American Spanish, has a much more general use
of direct object clitic doubling, as in (14):

(14) Rioplatense Spanish (Estigarribia 2005)
a. Yo

I
las
3pl.f.acc

tenía
have.pst.1sg

guardadas
stored

las
the

cartas.
letters

‘I had the letters stored.’
b. ¿La

3sg.f.acc
vas
go.2sg

a
a
llamar
call

a
a
Marta?
Marta

Are you going to call Marta?

In these cases, there is a single GF corresponding to the direct object, which is
encoded in the c-structure by both the direct object clitic and by its phrasal ex-
pression: las and las cartas in (14a) and la and a Marta in (14b). The standard way
of analyzing clitic doubling is to assume that it is a kind of agreement: the clitic in
examples such as (14) merely specifies the formal features of person, number and
gender of the object, while the corresponding phrasal expression contributes, in
addition, the semantic pred feature of the object. This means that there are two
sets of specifications associated with clitics that have the dual function exempli-
fied in (13a): as the sole expression of the object, the clitic is lexically associated
with the [pred ‘pro’] feature needed to satisfy Completeness; as an agreement
marker, the clitic lacks this feature in its set of lexical specifications, enabling it
to satisfy Uniqueness. This choice is assumed regardless of whether clitics are
treated as words, as morphemes, or as exponents.

This analysis follows the treatment given in Bresnan&Mchombo (1987) to sub-
ject markers (SM) in Chicheŵa, in contrast with object markers (OM). (See also
Fassi Fehri 1984, 1988.) OMs in Chicheŵa are assumed to be always incorporated
object pronouns and thus are lexically associated with the [pred ‘pro’] feature.
SMs in Chicheŵa are claimed to be alternatively pronouns and agreement mark-
ers, which follows from the optional [pred ‘pro’] feature in the sublexical entry
of the SM. Andrews (1990) adapts this idea to the analysis of clitic doubling in
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Spanish. This way of analyzing the dual function of clitics is used inMayer (2006)
for Limeño Spanish, in Estigarribia (2013) for Rioplatense Spanish, and in Barbu
& Toivonen (2018) for Romanian, among others.7

The two sets of lexical specifications associated with clitics that have the dual
function just mentioned may differ in more features that in the presence or ab-
sence of the [pred ‘pro’] feature. In Estigarribia (2013), it is proposed that the
doubling use of the direct object clitic in Rioplatense Spanish not only lacks
the pronominal feature, but carries a constraint that the object cannot be non-
specific. The pronominal (or non-doubling) use of the clitic is necessarily defi-
nite and specific, but a direct object clitic can double (or agree with) an NP with
specific reference (not necessarily definite).

Andrews (1990) explains the facts of European Spanish illustrated in (13) by
assuming that direct object clitics also have two lexical entries: the pronominal
entry, with the [pred ‘pro’] feature, and the doubling entry, which has a con-
straining [pred ‘pro’] specification, instead of the defining one. This constrain-
ing specification effectively restricts the doubling use to situations in which the
clitic doubles a pronominal phrase (such as a él, in (13a)). The obligatoriness of
the clitic double with pronominal NPs is explained by appealing to Andrews’s
Morphological Blocking Principle.Without this principle, the clitic double would
just be an option with pronominal object NPs.

Given two lexical items L1 and L2 such that L1’s f-structure specifications are
a proper subset of those of L2, the Morphological Blocking Principle requires the
use of L2 – themore highly specified lexical item – in a structure in which both L1
and L2 are compatible. In order for this principle to be able to choose between a
verb form with a clitic and the same verb form without that clitic, it is necessary
to assume that a verb form with a clitic is a lexical item. In other words, the
Morphological Blocking Principle presupposes the affixal status of clitics. Given
that a clitic is always associated with a set of f-structure features not present in
the verb form to which it attaches, a lexical item consisting of a verb and a clitic
is always going to be more highly specified in terms of f-structure features than
the same lexical item without the clitic. So, if the lexical item with the clitic can
be used, it must be used. This explains the obligatoriness of the clitic double in
cases like (13).

7Although this section deals with object clitics, it should be mentioned that subject clitics, in
those languages that have them (e.g. French and Northern Italian languages), also vary as to
whether they function as pronouns or as agreement markers, depending on the language and
on the context (Poletto & Tortora 2016). See Cardinaletti & Repetti (2010) for the claim that
subject clitics in Northern Italian languages should be analyzed as pronouns.
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Constructions that are similar to clitic doubling but which need to be distin-
guished from it are clitic left dislocation and clitic right dislocation. Languages
that do not have clitic doubling or make a very restricted use of it allow these
dislocation constructions quite freely. Catalan, which only allows clitic doubling
of the direct object in pronominal cases, does not allow a doubling clitic with a
neutral intonation in an example like (15a), but allows a direct object clitic, and
in fact requires it, when the apparent direct object is fronted, as in (15b), or post-
posed, with a clear intonational break, as in (15c):8

(15) Catalan (Vallduví 2002: 1233–1237)
a. (*El)

3sg.m.acc
va
pst.3sg

regalar
give.inf

el
the

llibre
book

a
a
la
the

biblioteca.
library

‘She/he gave the book to the library.’
b. El

the
llibre,
book

el
3sg.m.acc

va
pst.3sg

regalar
give.inf

a
a
la
the

biblioteca.
library

‘The book, she/he gave it to the library.’
c. El

3sg.m.acc
va
pst.3sg

regalar
give.inf

a
a
la
the

biblioteca,
library

el
the

llibre.
book

‘She/he gave it to the library, the book.’

The left or right dislocations in (15) fulfill functions at the information-structure
level, but from the f-structure point of view the dislocated phrase does not fill an
in-clause GF, but should be analyzed as a udf (unbounded dependency function).
In other words, the phrase el llibre ‘the book’ is not an object in either (15b) or
(15c), but a udf anaphorically bound to the object clitic el. It is this element that
fulfills the accusative object function in these examples.

2.2.3 Non-argument clitics

While clitics in most cases either fulfill a GF that is an argument of the clause or
agree with it, there are many instances in which clitics are neither an argument
nor a marker of agreement with an argument. This is the case with the reflex-
ive clitic, which can have an inherent use (see Section 2.2.3.1), an anaphoric use

8The periphrastic past perfect tense in Catalan consists of an auxiliary form, such as va in (15),
and an infinitive. The auxiliary is diachronically descended from the present indicative tense
of anar ‘go’, but synchronically it is not the same form. The past tense auxiliary has the forms
vaig or vàreig (1sg), vas or vares (2sg), va (3sg), vam or vàrem (1pl), vau or vàreu (2pl), and van
or varen (3pl), whereas the present indicative of anar ‘go’ has the forms vaig (1sg), vas (2sg),
va (3sg), anem (1pl), aneu (2pl), and van (3pl). For this reason, the past tense auxiliary is not
glossed as if it were a form of anar ‘go’.
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(Section 2.3), and a use as a marker of passivization or impersonalization (Sec-
tion 3.2). We shall focus here on two non-argument uses of clitics, leaving aside
the reflexive clitic: (a) inherent clitics; and (b) clitics as adjuncts.9

2.2.3.1 Inherent clitics

Inherent clitics cannot alternate with a phrasal expression and their semantic
contribution is not compositional: the predicate consists of a verb and a specific
clitic or clitic combination. Examples of verbs with inherent clitics in Catalan
include the following: dinyar-la ‘die’, tocar-hi ‘have a grasp of things’, anar-se’n
‘go away’, jugar-se-la ‘take a risk’, etc. Without the clitic or clitics, the verb either
does not exist (e.g. dinyar) or has a differentmeaning and argument structure (e.g.
tocar ‘touch’). While one might like to think of these clitics as affixes attached
to their verb, they cannot be treated as inseparable affixes, since they can appear
separated from the verb by a number of auxiliaries and restructuring verbs, as in
the following examples, where the verb and its associated clitics are underlined:

(16) Catalan
a. LLLLLLLLLLLLLLLLL’

3sg.f.acc
hauries
have.cond.2sg

poguda
could.ptcp.f.sg

dinyardinyardinyardinyardinyardinyardinyardinyardinyardinyardinyardinyardinyardinyardinyardinyardinyar.
die.inf

‘You could have died.’
b. SeSeSeSeSeSeSeSeSeSeSeSeSeSeSeSeSe

refl
l’l’l’l’l’l’l’l’l’l’l’l’l’l’l’l’l’
3sg.f.acc

està
be.3sg

començant
beginning

a
to

jugarjugarjugarjugarjugarjugarjugarjugarjugarjugarjugarjugarjugarjugarjugarjugarjugar.
play.inf

‘He is beginning to take a risk.’

These examples show that the word to which the inherent clitics attach is not the
verb that must be used in combination with these clitics. The string of auxiliaries
and restructuring verbs in (16) is clearly not a word, but a sequence of verbs,
each one imposing a form requirement on the next. For example, the auxiliary
haver, in the form hauries in (16a), requires the following verb to be in the past
participle form, and the verb poder, in the form poguda, requires the following
verb to be in the infinitive form. In addition, poguda is in the feminine singular

9In addition, one can argue that the clitic en/ne found in Catalan, French, and Italian has two
other non-argument uses: the partitive use and the genitive use. In the partitive use, the clitic
appears instead of the head noun of an object of the verb (see Alsina & Yang 2018 for an analysis
of the partitive clitic in Catalan) and cannot be argued to substitute for the whole object. In
the genitive use, it fills the complement of a nominal or adjectival complement of the verb and
therefore does not correspond to an argument of the verb. Because of space limitations, I will
not discuss these uses further.
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form (as opposed to the unmarked pogut) showing agreement with the feminine
singular clitic la, which in this respect behaves like a direct object. The position in
which inherent clitics are realized and the possibility of triggering past participle
agreement, among other facts, are the same as with any other clitic.

One might assume that verbs with inherent clitics are listed in the lexicon
with one or more fully specified GFs that have no semantic content. For example,
dinyar-la would fully specify an accusative object with no correspondence to an
argument at a-structure or to a semantic participant.10 It would be listed as the
verb dinyar taking a feminine singular accusative object, as indicated in (17):

(17) dinyar V

⎡⎢⎢⎢⎢⎢⎣
pred ‘die〈arg〉’

obj

⎡⎢⎢⎢⎢⎣
case acc
pred ‘pro’
pers 3
num sg
gend fem

⎤⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎦

Under a realizational approach to clitic morphology, we can assume that the
features of the object in (17) are mapped onto the clitic la. As for the position
of this clitic in a string of restructuring verbs, it is no different from that of any
clitic. The syntactic dependents of the most embedded verb following a string of
restructuring verbs can cliticize onto the highest verb in the string of verbs.

One of the uses of the reflexive clitic is as an inherent clitic. In this use, there is
no reflexive interpretation. Following Grimshaw (1982), we can distinguish two
classes of verbs within the class of verbs that take an inherent reflexive clitic: the
lexically stipulated class of reflexive verbs and the class of inchoative verbs (in
Grimshaw’s terminology). The first class consists of verbs that are lexically re-
quired to take a reflexive clitic and either do not exist in a non-reflexive form or
are not related in a systematic way with their non-reflexive counterpart. Exam-
ples of this class in Catalan are desmaiar-se ‘faint’ or penedir-se ‘repent’, which
do not exist without a reflexive clitic. In the second class we find the intransitive
alternant of the causative alternation, such as trencar-se ‘break.intr’ or obrir-se
‘open.intr’ in Catalan. See Alsina (2020) for a treatment of inherently reflexive
verbs.

10One could debate whether this object should have a [pred ‘pro’] feature. Depending on how
one views the syntax-morphology mapping for clitics, this feature might be necessary. On
the other hand, the presence of this feature on a non-semantic GF would yield a violation of
Coherence, according to some definitions of this condition which require a pred feature on all
and only those GFs with semantic content.
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2.2.3.2 Clitics as adjuncts

Although clitics generally correspond to objects (or subjects, in languages with
subject clitics, such as French), in some languages they can also correspond to
obliques: this is the case of en and y in French, en and hi in Catalan, and ne and
ci or vi Italian. The clitic y/hi/ci(vi) may correspond either to an argument of the
verb or to an adjunct, as we see in (18) for French and in (19) for Catalan:

(18) French (Schwarze 2001b)
a. J’

I
y
y
ai
have.1sg

pensé.
thought

‘I have thought of it.’
b. Je

I
l’
3sg.f.acc

y
y
ai
have

vu.
seen

‘I saw him there.’

(19) Catalan (Todolí 2002)
a. Encara

still
no
not

s’
refl

hi
hi

han
have.3pl

acostumat.
accustomed

‘They haven’t got used to it yet.’
b. No

Not
es
refl

pot
can

circular
ride.inf

sense
without

casc,
helmet,

però
but

molts
many

motoristes
motorcyclists

hi
hi

circulen.
ride.3pl
‘You cannot ride without a helmet, but many motorcyclists do so.’

In (18a) and (19a), y/hi corresponds to an argument, but in the (b) examples
it is an adjunct: in (18b) it expresses the location in which an event takes place,
and in (19b) it expresses the means or manner. One can take this to mean that
y/hi has a double function, being alternatively an oblique or an adjunct, as in
Schwarze (2001b). Or one can take this as evidence that there is no adjunct gram-
matical function, as argued in Alsina (1996b). According to Alsina (1996b), the
distinction between argument and adjunct is made at the level of a-structure: a
GF that corresponds to a position at the a-structure is an argument, whereas a
GF with semantic content that does not is an adjunct. This distinction need not
be duplicated at the level of GFs by increasing the inventory of GFs with adj,
and adjuncts are simply obliques (obl) at the level of GFs. Consequently, all we
need to say about hi/y is that it corresponds to an obl. By not restricting it to
arguments, it follows that it can correspond to either an argument or an adjunct.
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2.3 The anaphoric reflexive clitic

We can define reflexive clitics as those that show agreement in person and num-
ber with the logical subject11 of the predicate that the clitic combines with. First
and second person clitics do not have a special reflexive form distinct from their
non-reflexive form. The third person does have a specific form for the reflexive
use, se (and cognate forms), which, however, does not distinguish singular from
plural. The third person form, being the only one that is unambiguously reflexive,
will be normally used to illustrate the behavior of reflexive clitics.

In this section, we will only consider what we might call the anaphoric use
of the reflexive clitic, by which the predicate has a semantically reflexive or re-
ciprocal interpretation. In Section 2.3.1, we compare the pronominal analysis and
the valence-reducing analysis of the anaphoric reflexive. And in Section 2.3.2, we
consider three variants of the valence-reducing analysis.

The other uses of the reflexive clitic are the inherent use (Section 2.2.3) and
the passive and impersonal use (Section 3.2).12

2.3.1 The reflexive clitic as an argument or as a marker of valence-reduction

In general, any verb that can take an object (direct or indirect) can also take a
reflexive clitic instead of the phrasal object, so that the logical subject and another
direct argument of the verb are interpreted as being the same set of participants:
this is the anaphoric use of the reflexive clitic. The interpretation is reflexive
or reciprocal depending on whether the same participant (individual or group)
is involved in the relation – reflexive interpretation – or a different participant
of the set is involved – reciprocal. Using Catalan to exemplify the anaphoric
use of the reflexive clitic, (20a) is a transitive sentence in which the direct, or
accusative, object is expressed as an NP; (20b) shows that a reflexive clitic can
be used instead of the NP object, in this case with a reflexive interpretation; and
this sentence resembles (20c), where a pronominal non-reflexive clitic is used
instead of the object NP. The examples in (21) show the possibility of the reflexive

11See the glossary for the definition of logical subject.
12The homonymy or syncretism of the anaphoric reflexive with the passive/impersonal reflexive
is complete in some Romance languages (e.g. Spanish, Catalan, or French), but is not complete
in some others, specifically, in Italian. In Italian, in both uses, it has the form si when it is
not in combination with another clitic, but, when the two uses co-occur in the same clause,
we obtain the combination ci si, as in ci si lava in (4c). In addition, the anaphoric reflexive
precedes a third person accusative clitic, whereas the impersonal reflexive follows it, as shown
in (4). This indicates that they are different morphs in Italian, which explains the possibility of
their co-occurrence together with another clitic, as ce lo si compra ‘one buys it for oneself’, as
pointed out by an anonymous reviewer.
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clitic appearing instead of a dative object and yielding a reciprocal or reflexive
interpretation.

(20) Catalan
a. Mira

look
com
how

contradiu
contradict.3sg

el
the

director.
manager

‘See how she contradicts the manager.’
b. Mira

look
com
how

es
refl

contradiu.
contradict.3sg

‘See how she contradicts herself.’
c. Mira

look
com
how

el
3sg.m.acc

contradiu.
contradict.3sg

‘See how she contradicts him.’

(21) Catalan
a. Avui

today
els
the

estudiants
students

enviaran
send.fut.3pl

regals
presents

a
a
la
the

professora.
teacher

‘Today the students will send the teacher presents.’
b. Avui

today
els
the

estudiants
students

s’
refl

enviaran
send.fut.3pl

regals.
presents

‘Today the students will send each other/themselves presents.’
c. Avui

today
els
the

estudiants
students

li
3sg.dat

enviaran
send.fut.3pl

regals.
presents

‘Today the students will send her presents.’

This pattern of facts lends itself to an analysis in which the reflexive clitic only
differs from pronominal object clitics in its anaphoric properties, being obliga-
torily bound by some antecedent in a local domain, and is the realization of an
argument of the clause. This is in fact the analysis proposed in Alencar & Kelling
(2005), which we can call the “pronominal analysis.” In examples like (20b) and
(21b), the reflexive clitic would be argued to realize an accusative object or a
dative object, just like the non-reflexive clitics do. However, this analysis has
been shown to be problematic since Grimshaw (1982). Grimshaw (1982, 1990)
gives compelling evidence for the claim that the reflexive clitic in its anaphoric
use should be treated as not realizing an argument of the clause but as valence-
reducing morphology.
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The clearest evidence presented by Grimshaw (1982, 1990) for the valence-
reducing analysis of the reflexive clitic concerns the behavior of the causative
construction. The logical subject of the infinitive in a causative construction,
with faire in French, is realized differently depending on the transitivity of the
infinitive: indirect object if the infinitive has a direct object, and direct object
otherwise, as shown in (22):

(22) French (Grimshaw 1990: 153)
a. Il

he
fera
make.fut.3sg

boire
drink.inf

un
a

peu
bit

de
of

vin
wine

*(à)
a

son
his

enfant.
child

‘He will make his child drink a little wine.’
b. Il

he
fera
make.fut.3sg

partir
leave.inf

{les/*aux}
the/*a.the

enfants.
children

‘He will make the children leave.’

When the infinitive has a reflexive clitic corresponding to its direct object, it
behaves like an intransitive verb and its logical subject is realized as a direct
object, as in (23a). In contrast, if the direct object of the infinitive is expressed as
a non-reflexive clitic, its logical subject is an indirect object, as in (23b).

(23) French (Grimshaw 1990: 153)
a. La

the
crainte
fear

du
of.the

scandale
scandal

a
has

fait
made

se
refl

tuer
kill.inf

{le/*au}
the/*a.the

frère
brother

du
of.the

juge.
judge

‘Fear of scandal made the brother of the judge kill himself.’
b. La

the
crainte
fear

du
of.the

scandale
scandal

l’a
3sg.m.acc.has

fait
made

tuer
kill.inf

{au/*le}
a.the/*the

juge.
judge
‘Fear of scandal made the judge kill him.’

If we assume that the reflexive clitic is not an object, unlike the non-reflexive
clitic, but an element of the morphology that signals the binding of two argu-
ments so that there is only one open argument position, we explain that the verb
behaves like an intransitive verb.

Grimshaw (1982) also presents NP extraposition in French as evidence for the
intransitive behavior of reflexivized verbs, i.e., verbs with an anaphoric reflexive
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clitic. French allows arguments that can normally appear as subjects, as in (24a),
to alternatively appear as objects with a dummy il in subject position, as in (24b):

(24) French (Grimshaw 1982: 112)
a. Un

A
train
train

passe
passes

toutes
all

les
the

heures.
hours

b. Il
il

passe
passes

un
a

train
train

toutes
all

les
the

heures.
hours

‘A train goes by every hour.’

However, the construction of NP extraposition, illustrated in (24b), is restricted
to intransitive verbs. In addition, there are semantic constraints on NP extrapo-
sition, but the intransitivity requirement is independent of these semantic re-
strictions. A reflexivized verb behaves like an intransitive verb in allowing NP
extraposition, unlike verbs with non-reflexive object clitics, as the contrast in
(25) illustrates:

(25) French (Grimshaw 1982: 113)
a. Il

il
s’
refl

est
is

dénoncé
denounced

trois
three

mille
thousand

hommes
men

ce
this

mois-ci.
month

‘Three thousand men denounced themselves this month.’
b. * Il

il
l’
3sg.f.acc

a
has

dénoncée
denounced

trois
three

mille
thousand

hommes.
men

‘Three thousand men denounced it.’

2.3.2 Three alternative valence-reducing analyses

Having shown that reflexive cliticization turns a transitive verb into an intransi-
tive one, three possibilities emerge as to how the two argument roles involved
in the binding relation signaled by the reflexive clitic map onto only one GF (typ-
ically the subject, but not necessarily, as shown in (25a)). The three analyses,
described in (26), have in common the idea that the anaphoric reflexive clitic
signals the binding at the level of argument structure of the logical subject and
another core argument of the same predicate:

(26) a. The unergative analysis: the lower argument is lexically bound and
therefore unable to be expressed as a GF; only the logical subject is
expressed as a GF. Proposed by Grimshaw (1982).
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b. The unaccusative analysis: the logical subject is lexically bound and
therefore unable to be expressed as a GF; only the lower argument in
the binding relation is expressed as a GF. Proposed by Grimshaw
(1990).

c. The a-structure binding analysis: both arguments involved in the
binding relation are expressed as a GF and are expressed as the same
GF. Proposed by Alsina (1993, 1996b).

Schematically, the three analyses can be depicted as in (27), where “θ̂” represents
logical subject, “I” represents internal argument, co-subscripting signifies bind-
ing of arguments, and underlining of an argument signifies that the argument
has no mapping to GF:

(27)

Unergative Unaccusative A-structure binding
analysis analysis analysis

θ̂1 I1 θ̂1 I1 θ̂1 I1
GF GF GF

Grimshaw (1982) does not present evidence specifically for the unergative anal-
ysis. The evidence presented in Grimshaw (1990) for the unaccusative anaysis
rests primarily on the facts of auxiliary selection in Italian, as we shall see. Some
of the evidence presented in favor of this analysis is really neutral with respect
to the other two analyses in competition. Since, according to Grimshaw (1990:
154), reflexivization satisfies an external argument (by binding), it cannot apply
to predicates that do not have an external argument or have a suppressed external
argument. It follows that it cannot apply to passives or subject-raising predicates.
This explains the contrast between English and Frenchwith subject-raising verbs
(from Grimshaw 1990: 155):

(28) a. They appear to each other to be intelligent.
b. * Jean

Jean
se
refl

semble
seems

intelligent.
intelligent.

(French)

‘Jean seems intelligent to himself.’

Grimshaw (1990) takes the ungrammaticality of (28b) to follow from the assump-
tion that a raising verb like sembler ‘seem’ does not have an external argument.
However, it can also be attributed to the observation that this verb does not have
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two arguments that can be involved in binding: the subject in (28b) is not an ar-
gument of the raising verb, but of its complement, so that the two arguments that
would be involved in binding in (28b) belong to two different predicates. And the
three analyses described in (26)–(27) require that the two arguments involved in
reflexive cliticization be arguments of the same predicate.

As for auxiliary selection in Italian, unergative verbs select avere ‘have’ as the
auxiliary in perfective compound forms and unaccusative verbs select essere ‘be’
(following Perlmutter 1978, 1983, 1989 and Rosen 1984; see Loporcaro 2016 for an
update), as shown in (29). The fact that reflexivized verbs select essere, as in (30),
even though their non-reflexive counterparts select avere, is taken as evidence
in Grimshaw (1990) that reflexivized verbs are unaccusatives:

(29) Italian (Katerinov 1975)
a. Avete

have.2pl
viaggiato
travelled

bene?
well

‘Have you travelled well?’
b. Sono

be.1sg
uscito.
gone.out

‘I have gone out.’

(30) Italian (Katerinov 1975)
a. Maria

Maria
e
and

Paola
Paola

si
refl

sono
be.3pl

salutate.
greeted.f.pl

‘Maria and Paola greeted each other.’
b. Mi

1sg
sono
be.1sg

comprato
bought

una
a

casa
house

nuova.
new

‘I bought myself a new house.’

If the expressed argument in reflexivized verbs is the internal argument, and the
external argument is not assigned to a GF, as in the unaccusative analysis in (27),
it is clear that reflexivized verbs are like unaccusative verbs. However, let us sup-
pose that the relevant notion for auxiliary selection is that verbs whose highest
GF maps onto an internal argument select essere (where subj ranks higher than
obj, and obj than obl). Then, both the unaccusative analysis and the a-structure
binding analysis fare equally in predicting that both unaccusative verbs and re-
flexivized verbs select essere.

But the a-structure binding analysis does not treat reflexivized verbs as unac-
cusatives, since the highest GF of the former is an external argument, as well as
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an internal argument. This has an advantage over the unaccusative analysis as it
allows us to explain two facts that the unaccusative analysis fails to explain. First,
the highest GF of reflexivized verbs, being an external argument, tends to be a
subject much more so than that of unaccusative verbs, which is not an external
argument. This contrast between reflexivized verbs and unaccusative verbs can
be clearly illustrated by using the same verb with a reflexive clitic yielding a po-
tential ambiguity between the anaphoric and the passive interpretations. Using
Catalan data, a sentence like (31a) is ambiguous between these two interpreta-
tions, whereas (31b) only allows the anaphoric interpretation:

(31) Catalan
a. Es

refl
defensaran
defend.fut.3pl

dos
two

diputats
deputies

al
at.the

parlament.
parliament

‘Two deputies will defend themselves at the parliament.’
‘Two deputies will be defended at the parliament.’

b. Dos
two

diputats
deputies

es
refl

defensaran
defend.fut.3pl

al
at.the

parlament.
parliament

‘Two deputies will defend themselves at the parliament.’
*‘Two deputies will be defended at the parliament.’

The preverbal position of the NP, with no object clitic anaphorically depen-
dent on it attached to the verb, unambiguously signals that the NP is the subject
– or, more exactly, a topic anaphorically linked to the null pronominal subject.
While an internal argument, especially if expressed as an indefinite NP, is as-
signed the object function, an external argument favors the assignment to the
subject function.

The contrast between the reflexivized verb and the reflexive passive form is
even clearer, when, under the appropriate discourse conditions, we omit the
noun diputats from (31). If the NP dos is postverbal, with obligatory presence
of the partitive clitic en, only the passive interpretation is allowed; if the NP dos
is preverbal, with no partitive clitic, only the reflexivized reading is possible:

(32) Catalan
a. Se’

refl
n
en

defensaran
defend.fut.3pl

dos
two

al
at.the

parlament.
parliament

*‘Two will defend themselves at the parliament.’
‘Two will be defended at the parliament.’
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b. Dos
two

es
refl

defensaran
defend.fut.3pl

al
at.the

parlament.
parliament

‘Two will defend themselves at the parliament.’
*‘Two will be defended at the parliament.’

If, as assumed in Grimshaw (1990), the reflexive passive and the reflexivized verb
have the same syntactically expressed arguments, namely, the internal argument
in both cases, the difference shown in (31) and (32) would be completely unex-
pected. On the other hand, under the a-structure binding analysis of reflexivized
forms, these forms have a GF that is both an internal and an external argument,
contrasting with reflexive passive forms, in which the highest GF is only an in-
ternal argument.

The second fact that favors the a-structure binding analysis is found in tri-
adic predicates: when the binding relation involves an argument that in the non-
reflexivized form of the verb is a dative object, the corresponding GF is not dative
in the reflexivized form, but nominative. If argument realizationwith reflexivized
verbs were the same as with unaccusative or passive verbs, we would not expect
dative case to disappear. Dative case is retained under passivization, blocking
the dative expression from being the passive subject. We see this not only with
participial passives, but also with reflexive passives, as in (33b). The goal argu-
ment is dative and cannot be expressed as a nominative phrase in a reflexive
passive, as in (33c). However, in the reflexivized form, in (33d) with a reciprocal
interpretation, the goal argument is nominative and the subject.13

(33) Catalan
a. El

the
metge
doctor

va
pst.3sg

ensenyar
show.inf

els
the

resultats
results

al
a.the

pacient.
patient

‘The doctor showed the patient the results.’
b. Es

refl
van
pst.3pl

ensenyar
show.inf

els
the

resultats
results

al
a.the

pacient.
patient

‘The patient was shown the results.’
c. * El

the
pacient
patient

es
refl

va
pst.3sg

ensenyar
show.inf

els
the

resultats.
results

‘The patient was shown the results.’

13The phenomenon is illustrated with Catalan data, but the facts are essentially the same in
French, Italian, and Spanish. See, for example, the Italian reflexivized form (30b), where the
first person singular reflexive clitic signals the binding of the agent and the goal, which are
encoded as the (null) subject.
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d. Els
the

pacients
patients

es
refl

van
pst.3pl

ensenyar
show.inf

les
the

cicatrius.
scars

‘The patients showed each other the scars.’

Under the unaccusative analysis, the NP els pacients in (33d) is the goal internal
argument, just as the phrase al pacient in (33b); so, it is very unclear why it has
dative case in the passive example, which prevents it from being the subject, as
in (33c), but not in the reflexivized form, in which the goal argument is nomina-
tive.14 On the other hand, within the a-structure binding analysis, the phrase al
pacient in the passive example (33b) is the goal internal argument and no other
argument, whereas the phrase els pacients in the reflexivized structure (33d) is
both the goal internal argument and the external argument. Here there are two
arguments that map onto the same GF. If we assume, as in Alsina (1996b), that da-
tive case is assigned to the GF that maps onto the more prominent of two internal
arguments, as long as it is not an external argument, it follows that dative case
will be assigned to the goal internal argument in the active and passive forms
(33a) and (33b), but not in the reflexivized form (33d).

The a-structure binding analysis of the anaphoric use of the reflexive clitic
just described relies on the idea essential to LFG that grammatical information is
factored into different levels of representation, allowing for mismatches among
these levels. In particular, the distinction between argument roles at a-structure
and GFs at f-structure plays a crucial role in this analysis. If we allow for the pos-
sibility that a given GF corresponds to two different argument roles, as schema-
tized in (27) for the a-structure binding analysis, we can explain not only the
valence-reducing effect of the anaphoric reflexive clitic, but those properties of
the GF that group it with an internal argument, as in the unaccusative analysis,
and those properties that group it with an external argument, as in the unergative
analysis.

Following the proposal in Alsina (1996b), we can illustrate this by comparing
the non-reflexive use of a dyadic predicate such as defensar ‘defend’ in Catalan
with the same predicate with the anaphoric reflexive clitic. This predicate has
an external argument and an internal argument, represented by [Ext] and [Int]
respectively at a-structure. Each argument has its linking index, represented as
a subscripted number, which, in the default case, is different for each argument,
entailing a different mapping to GF. This is the situation in (34a), where the ex-
ternal argument maps onto the subject and the internal argument onto the object.

14Grimshaw (1990: 184) points out this problem in an endnote and essentially leaves it unsolved,
although one of the solutions she sketches involves precisely a-structure binding.
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The effect of the anaphoric reflexive clitic is to coindex the logical subject of a
predicate with an internal argument, so that they have the same linking index
and therefore map onto the same GF, as shown in (34b). The principles mapping
argument roles to GFs are satisfied in (34b): the external argument is required to
map onto the subject and the internal argument is required to map onto a direct
GF (either subject or object) and, since the subject is a direct GF, both mapping
requirements are met. The a-structure is represented as the value of the feature
pred in (34).

(34) a. Non-reflexive use of defensar ‘defend’:[pred ‘defend〈[Ext]1 [Int]2〉’
subj1
obj2 ]

b. Reflexivized use of defensar-se ‘defend-refl’:[pred ‘defend〈[Ext]1 [Int]1〉’
subj1 ]

3 Arguments, grammatical functions, and case

This section deals with the morphosyntactic expression of arguments in terms
of grammatical functions and case. Section 3.1 considers the inventory of GFs,
especially the GFs of subjects, objects, and clausal complements. The passive
and impersonal reflexive constructions are examined in Section 3.2.

3.1 Objects and their realization

3.1.1 Direct and indirect objects: GF and case

Traditional grammar, as well as Relational Grammar, distinguishes two kinds of
objects in the Romance languages: direct object (DO) and indirect object (IO).
DOs, in their phrasal expression, are generally NPs without any case marker
or preposition, except that in some languages a subset of DOs are marked by
a preposition,15 whereas IOs, as phrases, are PPs introduced by the preposition
a. Both kinds of objects can be expressed as clitics and all Romance languages
have different sets of pronominal clitics in the third person for the two kinds
of objects. First and second person clitics do not distinguish between the two

15The prepositional marking of the DO, also known as differential object marking, is found in
Spanish, Catalan, southern Italian dialects, and Sardinian, which use the same preposition as
for IOs, and in Romanian, in which the preposition pe is used (Dragomirescu & Nicolae 2016:
920–921). See Barbu & Toivonen (2018) for the distribution of DO pe in Romanian.
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kinds of objects.16 Given that LFG does not have a DO and an IO in its standard
inventory of GFs, researchers have accommodated this distinction into the LFG
inventory of GFs in different ways. The proposals that restrict themselves to the
standard LFG inventory of GFs have in common the assumption that the DO is
obj and differ in the GF attributed to the IO, which is one of the following three:
obl, obj𝜃 , and obj.17

3.1.1.1 IO as obl

This proposal is found in Schwarze (2001b) and Sells (2013: 185–194), although no
motivation is given for adopting it instead of the available alternatives. Alsina
(1996b: 150–160) enumerates eight properties that group IOs with DOs, in the
class of direct functions, together with subjects, contrasting them with obliques:
(1) doubling of independent personal pronouns in the verbal morphology (as cli-
tics); (2) expression of person and number distinctions in the verbal morphology;
(3) the ability to be bound at a-structure (by means of the reflexive clitic); (4) the
ability to launch a floating quantifier; (5) disjoint reference of pronouns; (6) the
ability to bind quantifiers; (7) the ability of independent (or strong) pronouns to
function as resumptive pronouns; and (8) the ability to be the target of secondary
predication. All of these properties argue against treating the IO as an oblique
and show that it belongs to the class of direct GFs, together with subjects and
objects.18

3.1.1.2 IO as objθ

This proposal is found in Falk (2001: 115–118), Alencar & Kelling (2005), Ara-
novich (2012), Quaglia (2012), and Carretero García (2018). Grimshaw (1982) can

16Neither do third person reflexive clitics, but then, according to Section 2.3, they are not object
clitics. Instances of DO-IO syncretism are found even in third person non-reflexive clitics: this
is the case of Spanish leísmo, in which the clitic le is used for both IOs and human masculine
DOs. Other forms of DO-IO syncretisms in third person clitics are found in regional varieties
of Spanish (Tuten et al. 2016: 398).

17Some exceptions to this observation are found. Luís & Otoguro (2004: 344–349) treat the single
object of a clause as obj, whether it is direct or indirect (i.e., accusative or dative) and, in
ditransitive clauses, treat the DO as obj𝜃 and the IO as obj. Luís & Spencer (2005) use the GFs
obj1 and obj2 for the IO and the DO respectively, where we can assume that obj1 is another
name for obj and obj2 replaces obj𝜃 . No argumentation is presented for these proposals.

18To these properties we could add the IO-DO syncretism in first and second person and reflexive
clitics in Romance in general, the partial IO-DO syncretism in third person non-reflexive clitics
in Spanish (see footnote 16), and the partial syncretism in the phrasal expression of IO and DO
in those languages that use the same preposition for both objects (see footnote 15).
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be grouped in this proposal, as she assumes that the DO is obj and uses the GF a
obj, instead of obj𝜃 , for the IO. The main argument for this proposal is the obser-
vation that dative arguments cannot be encoded as subjects: they are never the
subject of a passive form, with verbs that can be passivized, and are not the sub-
ject of psychological verbs of the ‘like‘-type. While this is true, there are many
reasons for rejecting this proposal. In languages such as Chicheŵa (asymmetri-
cal object languages), in which the obj-obj𝜃 distinction is strongly motivated, the
obj has the ability to be expressed as a morphologically incorporated pronomi-
nal, can be accessed by an a-structure binding operation (reciprocalization), and
alternateswith the subj in a passive form,whereas the obj𝜃 lacks all of these prop-
erties (see Baker 1988a,b, Alsina &Mchombo 1990, Bresnan &Moshi 1990, Alsina
1996a, among others).19 The IO, like the DO, in Romance is able to be expressed
as a morphologically incorporated pronoun, as illustrated in examples (3b), (3c)
and (21c) (see also (35)), and, like the DO, can be accessed by an a-structure bind-
ing operation (by means of the reflexive clitic), as in (21b), (30b), and (33d). The
only property that the IO shares with the obj𝜃 is the fact that it cannot be a sub-
ject. To focus on this one feature of the IO in order to claim that it is an obj𝜃 is to
ignore the fact that there is a cluster of properties associated with the obj-obj𝜃
distinction, as has been mentioned, and the fact that DO and IO are distinguished
by grammatical case, unlike obj and obj𝜃 in most asymmetrical languages.

In addition to this, there is a difference in the thematic roles that map onto
obj𝜃 in the subclass of asymmetrical languages of the Chicheŵa type termed non-
alternating in Alsina (1996a) and the thematic roles that correspond to IO in the
Romance languages. In Chicheŵa, only thematic roles below goal in the thematic
hierarchy (i.e., instrumental, theme, patient, locative) can map onto obj𝜃 , as the
higher roles in the hierarchy (agent, beneficiary, goal) cannot map to obj𝜃 . In
contrast with this, the IO in Romance typically corresponds to the higher roles
in the hierarchy (agent, beneficiary, goal, experiencer).

In other words, to assume that IO is obj𝜃 implies abandoning the idea that
there is a cluster of properties associated with obj𝜃 and assuming that the only
necessary and sufficient condition for the obj𝜃 function is the failure of alter-
nating with the subj function, which is clearly an undesirable loss of predictive

19In addition, in Chicheŵa, the obj precedes the obj𝜃 when both are expressed as NPs in the
VP. However, this is not a necessary property of asymmetrical object languages, as there are
languages of this type, including other Bantu languages, that allow either order of the objects.
Also, the fact that the DO precedes the IO in Romance in the unmarked order is simply a
consequence of the different grammatical category of the two objects, the DO being an NP
and the IO being a PP.
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power of the theory. And it also requires assuming that the mapping of argument
roles to obj𝜃 may vary radically from language to language.

3.1.1.3 IO as OBJ

This proposal is argued for in Alsina (1996b) and is also found in Vanhoe (2002).
It places a lot of importance on the observation that DO and IO are distinguished
primarily by means of grammatical case. Both DO and IO are the GF obj and are
distinguished because IO is dative andDO is non-dative (i.e., accusative, although
nominative is also an option, see Section 3.1.3). What needs to be accounted for
in this approach is case assignment, particularly, the assignment of dative case.
Alsina (1996b) notes that dative case is assigned either on the basis of the seman-
tics, specifically, the thematic role involved, or on the basis of the a-structure
configuration. In the first case, dative is claimed to be assigned to arguments
whose thematic role is goal and this assignment does not depend on there being
a non-dative object in the clause, as illustrated in (35a). In the second case, dative
is assigned to the GF corresponding to the more prominent of two internal ar-
guments, as in (35b). As there need to be two internal arguments each mapping
to a different GF for the latter type of dative case assignment, dative fails to be
assigned to the single internal argument of a clause (unless it meets the seman-
tic requirement), as in (35c). The dative-accusative case alternation in (35b)–(35c)
also occurs with the causee in causative constructions depending on transitivity
of the embedded infinitive (see (22) and Section 4.1).

(35) Catalan (Alsina 1996b: 172)
a. En

art
Ferran
Ferran

li
3sg.dat

ha
has

escrit
written

(una
a

carta).
letter

‘Ferran has written him (a letter).’
b. Li

3sg.dat
ensenyen
they.teach

llatí.
Latin

‘They teach him Latin.’
c. L’

3sg.m.acc
ensenyen.
they.teach

‘They teach him.’

The only property that seems to indicate that IO behaves like obj𝜃 is the claim
that dative arguments are never subjects in Romance, but must be objects instead.
Alsina (1996b) claims that this fact is best accounted for through a constraint
prohibiting subjects with dative case. This constraint is active in the Romance
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languages, which do not allow dative subjects,20 but is not active in languages
such as Icelandic or Hindi (see Zaenen et al. 1985 and Mohanan 1994, respec-
tively, among others), in which dative subjects are possible. The thematic roles
to which dative case is assigned are very similar across these different languages,
but Romance differs from Icelandic and Hindi basically because dative blocks the
assignment of the subject function in the former, but not in the latter. Introduc-
ing the obj-obj𝜃 distinction in the description of the facts would just obscure the
differences and similarities among these languages.21

Accepting the idea that IO is obj implies that a given clause may have more
than one GF obj, since clauses often have an IO and a DO and sometimes even
more than one IO. In this respect, obj would not be different from obj𝜃 or obl𝜃 ,
of which clauses may have more than one. This requires modifying the frame-
work, which, in its standard form, does not allow multiple GFs with the same
attribute, unless the GF in question is assumed to take a set of f-structures as
its value rather than a single f-structure. Alsina (1996b) assumes that the only
GF that is unique in a clause is the subject, whereas the other two GFs, namely,
object and oblique (in a reduced inventory of GFs with only the three named
GFs), are not required to be unique and can have multiple instantiations. This
proposal can be implemented by assuming that both obj and obl take a set of
f-structures as their value, whereas subj takes an f-structure as its value. See also
Patejuk & Przepiórkowski (2016) for a different implementation of the idea that
the inventory of GFs consists of only the three GFs mentioned.22

3.1.2 The GF of clausal complements

The debate about the inventory of GFs in LFG has also addressed the issue of the
GF comp, a GF that in standard LFG is reserved for clausal complements, typically
finite. Alsina et al. (2005) (AMM) argue that this GF is not necessary and, in
fact, complicates the statement of generalizations and that clausal complements

20However, some authors have claimed that dative experiencers can be subjects, e.g. Cardinaletti
(2004) for Italian and Fernández-Soriano (1999) for Spanish.

21Certain verbs take a dative object as their sole object. This occurs in Latin with verbs such as
subvenire ‘help’, parcere ‘spare’, etc., as well as in the Romance languages. This is unlike the
obj𝜃 in languages such as Chicheŵa, where it occurs only in a double object construction.

22This idea is also valid for asymmetrical languages like Chicheŵa, since the distinction between
primary and secondary object (obj and obj𝜃 , respectively, in standard LFG) needs to be made
at the level of a-structure, as argued in Alsina (1993, 2001), by means of a feature (R) that marks
secondary objects, and only at that level, so that both primary and secondary objects are simply
objects at the level of GFs.
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should be assumed to be either objects or obliques.23 The argument based on
Catalan is as follows. Catalan has two types of clausal complements introduced
by the complementizer que, without a preposition: those that alternate with a
nominal complement, which can be expressed by the object clitic ho, and that
can passivize, and those that alternate with a prepositional complement, that
can be expressed by one of the oblique clitics hi or en, and that cannot passivize.
(36) exemplifies a complement of the first type: the verb entendre ‘understand’
can take a nominal complement, as in (36a), can cliticize its clausal complement
by means of ho, as in (36b), and can passivize with the dependent clause as the
subject, as in (36c):

(36) Catalan (AMM)
a. (La

the
teva
your

explicació)
explanation

no
not

l’
3sg.f.acc

he
have.1sg

entesa.
understood.f

‘(Your explanationi) I didn’t understand iti.’
b. (Que

that
hagis
have.2sg

arribat
arrived

tan
so

tard)
late

no
not

ho
ho

he
have.1sg

entès.
understood

‘(That you should have arrived so latei) I didn’t understand iti.’
c. Que

that
votessis
vote.sbjv.2sg

a
in

favor
favor

de
of

la
the

proposta
proposal

no
not

va
pst.3sg

ser
be

entès
understood

per
by

una
a

part
part

del
of-the

públic.
audience

‘That you should have voted in favor of the proposal was not
understood by part of the audience.’

Convèncer ‘convince’ is a verb that takes a clausal complement of the second
type: it alternates with a PP, as in (37a), but does not take a preposition, as in
(37b), and can be expressed by means of the oblique clitic en, as in (37c):

(37) Catalan (AMM)
a. M’

me
heu
have.2pl

de
to

convèncer
convince

de
of

les
the

seves
3poss

possibilitats.
possibilities

‘You have to convince me of his possibilities.’
b. M’

me
heu
have.2pl

de
to

convèncer
convince

(*de)
of

que
that

torni
return.1sg

a
to

casa.
home

‘You have to convince me to return home.’
23A defense of the GF comp can be found in Dalrymple & Lødrup (2000), Lødrup (2004, 2012),
and Belyaev et al. (2017).
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c. Me
me

n’
en

heu
have.2pl

de
of

convèncer.
convince

‘You have to convince me of that.’

Another class of verbs that take a clausal complement introduced by que is illus-
trated by estar d’acord ‘agree’, which takes a different preposition, en, when the
complement is not clausal, and a different clitic form, hi (see relevant examples
in AMM).

The choice of oblique clitic (en vs. hi) is related to the choice of oblique prepo-
sition: oblique complements introduced by the preposition de can be expressed
by means of the clitic en, whereas other obliques alternate with the clitic hi. Re-
placing one oblique clitic by the other one renders the sentences ungrammatical.
In addition, neither of the two classes of verbs allows the dependent clause in-
troduced by que to be the subject of a passive form, as illustrated in (38) for
convèncer.

(38) Catalan (AMM)
* Que
that

tornés
return.sbjv.3sg

a
to

casa
home

va
past.3sg

ser
be

convençut
convinced

en
the

Martí.
Martí

‘That he return home was convinced Martí.’

A possible LFG approach to these facts using the comp function would assume
that a clausal complement can be either an obj or a comp: it is an obj in cases like
(36b), where it alternates with an NP, with object clitics, and with the subject in a
passive clause, whereas it is a comp in (37b), where it has none of these properties.
This means that predicates like convèncer and estar d’acord have two different
subcategorization frames depending on whether the complement is nominal or
clausal: they take an obl for sentences such as (37a) and a comp for sentences
such as (37b) and, to complicate matters further, the clitic that corresponds to the
obl and to the comp is unique for each verb regardless of whether it corresponds
to the obl or to the comp, as in (37c). No generalization can be made regarding
the choice of clitic, given that some comps are expressed as en and some others
are expressed as hi, and the choice does not depend on the comp but on the obl
that appears on the alternative subcategorization frame of the verb.

If, on the other hand, we assume that there is no such GF as comp, as claimed
in AMM, but clauses can be the c-structure realization of either obj or obl (just
as they can be of subj), the different behavior of the clausal complements shown
in (36)–(38) simply follows from their being either obj or obl, together with a
constraint preventing clausal complements from taking a preposition. This con-
straint (let us call it *P+CP) is active in languages like Catalan or French (see
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Forst 2006 for relevant data on French) and English, where clausal complements
are not preceded by a preposition, but not in languages like Spanish, where com-
plements take their required preposition regardless of the category of the com-
plement (nominal or clausal).24

In languages with an active *P+CP, a verb selecting an oblique with a particu-
lar case feature (say genitive) will normally require this case feature to be overtly
realized (by means of the preposition de or by means of the clitic en, which are
alternative ways of realizing genitive case), but, if the realization of the oblique
should cause a violation of *P+CP, an alternative expression is chosen that does
not cause this violation, even though it fails to realize the case requirement. This
can be done in an OT framework, although other ways of obtaining preposition-
less oblique clauses are possible.

In this way, eliminating comp from the inventory of GFs not only results in
a simplification of the framework (it is preferable to have fewer theoretical con-
structs), but also in a simplification of the analysis (verbs that alternate between
taking a PP complement and a plain clausal complement, such as convèncer, have
only one subcategorization frame, with an obl, rather than two, one with an obl
and onewith a comp) and it reduces the redundancy in the theory (the c-structure
realization of comp is predictably clausal, i.e., CP or IP, but not NP or PP, whereas
in the framework without comp, both obl and obj can map onto either a nomi-
nal or a clausal category) and makes it possible to state generalizations that are
obscured in the framework with comp (e.g., the fact that the clitic realization that
corresponds to a clausal complement is the one that corresponds to the object or
oblique complement of the verb).

3.1.3 Mixed subject-object properties

It is generally assumed that the single core argument of unaccusative verbs al-
ternates between subject and object.25 It can be shown that this argument some-
times has objecthood properties and sometimes has subjecthood properties. A
paradox arises when we observe that this argument can have both types of prop-
erties in the same structure.

24Danish, according to Nigel Vincent (p.c.), is another language where the *P+CP constraint is
not active: e.g. det endte med at han blev fyret ‘it ended with that he was fired’.

25The Unaccusative Hypothesis – the idea that intransitive verbs are classified into two classes
depending on whether their core argument has some objecthood properties or not – was orig-
inally proposed by Perlmutter (1978) within the framework of Relational Grammar and sub-
sequently adapted to other frameworks. See Section 2.3.2 for the different behavior of unac-
cusative and unergative verbs with respect to auxiliary selection in Italian.
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Evidence for assuming that the single core argument of unaccusative verbs can
be expressed as an object is provided by the possibility of encoding this argument
by means of the partitive clitic in those languages that have it, such as Catalan,
French, and Italian. Since Perlmutter (1983), Rosen (1984), and Burzio (1986) for
Italian (see also Alsina 1996b for Catalan), the claim is that this clitic must corre-
spond to a direct object.26 Example (39) shows that the unaccusative verb sortir
‘go out’ in Catalan allows its single core argument to be expressed by means of
the partitive clitic, which, in this example, corresponds to the postverbal NP un.
Given the claim just noted, this NP has to be a direct object.

(39) Catalan (Alsina & Yang 2018: 48)
Cada
every

dia
day

surten
leave.3pl

molts
many

trens,
trains

però
but

avui
today

només
only

n’
en

ha
has

sortit
left

un.
one

‘Every day many trains leave, but today only one has left.’

Additional evidence supporting the claim that the argument partially encoded
by the partitive clitic is an object comes from past participle agreement. In Cata-
lan, the past participle optionally agrees in gender and number with a third per-
son object clitic, when co-occurring with the perfective auxiliary haver ‘have’.
The partitive clitic is one of the third person object clitics that can trigger past
participle agreement, as in (40):

(40) Catalan (Fabra 1912: 160)
N’
en

han
have.pl

arribats
arrive.ptcp.m.pl

molts.
many.m.pl

‘Many have arrived.’

In addition, the possibility of expressing the single direct argument of an in-
transitive verb as a bare indefinite NP provides further evidence for the object-
hood of this argument, given the observation that this type of expression is ex-
cluded for the subject of transitive verbs.

26The claim that, among intransitive verbs, only unaccusatives allow the partitive clitic, though
commonly accepted, has been questioned by various scholars, who have pointed out that
unergative verbs also allow the partitive clitic corresponding to their single core argument,
at least under certain circumstances, such as Lonzi (1986) and Saccon (1995) for Italian, Cortés
& Gavarró (1997) and Alsina & Yang (2018) for Catalan. Regardless of the correctness of this
claim, the shared assumption is that the partitive clitic in these languages corresponds to a
DO, which implies that the single core argument of an intransitive verb can be encoded as an
object.
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Alongside the object encoding of the single direct argument in examples like
(39)–(40), it is also possible for this argument to be expressed as the subject. The
clearest evidence for this alternative encoding is the possibility of subject pro-
drop. In a subject pro-drop language such as Catalan, a subject (and only a sub-
ject) can be null and be interpreted as having a definite referent, which indicates
that, in (41), the missing argument, the logical subject of sortir ‘leave’, is its sub-
ject:

(41) Catalan (based on Alsina & Yang 2018: 50)
Avui
today

Ø surten
leave.3pl

tard.
late

‘Today they are leaving late.’

If we should take verb agreement to be a subjecthood diagnostic in Catalan, we
would have a problem in examples like (39)–(40). We find that the verb does not
only agree with the subject, as is the case in (41), but also with the argument
that is claimed to be an object. In (40), for example, the single core argument of
arribar ‘arrive’ is expressed as the NP molts ‘many’, which has been argued to be
an object, and yet this object agrees with the finite verb form han. But there is
no need to assume that the agreement trigger is a subject. The verbal agreement
facts of languages like Icelandic or Hindi indicate that the verb can agree with
a grammatical function other than the subject, provided that it is in nominative
case. And there is independent evidence that this is the case in Catalan as well.
As shown in Alsina & Vigo (2014), in copular constructions with a predicative NP
in Catalan, which are characterized by having two nominative phrases, the verb
agrees with the nominative phrase that is higher in a person-number hierarchy
where first and second person outrank third person and, among third persons,
plural outranks singular (similar facts are found in Spanish and Italian). This
indicates that what is necessary is for the agreement trigger to be a nominative
expression.

Alsina & Yang (2018) propose an argument realization theory in which case is
assigned to arguments independently of their GF and has the effect of constrain-
ing the GF assigned to an argument. According to their case assignment princi-
ples, nominative is assigned as a default to a core argument: a core argument that
is not assigned dative or accusative case receives nominative. A constraint dis-
allowing subjects with a case value other than nominative ensures that subjects
in Catalan, and in the Romance languages in general, are nominative. Crucially,
while all subjects are nominative, not all nominative arguments are subjects. The
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single core argument of an unaccusative verb is assigned nominative case and
maps either onto the subject or the object.27

Thus, the paradox noted at the beginning of this subsection disappears. The
single core argument of an unaccusative seems to have simultaneous subject-
hood and objecthood properties: in examples like (39)–(40) it is encoded by the
partitive clitic and triggers past participle agreement, which are properties of
objects, and it triggers finite verb agreement, which is usually assumed to be a
property of subjects. However, once we observe that finite verb agreement is
triggered by the nominative argument, all we need to assume is that the single
core argument of a verb is always nominative and alternates between the subject
and the object functions. As a nominative object, it has the standard objecthood
properties, shared with accusative objects, and triggers finite verb agreement, a
property of nominative arguments.

3.2 Passive and impersonal constructions

In this subsection we deal with passive and impersonal constructions. In Sec-
tion 3.2.1, we compare the participial passive (or passive with auxiliary ESSE ‘be’)
and the reflexive passive. And in Section 3.2.2, we review the evidence for consid-
ering the reflexive passive and the reflexive impersonal as the same or different
constructions.

3.2.1 Two passive constructions

All Romance languages have two passive constructions, which we will call the
participial passive and the reflexive passive. (The reflexive impersonal construc-
tion will be discussed in Section 3.2.2.) The participial passive is characterized
by having the main predicate in the past participial form,28 by the agreement in
gender and number of this participle with its subject, by the fact that this subject
has the same thematic role as the accusative object of the corresponding active

27Alsina & Yang (2018) assume that this nominative argument maps onto the subject, when it
is definite, and onto the object, when it is indefinite. This follows from treating the Subject
Condition as a constraint in an OT setting and ranking it below an Indefinite Subject Ban,
which penalizes an indefinite subject, in subject pro-drop languages like Catalan. So, the single
core argument is a subject in an example like (41), but is an object in examples like (39)–(40).

28The assumption that past participles (of transitive verbs) can be passive and that it is the par-
ticipial morphology that signals that the construction is passive is made in Bresnan (1982: 9–10)
for English and in Loporcaro et al. (2004) for Romance, among others. The syntactic structure
in which the participle is used (e.g., whether the auxiliary is ‘be’ or ‘have’) constrains the
choice of the active or passive reading of the participle.
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form, and by the fact that the thematic role of the subject of the corresponding
active form is either unexpressed or expressed by means of an oblique phrase
(introduced by the preposition da in Italian, par in French, por in Spanish and
Portuguese, per in Catalan, etc.). The passive participle can be used heading an
adjunct clause, modifying either a clause or a noun, or as the main predicate
of the clause along with a special auxiliary for passive clauses – the equivalent
of be in the different languages (ser, être, essere, etc., although some languages
have additional passive “auxiliaries,” such as venire or andare in Italian), as in the
Catalan examples in (42):

(42) Catalan
a. Examinada

examine.ptcp.f.sg
la
the.f.sg

situació
situation

pels
by.the

experts,
experts

la
the

solució
solution

arribarà
arrive.fut.3sg

aviat.
soon

‘Once the situation has been examined by the experts, the solution
will arrive soon.’

b. La
the.f.sg

situació
situation

serà
be.fut.3sg

estudiada
study.ptcp.f.sg

pels
by.the

experts
experts

fins
until

a
a

l’
the

últim
last

detall.
detail

‘The situation will be studied by the experts up to the last detail.’

Participial passives are also known as periphrastic passives, as they require
an auxiliary in order to function as the main predicate of a clause other than an
adjunct clause; however, since they can occur without an auxiliary in adjunct
clauses such as in (42a), the term “participial passive” seems more appropriate.

The reflexive passive (or “Middle se” to use Grimshaw’s (1982) term) is char-
acterized by the use of the reflexive clitic in the third person. The effects of this
clitic on the mapping between arguments and GFs are very similar to those of
the participial passive: the logical subject is suppressed, i.e., not expressed as a
direct GF, and the direct object of the active form is the nominative GF, typically
the subject. However, with the reflexive passive, the suppressed logical subject
is generally not expressible as an oblique phrase. Morphologically, the reflexive
passive is identical to the anaphoric and inherent uses of the reflexive reviewed
in Section 2.2.3 and Section 2.3 and, potentially, gives rise to ambiguities with
those uses of the reflexive. Two examples of reflexive passives in Catalan are
given in (43), using verbs that, without the reflexive clitic, are transitive (i.e. take
a direct, or accusative, object).
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(43) Catalan
a. Aquesta

this
obra
play

s’
refl

estrenarà
premiere.fut.3sg

demà.
tomorrow

‘This play will be premiered tomorrow.’
b. Es

refl
preparen
prepare.3pl

moltes
many

pizzes
pizzas

en
in

aquest
this

local.
establishment

‘Many pizzas are prepared in this establishment.’

The direct object of the non-reflexive form corresponds to the nominative GF
in the reflexive passive. As a nominative GF, it shows agreement with the verb:
singular in (43a) vs. plural in (43b). It can be the subject, and often is (see Sec-
tion 3.1.3): as such, it can appear in clause-initial position without an agreeing
clitic on the verb, as in (43a), can be omitted with a definite interpretation, as in
(44a), and cannot be expressed by means of a definite clitic, as in (44b):29

(44) Catalan
a. S’

refl
estrenarà
premiere.fut.3sg

demà.
tomorrow

‘It will be premiered tomorrow.’
b. * Se

refl
les
3pl.f.acc

preparen
prepare.3pl

en
in

aquest
this

local.
establishment

‘They are prepared in this establishment.’

In subject pro-drop languages, like Catalan, subjects can be omitted with a def-
inite interpretation, accounting for (44a). And definite object clitics such as les
can only correspond to objects, which explains (44b).

Whereas the anaphoric and inherent uses of the reflexive clitic are compatible
with all person features (first, second, and third), the reflexive passive can only
occur with the third person clitic. It is not possible to have a reflexive passive
with a first or second person subject, as that would require a first or second per-
son reflexive clitic. Compare a well-formed participial passive with a first person
subject, (45a), with the corresponding ill-formed reflexive passive, (45b).

(45) Catalan
a. He

have.1sg
estat
been

vist
seen

passant
passing

per
by

la
the

plaça.
square

‘I have been seen walking across the square.’
29(44b) is grammatical with an anaphoric interpretation, irrelevant here: ‘They prepare them for
themselves in this establishment.’
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b. * M’
me

he
have.1sg

vist
seen

passant
passing

per
by

la
the

plaça.
square

‘I have been seen walking across the square.’

The two passive constructions are different morphologically, but share the defini-
tional properties of a passive construction: the logical subject cannot be encoded
as a direct GF and there is an internal argument encoded as a nominative GF,
often the subject.

3.2.2 Reflexive passive and reflexive impersonal: one or two constructions?

The construction that we may call the impersonal reflexive, which is common at
least in Spanish, Catalan, and Italian, like the reflexive passive also involves the
reflexive clitic. It has a passive-like interpretation, as the argument that would
be the subject without the reflexive clitic is unexpressed and interpreted as an
arbitrary or unspecified human. It is found with intransitive predicates of both
agentive and non-agentive types, as in (46). It also occurs with transitive verbs,
in which case the internal argument should be analyzed as an accusative object
because it does not agree with the verb and can be expressed by means of a
definite object clitic, as in (47).

(46) Catalan
a. Demà

tomorrow
no
not

es
refl

treballa.
work.3sg.

‘There is no work tomorrow.’
b. No

not
se
refl

surt
go.out.3sg

fins
until

que
that

ho
ho

digui
say.sbjv.1sg

jo.
I

‘No one goes out until I say so.’
c. S’

refl
ha
have.3sg

de
of

ser
be.inf

tossut
stubborn

per
to

fer
do.inf

això.
this

‘You’ve got to be stubborn to do this.’

(47) Catalan
a. S’

refl
ha
have.3sg

seguit
followed

els
the

sospitosos
suspects

fins
until

al
a.the

seu
their

pis.
flat

‘The suspects have been followed up to their flat.’
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b. Se’
refl

ls
3pl.m.acc

ha
have.3sg

seguit
followed

fins
until

al
a.the

seu
their

pis.
flat

‘They have been followed up to their flat.’

There are clear similarities between the reflexive passive and the impersonal re-
flexive constructions that make it desirable to assume that the reflexive clitic
performs the same function in both cases. The two constructions share the fact
that the logical subject is not expressed and is interpreted as an arbitrary or un-
specified human and that they can only be used with the third person form of
the reflexive clitic. For this reason it is not possible to distinguish them semanti-
cally. This has led some researchers, such as Cardona (2015), to claim that both
constructions should be treated as a passive construction.30

However, no attempt to derive the two constructions from a single operation
performed by the reflexive clitic has successfully explained all the facts of both
constructions. Themain objections to such a reductionist approach, whichwould
assume that the reflexive clitic is the morphological exponent of a passive opera-
tion in both constructions, have been pointed out in Yang (2019). The first objec-
tion concerns the conditions on accusative case assignment. Accusative case can
only be assigned in an argument structure that contains an external argument
expressed as a direct function. This explains the observation that passive sen-
tences in Romance, including reflexive passive sentences, do not have accusative
objects: for this reason the reflexive passive (44b) is ungrammatical, as it has an
object clitic that corresponds to an accusative object. But if the impersonal reflex-
ive were also a passive form, we would not be able to explain the grammaticality
of (47b), which does contain a clitic corresponding to an accusative object. As
a passive form, it would not have a direct function mapped onto the external
argument and accusative case should not be assigned.

The second objection has to do with the observation that the impersonal se
can occur in constructions in which one cannot argue that a logical subject is
being suppressed, either because the argument that is interpreted as a generic or
arbitrary human is not a thematic argument of the predicate or because it is not
the logical subject. This is arguably the situation with copular sentences, such
as (46c), on the assumption that the subject of the copula is not an argument of
the copula, but of its predicative complement. And it is definitely the case when
impersonal se is attached to a participial passive sentence, as in (48). Although
such examples are rare and hard to contextualize, they are not ungrammatical.

30See Bentley (2006) for an attempt to capture both the differences and the commonalities be-
tween the anaphoric, passive and impersonal uses of the reflexive clitic in Italian, within the
framework of Role and Reference Grammar.
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(48) Catalan (Institut d’Estudis Catalans 2016: 895)
Passava
happened

això
this

quan
when

s’
refl

era
was

expulsat
expelled

del
from.the

partit.
party

‘This is what happened when one was expelled from the party.’

The reflexive clitic cannot be the exponent of the suppression of the logical sub-
ject of the verb in participial form, because this argument is already suppressed
by the participial morphology. If anything is suppressed by the reflexivemorphol-
ogy, it is the subject of the copula, a non-thematic GF of this verb that controls
the subject of the participial verb, which is not its logical subject.

Given these two objections to the unified analysis of the reflexive passive and
the reflexive impersonal, it seems necessary to assume that they are two differ-
ent constructions, as concluded in Yang (2019): the reflexive passive is a passive
construction, in which the logical subject is suppressed, whereas the reflexive
impersonal licenses a null, 3rd person singular subject, with an arbitrary human
interpretation. This is also the proposal in Kelling (2006).

The reflexive passive and the reflexive impersonal, although different construc-
tions, are in competition. According to Aranovich (2009), with dyadic predicates,
in Spanish, the choice between the two constructions is determined by the ani-
macy features of the internal argument. If this argument is animate, the reflexive
impersonal construction is employed, but if it is inanimate the reflexive passive
is preferred:31

(49) Spanish (Aranovich 2009: 623–624)
a. Ayer

yesterday
se
refl

atrapó
caught.3sg

a
a
los
the

ladrones.
thieves

‘The thieves were caught yesterday.’
b. Ayer

yesterday
se
refl

atraparon
caught.3pl

las
the

pelotas.
balls

‘Yesterday, the balls were caught.’

(50) Spanish (Aranovich 2009: 623–624)
a. * Ayer

yesterday
se
refl

atraparon
caught.3pl

los
the

ladrones.
thieves

‘The thieves were caught yesterday.’

31While there might be a strong preference for the choice between the two constructions to
depend on the animacy of the internal argument, sentences such as (50) are generally not
considered to be ungrammatical.
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b. * Ayer
yesterday

se
refl

atrapó
caught.3sg

las
the

pelotas.
balls

‘Yesterday, the balls were caught.’

Aranovich (2009) develops an analysis using Optimality Theory (OT) and Lexi-
cal Mapping Theory (LMT). In this analysis, the alternation between the reflex-
ive impersonal and the reflexive passive is the result of a conflict between two
constraints, one favoring the assignment of the subject function to the reflexive
clitic and another one penalizing inanimate objects. The difference between the
two constructions is reflected in the GF assigned to the reflexive clitic, which
is a subject in the reflexive impersonal and an oblique in the reflexive passive.
The reflexive passive avoids the marked configuration of an inanimate object
by allowing the inanimate internal argument to be realized as the subject. See
Aranovich (2009) for the details of the analysis.

4 Complex predicates

Complex predicates have been the object of investigation within LFG in a variety
of languages since work such as Mohanan (1990, 1994), Matsumoto (1992), Alsina
(1993, 1996b), and Butt (1993, 1995). For present purposes we can follow Butt’s
(1995: 2) definition and take a complex predicate to be a construction whose
argument structure is complex, in the sense that two or more semantic heads
contribute to it, and whose GF structure is that of a simple predicate. The Ro-
mance languages have made a significant contribution to this investigation, as
they have several constructions that are analyzed as complex predicates, partic-
ularly, the causative construction and restructuring constructions. In Section 4.1
we examine the facts of these constructions and, in Section 4.2, we review some
of the analyses that have been proposed for them.

4.1 The causative and restructuring constructions

4.1.1 The causative construction

In contrast with languages where causative verb forms are a single word con-
sisting of a stem and a causative affix (as in Chicheŵa and many Bantu lan-
guages), causative constructions in the Romance languages comprise two verb
forms (leaving aside the fact that they can also be accompanied by auxiliaries):
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the causative verb and an infinitive complement.32 There are two causative verbs,
which behave alike in most respects syntactically: fare ‘make’ and lasciare ‘let’ in
Italian, and the corresponding pairs in French (faire and laisser), Spanish (hacer
and dejar) or Catalan (fer and deixar);33 see examples (51)–(54).

What distinguishes the causative construction in Romance from other con-
structions in which a verb takes an infinitival complement is what we might
call the monoclausality of the causative construction, that is, the fact that the
causative verb and the infinitive behave as if they were part of one and the same
clause from the point of view of the f-structure. As shown in Alsina (1997), the
causative verb and the infinitive are a unit at the level of f-structure, very much
like causative verbs in Chicheŵa, but are clearly two different units (i.e., two sep-
arate verbs) at the level of c-structure, unlike causative verb forms in Chicheŵa,
which are a unit at both levels.
Following is some of the evidence in favor of themonoclausality of the causative

construction:

4.1.1.1 The case alternation on the causee

(I use the term causee here to refer to the logical subject of the infinitive, or
embedded predicate, in the causative construction.) As shown in Section 2.3.1,
example (22), repeated here as (51), the case of the causee depends on the tran-
sitivity of the embedded predicate: it is dative if the embedded predicate has an
accusative object, and it is accusative otherwise.

(51) French (Grimshaw 1990: 153)
a. Il

he
fera
make.fut.3sg

boire
drink.inf

un
a

peu
bit

de
of

vin
wine

*(à)
a

son
his

enfant.
child

‘He will make his child drink a little wine.’
32The Romance languages also include many verbs that are causative in meaning but cannot
be considered to be complex predicates in the sense intended here as they are not decompos-
able into a base predicate and a causative predicate (whether bound morpheme or indepen-
dent word). This is the case of romper ‘break’ or abrir ‘open’ in Spanish, or chiudere ‘close’ or
raffreddare ‘cool’ in Italian. Some of these verbs, including the examples given, undergo the
causative-anticausative alternation, which is signaled morphologically by means of the reflex-
ive clitic on the anticausative member of the alternation (e.g. romperse or abrirse in Spanish
and chiudersi or raffreddarsi in Italian). It is, therefore, an anticausative alternation, in Haspel-
math’s (1993) terms (see also Cennamo 2016: 971), in contrast with the Bantu pattern, where
the alternation is causative.

33Some of these verbs also admit a biclausal raising-to-object construction, in which both the
causative verb and the dependent infinitive head their own clause and the object of the
causative verb functionally controls the subject of the infinitival clause. This is the case of
a French example such as Elle a laissé Jean laver la voiture ‘She let John wash the car.’ Since
these constructions are not complex predicates, they will not be discussed here.
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b. Il
he

fera
make.fut.3sg

partir
leave.inf

{les/*aux}
the/*a.the

enfants.
children

‘He will make the children leave.’

This case alternation would be unexpected if the infinitive were the f-structure
head of an embedded clause. By viewing the two verbs in the construction as
forming a unit, a pred, at f-structure, this case alternation can be made to follow
from a theory of argument realization in which dative case is assigned only as
a marked option, that is, to the more prominent of two internal arguments (as
proposed in Alsina 1996b and Alsina & Yang 2018).

4.1.1.2 Clitic climbing

Clitics that correspond to argument roles of the embedded predicate usually ap-
pear attached to the causative verb (or to a higher auxiliary or restructuring verb),
as in (52):

(52) Catalan
a. Això

that
m’
me

hi
hi

ha
has

fet
made

pensar.
think.inf

‘That made me think about it.’
b. Aquests

these
documents,
documents

els
3pl.m.acc

faré
I.will.make

enquadernar.
bind.inf

‘These documents, I will have them bound.’

The clitic hi in (52a) corresponds to the oblique complement of pensar ‘think’
and yet appears attached to the auxiliary of the causative verb; likewise in (52b),
where the clitic els corresponds to the accusative object of enquadernar ‘bind’.
This property is not found with verbs that take an infinitival clausal complement,
such as semblar ‘seem’, caldre ‘be necessary’, convenir ‘be convenient’, insistir
‘insist, etc., in which case the clitics dependent on the infinitive appear attached
to the infinitive.

4.1.1.3 Reflexivization

The reflexive clitic can encode the binding of the logical subject of the causative
predicate and an argument of the embedded predicate, as in (53a).
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4.1.1.4 Reflexive passive

A reflexive passive of the causative predicate, encoded by the reflexive clitic, can
have an argument of the embedded predicate as its nominative argument, agree-
ing with the causative verb (or a higher auxiliary or restructuring verb), as in
(53b).

(53) Catalan
a. S’

refl
ha
has

fet
made

criticar
criticize.inf

durament.
hard

‘She has got herself criticized severely.’
b. S’

refl
han
have.3pl

fet
made

arreglar
fix.inf

les
the

façanes
façades

del
of.the

carrer
street

principal.
main

‘The façades of the main street have been made to be repaired.’

4.1.1.5 Passivization

Some Romance languages allow participial passivization of the causative con-
struction, in which an argument of the embedded predicate is the subject of the
passivized causative structure. This possibility is illustrated for Italian in (54a),
from Frank (1996), whereas French is a language that does not allow it.

4.1.1.6 Past participle agreement

Among those Romance languages in which the past participle of compound ten-
ses agrees with the accusative object expressed as a clitic (or, depending on the
language, in other cases as well), Italian has this phenomenon in causative con-
structions, as in (54b), although French does not.

(54) Italian
a. Questo

this
libro
book

è
is

stato
been

fatto
made

leggere
read.inf

a
a
Mario
Mario

da
by

Giovanni.
Giovanni

‘This book has been made to be read by Mario by Giovanni.’
b. Le

the.f.pl
tavole,
table.f.pl

le
3pl.f.acc

ho
have.1sg

fatte
make.ptcp.f.pl

riparare
repair.inf

a
a

Gianni.
Gianni
‘The tables, I have made Gianni repair them.’
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Other phenomena that support the monoclausal treatment of the causative
construction include tough movement, which in Romance is a clause-bound phe-
nomenon: as it can affect the object of the embedded predicate in a causative
construction, it shows that the causative predicate and the embedded predicate
constitute a single complex predicate. Although the facts are quite compelling
in this respect, there are some attempts to explain them adopting a biclausal ap-
proach, as in Yates (2002).

4.1.2 The restructuring construction

The restructuring construction, present in many of the Romance languages, but
absent in modern French, is similar to the causative construction in that it also
involves two verbs (not counting auxiliaries) that form a complex predicate and
behave as if they belonged to the same clause, but differs from it in not increas-
ing the valence of the embedded predicate. The list of restructuring verbs varies
somewhat from language to language, and even from one speaker to another, but
it typically includes verbs such as (using Catalan for the examples) voler ʻwantʼ,
poder ʻcan, be ableʼ, saber ʻknowʼ, venir a ʻcome toʼ, anar a ʻgo toʼ, tornar ʻdo againʼ,
començar a ʻbeginʼ, acabar de ʻfinishʼ, etc. The construction was first described by
Aissen & Perlmutter (1976) and Rizzi (1976),34 who proposed an optional process
of clause union or restructuring, respectively, in order to explain that a restruc-
turing verb, such as those just mentioned, and a dependent verb can behave as
if they were a single verb from the point of view of their GFs.

As with the causative construction, one of its salient features is the possibil-
ity of clitic climbing. Reflexivization and the reflexive passive are also possible
with the restructuring construction. Some verbs allow participial passive and lan-
guages that have past participle agreement with the object in compound tenses
also exhibit this phenomenon in the restructuring construction. In languages
that have auxiliary selection, like Italian, the choice of auxiliary is determined
by the embedded verb. To illustrate just some of these phenomena in Italian, do-
vere ʻhave toʼ, as a verb taking an infinitival phrase, allows clitic climbing, as the
position of the clitic gli illustrates in (55), and also allows, but does not require,
the choice of auxiliary to be determined by the infinitive, as shown in (56):

(55) Italian (Rizzi 1982: 4)
a. Gianni

Gianni
ha
has

dovuto
had.to

parlargli
speak.3sg.m.dat

personalmente.
personally

34Although these works are better known through later publications, specifically Aissen & Perl-
mutter (1983) and Rizzi (1982), the fact that the first version of these works has the same date
of publication suggests that they were developed independently of each other.
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b. Gianni
Gianni

gli
3sg.m.dat

ha
has

dovuto
had.to

parlare
speak

personalmente.
personally

‘Gianni has had to speak with him personally.’

(56) Italian (Rizzi 1982: 19)
Piero
Piero

ha
has

/
/
è
is

dovuto
had.to

venire
come

con
with

noi.
us

‘Piero has had to come with us.’

Interestingly, when clitic climbing takes place from an infinitive such as venire
‘come’, which selects essere, the option of using the avere auxiliary disappears, as
shown in (57):

(57) Italian (Rizzi 1982: 21)
a. Maria

Maria
c’
ci

è
is

dovuta
had.to.f.sg

venire
come

molte
many

volte.
times

b. *? Maria
Maria

ci
ci

ha
has

dovuto
had.to

venire
come

molte
many

volte.
times

‘Maria has had to come there many times.’

Restructuring is optional, accounting for the options in (55)–(56). When restruc-
turing occurs, clitic climbing is required and auxiliary choice is determined by
the dependent infinitive, which accounts for the contrast in (57).

4.2 Analyses of the Romance complex predicates

Alsina (1996b), adapting Alsina’s (1992) proposal for the causative predicate in
Chicheŵa, assumes that the causative predicate in Romance has a three-place
argument structure, in which there is a causer, an affected (or acted-upon) ar-
gument, and a caused event. In addition, the affected argument is fused with an
argument of the caused event, so that there is a GF that corresponds to two argu-
ment roles: the affected argument of the causative predicate and another role of
the caused event. The caused event position in the causative argument structure
is filled by the predicate of the infinitive in the causative construction.

In this way, the causative complex predicate is formed in the syntax in Ro-
mance, whereas it is formed in the lexicon in Chicheŵa. As argued in Alsina
(1997), the causative complex predicate is the same in the two languages as far
as the argument structure is concerned, but they differ in that it corresponds to
a single word in Chicheŵa (containing a verb stem and a causative suffix), but
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it corresponds to two words in Romance (the causative verb and the infinitive).
If the lexicon is the linguistic component in which words are formed, as well as
stored, and the syntax operates with fully formed words, the difference between
the two languages concerning causative predicates resides in the component in
which this complex predicate is formed: the lexicon in Chicheŵa, the syntax in
Romance. Given that this proposal implies some departure from classical LFG as-
sumptions (such as the idea that the list of GFs that a predicate requires is fixed in
the lexicon and cannot be altered in the syntax), there are alternative proposals
that assume that the causative complex predicate is formed in the lexicon, as in
Frank (1996), in spite of the fact that it corresponds to two distinct words in the
syntax.

The treatment of causatives in Alsina (1996b) can be adapted to handle restruc-
turing constructions. The only difference is that a restructuring verb either takes
an event argument as its sole argument, as would be the case of dovere, or takes
an additional argument role that is fused with the logical subject of the event
argument, as would be the case of volere ‘want’ or venire ‘come’. In either case,
the resulting restructuring construction has no more expressed arguments than
the base predicate, the infinitive. When restructuring takes place, the auxiliary
selection properties of the construction are determined by the base predicate and
the highest verb in the sequence of restructured verbs, including auxiliaries, is
the one to which clitics are attached.

The idea that predicate formation may take place in the syntax, as opposed
to the lexicon, has been met with some resistance by some LFG practitioners.
Yet, the alternative, namely, that complex predicate formation with restructuring
and causative verbs takes place in the lexicon, is hard to maintain given that the
sequence of such verbs is potentially unlimited. Following are two examples with
a long sequence of restructuring and causative verbs in Catalan:

(58) Catalan
a. La

3sg.f.acc
va
past.3sg

haver
have.inf

de
to

tornar
repeat.inf

a
to

començar
begin.inf

a
to

escriure.
write.inf

‘She had to start writing it again.’
b. L’

3sg.m.acc
hi
3.dat

he
have.1sg

volgut
want.ptcp

fer
make.inf

acabar
finish.inf

de
of

recitar.
recite.inf

‘I wanted to make him finish reciting it.’

In both examples the clitics (la in (58a) and l’hi in (58b)) are thematically related
to the base predicate, but appear attached to the matrix verb (the past tense aux-
iliary va in (58a) and the perfective auxiliary he in (58b)), indicating that there
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is complex predicate formation involving all the verbs from the auxiliary to the
base predicate.

An issue that Alsina (1996b, 1997) does not address is how the light verb (the
causative, restructuring, or auxiliary verb) in a complex predicate imposes form
requirements on the dependent verb. Some verbs, such as the causative verbs and
restructuring verbs like poder ‘can’ and voler ‘want’, require a prepositionless
infinitive, as seen in (58b) and preceding examples. Other verbs require a spe-
cific preposition before the infinitive: haver in (58a) and acabar in (58b) require
the preposition de before the infinitive; tornar and començar in (58a) require the
preposition a before the infinitive.

The traditional LFG way to capture these dependencies is through the f-struc-
ture. However, if the f-structure is “flat” so that there is no feature structure
corresponding to the dependent verb that is distinct from that of the embedding
verb, this mechanism is no longer available. Andrews & Manning (1999) notice
this problem and propose a way to capture the monoclausality of complex pred-
icates, while retaining an embedding relation between the light verb and its de-
pendent verb. The leading idea in Andrews &Manning (1999) is that the features
traditionally assumed to be part of f-structure are grouped into three classes: ρ:
grammatical relations (subj, obj, …); α: argument structure features such as pred
and others; and μ: morphosyntactic features (gend, num, tense, etc.). In addition,
every node in the c-structure specifies which of these feature classes is shared
with its mother node. In this way, it is possible to achieve a flat f-structure as
far as GFs are concerned by having the two verbs in the complex predicate share
the ρ class with the mother, but having only the light verb share its α and μ fea-
tures with the mother, whereas the dependent verb would contribute its α and μ
features to an arg attribute. Arg is not a grammatical relation, but one of the fea-
tures on the α-projection. Having this arg feature allows the light verb to specify
form features on its dependent verb (whether it is an infinitive or a gerund, what
preposition it requires, if any, etc.). The embedding at the α-projection allows
Andrews & Manning (1999) to capture the fact that the order of the light verbs
is reflected in the meaning of the complex predicate, as in the following Catalan
examples:

(59) Catalan (Alsina 1997)
a. Li

3sg.dat
acabo
I.finish

de
of

fer
make.inf

llegir
read.inf

la
the

carta.
letter

‘I finish making him read the letter.’ or ‘I just made him read the letter.’
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b. Li
3sg.dat

faig
I.make

acabar
finish.inf

de
of

llegir
read.inf

la
the

carta.
letter

‘I make him finish reading the letter.’

This proposal is not very different from the proposal in Butt et al. (1996), which
is designed to account for structures with auxiliaries, but can easily be applied
to the analysis of complex predicates. Butt et al. (1996) propose to split the tradi-
tional f-structure into two structures, or projections: the grammatical features of
verb forms (having to do with whether the form is an infinitive, a gerund, etc.)
are removed from the f-structure and placed in the m-structure, which allows
the f-structure of an auxiliated structure, and of complex predicates, to be “flat”,
i.e., not containing an embedding relation between the auxiliary or restructur-
ing verb and its dependent verb. The dependent verbs in auxiliated structures,
and by extension in complex predicates, provide their form features to a dep at-
tribute. In this way, the auxiliary, or the light, verb can impose form requirements
on their dep (the dependent verb) achieving a similar result to that achieved by
Andrews & Manning (1999). More recent LFG developments in the analysis of
complex predicates include Andrews (2007), Homola & Coler (2013), and Lowe
(2016), which shift the burden of explanation onto the semantics.
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Chapter 33

LFG and Scandinavian languages
Helge Lødrup
University of Oslo

This chapter gives an overview of some of the LFG literature on the Scandina-
vian languages: Danish, Swedish, Norwegian, Icelandic and Faroese. LFG has been
used to investigate these languages ever since the framework was launched in the
eighties. Important work has been done by researchers both inside and outside
Scandinavia.

1 Introduction to the Scandinavian languages

The North Germanic languages are referred to in English as the Scandinavian
languages. The modern languages are usually divided into Mainland Scandina-
vian: Danish, Swedish1 and Norwegian, and Insular Scandinavian: Icelandic and
Faroese. The literature on Faroese is limited, and Icelandic will usually have to
represent Insular Scandinavian in this chapter.

In Danish, Swedish and Norwegian, the term skandinavisk is often used in a
different way, to denote only Danish, Swedish and Norwegian. The English use
will be applied in this chapter.

Danish, Swedish and Norwegian are by and large mutually intelligible. When
Danes, Swedes and Norwegians talk to each other, they can come a long way
using their own language. Danish, Swedish and Norwegian are grammatically
similar in many respects, but there are also differences that can be more or less
subtle.

1The variety spoken in Älvdalen in Sweden, known as älvdalska in Swedish, and Elfdalian or
Övdalian in English, is often considered a separate language (Garbacz 2009). It has hardly been
mentioned in the LFG literature, and it is not discussed in this chapter.
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Mainland Scandinavian and Insular Scandinavian are not mutually intelligible.
There are a number of grammatical differences. For example, morphological case
on nouns and agreement on finite verbs can be found in Insular Scandinavian,
but not in Mainland Scandinavian (except for relics in archaic dialects).

Older forms of the Scandinavian languages will be mentioned occasionally. In
medieval times, the most important dividing line was between Eastern Scandina-
vian: Old Danish and Old Swedish, and Western Scandinavian: Old Norwegian
and Old Icelandic. The latter two are sometimes referred to together as Old Norse.

There is an interesting LFG literature on various topics in the Scandinavian
languages. For more general overviews of their syntax (independently of LFG),
the following can be recommended: Faarlund (2004) on Old Norse, Thráinsson
et al. (2004) on Faroese, Thráinsson (2007) on Icelandic, and Faarlund (2019) on
Mainland Scandinavian.

2 C-structure phenomena

2.1 Basic sentence structure: V2

The architecture of LFG gives an excellent point of departure for studying c-
structure. With parallel levels of representation, insights about c-structure can
be obtained without necessarily involving the analysis of phenomena that could
be argued to belong to other levels.

The Scandinavian languages have a relatively rigid word order, with the well
known V2 requirement: the finite (auxiliary or main) verb must be in second
position in main clauses.2 This is a classical topic within various approaches to
syntax.

Examples of V2 are (1) and (2).3 Example (1) has the subject in the initial po-
sition, while example (2) has an adverb in the initial position, and the subject
following the finite verb.

(1) Swedish (Sells 2001: 34)
Anna
Anna

läste
read

bok-en.
book-def

‘Anna read the book.’

2The concept of finiteness is discussed and refined in Sells (2007) and Heinat (2012).
3The source of example sentences is indicated when available. Examples that do not indicate a
source have been provided by the author.
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(2) Swedish (Sells 2001: 34, modified)
Igår
Yesterday

läste
read

hon
she

bok-en.
book-def

‘Yesterday she read the book.’

In Mainland Scandinavian, there is no V2 requirement in subordinate clauses. An
example is (3).

(3) Swedish
Om
if

Anna
Anna

inte
not

läser
reads

bok-en
book-def

…
‘If Anna doesn’t read the book …’

Icelandic usually has V2 in subordinate clauses (Thráinsson 2007: 58–64), while
Faroese subordinate clauses are in the process of changing from V2 to non-V2
(Heycock et al. 2012).

V2 was an important motivation for the field grammar that Paul Diderich-
sen proposed for Danish (Diderichsen 1946). His approach was later taken up by
Ahrenberg (1992), who proposed an LFG-like system in which the c-structure is
given in the format of a field grammar.

Functional categories were used in LFG from the nineties. They were inspired
by work in the Principles and Parameters framework, but the architecture of
LFG made a more restricted use possible. A common Principles and Parameters
assumption was that all main clauses in Scandinavian have a CP - IP - VP struc-
ture, with C as the designated V2 position.

Sells (2001) is an important work on Swedish c-structure in LFG.4 The account
proposed by Sells is based on the general principles that a subject is typically
in SpecIP, and a constituent associated with a discourse function typically in
SpecCP. He assumes that subject initial sentences are IPs (when the subject does
not have a discourse function), while other sentences are CPs. This means that
there is no designated V2 position – the finite verb is either in I or in C in main
clauses.

This analysis might seem to allow sentences with more than one main verb.
This is not the case, however. CP and IP are functional projections, which cor-
respond to the same f-structure as VP, and this f-structure can only have one
pred.

4Sells (2001) includes a component with restrictions stated in Optimality Theory, like some of
the work that proposes alternatives to his analysis (Börjars et al. 2003, Andréasson 2007, 2010).
For simplicity, these aspects of the analyses are put aside here.
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The c-structure trees for examples (1)–(2) are from Sells (2001: 34). Note that
the tree for (1) is an IP with the finite verb in I, while the tree for (2) is a CP with
the finite verb in C.

(4) IP

NP

Anna

I′
I

läste

VP

NP

boken

(5) CP

AdvP

igår

C′
C

läste

IP

NP

hon

I′
VP

boken

2.2 Object shift

Another c-structure phenomenon that has often been discussed is object shift in
Mainland Scandinavian. Examples are (6)–(7).

(6) Swedish (Sells 2001: 54)
Anna
Anna

såg
saw

den
it

inte.
not

‘Anna didn’t see it.’
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(7) Swedish (Sells 2001: 54)
Såg
saw

Anna
Anna

den
it

inte?
not

‘Didn’t Anna see it?’

Object shift means that a weak pronominal object is not realized in the regular
object position within the VP, but in a position closer to a finite main verb.5 It
can then precede a sentence adverb, as in (6)–(7). Object shift requires that the
main verb is not in the VP, but in a higher functional projection. This is often
called “Holmberg’s generalization” (Holmberg 1999). When the non-finite main
verb is in VP, as in (8), then object shift cannot apply.

(8) Swedish
Anna
Anna

har
has

inte
not

sett
seen

den.
it

‘Anna has not seen it.’

Sells (2001: 54–56) assumes that a weak pronoun does not project in syntax. He
assumes that a shifted pronoun adjoins to the I node. The adjunction is syntactic,
and not morphological or phonological incorporation.

Below are the c-structure trees for (6)–(7), from Sells (2001: 62). The finite verb
is in I, as in (9), or in the higher C position, as in (10). When the verb is in C, the
pronoun is still under I, following the post-verbal subject.6 Negation and other
sentence adverbs are under I′.7

5Icelandic also allows object shift with full nominal phrases (Thráinsson 2007: 31–37). This will
not be discussed further here.

6The reader might find it strange that the pronoun is the only element under I when the verb is
in C, as in (10). This follows from the adjunction rule X → X Y, combined with the optionality
of phrase structure nodes and an economy principle which requires “tree pruning”

7Negation is always expressed outside the VP. An interesting effect of this is that an argument
with a negative quantifier cannot be inside VP, cf. the contrast (i)–(ii). This is discussed in Sells
(2000) and Sells (2001: 93–101).

(i) Swedish (Sells 2001: 93)
Jag
I

såg
saw

ingen.
nobody

‘I saw nobody.’

(ii) Swedish (Sells 2001: 93)
*Jag
I

har
have

sett
seen

ingen.
nobody

‘I have seen nobody.’ [intended]
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(9) IP

NP

Anna

I′
I

I

såg

PronWeak

den

Neg

inte

(10) CP

C

såg

IP

NP

Anna

I′
I

PronWeak

den

Neg

inte

Restrictions on object shift have been discussed several times, see e.g. Andréas-
son (2008, 2010), Ørsnes (2013), and Engdahl & Zaenen (2020).

2.3 How much hierarchy?

Some researchers have argued that the c-structure proposed by Sells is more
hierarchical than necessary, and inconsistent with the principle of Economy of
expression (see Bresnan et al. 2016: 90 for this principle). They propose a basic
sentence structure with one functional category above VP. The head position of
this functional category is then the V2 position. The category is called IP in Dyvik
(2000) (on Norwegian), and FP – Finiteness Phrase – in Börjars et al. (2003) and
Andréasson (2007, 2010) (on Swedish). The structure they propose is as in (11).
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(11) FP

XP F′
F YP* VP

F is the position of the finite verb. An initial subject has the same position as
an initial non-subject, namely SpecFP. In the middle field between F and the VP
there can be a subject (when not in SpecFP), one or more sentence adverbs, and
pronominal objects.

One motivation for this kind of structure is the relative flexibility of the con-
stituent order in the middle field. Sentence adverbs can precede or follow the
subject, conditioned by scope and information structure. Examples are (12), with
the subject scoping over the sentence adverb, and (13), with the sentence adverb
scoping over the subject.

(12) Swedish (Börjars et al. 2003: 54)
Då
then

skulle
should

alla
all

grod-or-na
frog-pl-def

antagligen
probably

dö.
die

‘All the frogs should probably die then.’

(13) Swedish (Börjars et al. 2003: 54)
Då
then

skulle
should

antagligen
probably

alla
all

grod-or-na
frog-pl-def

dö.
die

‘All the frogs should probably die then.’

Example (12), with the subject preceding the adverb, requires that frogs have
been mentioned in the discourse. There is no such requirement in example (13),
with the adverb preceding the subject.

With the FP analysis, a sentence with object shift such as (14) would have the
c-structure tree (15).

(14) Swedish (Sells 2001: 54)
Igår
yesterday

såg
saw

Anna
Anna

den
it

inte.
not

‘Yesterday, Anna didn’t see it.’
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(15) FP

AdvP

igår

F′
F

såg

NP

Anna

PronWeak

den

Adv

inte

2.4 Is Icelandic different?

While the clausal hierarchy of Mainland Scandinavian has been discussed within
LFG, there has been no parallel discussion of Insular Scandinavian. All newer LFG
work on Icelandic seems to assume a c-structure that has one functional category
above VP, e.g. Sells (2001: 190–92, 2003, 2005), Booth et al. (2017), Booth (2018).
This analysis is also given for Old Norse in Kristoffersen (1996: 69). Icelandic then
has the same basic structure that is assumed for Mainland Scandinavian in the
work discussed in Section 2.3 above (the name of the functional projection aside).

Only Sells (2001: 190–92, 2003, 2005) assumes that Icelandic is different from
Mainland Scandinavian concerning its basic sentence structure. His motivation
seems to be that Icelandic differs from Mainland Scandinavian in being a “sym-
metric” V2 language with embedded V2. Sells here follows ideas from Diesing
(1990), which cannot be discussed further in this context.

2.5 Expletives

The Scandinavian languages have several constructions that involve expletives.
However, Icelandic expletives are very different from those of Mainland Scandi-
navian. Expletives in Mainland Scandinavian have the c-structure properties of
subjects, preceding or following the finite verb in main clauses. Examples (16)–
(17) show expletives preceding and following the finite verb.

(16) Norwegian
Det
expl

ble
became

danset
danced

til
to

midnatt.
midnight

‘People danced until midnight.’
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(17) Norwegian
Ble
became

det
expl

danset
danced

til
to

midnatt?
midnight

‘Did people dance until midnight?’

Some Mainland Scandinavian varieties distinguish between expletive det ‘it’ and
der ‘there’ in a way comparable to expletive it and there in English (Larsson 2014).
This is the case in Danish and in some dialects of Swedish and Norwegian. Other
varieties use only det ‘it’.

Icelandic also has one expletive only, namely það ‘it’ (see Booth 2018 for an
LFG account of Icelandic expletives). This expletive can occur in the first position
of the clause, but it cannot follow the finite verb. Examples are (18)–(19).

(18) Icelandic (Thráinsson 2007: 310)
það
expl

var
was

dansað
danced

til
to

miðnættis.
midnight

‘People danced until midnight.’

(19) Icelandic (Thráinsson 2007: 312)
Var
was

(*það)
(*expl)

dansað
danced

til
to

miðnættis?
midnight

‘Did people dance until midnight?’

The position following the finite verb should be considered the basic subject posi-
tion in Scandinavian main clauses, in the sense that only this position is reserved
for subjects. The fact that the Icelandic expletive cannot occur there motivates
the common view – inside and outside LFG – that it is not a subject.

Sells (2005) gives a different analysis in which the expletive is treated as a sub-
ject. He shows that the Icelandic expletive is not limited to the first position of a
main clause. It can occur in the first position in an embedded clause. Some speak-
ers also allow it as a raised subject in the subject-to-object raising construction,
as in (20).

(20) Icelandic (Thráinsson 1979: 481–2)
Jón
Jón

telur
believes

(það)
expl

vera
be

mýs
mice

í
in

baðker-inu.
bathtub-def

‘Jón believes there to be mice in the bathtub.’
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In Sells’ analysis, the expletive is a subject without a pred. There can be another
subject in the sentence, as in (21).

(21) Icelandic (Thráinsson 2007: 327)
Það
expl

höfðu
had

einhverjir
some

stúdentar
students

stolið
stolen

smjör-inu.
butter-def

‘Some students had stolen the butter.’

Both the expletive and the logical subject then map to subject in f-structure,
where the expletive is only reflected by a feature such as [expl +] (see also Sec-
tion 3.4).

2.6 Verbal particles

The Scandinavian languages differ as to the placement of verbal particles (Lund-
quist 2014d). Particles precede the object in Swedish, while they follow the object
in Danish. Norwegian and Icelandic allow both word orders. Swedish and Danish
examples are (22) and (23).

(22) Swedish (Toivonen 2003: 160)
Vi
we

släppte
let

ut
out

hund-en.
dog-def

‘We let the dog out.’

(23) Danish (Toivonen 2003: 160)
Vi
we

slap
let

hund-en
dog-def

ud.
out

‘We let the dog out.’

Toivonen (2003) discusses Swedish verbal particles. They precede the object, as
mentioned. To be more exact, they follow the verb, and precede all other VP-
internal constituents. Toivonen argues that these particles are non-projecting
words in c-structure. They are adjoined to V, which explains the word order. The
c-structure for (22) is then as in (24), where the “hat” on P means that it is non-
projecting (Toivonen 2003: 21–22). Note that the finite verb is in I in (24).
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(24) IP

NP

vi

I′
I

släppte

VP

V

P̂

ut

NP

hunden

It was mentioned above that the other Scandinavian languages are different with
respect to the position of the particle. Toivonen proposes that Danish differs from
Swedish in that words such as ‘out’ have a different status in Danish. They are
prepositions that project a PP, and PPs generally follow objects.

Norwegian and Icelandic would be more difficult to account for within Toivo-
nen’s proposal, since they allow particles to either precede or follow the object.
The Norwegian situation is analysed in Dyvik et al. (2019). They consider parti-
cles a c-structure category, and particles can precede or follow the object. Particle
verbs have lexical entries in which the verb and the particle are represented as
one pred. For example, the particle verb skrive opp ‘write up’ has the pred (25).

(25) pred ‘skrive*opp 〈(↑subj) (↑obj)〉’
The presence of the relevant particle is secured by a requirement in the lexical en-
try of the particle verb. A constraining equation requires a feature contributed by
the relevant particle. This equation is independent of the position of the particle
in c-structure.

2.7 The structure of nominal phrases

Nominal phrases in modern Scandinavian have a rigid word order. Old Norse is
very different, with free word order in nominal phrases.

Börjars et al. (2016) study the development of nominal phrases from Old Norse
to Modern Faroese. They argue that the Old Norse nominal phrase is a non-
configurational NP. There are no syntactic constraints on word order, but the
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first position is information structurally privileged. The rest of the phrase has a
flat structure. They give the schematic c-structure tree (26) (Börjars et al. 2016:
e17).

(26) NP

XP NOM

Dem N AP NP[gen]

In Modern Faroese – as in the other modern Scandinavian languages – the word
order is no longer free. The first position in a referential nominal phrase contains
an element that marks it as ±definite, such as an indefinite or definite article, a
demonstrative, or a noun with the bound definiteness marker.

Börjars et al. (2016) argue that what has happened between Old Norse and
Modern Faroese is that a category D has developed, which heads a DP. The c-
structure tree for Modern Faroese ein ungur maður ‘a young man’ is then as in
(27) (Börjars et al. 2016: e25).

(27) DP

D′
D

ein

NP

AP

ungur

N′
N

maður

This is a change from a non-configurational to a configurational nominal phrase.

2.8 Non-projecting possessive pronouns

Standard Swedish and Danish have one position for possessive pronouns in the
nominal phrase, preceding the noun and AP (if any). In other Scandinavian vari-
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eties, possessive pronouns in addition have the option of immediately following
the noun. Examples are (28)–(29).

(28) Norwegian
min
my

ny-e
new-def

bil
car

‘my new car’

(29) Norwegian
den
the

ny-e
new-def

bil-en
car-def

min
my

‘my new car’

Lødrup (2011) gives a lexicalist analysis of postnominal possessive pronouns in
Norwegian, where the main point is that they are non-projecting weak pronouns.
They are adjoined to N in syntax, comparable to the weak object pronouns that
are adjoined to I in Sells’ analysis (see Section 2.2). A noun preceding a possessive
pronoun always has the definite form. The noun is either under N, as in (29), or
in the higher head position D, as in (30) (following Hankamer &Mikkelsen 2002).

(30) Norwegian
bil-en
car-def

min
my

‘my car’

The c-structure trees for (29) and (30) are given in (31) and (32).

(31) DP

D

den

NP

AP

nye

NP

N

N

bilen

PronWeak

min
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(32) DP

D

bilen

NP

N

PronWeak

min

3 F-structure phenomena

3.1 Oblique subjects in Icelandic

The relation between morphological case and syntactic function is complicated
in some languages. The situation in Icelandic has been the object of interesting
discussion within different grammatical frameworks. Especially the fact that a
number of verbs take an oblique (i.e. non-nominative) subject has been the topic
of much attention. Some examples are (33)–(36).

(33) Icelandic (Andrews 1982: 461)
Bát-inn
boat-def.acc

rak
drifted

á
to

land.
land.acc

‘The boat drifted to shore.’

(34) Icelandic (Andrews 1982: 461)
Dreng-ina
boys-def.acc

vantar
lack

mat.
food.acc

‘The boys lack food.’

(35) Icelandic (Andrews 1982: 462)
Barn-inu
child-def.dat

batnaði
recovered.from

veik-in.
disease-def.nom.

‘The child recovered from the disease.’
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(36) Icelandic (Zaenen et al. 1985: 100)
Henni
she.dat

hefur
has

alltaf
always

þótt
thought

Ólaf-ur
Ólaf-nom

leiðinleg-ur.
boring-nom

‘She has always found Ólaf boring.’

The verbs that take an oblique subject are all non-agentive. There are some ten-
dencies concerning the correlation between verb meaning and subject case, but
the option of an oblique subject must be seen as idiosyncratic. Important ground-
work on oblique subjects was carried out within the framework of LFG. The very
first mention of the phenomenon was in Andrews (1976); an LFG analysis was
later proposed in Andrews (1982). His proposal is to treat an oblique subject in
a way that resembles the treatment of a lexically selected preposition. There is
an extra “layer” in their f-structure, in the sense that e.g. a dative subject is the
value of the attribute dat, and this f-structure is the value of subj. Below is the
simplified f-structure that Andrews (1982: 472) gives example (35).

(37) ⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘batna〈subj dat,obj〉’

subj [dat [pred ‘barn’
case dat
def +

]]
obj [pred ‘veik’

def + ]
⎤⎥⎥⎥⎥⎥⎥⎦

One argument for this analysis is that an oblique subject doesn’t trigger agree-
ment the way a nominative subject does. Regular agreement is blocked by the
extra layer. In sentences without a nominative argument, such as (33)–(34) above,
the verb occurs in the default third person singular. In sentences with a nomina-
tive object, the object can agree with the verb. An example is (38), with a singular
oblique subject and a plural nominative object that triggers agreement.

(38) Icelandic (Thráinsson 2007: 156)
Mér
me.dat

hafa
have.pl

alltaf
always

leiðst
bored

þessir
these

kjölturakk-ar.
poodle-nom.pl

‘I have always found these poodles boring.’

Another classic article on non-nominative subjects is Zaenen et al. (1985), who
discuss case-preservation in passive sentences. Consider (39)–(40).

(39) Icelandic (Zaenen et al. 1985: 96)
Ég
I

hjálpaði
helped

honum.
him.dat

‘I helped him.’
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(40) Icelandic (Zaenen et al. 1985: 98)
Honum
him.dat

var
was

hjálpað.
helped

‘He was helped.’

Zaenen et al. (1985) show how various syntactic criteria for subjecthood give
evidence for non-nominative subjects in passive sentences such as (40). They
also compare Icelandic to German. German has superficially similar sentences,
but Zaenen et al. (1985) show that the non-nominative arguments in question do
not show subject properties.

Zaenen et al. (1985) assume that idiosyncratic case is assigned to arguments at
the level of a-structure. One important reason for this assumption is that idiosyn-
cratic case is preserved independently of the syntactic function that realizes the
argument position. It is not affected by valency alternations such as passive or
raising, as can be seen in (40).

The diachrony of oblique subjects in Icelandic is discussed in Schätzle et al.
(2015) and Booth et al. (2017).

3.2 Control and complementation in Icelandic

Control and complementation have been important research topics in LFG since
Bresnan (1982a). These topics are intertwined in some ways. LFG distinguishes
between twomain types of control. One is anaphoric control of a PRO subject (an
f-structure subject with a pronominal pred). The other is functional control, in
which the subordinate subject is structure shared with the subject or the object of
the governing verb. Functional control is restricted in several ways. It is limited
to complements with the function xcomp and adjuncts with the function xadj.
This means that if an infinitive can be shown to have a syntactic function other
than xcomp or xadj, control must be anaphoric.

Andrews (1982) assumes that finite that- and wh-clauses in Icelandic have
the external syntactic properties of nominal phrases, realizing nominal syntac-
tic functions such as subject and object (following Thráinsson 1979). Andrews
argues that this is also true of infinitival clauses with the infinitival marker að.
This analysis gives a prediction about how the subject of these infinitival clauses
is controlled. Because they are subjects or objects, there must be anaphoric con-
trol of a PRO subject.

An interesting question is what case a PRO subject can have. Icelandic verbs
can take oblique subjects, aswas discussed in Section 3.1. One should expect, then,
that PRO can be oblique when required by the infinitival verb. This expectation
is true, as can be seen from example (41).
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(41) Icelandic (Andrews 1982: 474)
Ég
I.nom

vonast
hope

til
toward

að
to

vanta
lack

ekki
not

ein-an
alone-acc

í
in

tím-anum.
class-def

‘I hope not to be the only one missing from class.’

The main verb vonast ‘hope’ takes a regular nominative subject, while the infini-
tive vanta ‘lack’ requires an accusative subject. In (41), the case of PRO can be
seen from the case on einan ‘alone.acc’, which is an xadj that agrees with the
subject. If control were functional in (41), the accusative subject of vanta would
have to structure share with the nominative subject of vonast ‘hope’. This would
be impossible, however, because structure sharing shares all grammatical prop-
erties, and the values for CASE would be incompatible.

3.3 Control and complementation in Mainland Scandinavian

The function and control of complement clauses have also been discussed for
Mainland Scandinavian. Dalrymple & Lødrup (2000) proposed that a finite com-
plement is an object if it shares external syntactic properties with nominal ob-
jects, and a comp if it doesn’t. (See Alsina et al. 2005 for criticism.)

Icelandic is a languagewith finite complements that are objects (see Section 3.2).
Examples of languages that have both types of finite complements are English
and Swedish (Dalrymple & Lødrup 2000). Norwegian also shows this split, even
if object complements represent the dominant option (Lødrup 2004). For exam-
ple, Norwegian bevise ‘prove’ takes a complement that alternates with a nomi-
nal phrase, and corresponds to a subject in the passive. Its complement is then
assumed to be an object. The verb anse ‘consider’, on the other hand, takes a
complement that lacks these properties, and it is therefore assumed to be a comp.
Examples (42)–(45) show the differences.

(42) Norwegian (Lødrup 2004: 65)
Han
he

har
has

endelig
finally

bevist
proved

[at
that

jord-en
earth-def

er
is

rund]
round

/
/
dette
this

‘He has finally proved that the earth is round / this.’

(43) Norwegian (Lødrup 2004: 65)
[At
that

jord-en
earth-def

er
is

rund]
round

er
is

endelig
finally

blitt
become

bevist.
proved

‘That the earth is round has finally been proved.’
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(44) Norwegian
Komitee-en
committee-def

anser
considers

[at
that

fordel-ene
advantage-pl.def

oppveier
compensate

ulemp-ene]
disadvantage-pl.def

/
/
*dette
this

‘The committee considers that the advantages compensate for the
disadvantages / this.’

(45) Norwegian
*[At
that

fordel-ene
advantage-pl.def

oppveier
compensate

ulemp-ene]
disadvantage-pl.def

blir
becomes

ansett.
considered

Lødrup (2004) shows that infinitival complements in Norwegian also show this
split, with object complements as the dominant option. For example, the infiniti-
val complement of akseptere ‘accept’ alternates with a nominal object, as shown
in (46), and it corresponds to a subject in the passive, as shown in (47).

(46) Norwegian (Lødrup 2004: 70, modified)
De
they

har
have

akseptert
accepted

[å
to

betale
pay

høyere
higher

skatt]
tax

/
/
dette
this

‘They have accepted to pay higher taxes / this.’

(47) Norwegian (Lødrup 2004: 71)
[Å
to

betale
pay

høyere
higher

skatt]
tax

er
is

blitt
become

akseptert.
accepted

‘To pay higher taxes has been accepted.’

As for Icelandic (see Section 3.2), the object analysis implies that the infiniti-
val complements have a PRO subject, and not functional control with structure
sharing. In the active (46), the controller of the infinitival subject is the subject
of akseptere ‘accept’. In the passive (47), on the other hand, the infinitive has no
controller. This situation rules out functional control, because there is nothing
that the subject of the infinitive can structure share with. PRO, on the other hand,
can do without a controller, so the infinitive must be assumed to have a PRO sub-
ject. A corresponding analysis of the Danish verb forsøge ‘try’ is given in Ørsnes
(2006).
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3.4 Subject vs object in presentational sentences

All the Scandinavian languages have what could be called a presentational con-
struction, in which a verb takes an expletive and a so-called logical subject. Ex-
amples are (48) and (49).

(48) Norwegian
Det
expl

kom
came

fire
four

studenter
students

på
on

forelesning-en
class-def

i
in

går.
yesterday

‘Four students came to class yesterday.’

(49) Icelandic (Thráinsson 2007: 310)
Það
expl

kom-u
came-3plur

fjór-ir
four-nom

nemend-ur
students-nom.pl

í
in

tím-ann
class-def

í
in

gær.
yesterday

‘Four students came to class yesterday.’

The grammatical properties of the presentational construction are rather differ-
ent in Mainland Scandinavian and Icelandic, and there is some discussion con-
cerning its analysis.

For the Icelandic construction, there seems to be agreement that the logical
subject is a grammatical subject. Asmentioned in Section 2.5, Icelandic expletives
are usually assumed not to be subjects. They can occur in first position, but not
in the subject position following the finite verb, as shown in (50).

(50) Icelandic (Thráinsson 2007: 313)
Kom-u
came-3plur

(*Það)
(expl)

fjór-ir
four-nom

nemend-ur
student-nom.pl

í
in

tím-ann
class-def

í
in

gær?
yesterday

‘Did four students come to class yesterday?’

However, Sells (2005) assumes that the expletive and the logical subject bothmap
to subject in f-structure. The expletive has no pred, and no other features that
cannot unify with those of the logical subject. Its only reflex in f-structure is then
a feature such as [expl +].
TheMainland Scandinavian presentational construction is rather different from

the Icelandic one. The expletive can occur in all subject positions in c-structure,
including the position following the finite verb, as shown in (51).

(51) Norwegian
Kom
came

det
expl

fire
four

studenter
students

på
on

forelesning-en
class-def

i
in

går?
yesterday

‘Did four students come to class yesterday?’
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The logical subject has the same c-structure position as a regular object. The
grammatical status of the logical subject has been discussed several times, both
inside and outside LFG. Lødrup (1999b, 2020) argues that it is an object in f-
structure, following Askedal (1982), Platzack (1983) and others. This view has
been criticized by Börjars & Vincent (2005), Zaenen et al. (2017), and Hellan &
Beermann (2020). Börjars & Vincent (2005) propose the same kind of analysis
for Swedish that Sells (2005) gives for Icelandic: both the expletive and the logi-
cal subject correspond to the subject in f-structure. Zaenen et al. (2017) are more
agnostic concerning the correct analysis.

Arguments have been given for both subject and object analyses of the logi-
cal subject. The presentational construction is not possible with a syntactically
realized object role in Mainland Scandinavian, as shown in (52).

(52) Norwegian
Det
expl

spiser
eats

mange
many

studenter
students

(*pølser)
(sausages)

i
in

denne
this

kafe-en.
cafeteria-def

‘Many students eat (sausages) in this cafeteria.’

This gives an argument for the object analysis, which assumes that the direct
object function (LFG’s obj) is taken by the logical subject. Icelandic, on the other
hand, allows transitive verbs, see example (21) above.

Another argument for the object analysis is given by subject-to-object raising.
Consider (53).

(53) Swedish (Zaenen et al. 2017: 268)
Johan
Johan

anser
considers

det
expl

ha
have

varit
been

för
too

många
many

hästar
horses

på
in

kyrkogård-en.
churchyard-def

‘Johan considers there to have been too many horses in the churchyard.’

Subject-to-object raising leaves the logical subject in the embedded object posi-
tion, as shown by (53). It is the expletive that raises. This gives an argument that
the expletive must be the f-structure subject of ‘to have been’.

Reflexive binding has been used as argument that the logical subject is a gram-
matical subject. The logical subject not only allows, but seems to require a co-
referring proform to be reflexive. An example is (54), in which the reflexive pos-
sessive sin is acceptable, while the non-reflexive hans is not.

(54) Swedish (Börjars & Vincent 2005)
Det
expl

kom
came

en
a

man
man

med
with

sin
refl.poss

/
/
*hans
his

fru.
wife

‘There came a man with his (own) wife.’
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The arguments that have been given for the competing analyses of presenta-
tional sentences are discussed by Lødrup (2020) who concludes that there are no
acceptable arguments for the subject analysis.

3.5 Auxiliaries – verbs or functional heads?

The analysis of auxiliary verbs has often been discussed, both outside and inside
LFG. In early LFG, they were treated as raising verbs (Falk 1984). In newer LFG,
the tendency has been to see them as functional heads without a pred. With
this analysis, they only contribute grammatical features (Butt et al. 2004, Frank
& Zaenen 2002). The f-structures (56) and (57) show the different analyses of
example (55), with an auxiliary that expresses future tense.

(55) Norwegian
Jeg
I

skal
shall

komme.
come

‘I will come.’

(56) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘skulle〈xcomp〉subj’

subj
⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
numb sg
case nom

⎤⎥⎥⎥⎦
xcomp [pred ‘komme〈subj〉’

subj
form infinitive

]
tense future

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(57) ⎡⎢⎢⎢⎢⎢⎣

pred ‘komme〈subj〉’

subj
⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
numb sg
case nom

⎤⎥⎥⎥⎦
tense future

⎤⎥⎥⎥⎥⎥⎦
The analysis of auxiliaries raises several difficult questions, and it is not clear that
all verbs that are traditionally called auxiliaries should get the same analysis (Falk
2008). Dyvik (1999) discusses Norwegian modals, and criticizes the functional
head analysis. His point of departure is the status of f-structure as a grammatical
level of representation. He rejects the idea that semantics gives an argument for
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parallel f-structure representations of morphological and periphrastic expression
of, for example, the future.

If one accepts the functional head analysis, there are phenomena that must be
accounted for in a different way than in traditional LFG. For example, an auxil-
iary restricts the form of its dependent verb.When the auxiliary selects an xcomp,
it can restrict the form of the verb heading the xcomp with the equation (↑xcomp
form) = infinitive. To account for this kind of phenomena with the functional
head analysis, Butt et al. (2004) propose a separate morphological projection, m-
structure, (see also Frank & Zaenen 2002). However, Wedekind & Ørsnes (2003)
argue that a simpler description is possible, using the so-called restriction oper-
ator. They also use the restriction operator in their account of VP-topicalization
(Wedekind & Ørsnes 2004).

3.6 “do-support” in Scandinavian

The Scandinavian languages differ from English in not having do-support in in-
terrogative and negative sentences. There is, however, a kind of do-support that
is used in three contexts: When the main verb VP is topicalized, as in (58), elided,
as in (59), or pronominalized as in (60). The support verb in these examples is
the present form of (Danish) gøre ‘do’.

(58) Danish (Ørsnes 2011: 410)
Venter
waits

gør
does

han
he

ikke.
not

‘He doesn’t wait.’

(59) Danish (Ørsnes 2011: 410)
Han
he

venter.
waits

Nej,
no

han
he

gør
does

ej.
not

‘He’ll wait. No he won’t.’

(60) Danish (Ørsnes 2011: 410)
Han
he

venter.
waits

Nej,
no

det
that

gør
does

han
he

ikke.
not

‘He is waiting. No he is not.’

A VP is pronominalized with the pronoun det ‘it/that’ (Lødrup 1994). This con-
struction often corresponds to VP ellipsis in English, which is a rather restricted
option in Scandinavian.
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Ørsnes (2011) discusses the use of the non-finite form of the support verb. A
non-finite support verb is optional when a VP or a VP anaphor is topicalized. An
example of the former is (61).

(61) Danish (Ørsnes 2011: 420)
Hørt
listened

efter
particle

har
has

han
he

aldrig
never

(gjort).
done

‘Listen! he never did that.’

Ørsnes (2011) shows that the non-finite support verb in Danish can be obligatory
with a post-verbal VP anaphor in some cases, as in (62) (see also Ørsnes 2013).

(62) Danish (Ørsnes 2011: 419)
Peter
Peter

plejer
used

aldrig
never

??/*(at
to

gøre)
do

det.
that

‘Peter never used to do that.’

The support verb is considered an auxiliary in Lødrup (1990, 1994). Ørsnes (2011)
argues against auxiliary status. A difference from regular auxiliaries is that the
support verb cannot take a verbal complement in its complement position. An-
other difference is that it does not impose restrictions on the shape of its com-
plement. This can be seen in examples (58) and (61) above; a topicalized VP can
have its head in the infinitive or in the same form as the support verb (with some
variation within Scandinavia). Ørsnes (2011) sees the support verb as a main verb
– a subject-to-subject-raising verb that takes an object complement.

3.7 Varieties of raising and control

Raising and control have been importent research topics within LFG. They are
related phenomena, and the border between them can be thin (see e.g. Lødrup
2008c). This section will illustrate how raising can bemore constrained in Scandi-
navian as compared to English, and show how the analysis of raising and control
has been applied to other constructions in Scandinavian. Note that the discussion
of passives in Section 3.8 also covers two constructions that have been given a
raising analysis: pseudopassives and complex passives.

3.7.1 Raising to object with believe type verbs

Norwegian is traditionally assumed not to have raising to object with believe
type verbs (sometimes called the ECM construction). Lødrup (2008b) shows that
even if sentences such as (63) are possible, sentences such as (64) are not.
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(63) Norwegian
Dette
this

antar
assume

jeg
I

å
to

være
be

en
a

menneskelig
human

forsvarsmekanisme.
defense.mechanism

‘This I assume to be a human defense mechanism.’

(64) Norwegian
*Jeg
I

antar
assume

dette
this

å
to

være
be

en
a

menneskelig
human

forsvarsmekanisme.
defense.mechanism

‘I assume this to be a human defense mechanism.’ [intended]

The relevant difference between (63) and (64) is that the raised object is in the
canonical object position in (64), and in SpecCP in (63). Norwegian requires that
the raised object be in a topic or focus position. This constraint was called the De-
rived Object Constraint in Postal (1974) (see also Kayne 1981). In Lødrup (2008b)
the relevant verbs are equipped with a constraint in the lexicon which says that
the raised object is realized as a discourse function.

Danish and Swedish are not exactly like Norwegian concerning raising to ob-
ject with believe type verbs. In Danish, it seems to be rather marginal (Brandt
1995: 26). In Swedish, on the other hand, this kind of raising seems to be some-
what less restricted, at least in writing (Teleman et al. 1999: 576–78).

Passive raising sentences with believe type verbs, such as (65), are not affected
by the Derived Object Constraint.

(65) Swedish (Ramhöj 2016: 583)
Hon
she

säg-s
says-pass

vara
be

en
a

utpräglad
specialized

målskytt.
goal-scorer

‘She is said to be a specialized goal scorer.’

However, these passive sentences also raise some questions.
First, there is a restriction on the realization of the passive. Mainland Scandina-

vian has twoways of realizing the passive – with a suffix or with an auxiliary and
a participle. Passive raising sentences with believe type verbs differ from other
passives in being reluctant to take the periphrastic passive, cf. (66).

(66) Swedish (Ramhöj 2016: 583)
*Hon
she

blir
becomes

sagd
said

vara
be

en
a

utpräglad
specialized

målskytt.
goal-scorer

‘She is said to be a specialized goal scorer.’
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Second, there are passive believe type raising sentences that do not correspond
to actives, in the sense that there is no acceptable equivalent active with the
passive subject as an object. An example is (65) above. These properties could be
taken to indicate that the relevant sentences should not be seen as passives of
raising sentences with believe type verbs. However, Ramhöj (2016) argues that
they should.

3.7.2 Copy raising

Asudeh & Toivonen (2012) discuss so-called copy raising in Swedish and English.
An example is (67).

(67) Swedish (Asudeh & Toivonen 2012: 323)
Tina
Tina

verkar
seems

som
as

om
if

hon
she

har
has

hittat
found

choklad-en.
chocolate-def

‘Tina seems as if she has found the chocolate.’

Copy-raising differs from regular subject to subject raising in that there is a finite
complement clause with a pronominal representation of the raised subject. In the
analysis of Asudeh & Toivonen (2012), the som om ‘as if’ complement is an xcomp
whose subject is raised. This raised subject anaphorically binds the copy pronoun
in the complement.

3.7.3 Pseudocoordination as control

A favorite topic in both traditional and modern Scandinavian grammar is so-
called pseudocoordination (see e.g. Lødrup 2019a and references there). An ex-
ample is (68).

(68) Norwegian
Da
then

satt
sat

han
he

og
and

arbeidet.
worked

‘Then he sat working.’

A pseudocoordination contains two verbs with the same inflectional form, and
the conjunction og ‘and’ between them. The first verb is often a posture verb, as
in (68), but some verbs of other types are also possible. A pseudocoordination
has grammatical properties that distinguish it from a coordination of two verbs
or verb phrases (Lødrup 2019a). Two important properties are the following:

The two verbs cannot occur together in the V2 position in a sentence such as
(69).
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(69) Norwegian
*Da
then

satt
sat

og
and

arbeidet
worked

han.
he

‘Then he sat working.’ [intended]

The first verb in a pseudocoordination allows the presentational construction
without involving the second verb, cf. (70).

(70) Norwegian (Lødrup 2019a: 92)
Nå
now

sitter
sits

det
expl

en
a

mann
man

her
here

og
and

skriver
writes

om
about

en
a

ny
new

type
type

maskin.
machine

‘A man is sitting here now, writing about a new type of machine.’

Lødrup (2002) discusses the analysis of pseudocoordination, and argues thatmost
pseudocoordinations are complement constructions with functional control of
the complement headed by the second verb. In Lødrup (2017) this analysis is re-
vised, with anaphoric instead of functional control. When the second verb heads
a verbal complement, the properties illustrated in (69) and (70) above follow. In
true coordination two verbs can occur in the V2 position, but in pseudocoordi-
nation, the first verb cannot ‘bring with it’ the second verb since it is the head
of its complement. In (70), the object en mann ‘a man’ can be understood as the
subject of the second verb because it is the controller of its PRO subject.8 With
true coordination, a presentational construction involving the first verb only is
not possible. The reason is that a preceding object cannot be understood as a
subject of a second coordinated VP – only a preceding subject can.

3.7.4 The preposition med ‘with’ as a control predicate

The preposition med ‘with’ (and to some extent uten ‘without’) has interesting
control properties. Lødrup (1999a) showed that it must be assumed to select a
subject in one of its uses. His argument was based upon example (71), which
requires a subject in the complement of med to bind the reflexive.

(71) Norwegian (Lødrup 1999a: 376)
En
a

dame
lady

med
with

en
a

hund
dog

foran
in.front.of

seg
refl

kom
came

løpende.
running

‘A lady with a dog in front of her came running.’

8The observant reader will notice that the author here takes sides in the discussion of the anal-
ysis of the presentational construction, calling the controller an object (see Section 3.4).
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The preposition med ‘with’ in (71) takes a subject, a non-thematic object and an
xcomp. Haug (2009) argues that med can take a subject also when there is no
xcomp. The argument is again based upon binding. Haug gives example (72), in
which the object ‘car’ must be interpreted as the possessor of the prepositional
object ‘tank’.

(72) Norwegian (Haug 2009: 343)
Han
he

leverte
returned

bil-en
car-def

med
with

full
full

tank.
tank

‘He returned the car with the tank full.’

In Norwegian, this kind of null possessor is generally bound in the same way as
a simple reflexive (Lødrup 1999a, 2010, see also Section 3.11). This means that it
cannot be bound by an object (Lødrup 2010: 95), so it is necessary to assume that
med takes a subject.

The subject of med is always an anaphorically bound PRO. The controller is
often an argument of the matrix verb, but other controllers are also possible –
even a participant implied by a verbal noun, as in example (73).

(73) Norwegian (Haug 2009: 340)
Fødsel-en
birth-def

foregår
takes.place

med
with

ski
skis

på
on

bein-a.
legs-def

‘The birth takes place with (the mother or the baby) wearing skis.’

Haug (2009) gives a semantic account of med using Glue semantics.

3.7.5 “Backward” possessor raising

Lødrup (2009b, 2018) discusses Norwegian sentences such as (74), with a body
part noun and a possessor with the preposition på ‘on’. This construction cor-
responds to the dative external possessor construction, which is found in e.g.
French and German, cf. (75).

(74) Norwegian
Jeg
I

brekker
break

arm-en
arm-def

på
on

ham.
him

‘I break his arm.’

(75) French
Je
I

lui
him.dat

casse
break

le
def

bras.
arm

‘I break his arm.’
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In the French and German dative external possessor construction, the external
possessor is understood to be affected by the verbal action. The external pos-
sessor is not included in the verb’s basic valency, however. This means that the
dative external possessor realizes an “extra” thematic role that must be added by
a lexical rule.

The dative external possessor construction is often seen as possessor raising –
the dative obj𝜃 is structure shared with the possessor function in the body part
noun phrase. Alternatively, the relation between the possessor and the body part
noun could be seen as binding, see e.g. Deal (2017).

Old Norse had the dative external possessor construction. In Modern Norwe-
gian, there is no dative case, and the possessor is expressed as a PP. This construc-
tion is rather similar to the dative external possessor construction, but there is
one important difference: The PP can be a part of the body part noun phrase, due
to reanalysis (Lødrup 2009b, 2018). Example (74) can have ‘the arm on him’ as
one or two constituents.

The two constituent construction can be analyzed in the same way as the da-
tive external possessor construction, when the PP is considered an obj𝜃 . The one
constituent construction is more challenging. Lødrup (2018) proposes that the
noun phrase-internal possessor should be considered a so-called prominent in-
ternal possessor (see e.g. Ritchie 2017). The possessor is structure shared with
the verb’s obj𝜃 function. This could be considered a case of “backward” pos-
sessor raising. It could be compared to cases of raising and control in which
a shared subject is realized in the lower subject position (Polinsky & Potsdam
2006), schematically as in (76).

(76) tried [John to leave]

The structure sharing equation on the main verb accounts for both forward and
backward raising. The lexical entry of the verb in example (74) is given in (77).

(77) ‘break <(↑subj) (↑objaffected) (↑obj)>’
(↑objaffected) = (↑gf poss), where gf is a local function

3.7.6 Possessor raising with unergatives

A different type of possessor raising with body part nouns can be found with
transitive and unaccusative verbs in many languages. An example is (78).
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(78) Norwegian (Lødrup 2019b: 562)
Hun
she

vasket
washed

baby-en
baby-def

i
in

ansikt-et.
face-def

‘She washed the baby’s face.’

The possessor is raised from the prepositional object, and realized as an obj with
transitive verbs, or as a subject with unaccusatives. This kind of possessor rais-
ing can also be seen as structure sharing – the obj is structure shared with the
possessor function in the prepositional object. (As mentioned in Section 3.7.5, the
relation between an external possessor and a body part noun could alternatively
be seen as binding. See e.g. Deal 2017.)

Lødrup (2009c, 2019b) shows that sentences seemingly similar to (78) also oc-
cur with unergative verbs in Norwegian. An example is (79).

(79) Norwegian (Lødrup 2019b: 563)
Hun
she

spyttet
spat

ham
him

i
in

ansikt-et.
face-def

‘She spat in his face.’

This option is completely productive. The only restriction is the same for tran-
sitive and unergative verbs: they must denote some form of physical contact.
Lødrup (2019b) sees the raised argument with unergatives as a thematic object.
It realizes the same role as the PP with på ‘on’ in sentences such as (74) above.
Example (79) can alternatively take this PP, cf. (80).

(80) Norwegian (Lødrup 2019b: 563)
Hun
she

spyttet
spat

i
in

ansikt-et
face-def

på
on

ham.
him

‘She spat in his face.’

However, the raised argument shows the syntactic properties of an obj, and not
of an obj𝜃 in sentences such as (79) (Lødrup 2019b).We see, then, that the affected
role can be realized as either an obj𝜃 PP or an obj DP/NP with unergatives. The
obj option follows from the syntactic features assigned to arguments by Lexical
Mapping Theory. The affected role will usually be treated as a secondary patient-
like role by Lexical Mapping Theory. It then gets the syntactic feature [+𝑜], and
is realized as an obj𝜃 . However, with an unergative verb, the affected role can
alternatively be treated as a regular patientlike role. It then gets the syntactic
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feature [−𝑟], and is realized as a direct object. This option does not exist with un-
accusatives or transitives. The reason is that their subject is [−𝑟], and a verb can
only take one [−𝑟] argument in Norwegian, as in many other languages (Bresnan
& Moshi 1990).

3.8 Varieties of the passive

The passive has been a favorite topic in lexicalist frameworks. Scandinavian has a
rich and interesting variety of passives. Mainland Scandinavian has two ways of
realizing the passive: a periphrastic passive with an auxiliary and a participle, or
a morphological passive with a suffix (see e.g. Engdahl 2006). Icelandic only has
periphrastic passives (Thráinsson 2007: 10–11). Icelandic passives with oblique
subjects were mentioned in Section 3.1.

3.8.1 Different passives of ditransitives

Norwegian, Swedish and to a lesser extent Danish allow both internal arguments
of a ditransitive verb to be realized as the passive subject, as shown in (81)–(83).

(81) Norwegian
De
they

overrakte
presented

ham
him

medalj-en.
medal-def

‘They presented him with the medal.’

(82) Norwegian
Han
he

ble
became

overrakt
presented

medalj-en.
medal-def

‘He was presented with the medal.’

(83) Norwegian
Medalj-en
medal-def

ble
became

overrakt
presented

ham.
him

‘The medal was presented to him.’

These data create problems for theories of the mapping of arguments in passives.
It is generally assumed that only one of the internal arguments can correspond
to a passive subject. Lexical Mapping Theory assumes that only one internal ar-
gument can be classified as an unrestricted function, and thus be realized as a
passive subject. Bresnan & Moshi (1990) show that some Bantu languages are
“symmetrical” in the sense that either object role can correspond to a passive
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subject. Lødrup (1995) argues that their analysis cannot be transferred to Main-
land Scandinavian, because objects in ditransitives are not symmetrical outside
the passive. However, no solution to the problem is presented.

Icelandic is both similar and different from Norwegian and Swedish concern-
ing the passivization of ditransitives (Zaenen et al. 1985). The central group of
ditransitives are those that take a dative object and an accusative object, such
a gefa ‘give’. They allow both internal arguments to be realized as the passive
subject, as shown in (84) and (85). When the dative is realized as a subject, as
in (84), the object gets nominative case and can trigger agreement on the verb
(compare example (38) above).

(84) Icelandic (Zaenen et al. 1985: 460)
Konung-inum
king-def.dat

voru
were

gef-nar
given-pl

ambátt-ir.
female.slave-nom.pl

‘The king was given female slaves.’

(85) Icelandic (Zaenen et al. 1985: 460)
Ambátt-in
female.slave-def.nom.sg

var
was

gef-in
given.sg

konung-inum.
king-def.dat

‘The female slave was given to the king.’

Zaenen et al. (1985) argue that both internal objects with these verbs can be either
object or second object [i.e. obj or obj𝜃 ]. The option of being an object makes
it possible for them to change to subject by the (then current) lexical rule of
passive, which replaces obj by subj in the linking of roles and functions in the
verb’s lexical entry.

Ditransitives with other case frames only allow the linearly first internal argu-
ment to be realized as a subject.

3.8.2 Pseudopassives

The Mainland Scandinavian languages all have pseudopassives, i.e. passives in
which the subject corresponds to the object of a preposition in the active; Engdahl
& Laanemets (2015) show that claims to the contrary are not correct. An example
is (86).

(86) Norwegian
Skildringer
depictions

av
of

norsk
Norwegian

natur
nature

se-es
see-pass

ofte
often

ned
down

på.
on

‘People often look down upon depictions of Norwegian nature.’
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Bresnan (1982c) pointed out that pseudopassives create a potential problem for a
lexical treatment of the passive. She proposed a rule which incorporates the verb
and the preposition into one complex verb (Bresnan 1982c: 50–59). This analysis
accounts for the fact that the verb and the preposition behave as a unit in English
pseudopassives. The preposition must be adjacent to the verb, and it can be a part
of a derived participle-based adjective. Examples are (87)–(88).

(87) English (Bresnan 1982c: 54)
*Everything was paid twice for.

(88) English (Bresnan 1982c: 53)
Each unpaid for item will be returned.

Scandinavian pseudopassives are different from the English ones. The preposi-
tion does not have to be adjacent to the verb, as (86) shows, and derived adjectives
with a preposition following the verb do not exist. Scandinavian grammarians
have therefore been skeptical of preposition incorporation (see e.g. Christensen
1986).9 Lødrup (1991) proposes a raising to subject analysis, in which the subject
and the prepositional object are structure shared (see also Alsina 2009).

3.8.3 Complex passives

The so-called complex passive is exemplified in (89).

(89) Danish (Ørsnes 2006)
Bil-en
car-def

bed-es
ask-pass

flyttet.
moved

‘You are asked to move your car.’

This construction has a passive verb followed by a passive or unaccusative par-
ticiple. One of its interesting properties is that there is no directly corresponding
active sentence. It is impossible to realize the theme argument bilen ‘car.def’ as
the object of the active verb bede ‘ask’.

The complex passive is possible with a small number of first verbs in Danish
and Norwegian. It is more marginal in Swedish. Ørsnes (2006) gives an LFG ac-
count in which the complex passive is a subject-to-subject raising construction.

9These arguments rule out an analysis in which the verb and the preposition are one lexical
item. However, given later developments within LFG, one could imagine a different analysis
that makes the verb and the preposition one unit. They could be one pred in f-structure in the
same way as complex predicates consisting of two verbs (see the discussion following example
(90) below).
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3.8.4 Long passives

Another type of passive that involves two verbs is exemplified in (90).

(90) Norwegian
Dette
this

forsøk-es
try-pass

å
to

gjør-e(-s).
do-inf(-pass)

‘One tries to do this.’

This construction can be found in Norwegian, Swedish and Danish, even if speak-
ers’ intuitions vary. It sounds best with a passive second verb (Lødrup 2014). The
subject of (90) realizes the internal argument of the second verb. This is a passive
of a complex predicate consisting of two verbs (Butt 1995, Alsina 1996, Sells 2004,
Andrews 2023 [this volume]), a so-called long passive (Lødrup 2014).

There is independent evidence for the complex predicate analysis. Verbs that
take the long passive also allow verbal feature agreement in the active, in the
sense that a second verb takes on the form of the preceding verb, instead of the ex-
pected infinitive. Verbal feature agreement is a complex predicate phenomenon,
for reasons discussed in Niño (1997) and Sells (2004). Mainland Scandinavian can
(to varying degrees) have this kind of agreementwith imperatives and participles,
as in (91)–(92) (Havnelid 2015, Aagaard 2016).

(91) Norwegian
Forsøk
try.imp

å
to

gjør
do.imp

ditt
your

beste.
best

‘Try to do your best.’

(92) Norwegian
Hadde
had

forsøk-t
try-ptcp

å
to

gjor-t
do-ptcp

samtal-en
conversation-def

kort.
short

‘(I) would have tried to make the conversation short.’

3.8.5 The new passive/impersonal construction

Icelandic has a construction that has been called the new passive construction or
the new impersonal construction (see Maling & Sigurjónsdóttir 2002). An exam-
ple is (93).

(93) Icelandic (Kibort & Maling 2015)
Loks
finally

var
was

fund-ið
found-n.sg

stelp-una
girl.(f)-def.acc

eftir
after

mikla
great

leit.
search

‘They finally found the girl after a long search.’
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This construction seems to have passivemorphology. There is no realized subject.
(There can be an expletive in first position, but these are usually not considered
subjects, see Section 2.5.) The external role cannot be realized as a subject, and
there is no “promotion to subject” of an internal role.

The analysis of this construction has been discussed several times, but the
only LFG discussion is in Kibort & Maling (2015). Some authors see it as a real
passive (e.g. Eythórsson 2008). Maling and her co-authors argue that despite its
morphology, the construction is not a passive. They see it as an impersonal active
construction, comparable to the Irish autonomous form and the Polish -no/to con-
struction. This means that the verbal morphology introduces a PRO subject with
an unspecified, typically human interpretation. This PRO is argued to behave
like other subjects syntactically. For example, it can control a subject-oriented
adjunct, as shown in (94).

(94) Icelandic (Maling & Sigurjónsdóttir 2002: 125)
Það
expl

var
was

kom-ið
come-n.sg

skellihlæjandi
laughing.out.loud

í
into

tím-ann.
class-def

‘People came into class laughing out loud.’

3.9 Directed motion – rules or constructions

Toivonen (2002) and Asudeh et al. (2013) discuss the Swedish directed motion
construction, in which a verb takes a reflexive and a directional PP. An example
is (95).

(95) Swedish (Asudeh et al. 2013: 13)
Sarah
Sarah

armbågade
elbowed

sig
refl

genom
through

mängd-en.
crowd-def

‘Sarah elbowed her way through the crowd.’

Toivonen (2002) discusses how this kind of sentence should be described, with a
construction or with a lexical rule. An argument for using a construction is that
“it is difficult to pin its meaning to any one of its individual parts” (Toivonen 2002:
342). The relevant sentences denote traversal, but the verb does not need to be a
motion verb. There is no special word or morpheme that is uniquely associated
with the construction.

Asudeh et al. (2013) discuss this and similar expressions further. They point out
that assuming a directed motion construction would violate the Lexical Integrity
Principle:
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“Morphologically complete words are leaves of the c-structure tree and each
leaf corresponds to one and only one c-structure node.” (Bresnan et al. 2016:
92)

This principle entails that units smaller or bigger than words cannot be in-
serted in c-structure. Asudeh et al. (2013) propose templates to factor out gram-
matical information that can be invoked bywords or construction-specific phrase
structure rules. This makes it possible to capture the constructional effects, with-
out giving up the Lexical Integrity Principle.

3.10 Definiteness and pronouns

3.10.1 Double definiteness

So-called double definiteness can be found in Norwegian, Swedish and Faroese,
but not in Danish and Icelandic. Examples are (96)–(97).

(96) Norwegian
denne
this

hest-en
horse-def

/
/
??hest
horse

‘this horse’

(97) Norwegian
den
the

hvit-e
white-def

hest-en
horse-def

/
/
??hest

horse
‘the white horse’

Double definiteness means that the definiteness of the nominal phrase is ex-
pressed by two elements: both the determiner and the definite suffix on the
noun.10 In (97), the adjective makes the determiner den obligatory. When there is
no adjective, a definite noun such as hesten ‘horse.def’ can be a nominal phrase
on its own.

Double definiteness is usually obligatory in the colloquial language. There are,
however, certain options for semantic differences with and without double defi-
niteness, especially in literary style. Some researchers assume that the two defi-
nite elements give different semantic contributions to the phrase (e.g. Julien 2005:
35–44).

10The definite (or “weak”) form of the adjective in (98) is conditioned by the definiteness of the
nominal phrase. This will not be discussed further here.
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The LFG formalism makes it easy to account for double definiteness by letting
both definite elements introduce [def +]. A problem is then how to avoid double
definiteness in languages where it is ungrammatical, such as Danish. Cf. example
(98).

(98) Danish
den
the

hvid-e
white-def

hest
horse

/
/
*hest-en
horse-def

‘the white horse’

One way of accounting for Danish is to use so-called instantiated values (Strahan
2008: 213–14). The Danish determiner den ‘the’ is then specified as [↑ def = +_],
where the underscore indicates that this specification cannot unifywith anything
else. The Danish definite noun hesten ‘horse.def’ also has this specification, so
(98) is ruled out with a definite noun.

A different analysis of double definiteness can be found in Romero (2015). He
assumes that the determiner is the only element that has definiteness as an inher-
ent property, while the noun simply agrees with it. The definite form of the noun
then carries a constraining equation [↑ def =𝑐 +]. This analysis gives raise to a
problem with nominal phrases such as hesten ‘horse.def’, which can be used in
all argument positions. Romero’s solution is that hesten is really den hesten ‘the
horse.def’, where the elements undergo lexical sharing (in the sense of Wescoat
2002).

Börjars & Harries (2008) discuss the history of double definiteness, and make
the following remark on its analysis:

All analyses of the difference between double and single definiteness ap-
pear to be somewhat stipulative [ … ] This may be because it is a rela-
tively superficial phenomenon, not associated with deep semantic proper-
ties, and hence there may not be any fundamental principled explanation.
(Börjars & Harries 2008: 341)

3.10.2 Pronominal demonstratives

Norwegian and Danish can use a pronoun as a demonstrative in sentences such
as (99)–(100).

(99) Norwegian (Strahan 2008: 193)
Se
look

på
at

han
he.nom

mann-en!
man-def

‘Look at that man!’
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(100) Danish (Strahan 2008: 193)
Se
look

på
at

ham
he.acc

mand-en!
man-def

‘Look at that man!’

Johannessen (2008) says that the use of the demonstrative is linked to what she
calls psychological distance, and names it the pronominal psychological demon-
strative. The form of the pronoun is invariable in each language, not depending
upon the function of the nominal phrase. Norwegian always uses the nominative,
while Danish uses the accusative. It is striking that Danish can have the definite
form of the noun in this construction when double definiteness is not allowed
otherwise.

A nominal phrase with a pronominal demonstrative always has specific refer-
ence (while the regular distal demonstrative den is neutral in this respect). Stra-
han (2008) sees the relation between the specificity of the pronominal demon-
strative and the definiteness of the noun as a kind of agreement.

A difference betweenNorwegian andDanish is that Danish needs a determiner
following the pronominal demonstrative when there is an adjective preceding
the noun, as in (101). The noun is then indefinite. The Norwegian equivalent
cannot have this determiner following the pronominal demonstrative, as shown
in (102).

(101) Danish (Strahan 2008: 213)
Det
it

er
is

ham
he.acc

den
the

store
big-def

mand.
man

‘It is that big man.’

(102) Norwegian
Det
it

er
is

han
he.nom

(*den)
the

store
big-def

mann-en.
man-def

‘It is that big man.’

This difference between Norwegian and Danish shows that the pronominal de-
monstrative must be at different levels in c-structure in the two languages. Stra-
han (2008) assumes that it is under NP in Norwegian, and under DP in Danish.

Varieties of Swedish are similar to Danish in allowing sentences parallel to
(101). On the other hand, Swedish is like Norwegian in using the nominative
form of the pronoun.
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3.10.3 Nominative and accusative of Danish pronouns

Personal pronouns in Danish have, like English, the accusative form as the de-
fault form, while the nominative is reserved for subjects. Ørsnes (2002) discusses
a special feature of Danish: The nominative is only used for local subjects, as in
(103). A non-local subject is realized in the accusative form, as in (104).

(103) Danish (Ørsnes 2002)
Peter
Peter

tror
thinks

han
he.nom

vinder.
wins

‘Peter thinks he is going to win.’

(104) Danish (Ørsnes 2002)
Ham
he.acc

/
/
*han
he.nom

tror
thinks

Peter
Peter

vinder.
wins

‘Peter thinks he is going to win.’

Ørsnes (2002) gives the following conditions for nominative and accusative pro-
nouns:

Nominative The DP is the subject of the immediately containing f-structure.

Accusative The DP is not the subject of the immediately containing f-structure
(but possibly the subject of an embedded f-structure).

The constructive case formalism (Nordlinger 1998) makes it possible to state
these conditions in a simple way. Ørsnes (2002) proposes that the accusative ham
is equipped with the restriction (105), and the nominative han with (106).

(105) ham {¬ (subj ↑) ∨
((comp+ subj ↑) df) = ↑ }

(106) han (subj ↑)
((comp+ subj ↑) df) ≠ ↑

3.11 Reflexive binding

3.11.1 The classical LFG approach

The basic facts about binding of reflexives are rather similar in the Mainland
Scandinavian languages (but see Lundquist 2014a for some nuances).
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Norwegian data has played an important role in the development of binding
theory in LFG. Dalrymple (1993) was influenced by the pioneer work of Hellan
(1988) (see also Hestvik 1991). Her work is followed up in Bresnan et al. (2016:
227–85). Two general introductions to LFG also discuss binding in Norwegian
and Swedish: Falk (2001: 173–91) and Börjars et al. (2019: 152–175).

Anaphoric elements in Norwegian give a nice illustration of different kinds
of binding requirements. Their properties are shown in table 1 (from Dalrymple
1993: 34). A nucleus is a pred and the functions that it selects. A complete nucleus
is a nucleus that contains a subj.

Table 1: Anaphoric elements in Norwegian

Bound to: Disjoint from:

seg selv subject in coargument domain —
ham selv argument in minimal complete nucleus subject in minimal

complete nucleus
seg subject in minimal finite domain subject in minimal

complete nucleus
sin subject in minimal finite domain —

Examples are (107)–(110).

(107) Norwegian (Dalrymple 1993: 29, from Hellan 1988: 67)
Jon
Jon

fortalte
told

meg
me

om
about

seg
refl

selv.
self

‘Jon told me about himself.’

(108) Norwegian (Dalrymple 1993: 29, from Hellan 1988: 104)
Vi
We

fortalte
told

Jon
Jon

om
about

ham
him

selv.
self

‘We told Jon about himself.’

(109) Norwegian (Dalrymple 1993: 31, from Hellan 1988: 73)
Jon
Jon

hørte
heard

oss
us

snakke
talk

om
about

seg.
refl

‘Jon heard us talk about him.’
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(110) Norwegian (Dalrymple 1993: 33, from Hellan 1988: 75)
Jon
Jon

ble
became

arrestert
arrested

i
in

sin
refl.poss

kjøkkenhave.
kitchen-garden

‘Jon was arrested in his kitchen garden.’

Dalrymple shows how anaphoric elements can be equippedwith binding require-
ments in their lexical entries. Binding is described as an inside-out phenomenon
in f-structure. Intuitively, we start at the anaphoric element, and go outwards
to find a possible binder to co-index with. The path outward is restricted in dif-
ferent ways for different elements. For example, seg selv is bound to the subject
in its coargument domain, which means that the path cannot go through an f-
structure that contains a subject. Possessive sin is bound to a subject in a minimal
finite domain, which means that the path cannot go through an f-structure that
contains tense.

The relation between the anaphoric element and the binder can be non-local,
as shown by the long distance use of the simple reflexive seg (example (109)). This
is a case of functional uncertainty.

3.11.2 Some questions of data and interpretation

The Norwegian binding data used by Dalrymple have been the basis of theoreti-
cal discussion within different frameworks. They are not without their problems,
however. The Hellan/Dalrymple assumptions were criticized in Lødrup (1999a,
2007, 2008a). Three problems for the Hellan/Dalrymple assumptions will be men-
tioned here: object binders, the status of the simple reflexive seg, and binding into
a finite clause.

3.11.2.1 Object binders

Hellan and Dalrymple assume that only subjects are possible binders. This might
be considered a somewhat brutal idealization of the data, because speakers accept
object binders as well in some cases, such as (111) (Lødrup 2008a).

(111) Norwegian
Regl-ene
rules-def

er
are

til
particle

for
for

å
to

beskytte
protect

dem
them

mot
against

seg
refl

selv.
self

‘The rules exist to protect them against themselves.’
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3.11.2.2 The status of the simple reflexive seg

Hellan and Dalrymple assume that the simple reflexive seg is not used in local
binding, only in long distance binding as in example (109) above. A difficult ques-
tion concerns the status of the simple reflexivewhen it is not long distance bound.
It is uncontroversial that it can be a non-argument, e.g. with inherently reflexive
verbs (such as skynde seg ‘hurry’). The problem concerns sentences such as (112),
in which the simple reflexive seems to be locally bound.

(112) Norwegian
Jon
Jon

vasker
washes

seg.
refl

‘Jon is washing himself.’

In the Hellan/Dalrymple approach, one has to say that this is not an argument
reflexive, but a lexical reflexive that is used to detransitivize the verb. Lødrup
(1999a, 2007) argues that the simple reflexive is a thematic object in sentences
such as (112). He claims that a locally bound simple reflexive is possible in what
he calls a physical contexts (see also Bresnan et al. 2016: 279–282). This means
that the reflexive is the object of a verb that denotes an action directed towards
the body of the subject, or the object of a locational preposition.

Physical contexts are also the contexts that allow body part nouns and other
nouns in the “personal domain” to occur in the definite formwithout a possessive
pronoun, as in (113) (Lødrup 1999a, 2010). The subject is then understood as the
possessor. This use of the definite form is independent of the regular conditions
on definiteness, such as being previously known or mentioned.

(113) Norwegian
Jon
Jon

vasker
washes

ansikt-et.
face-def

‘Jon is washing his face.’

Lødrup assumes that both simple reflexives and the relevant group of definite
nouns can be bound in physical contexts. Outside physical contexts, the complex
reflexive is required – and a body part noun needs a possessive pronoun (or a
definite form that satisfies the regular conditions on definiteness). This is shown
in (114)-(115).

(114) Norwegian
Jon
Jon

elsker
loves

seg
refl

*(selv).
(self)

‘Jon loves himself.’
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(115) Norwegian
Jon
Jon

elsker
loves

ansikt-et
face-def

*(sitt).
(refl.poss)

‘Jon loves his face.’

3.11.2.3 Binding into a finite clause

Mainland Scandinavian allows non-local binding into a non-finite clause, as in
example (109) above. Varieties of Mainland Scandinavian also allow binding into
a finite clause to some extent. Lødrup (2009a) shows that this can be accept-
able when the subject of the embedded clause is low prominent: expletive, non-
animate or non-specific. Examples are (116)-(117). Note that the complex reflexive
is used in (117).

(116) Norwegian (Lødrup 2009b: 116)
Alle
all

kan
can

føle
feel

det
it

er
is

en
a

del
part

av
of

seg…
refl

‘Everybody can feel that it is a part of them.’

(117) Norwegian (Lundquist 2014b)
Folk
people

leser
read

vel
presumably

bare
only

de
the

brev-ene
letters-def

som
that

er
are

til
to

seg
refl

selv.
self

‘People presumably only read the letters which are for them.’

The Norwegian (117) is accepted by a majority of informants, and the same is true
of its Swedish equivalent (Lundquist 2014b).

The conditions on binding into a finite clause in Mainland Scandinavian seem
to be complicated, and there has been some discussion about their nature (Stra-
han 2009, 2011, Lødrup 2009a, Lundquist 2014b,c, Julien 2020).

3.11.3 Long distance binding in Insular Scandinavian

Icelandic allows binding into a finite clause when the subordinate verb is subjunc-
tive (Thráinsson 1976). Icelandic long distance reflexives are usually considered
logophoric (see e.g. Maling 1984). An example is (118).

(118) Icelandic (Thráinsson 1976)
Jón
Jón

segir
says

að
that

María
María

elsk-i
loves-sbjv

sig.
refl

‘Jón says that María loves him.’
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Sentences corresponding to (118) are also possible in Faroese (Strahan 2011), even
though this language does not have a subjunctive mood.

Strahan (2009, 2011) compares long distance binding in Mainland and Insular
Scandinavian, and discusses the formalization of relevant binding conditions. An
original idea is the use of outside-in (in addition to inside-out) functional uncer-
tainty, to account for the role of the binder as a perspective-holder

3.12 Binding of distributive possessors

The Scandinavian languages can use prenominal distributive possessors to ex-
press distance distributivity. Examples are (119)–(120).

(119) Swedish
Vi
we

har
have

ätit
eaten

varsitt
each.3.refl.poss.neut

äpple.
apple

‘We have eaten one apple each.’

(120) Eastern Norwegian
Vi
we

har
have

spist
eaten

hver-t
each-neut

vår-t
1.refl.poss-neut

eple.
apple

‘We have eaten one apple each.’

These distributive elements are composed of a distributive quantifier and a re-
flexive possessor (at least from a historical point of view). Lødrup et al. (2019)
compare the grammar of these expressions in Standard Swedish and Eastern
Norwegian, and find a number of differences. Eastern Norwegian has agreement
that is lacking in Standard Swedish: The distributive quantifier agrees with the
following noun in number and gender, and the possessor agrees with the subject
in person and number. Another difference is that the Eastern Norwegian expres-
sion follows standard binding requirements, while this is not always necessary
in Swedish.

Lødrup et al. (2019) give an analysiswhich is based upon an idea fromVangsnes
(2002): The Swedish varsitt ‘each.3.refl.poss.neut’ is a single lexical unit, while
its Eastern Norwegian correspondent is syntactically complex. They also give
a semantic analysis in which the distributive possessor has the semantics of a
Skolemized Choice Function.
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4 Computational work

Computational approaches to Scandinavian grammar are not covered in this
chapter. It could be mentioned, however, that seminal work on Norwegian gram-
mar within LFG has been conducted in several computational linguistics projects
at the University of Bergen. NorGram is a broad-coverage LFG grammar for Nor-
wegian implemented on the XLE platform (Dyvik 2000, see also Forst & King
2023 [this volume]). Extensive online documentation of NorGram covers inter
alia basic clause structure, lexical categories, phrase structure categories, and f-
structure features.11 NorGram has been used in the construction of the LFG tree-
bank NorGramBank (Dyvik et al. 2016, see also Rosén 2023 [this volume]). For
the treebank there is detailed documentation (in Norwegian) on how to search
for various grammatical phenomena; it provides not only c- and f-structures, but
also comments on the analyses.12

5 Conclusion

There is a rich LFG literature on various aspects of the Scandinavian languages,
and it was impossible to do justice to it all in this chapter. Scandinavian data
have played a role in the development of LFG, for example when it comes to
binding conditions and functional categories. Chomskyan approaches have had
a dominating position in Scandinavian syntax, and research in LFG has given al-
ternative perspectives. It has produced results that are important both for Scan-
dinavian and international linguistics.
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Chapter 34

LFG and Semitic languages
Louisa Sadler
University of Essex

This chapter surveys the work in LFG on the Semitic languages of Arabic, Hebrew
and Maltese. The overview is structured around a number of themes and topics
where there is LFG work on one or more of the Semitic languages. Successive sec-
tions look at basic clause structure, verbal complementation (including temporal
and aspectual auxiliaries, phasal verbs, and perceptual report verbs), copula con-
structions, construct state nominals, mixed categories, negation and unbounded
dependency constructions.

1 Introduction

The Semitic languages are part of the Afro-Asiatic family and the genus includes
Arabic, Amharic, Tigrinya, Hebrew, Tigré, Maltese, Mehri and Jibbali inter alia.
Of these, Arabic (including its many modern vernaculars, and the codified, for-
mal variety Modern Standard Arabic (msa)) is spoken over a very extensive ge-
ographical area with in the order of 250–300 million native language speakers,
while Amharic, Tigrinya, Hebrew and Tigré all have numbers of speakers in ex-
cess of 1 million. Most work in LFG on this family is on (Modern) Hebrew, Arabic
(Modern Standard (msa) and the modern vernaculars) and Maltese (a mixed lan-
guage with a Maghrebi/Siculo-Arabic stratum). Kifle (2007) and Kifle (2011) are
concerned respectively with differential object marking and the applicative con-
struction in Tigrinya, a Semitic language of Eritrea and Ethiopia; see Bodomo &
Che 2023 [this volume] for further discussion of Tigrinya.1

1Example sentences in this chapter have been taken from a number of different sources. In each
case, the examples are given using the author’s own transcription, with the exception of long
vowels, where the notation has been standardised. On the other hand, some standardisation
of glossing has been adopted to increase transparency.

Louisa Sadler. 2023. LFG and Semitic languages. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 1651–1702. Berlin: Language Science Press. DOI: 10.
5281/zenodo.10186020

https://doi.org/10.5281/zenodo.10186020
https://doi.org/10.5281/zenodo.10186020


Louisa Sadler

2 Basic clause structure

Word order is relatively free in Arabic: there are two basic word orders generally
claimed for msa (svo and vso), while svo structures predominate in the spoken
vernaculars. Beyond LFG, a considerable literature has addressed the question of
whether the preverbal position in svo structures is a genuine subject position or
alternatively a dislocated or topicalised position, in particular in connection with
msa which exhibits full agreement in the svo order and partial agreement in the
vso order. While none of the LFGwork on Arabic has a primary focus on matters
of constituent structure (unlike quite a considerable volume of the theoretical
work in other frameworks), basic clause structure for Arabic is covered to some
extent in the theses by Alsharif (2014) (msa), Alotaibi (2014) (Hijazi), ElSadek
(2016) (Egyptian), Alruwaili (2019) (Turaif) and Camilleri (2016) (Maltese). This
work generally reflects the view that Arabic has two structural subject positions,[Spec, IP] and a lower position, and places the tensed verb in I.

Alsharif (2014) adopts an I+S (subject-predicate) analysis for the two basic
word orders of msa, in which the subject appears in a different position in each
word order, as shown in (2) (Alsharif 2014: 49–50),2 and a similar position is
adopted for vso and svo structures in Hijazi Arabic in Alotaibi (2014).

(1) msa (Alsharif 2014: 49;50)
a. ya-šrab-u

3m-drink.ipfv-sg.ind
Ali-un
Ali-nom

al-qahwat-a
def-coffee-acc

‘Ali drinks the coffee.’
b. Ali-un

Ali-nom
ya-šrab-u
3m-drink.ipfv-sg.ind

al-qahwat-a
def-coffee-acc

‘Ali drinks the coffee.’

2Alsharif (2014) claims that for msa the subject in Spec of IP is associated with additional prag-
matic information, but this is not explored further. The agreement asymmetry between SVO
and VSO structures in msa where we find full agreement in SVO structures and partial agree-
ment (person and gender) in VSO structures is not discussed but see Fassi Fehri (1988) for an
early discussion of this issue. Many vernacular varieties lack this agreement asymmetry, but
this is not the place to discuss this somewhat complex issue.
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(2) IP

I′↑=↓
I↑=↓

yašrabu

S↑=↓
NP

(↑ subj)=↓
Aliun

VP↑=↓
NP

(↑ obj)=↓
alqahwata

IP

NP
(↑ subj)=↓

Aliun

I′↑=↓
I↑=↓

yašrabu

S↑=↓
VP↑=↓
NP

(↑ obj)=↓
alqahwata

In a slight variant, both ElSadek (2016) and Alruwaili (2019) assume an I+VP
structure for the basic neutral svo word order in Egyptian Arabic and Turaif
Arabic respectively.3

(3) Egyptian Arabic (ElSadek 2016: 90)
ʔel-walad
def-boy

katab
write.pfv.3m.sg

el-gawāb
def-letter

‘The boy wrote the letter.’

(4) Turaif Arabic (Alruwaili 2019: 100)
ʕali
Ali

kitɛb
write.pfv.3m.sg

l-wāǧib
def-homework

‘Ali wrote the homework.’

3As with many other vernaculars, vso is a possible but less common variant in Turaif Arabic.
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(5) IP

NP
(↑ subj)=↓
ʔel-walad

I′↑=↓
I↑=↓

katab

VP↑=↓
NP

(↑ obj)=↓
el-gawāb

(ElSadek 2016: 91)

In all of this work, an important motivation for the assumption that the verb
expressing tense is in I is the fact that the very same (perfective and imperfective)
forms express aspectual information when they occur in a lower position, in the
compound tenses of Arabic (the examples (1a) and (6) provide a simple illustra-
tion of this property). There is some discussion of compound tenses in Arabic
(involving forms of the ‘be’ verb as a temporal auxiliary) in a number of LFG
sources and this literature includes both Aux-feature and Aux-pred analyses for
broadly comparable data across the dialects.

Alsharif (2014) adopts a single-tier or Aux-feature analysis for msa examples
such as (6), and a fuller development of this approach to compound tense forma-
tion in msa is given in Alsharif & Sadler (2009).4

(6) msa (Alsharif 2014: 52)
kāna
be.pfv.3m.sg

Ali-un
Ali-nom

ya-šrab-u
3m-drink.ipfv-sg.ind

al-qahwat-a
def-coffee-acc

‘Ali was drinking the coffee.’

4In the simple tenses of Arabic, the imperfective and perfective forms of the lexical verb are
associated with tense. The compound tenses of Arabic and Maltese are formed by combin-
ing imperfective and perfective verb forms of the auxiliary ‘be’ (associated with tense) with
perfective and imperfective forms of the lexical verb, which are then associated with aspect.
Note that these forms still show subject agreement in their (embedded) aspectual use.
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(7) msa (Alsharif & Sadler 2009: 18)
kun-tu
be.pfv-1sg

ʔaktub-u
write-ipfv.1sg

t-taqrīr-a
the-report-acc

‘I was writing the report.’

(8) ⎡⎢⎢⎢⎢⎣
pred ‘write〈subj,obj〉’
asp prog
tense [past +]
subj [pers 1

num sg]
⎤⎥⎥⎥⎥⎦

(Alsharif & Sadler 2009: 18)

The Aux-feature account is also adopted by Alotaibi (2014) for Hijazi (Taif)
Arabic and Alruwaili (2019) for Turaif Arabic, and by Camilleri (2016) for Maltese.
In (10) the auxiliary elements kont ‘be.pfv.1sg’ and qed respectively contribute
tense=past and aspect=prog to the f-structure of the predicate wash.

(9) Hijazi (Taif) Arabic (Alotaibi 2014: 37)
ʔaħmad
Ahmad

kān
be.pfv.3m.sg

yiǧri
run.ipfv.3m.sg

fī
in

al-ħadīqah
def-garden

ʔams
yesterday

‘Ahmad was running in the garden yesterday.’

(10) Maltese (Camilleri 2016: 19)
Kon-t
be.pfv-1sg

qed
prog

n-a-ħsel
1-frm.vwl-wash.ipfv.sg

il-karozza
def-car

‘I was washing the car.’

On the other hand, ElSadek (2016) presents some arguments in favour of the
Aux-pred analysis for EgyptianArabic, inwhich the tense-aspect auxiliary kān is
treated as a raising verb taking a VP xcomp complement. The c-structure for (11)
and f-structure for (13) below illustrate this approach. In work on the aspectual
system of Libyan Arabic, Börjars et al. (2016) also provide arguments in support
of an Aux-pred approach to the facts which they discuss.

(11) Egyptian Arabic (ElSadek 2016: 91)
ʔaħmad
Ahmed

kān
be.pfv.3m.sg

bi-yẖattat
bi-plan.ipfv.3m.sg

el-hugūm
def-attack

‘Ahmed was planning the attack.’
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(12) IP

NP
(↑ subj)=↓
ʔaħmad

I′↑=↓
I↑=↓

kān

VP
(↑ xcomp)=↓

V↑=↓
bi-yẖattat

NP
(↑ obj)=↓
el-hugūm

(ElSadek 2016: 91)

(13) Egyptian Arabic (ElSadek 2016: 90)
konna
be.pfv.1pl

ħa-nmūt
fut-die.ipfv.1pl

‘We were going to die.’

(14) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈xcomp〉 subj’
tense past

subj [pers 1
num pl]

xcomp [pred ‘die〈subj〉’
aspect prosp
subj

]
⎤⎥⎥⎥⎥⎥⎥⎥⎦

(ElSadek 2016: 90)

3 Aspects of verbal complementation

Various further aspects of verbal complementation in the Arabic vernaculars are
discussed in the LFG literature. Camilleri (2016) provides a detailed exploration of
temporal and aspectual auxiliation in Maltese, articulating an unusually large set
of features and values for this domain at f-structure. She also explores the use of
the pseudo-verbs għodd- ‘almost’ il- ‘to’ and għad- ‘still’ as aspectual auxiliaries
expressing the perfect aspect. The term pseudo-verb is used descriptively in
work on the Arabic vernaculars to refer to a form which plays the role of a finite
verb in the syntax but which is derived from a participle, preposition or nominal
stem and usually retains many aspects of morphosyntactic realization reflecting
this origin, such as exhibiting non-canonical forms of subject agreement. These
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forms raise many interesting issues for analysis, not least regarding their syn-
chronic categorial identity. Camilleri argues that the universal perfect and the
perfect of recent past are expressed syntactically in Maltese by the pseudo-verbs
il- and għad- respectively (see (15) and (16)), while għodd provides an avertive
construction. Applying a range of standard tests, she argues for an Aux-pred,
raising analysis of these forms, along the lines shown in (18) and (19) for (16) and
(17) respectively. Note that Maltese, like Arabic, lacks an infinitival form, and
makes use of the imperfective form of the verb in these non-finite complements.

(15) Maltese (Camilleri 2016: 205)
Il-ni
to-1sg.acc

n-i-kteb
1-frm.vwl-write.ipfv.sg

mis-7
from.def-7

‘I have been writing since 7 o’clock.’

(16) Maltese (Camilleri 2016: 213)
Kon-t
be.pfv-1sg

għad-ni
still-1sg.acc

qed
prog

n-i-kteb
1-frm.vwl-write.ipfv.sg

‘I was still writing.’

(17) Maltese (Camilleri 2016: 213)
Kon-t
be.pfv-1sg

għodd-ni
almost-1sg

xtraj-t
buy.pfv-1sg

il-libsa
def-dress

‘I had almost bought the dress.’

(18) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘għadni〈xcomp〉subj’
tense past
aspect perfect

subj [pred ‘pro’
pers 1
num sg

]
xcomp [pred ‘nikteb〈subj〉’

subj
aspect prog

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Camilleri 2016: 214)

1657



Louisa Sadler

(19) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘għoddni〈xcomp〉subj’
cl-type avertive
tense past

subj [pred ‘pro’
pers 1
num sg

]
xcomp

⎡⎢⎢⎢⎢⎣
pred ‘xtrajt〈subj,obj〉’
subj
aspect perfective

obj [pred ‘libsa’
def +]

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Camilleri 2016: 214)

The syntax and morphosyntax of phasal verbs, that is verbs which denote the
inception, duration, continuation, completion or termination of a state or event
(such as (20)), in the Arabic vernaculars is addressed in Alotaibi et al. (2013) (see
also Camilleri 2016 and ElSadek 2016 for more extensive discussion of Maltese
and Egyptian respectively). These verbs take verbal complements (or, particu-
larly in Modern Standard Arabic, nominalised verbal complements) and typically
disallow intervening material between the aspectual verb and its verbal comple-
ment (which generally lacks a complementising particle). The aspectual verb and
the embedded verb have the same subject, which is not expressed as an NP in
the lower clause. The embedded verb shows subject agreement and is usually an
imperfective form (Arabic lacks an infinitive form). Using standard tests, Alotaibi
et al. (2013) show that a raising analysis is motivated for these verbs in examples
such as (20) and (21) below.5

(20) Egyptian Arabic (Alotaibi et al. 2013: 17)

a. el-walad
def-boy

ma-badaʔ-š
neg-start.pfv.3m.sg.neg

ya-kul
3-eat.ipfv.m.sg

‘The boy didn’t start to eat.’
b. el-walad

def-boy
badaʔ
start.pfv.3m.sg

ma-ya-kul-š
neg-3-eat.ipfv.3m.sg.neg

‘The boy started to not eat.’

5In addition to occurring in a raising structure, some of the class of phasal verbs also occur
in a ‘subjectless’ variant with a default 3m.sg phasal verb and a subject expressed within the
embedded complement, a structure which provides an expletive subject counterpart to the
raising structure.
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(21) a. Hijazi Arabic (Alotaibi et al. 2013: 20)
al-maḥṣūl
def-harvest

bada
start.pfv.3m.sg

ya-n-ğimʕ
3-pass-gather.ipfv.m.sg

‘The harvest started being gathered.’
b. Maltese (Alotaibi et al. 2013: 20)

L-iltiema
def-orphans

bde-w
begin.pfv.3-pl

j-i-n-ġabr-u
3-frm.vwl-pass-gather.ipfv-pl

‘The orphans started being gathered (together).’

Camilleri et al. (2014b) discuss perceptual report predicates in msa and in Mal-
tese. The msa verb yabdū ‘seem, appear’ occurs in an expletive subject (or ‘sub-
jectless’) construction taking a complement introduced by the declarative com-
plementising particle ʔanna. While it does not permit subject raising (ssr) they
argue that it does permit copy raising (cr) with the complementising particle
kaʔanna ‘as if’. In the cr construction, the copy pronoun is not restricted to the
embedded subj role and may occur in a wide range of nominal gfs in the embed-
ded complement.

In Maltese the perceptual report predicates include the verb deher ‘seem/ap-
pear’ and the pseudo-verbs donn+prn (diachronically the imperative of ‘believe/
think’) and qis+prn, both meaning ‘seem/appear/taste/sound as.though/as.if’.
(22) exemplifies the expletive construction with the verb deher, in which the
verb appears in the default 3m.sg form and the subject is expressed only in the
embedded comp. In (23) the subject is in the matrix clause and both matrix and
embedded verbs agree with it. Camilleri et al. (2014b) argue that evidence from
standard tests for raising (idiom chunks, meaning preservation under passivisa-
tion, expletives, etc) suggests that (23) and similar examples are ssr.

(22) Maltese (Camilleri et al. 2014b: 191)
J-i-dher
3-frm.vwl-appear.ipfv.m.sg

t-tfal
def-children

sejr-in
going.act.ptcp-pl

tajjeb
good.m.sg

‘It seems the children are doing well.’

(23) Maltese (Camilleri et al. 2014b: 191)
It-tfal
def-children

dehr-u
appear.pfv.3-pl

qed
prog

j-ieħd-u
3-take.ipfv-pl

gost
pleasure

‘The children seem (as though) they are enjoying themselves (lit: taking
pleasure).’
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However, Maltese deher also occurs in what looks like a copy raising (cr) con-
struction, in which a pronominal coreferential with the subj of the raising predi-
cate deher occurs as an argument within the embedded complement. This is illus-
trated in (24) where the obj pronominal inflection -ha in the form weġġagħ-ha
‘hurt.caus.pfv.3m.sg-3f.sg.acc’ is coreferential with the (inflectionally-expres-
sed) matrix subj (indicated by the dashed line between anaphor and antecedent
in (25)).

(24) Maltese (Camilleri et al. 2014b: 195)
Marija
Mary

t-i-dher
3-frm.vwl-appears.f.sg

weġġagħ-ha
hurt.caus.pfv.3m.sg-3f.sg.acc

sew,
well

Mario
Mario
‘Mary seems as though Mario hurt her a lot.’

(25) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘seem〈comp〉subj’

subj
⎡⎢⎢⎢⎣
pred ‘Marija’
num sg
gend fem
pers 3

⎤⎥⎥⎥⎦
comp [pred ‘hurt〈subj,obj〉’

subj [pred ‘mario’]
obj [pred ‘pro’] ]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Camilleri et al. 2014b: 196)

The analysis which Camilleri et al. (2014b) develop of the syntax and seman-
tics of these perceptual report predicates builds on Asudeh & Toivonen’s (2012)
work on English and Swedish. Because Maltese (and Arabic in general) is both
a pro-drop language and uses the imperfective form of the verb in non-finite
complement clauses (lacking an infinitive form), examples such as (23) could in
principle involve either raising or copy raising. They argue that there is a clear
contrast between ssr examples such as (23), in which any aspect of the eventu-
ality can be the perceptual source, and cr examples such as (26) in which it is
the raised subj itself that is necessarily the individual psource. In the Maltese
cr construction, the pronominal copy can correspond to a very wide range of
embedded functions. It is also not limited to the immediately embedded comp
but within the topmost embedded comp it is restricted to non-subject functions.
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(26) Maltese (Camilleri et al. 2014b: 192)
T-i-dher
3-frm.vwl-seem.ipfv.f.sg

ġa
already

ta-w-ha
give.pfv.3-pl-3f.sg.acc

xebgħa
smacking

xogħol
work

x’t-a-għmel!
what.3-frm.vwl-do.ipfv.f.sg

‘She𝑖 seems like they already gave her𝑖 a whole load of work to do!’

While Camilleri et al. (2014b) are concerned with canonical verbal perceptual
report predicates in msa and Maltese, ElSadek & Sadler (2015) look at the expres-
sion of perceptual reports in Egyptian Arabic using the active participle bāyen
‘show, appear’ and in particular at the use of the (noun-derived) pseudo-verb
šakl (>‘form, shape’) as a perceptual report predicate. bāyen can occur in a con-
struction in which the active participle is followed by a PP which expresses the
(visible) individual psource with either the standard sentential complementiser
ʔin (corresponding to the msa complementiser ʔanna) or the ‘evidential’ com-
plementiser kaʔin (cognate with msa kaʔanna). The active participle must be in
the default form but a temporal auxiliary may agree with the nominal psource
in the PP, as illustrated in (27), in what may be a case of parasitic or miscreant
agreement.

(27) Egyptian Arabic (ElSadek & Sadler 2015: 92)
konti
be.pfv.2f.sg

bāyen
show.act.pctp.m.sg

ʕalē-ki
on-2f.sg

ʔinn-ik
that-2f.sg

mabsūt-a
happy.pass.ptcp.sg-f
‘You seemed happy.’

With šakl, there is rather clearer evidence of raising. (28) illustrates a very
common means of expressing a perceptual report. It involves what appears mor-
phosyntactically to be a nominal form šakl ‘form, shape’ with a dependent ‘pos-
sessor’ corresponding to the individual about whom the report is made. Notice
in (28) that it is the dependent ‘possessor’ (the pronominal affix) which controls
agreement on the act.ptcp, and similarly in an example such as (29). Synchron-
ically, this form appears to operate as a pseudo-verb here, in a raising structure.

(28) Egyptian Arabic (ElSadek & Sadler 2015: 95)
šakl-ohom
form-3pl

mestaney-īn
wait.act.ptcp-pl

ħāga
thing

mohemma
important

‘They seem to be waiting for an important thing.’
‘It seems they’re waiting for an important thing.’
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(29) Egyptian Arabic (ElSadek & Sadler 2015: 98)
šakl
form

el-welād
def-boys

kānu
be.pfv.3pl

biyitderbo
beat.bi.ipfv.pass.3pl

‘The boys seem to have been (being) beaten.’

In structures such as (28) and (29) the dependent NP or pronoun is not obliga-
torily interpreted as the individual psource. In a different structure, illustrated in
(30), we find a sentential complement introduced by the complementising parti-
cle kaʔin, with no requirement that the dependent NP/pronoun be co-referential
with the subject of the (embedded) predication, and these structures are associ-
ated with a clear individual psource interpretation.

(30) Egyptian Arabic (ElSadek & Sadler 2015: 98)
šakl
form

el-welād
def-boys

kaʔenn-aha
as.if-3f.sg

darabet-hom
beat.pfv.3f.sg-3pl

‘The boys seem as if she’s beaten them.’

Other work on aspects of complementation includes the following. ElSadek
(2016) discusses the causative χalla ‘make’, aspectual/phasal verbs and modal
verbs, proposing analyses involving functional and anaphoric control. Alotaibi et
al. (2013) concerns the description and analysis of experiencer-object psychologi-
cal predicates (frighten or please class – eopvs) in Hijazi Arabic, Egyptian Arabic
and Maltese and proposes that the interaction of eopvs with aspectual raising
predicates involves copy raising (cr). An analysis of aspectual object marking in
Libyan Arabic is provided in Börjars et al. (2016). In Libyan Arabic, the presence
of the preposition fi before the direct object of a transitive verb in the imperfec-
tive form provides a continuous or habitual aspectual value to the clause (see
(31)), which Börjars et al. (2016) model by means of a clause feature interior=+.

(31) Libyan Arabic (Börjars et al. 2016: 126)

a. aħmed
Ahmed

kle
eat.pst.3m.sg

el-koski
def-couscous

‘Ahmed ate couscous.’
b. aħmed

Ahmed
yākil
eat.ipfv.3m.sg

fi
fi

el-koski
def-couscous

‘Ahmed eats/is eating couscous.’
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4 Copula sentences

Both Hebrew and Arabic have copula sentences without an overt copula head,
as well as copula sentences with a ‘pronominal copula’, and a variety of copula-
type elements which mark existential constructions of various sorts. Predicative
(copula) sentences with no copula receive present tense interpretations, while
an appropriate form of be signals other temporal interpretations. The examples
in (32) illustrate this alternation between the ‘null’ and overt copula in Hebrew
with adjectival, nominal and prepositional predicates.

(32) a. Hebrew (Falk 2004: 227)
Pnina
Pnina

nora
awfully

xamuda/
cute.f/

tinoket/
baby.f/

b-a-bayit
in-def-house

‘Pnina is awfully cute/a baby/in the house.’
b. Pnina

Pnina
hayta
be.pst.3f.sg

nora
awfully

xamuda/
cute.f/

tinoket/
baby.f

b-a-bayit
in-def-house

‘Pnina was awfully cute/a baby/in the house.’

As well as the zero realisation in the predicative clauses in (32), the so-called
pronominal copula also occurs with predicative complements in Hebrew, as well
as with a definite NP complement in an equative copula construction, in paradig-
matic opposition with forms of be giving temporal interpretations other than the
present.6

(33) a. Hebrew (Falk 2004: 227)
Pnina
Pnina

hi
pron.3f.sg

nora
awfully

xamuda/
cute.f/

ha-tinoket
def-baby.f

‘Pnina is awfully cute/the baby.’
b. Pnina

Pnina
hayta
be.pst.3f.sg

nora
awfully

xamuda/
cute.f/

ha-tinoket
def-baby.f

‘Pnina was awfully cute/the baby.’
6The distribution of the null copula and the pronominal copula strategy in Arabic is similar,
but not identical. For example, in Hebrew examples with predicative nominals and PPs are
well-formed in the complement of the pronominal copula, but these structures are not found
in (most) Arabic vernaculars.

(i) Hebrew (Sichel 1997: 296)
Rina
Rina

hi
pron.3f.sg

talmid-a/xaxam-a/b-a-bayit
student-f/intelligent-f/in-def-house

‘Rina is a student/intelligent/at home.’
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The pronominal copula forms of Hebrew and Arabic have received consider-
able analytic attention outside LFG. Within LFG, Falk (2004) develops a mixed
category analysis of the pronominal copula hi and its inflectional counterparts
in Hebrew, taking it to be categorially nominal but functionally verbal. It is ar-
gued to have categorially mixed properties in taking ‘verbal’ complements (e.g.
accusative objects) and heading a constituent with a clausal distribution, but oc-
curring in an N position.7 (34) is the lexical entry for the copula use of hi; the
c-structure and f-structure for (33) are shown in (35) and (36) respectively.8 The
final line in (34) is satisfied if the category VP is a member of the set of c-structure
nodes mapping to the f-structure denoted by ↑. This requirement is satisfied in
the c-structure shown in (35).

(34) hi N (↑ pred)=‘be〈subj,predlink’〉
(↑ tense)=pres
(↑ subj gend)=f
(↑ subj num)=sg
VP ∈ CAT(↑)

(Falk 2004: 233)

(35) S

NP

Pnina

NP

NP

N

hi

VP

AP

nora xamuda

7In Hebrew, the sentential negator lo appears before a verb but between the pronominal cop-
ula and the following predicative element, which is taken to support the conclusion that the
pronominal copula is not a V in c-structure.

8Note that although this is a mixed category analysis, because Falk (2004) assumes an NP node
dominating the N hi, the N is not the extended head of VP and AP, according to the standard
definition of extended head (Bresnan et al. 2016: 136).
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(36) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈subj, predlink 〉’
tense pres

subj [pred ‘Pnina’
gend f
num sg

]
predlink [pred ‘cute’

adj {[“awfully”]}]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

(Falk 2004: 234)

While the pronominal copula is treated as a pred-bearing element with a
predlink complement (see (34) above), giving a closed, two-tier analysis of these
copula sentences, those with no copula are treated as simple single-tier predica-
tions (“such sentences are most naturally analysed as involving an exocentric S,
with direct predication by the non-verbal element” (Falk 2004: 235)). The analysis
of an example such as (32a) which lacks the pronominal copula is along the lines
shown in (37–38). On this analysis, non-verbal predicational elements which ap-
pear in both the null copula and the pronominal copula constructions must be
associated with two lexical entries, the predicational (i.e. subj-subcategorising)
pred value (for the null copula construction) being a lexical extension of the non-
predicational one (as can be seen by comparing the relevant pred values in (36)
and (38) respectively).

(37) S

NP

Pnina

AP

AdvP

Adv

nora

AP

A

xamuda

(38) ⎡⎢⎢⎢⎢⎢⎢⎣

tense pres

subj [pred ‘Pnina’
gend f
num sg

]
pred ‘cute〈subj〉’
adj {[“awfully”]}

⎤⎥⎥⎥⎥⎥⎥⎦
(Falk 2004: 235)
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An interesting consequence of this analysis is that the distinction between in-
dividual level predication and stage-level predication is reflected in f-structure.
Individual level predication uses the pronominal copula and therefore is asso-
ciated with a two-tier analysis, while stage-level predication (with no copula)
is associated with a single simple f-structure (Falk 2004: 236). This contrast in
interpretation is illustrated in (39).

(39) Hebrew (Falk 2004: 236–237)

a. ha-dinozaur
def-dinosaur

hu
pron.m.sg

vsikor
drunk.m.sg

‘The dinosaur is a drunkard.’
b. ha-dinozaur

def-dinosaur
vsikor
drunk.m.sg

‘The dinosaur is drunk.’

Copula clauses with forms of the verb haya ‘be’ are functionally equivalent to
both the zero and the pronominal copula constructions, as shown in (32b) and
(33b) above. This means that the lexical entry for haya must have an optional
pred value (see (40)). As a consequence, a sentence such as (41) will be associated
with one c-structure and the two f-structure analyses shown in (42) and (43), that
is, it will be analysed as functional ambiguous.

(40) hayta N ((↑ pred)=‘be〈subj, predlink’〉)
(↑ tense)=past
(↑ subj gend)=f
(↑ subj num)=sg

(41) Hebrew (Falk 2004: 227)
Pnina
Pnina

hayta
be.pst.3f.sg

nora
awfully

xamuda
cute.f

‘Pnina was awfully cute.’

(42) ⎡⎢⎢⎢⎢⎢⎢⎣

tense past

subj [pred ‘Pnina’
gend f
num sg

]
pred ‘cute〈subj〉’
adj {[“awfully”]}

⎤⎥⎥⎥⎥⎥⎥⎦
(Falk 2004: 237)
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(43) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈subj, predlink 〉’
tense past

subj [pred ‘Pnina’
gend f
num sg

]
predlink [pred ‘cute’

adj {[“awfully”]}]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

(Falk 2004: 237)

For msa, Attia (2008) discusses predicative and locational copula clauses lack-
ing an overt copula form and associates a be pred with the absence of a copula,
treating the predicative complement as a predlink. His contention is that the ad-
jective cannot be the head because the subject and the adjective both take what
is considered to be default nominative case, while in the presence of an overt
copula the adjective will have accusative case. (44) and (45) show this contrast.

(44) msa (Attia 2008: 94)
al-marʔat-u
def-woman.f.sg-nom

karīmat-un
generous.f.sg-nom

‘The woman is generous.’

(45) msa (Attia 2008: 100)
kāna
was

ar-raǧul-u
def-man.m.sg-nom

karīm-an
generous.m.sg-acc

‘The man was generous.’

While agreement between the adjective and the clausal subject could be cap-
tured simply and transparently by a local subj agreement statement on a two-
tier analysis with an open predicational complement (that is, an xcomp analysis
along the lines of a raising predicate) this mechanism is not available on the
(closed complement) predlink analysis, since the predlink does not contain a
subj. Attia (2008) suggests that agreement specifications should be associated
with the c-structure rules, as in (46), adapted from Attia (2008: 104).

(46) S ⟶ NP
(↑ subj)=↓ { VCop↑=↓ 𝜖

(↑ pred)=‘null-be〈subj, predlink〉’
(↑tense)=pres } { NP AP }

(↑ predlink)=↓
(↓ gend)=(↑ subj gend)
(↓ num)=(↑ subj num)

The f-structure of a simple predicative copula sentence such as (47) is (48) on
this analysis.
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(47) msa (Attia 2008: 107)
huwa
he

ṭālib-un
student.nom

‘He is a student.’

(48) ⎡⎢⎢⎢⎣
pred ‘null-be〈subj, predlink 〉’
tense pres
subj [pred ‘he’]
predlink [pred ‘student’]

⎤⎥⎥⎥⎦ (Attia 2008: 107)

The ‘null-be〈subj, predlink〉’ analysis is not adopted across the board for the
Arabic copula clause. Alsharif (2014) treats verbless predication in msa with a
single-tier analysis and no ‘null-be’ pred, as does Alruwaili (2019) for Turaif
Arabic. In these analyses the lack of an overt verb is associated simply with
tense=pres. Alruwaili (2019) treats the Arabic pronominal copula of equational
sentences, illustrated in (49), as an element in I with the pred value ‘hi〈subj,obj〉’,
though without providing much discussion of this analytic choice.

(49) Turaif Arabic (Alruwaili 2019: 109)
huda
Huda

hī
cop.3f.sg

l-mudīr-a
def-director-f.sg

‘Huda is the director.’

5 Construct state nominals

A considerable theoretical literature addresses the syntax of the construct state
nominal (or construct) (csn) in Modern Hebrew and Arabic, a construction of cen-
tral importance in the grammar of these languages. This construction, illustrated
in (50)–(52), has a range of distinctive properties: it is left-headed, the head can-
not be inflected for definiteness and may occur in a bound form, the construct
state, depending on language and inflectional class. In msa the dependent is gen-
itive. A further key property is lack of interruptibility of the head-dependent
construction, so that any adjectival modifiers of the head noun follow the entire
construct (including any modifiers of the non-head dependent itself), as in ex-
ample (53). A range of different relations may hold between the head and the
non-head or dependent, including possession, partitivity, kinship, identity, mea-
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surement and composition, though the range of the construction differs between
languages and dialects.9

(50) Hebrew (Falk 2007: 106)
mamlexet
kingdom.constr

norvegia
Norway

‘the kingdom of Norway’

(51) Lebanese Arabic (Ouwayda 2012: 77)
sayyaret
car.f.sg.constr

l-estez
def-teacher

‘the teacher’s car’

(52) Syrian Arabic (Hallman 2018: 258)
ʕamm
uncle

l-ʕrāus
def-bride

‘the uncle of the bride’

(53) Hebrew (Falk 2007: 106)
dodat
aunt.constr

ha-balšan
def-linguist

ha-generativi
def-generative.m

ha-zkena
def-old.f

‘the generative linguist’s old aunt’

(54) Jordanian Arabic (Alhailawani 2018: 152)
bait
mouse.m.sg

il-mara
def-woman.f.sg

il-jdīd
def-new.m.sg

‘the woman’s new house’

As well as the csn, Hebrew and the Arabic vernaculars have an analytic or
free state genitive construction with a distribution which partially overlaps that
of the csn. The following examples illustrate (note that a variety of different
“linking elements” are found in the various Arabic vernaculars).

9There are also modificational constructs which get a kind reading as in (i). These are not dis-
cussed in any detail in the LFG literature.

(i) Lebanese Arabic (Ouwayda 2012: 77)
abbouʕet
hat

sherti
cop

‘a cop’s type of hat’
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(55) Lebanese Arabic (Ouwayda 2012: 77)
l-sayyara
def-car

tabaʔ
of

l-estez
def-teacher

‘the teacher’s car’

(56) Hebrew (Falk 2007: 104)
ha-doda
def-aunt

ha-zkena
def-old

šel
of

ha-balšan
def-linguist

‘the old aunt of the linguist’

Falk (2001) provides a detailed examination of the constituent structure of NPs
containing a construct in Hebrew, concluding that despite the closely bound na-
ture of the csn10 the N+possessor/dependent does not form a constituent to the
exclusion of the head-modifying AP; the c-structure proposed for (57) is thus
(58).11 The c-structure rule is shown in (59): the ↓ ∈(↑ adj) annotation is for the
sort of modificational example noted in footnote 9 above which also occur in
Hebrew e.g. bigdey yeladim ‘clothing.constr children’ (children’s clothing), and
is not directly relevant to our discussion below.

(57) Hebrew (Falk 2001: 85)
ginat
garden(f).constr

ha-more
def-teacher(m)

ha-metupax-at
def-cared.for-f.sg

‘the teacher’s tended garden’

(58) NP

N↑=↓
ginat

garden(f).constr

NP
(↑ poss)=↓
(↑ dom)=↓

N↑=↓
hamore

def.teacher

AP↓ ∈ (↑ adj)

hametupaxat
def.cared.for.fsg

(Falk 2001: 85)

10The construct state (of the head noun) is a morphophonological form limited to occurrence
within this construction, and within compounds.

11Falk (2007) assumes that any PP modifiers or arguments of the head N are adjoined to the NP,
citing a similar proposal developed for Welsh NP structure in Sadler (2000).
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(59) NP ⟶ N↑=↓ NP
(↑ dom)=↓

{ (↑ poss)=↓ |↓ ∈ (↑ adj) }

AP*↓ ∈ (↑ adj)
(Falk 2001: 91)

The c-structure rule annotations state that the dependent NP is the value of
both a poss function and a dom attribute. Nouns are treated as optionally sub-
categorising for a poss, which may be expressed by means of the dependent NP
in a csn, or by means of the alternative free genitive construction. The basic
property of the construct form is the tight bond it forms with the dependent (re-
flected in the choice of a particular variant form of the head noun). Modelling
his analysis in part on Wintner’s (2000) use of a dep attribute in his hpsg anal-
ysis, Falk introduces a dom attribute associated with the immediately post-head
constituent. The dependency between the head in the construct state and the
dependent NP is thus captured in the f-structure – the construct form (and only
this form) selects a dom attribute, which is also the value of the poss feature
(the f-description (↑ dom) is an existential constraint, requiring the presence of
a dom attribute in the satisfying f-structure). Construct forms cannot occur in
other syntactic environments. In a csn the definiteness value of the construction
as a whole is “inherited” from the dependent nominal. This is captured in the
lexical entry shown in (60) for the construct form of the noun gina ‘garden’, i.e.
ginat by the f-description (↑ def)=(↑ dom def). The f-structure is shown in (61).
In contrast to nouns in construct form, free form nouns are specified as ¬(↑ dom).

(60) ginat (↑ pred)=‘garden〈(poss)〉’
(↑ num)=sg
(↑ gend)=f
(↑ dom)
(↑ def)=(↑ dom def)

(Falk 2001: 92)

(61) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘garden〈poss〉’
gend f
num sg
def +

poss

⎡⎢⎢⎢⎢⎣
case poss
pred ‘teacher’
def +
gend m
num sg

⎤⎥⎥⎥⎥⎦
dom
adj {[pred ‘old’]}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Falk 2001: 92)
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Adjectival modifiers in Hebrew and Arabic show definiteness agreement, in
addition to agreement in more canonical agreement features such as num and
gend. In a csn the definiteness value of the construction as a whole is determined
by that of the poss or dependent NP, as illustrated in (53), (54) and (57) above.
Definiteness agreement is simply captured by associating the relevant inside-out
statement (e.g. ((adj ↑) def=+) with the attributive adjective.

Simply put, the essence of Falk’s (2001) analysis is a lexical distinction between
construct forms of nouns, which are specified as (↑ dom) and free forms, which
are ¬(↑ dom) by default, a special ps rule which takes care of the adjacency re-
quirement, and the association of the dependent NP with the poss function. No-
tice that the occurrence of a poss function and the use of the construct form are
not co-extensive: some dependent NPs are adj, rather than poss functions, as
noted above, and some poss functions are realised by means of the free genitive
construction illustrated in (56) above. It is for this reason that Falk’s account sep-
arates the requirement for a dependent (dom) from the function of the dependent
(normally poss).

Falk (2007) further develops the analysis of the csn presented in Falk (2001),
providing more extensive discussion of the distribution of the ‘short’ (i.e csn-
internal) and ‘long’ (i.e. šel-PP) possessor constructions (i.e. examples such as
(56) above). For example, while both constructions are available for relational
nouns, true possession in Hebrew is normally expressed by using the šel con-
struction (use of the csn being limited to more formal registers). By contrast, for
naming places and periods of time, Hebrew uses only the short construction (see
(50)). There are two main theoretical developments, concerning the identifica-
tion of grammatical functions and the treatment of definiteness and definiteness
inheritance.

While Falk (2001) calls the grammatical function of the dependent NP poss,
Falk (2007) offers a more articulated account, replacing this function by ĝf. The
notation ĝf stands for the most prominent argument in an f-structure (typically
the subj in a clausal f-structure); Falk (2006) introduces this notation, arguing
that the grammatical function subj should be deconstructed into the most promi-
nent function, notated ĝf and an ‘overlay’ function, pivot, a function of cross-
clausal connection. The dependent in examples such as (62) involving a relational
noun then is treated as the ĝf (rather than poss), and the overlay function is
argued to be def (replacing the dom of the earlier account), licensed through
structure-sharing (with ĝf) as stated in (65). As noted above, the head noun in a
construct nominal cannot itself be inflected for definiteness and it is the posses-
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sor, or ĝf dependent which determines the definiteness of the construction as a
whole. (59) is replaced by (63), but expresses essentially the same analysis.12

(62) Hebrew (Falk 2007: 104)
dodat
aunt.constr

ha-balšan
def-linguist

ha-zkena
def-old.f

‘the linguist’s old aunt’

(63) NP ⟶ N↑=↓ NP
(↑ def)=↓

(𝑤 (<∗) morphtype)=bnd

AP*↓ ∈ (↑ adj)
Falk (2007: 113)

(64) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘aunt〈ĝf〉’
gend f
num sg
ĝf

def [pred ‘teacher’
def +
num sg

]
adj {[pred ‘old’]}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Falk 2001: 92)

(65) (↑def)=(↑ ĝf) | (↑ oblcon) | (↑ obltheme) | (↑ oblname) (Falk 2007: 120)

The re-entrancy stated in (65) takes account of the range of functions which
can be expressed within the csn (replacing the poss of the previous analysis). An
example such as (66) is associated with an oblcon function (as well as being the
value of def): other functions which can be expressed by the dependent nominal
in a csn are oblname and obltheme – the latter for concrete nouns with a Theme
argument as in (67).

(66) Hebrew (Falk 2007: 117)
kos
cup

kafe
coffee

‘a cup of coffee’

(67) Hebrew (Falk 2007: 122)
targumey
translation.constr

ha-odisea
def-Odyssey

šel
of

ha-sifriya
def-library

‘the library’s translation of the Odyssey’

12The annotation (𝑤 (<∗) morphtype)=bnd on the dependent NP specifies that the left sister of
the NP’s word structure is a bound form.
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6 Mixed categories

An analysis of the Hebrew action nominal (and NP structure more generally) is
offered in Falk (2001) and further developed in Falk (2007). These papers treat
action nominals such as (68) as displaying a ‘verbal’ mapping to arguments, sig-
nalled by the existence of the acc-marked obj, while others display a purely
nominal mapping. In the ‘verbal’ action nominal, the agent argument is realized
within the csn (i.e. as a ‘short’ possessor) or in a šel-PP (‘long’ possessor). In each
case, it is argued that the c-structure of the action nominal is mixed.

(68) Hebrew (Falk 2007: 117)
a. sgirat

closure.constr
ha-mankal
def-director

[et
acc

ha-misrad]
det-office

‘the director’s closure of the office’
b. ha-sgira

def-closure
šel
of

ha-mankal
def-director

[et
acc

ha-misrad]
det-office

‘the director’s closure of the office’

The analysis of an example such as (68a) in Falk (2001) is as follows. The nom-
inal has a mixed c-structure captured in (69), where 𝜆 is the category labelling
function. A c-structure with both NP and VP projections is required to satisfy this
set of constraints, motivating the c-structure rule in (70). Alongside this is the as-
sumption that Hebrew actional nominals have the specification (↑ poss)=(↑ subj)
and hence the f-structure in (71) arises for the accusative Hebrew actional nomi-
nal such as (68a) (given the treatment of dependent NP within the csn developed
in Falk 2001). The fundamental insight concerning the f-structure of ‘verbal’ ac-
tion nominals is that they have a verbal argument structure mapping (e.g. to subj
and obj) but realise their subj as a poss.13 The c-structure proposed by Falk for
the ‘verbal’ action nominal is shown in (72).14

(69) (↑pred)=‘close< < 𝑥, 𝑦 >𝑣>𝑛 (Falk 2001: 96)𝑣 : VP ∈ 𝜆 (𝜙−1 (↑) )𝑛: NP ∈ 𝜆 (𝜙−1 (↑) )
13The argument mapping for (68b) will be similar although there will be no dom feature because
the poss is not realized within a csn.

14As a technical aside, note that although this is a mixed category analysis, according to the
standard definition of extended head (Bresnan et al. 2016: 136) the N is not the extended head
of the VP, because of the intervening NP node which dominates the csn, a matter which is not
discussed in Falk (2001, 2007).

1674



34 LFG and Semitic languages

(70) NP ⟶ NP↑=↓ VP↑=↓ (Falk 2001: 94)

(71) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘close〈〈x,y〉𝑣 〉 𝑛’
gend f
num sg
def +

dom
⎡⎢⎢⎢⎣
pred ‘director’
def +
gend m
num sg

⎤⎥⎥⎥⎦
poss
subj
obj [pred ‘office’]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Falk 2001: 96)

(72) NP

NP

N

sgirat

NP

hamankal

VP

KP

K

et

NP

hamisrad

Aswell as the ‘verbal’ mapping (with an acc-marked obj), Hebrew action nom-
inals may realize their arguments as shown in (73). In (73a) the arg2 or theme is
the dependent NP in the construct state nominal, and hence corresponds to a
poss (on the analysis of Falk 2001). This variant has a purely nominal mapping
in which the other argument (if present) is an obl. Hence the pred value is as
shown in (74).

(73) Hebrew (Falk 2001: 94, 118)
a. sgirat

closure.constr
ha-misrad
def-office

(alyedey
by

ha-mankal)
det-director
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b. ha-sgira
def-closure

šel
of

ha-misrad
def-office

(alyedey
by

ha-mankal)
det-director

‘the closure of the office by the director’

(74) (↑pred)=‘close〈(oblag), poss〉 (Falk 2001: 97)

Evidence that the purely nominal variant also has a mixed c-structure comes
from the observation that it can be modified by AdvP as well as by AP, as shown
in (75).15

(75) Hebrew (Falk 2001: 98)

a. ibud
processing

ha-kolot
def-votes

yadanit
manually

alyedey
by

ha-mumxim
def-experts

b. ibud
processing

ha-kolot
def-votes

ha-yadani
def-manual

alyedey
by

ha-mumxim
def-experts

‘the manual processing of the votes by the experts’

In summary, Falk argues that both “verbal” and “nominal” action nominals in
Hebrew have a mixed c-structure. In Falk (2001) the NP realized as the depen-
dent within a csn nominal (or as a šel phrase in the case of ‘long’ possession) is
analysed as a poss, leading to the mappings shown in (76) for the action nominal.
Falk (2007) develops a more articulated view of the range of gfs associated with
the csn, as discussed in the previous section, leading to the mappings show in
(77) for the action nominals.

(76) subcategorisation additional functions (in csn)
lexical description from the ps rules

verbal mapping 〈subj, obj〉 poss=dom
subj=poss

nominal mapping 〈oblag, poss〉 poss=dom

(77) subcategorisation additional functions
lexical description from the ps rules

verbal mapping 〈 ĝf, obj〉 ĝf=def
nominal mapping 〈oblag, ĝf 〉 ĝf=def

15Although there is less discussion, Falk (2001) also provides examples showing AP modification
of the verbal variant (with the poss/subj expressed as a šel PP), as well as modification by
AdvP.
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There is relatively little detailed discussion in the LFG literature of the corre-
sponding Arabic NPs, which are headed by maṣdars. The msa examples (78) and
(79) illustrate the ‘verbal’ and ‘nominal’ mappings respectively.16

(78) msa (Börjars et al. 2015: 49)
ʔakl-u
eat.msd-nom

l-walad-i
def-boy-gen

it-tufāhat-a
def-apple-acc

‘the boy’s eating the apple’

(79) msa (Börjars et al. 2015: 55)
ʔakl-u
eat.msd-nom

l-walad-i
def-boy-gen

as-sarīʕ-u
def-fast-nom

li-t-tufāhat-i
of-def-apple-gen

‘the boy’s fast eating of the apple’

In connection with his treatment of negation in maṣdar-headed structures in
msa, Alsharif (2014) adopts Falk’s (2001) analysis of the csn dependent as a poss
(re-entrant with the dom feature) and using the additional functional equation
poss=subj for cases in which the head N is a maṣdar, and a mixed category c-
structure (at least for the ‘verbal’ maṣdar structures). However he argues for a
structure in which the csn is recognised as a constituent to the exclusion of any
adjectival modifiers, as shown in (81) (in contrast to Falk’s (59) above). Börjars
et al. (2015) provide agreement data from msa in support of the same conclusion.

(80) msa (Alsharif 2014: 291)
kitābat-u
write.msd-nom

l-walad-i
def-boy-gen

l-jamīlat-u
def-beautiful-nom

‘the boy’s beautiful writing’

(81) N′
N′

N

kitābat-u

NP

l-walad-i

AP

l-jamīlat-u

16The occurrence of acc case in (78) is often taken to indicate a mixed categorial status for this
construction, with the ‘verbally-marked’ dependent(s) appearing within a VP node.
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In contrast to the mixed category analysis of Hebrew action nominals de-
veloped in Falk (2001, 2007), Börjars et al. (2015) propose a purely nominal c-
structure, reflecting the fact that the maṣdar has nominal morphosyntax andmay
have the external distribution of a NP. The gen and acc NPs in the transitive ‘ver-
bal’ maṣdar are both sisters of N – the idea is essentially that of extending the
constituent containing the cs to include acc objects in the case of the ‘verbal’
mapping (all rhs categories are to be interpreted as optional in this rule).17 The
nominal structure in (79) is more hierarchical, with the li-PP (corresponding to
the second argument of the verb ‘eat’) adjoined at a higher level NP constituent
in the structure as an obl, and the AP also licensed as an adjunct by a recursive
NP → NP XP rule.

(82) NP ⟶ N↑=↓ NP
(↓ case)=gen
(↑ subj)=↓ NP

(↓ case)=acc
(↑ obj)=↓ NP

(↓ case)=acc
(↑ obj𝜃 )=↓

(Börjars et al. 2015: 53)

Lowe (2020) points out a number of empirical problems with this analysis, no-
tably in relation to ensuring the correct ordering of any AP and AdvP modifiers
in the nominal maṣdar constructions and in ruling out the occurrence of adjec-
tival modifiers in the ‘verbal’ maṣdar structures; and also takes issue with it on
theoretical grounds. He argues for an approach to mixed category constructions
in which internal syntax, rather than morphosyntax or external distribution, is
taken to be a sufficient criterion for syntactic categorisation. This leads to amixed
projection (VP over NP) analysis for both types of maṣdar construction (the VP
node is motivated by the presence of an obj under the ‘verbal’ mapping and the
possibility of adverbial modifiers under both ‘nominal’ and ‘verbal’ mappings).
The structures which he proposes, (84) and (86), are rooted in a VP node, despite
the nominal nature of the external distribution of these structures.18

17Börjars et al. (2015) do not provide an analysis of definiteness inheritance (from the gen-
itive dependent) for the general case of construct state nominals. For the maṣdar-headed
structures of msa which they are concerned with in this paper they assume the equation
(↑ def)=(↑ subj def) in the lexical entry of the maṣdar.

18To address this issue, Lowe (2020: 333) proposes the use of a complex category V[𝑚𝑠𝑑] and a
metacategory in the phrase structure rules to capture the distributional similarity between
NPs and maṣdar-headed VPs. Recall that the meta-category label does not itself give rise to a
node in the tree representation, being merely an abbreviatory device.

(i) NomP ≡ {NP | VP[𝑚𝑠𝑑] } (Lowe 2020: 333)
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(83) msa (Börjars et al. 2015: 49)
tansīq-u
arrange.msd-nom

=hā
her

iz-zuhōr-a
def-flowers-acc

muʔaχχaran
recently

‘her arranging the flowers recently’

(84) VP

VP↑=↓
NP↑=↓

N↑=↓
tansīqu

NP
(↑ subj)=↓

pro↑=↓
hā

(V)↑=↓ NP
(↑ obj)=↓
iz-zuhōra

AdvP↓ ∈ (↑ adj)

muʔaχχaran

(85) msa (Börjars et al. 2015: 55)
tansīq-u
arrange.msd-nom

=hā
her

il-mutqan-u
def-perfect-nom

li-z-zuhōr-i
of-def-flowers-gen

muʔaχχaran
recently

‘her perfect arranging of the flowers recently’
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(86) VP

VP↑=↓
NP↑=↓

N↑=↓
tansīqu

NP
(↑ subj)=↓

pro↑=↓
hā

AdjP↓ ∈ (↑ adj)

il-mutqanu

(V)↑=↓ PP
(↑ obl)=↓
li-z-zuhōri

AdvP↓ ∈ (↑ adj)

muʔaχχaran

7 Negation

Sentential negation in msa is expressed by means of the particles mā, lā, lan and
lam and the inflecting form laysa which occurs with both verbal and non-verbal
predicates (see (87) and (88)). laysa (and its inflectional variants) gives rise to
present tense interpretations and shows partial agreement when it precedes the
subject and full agreement with a preceding subject, typical verbal behaviour.
Accordingly, Alsharif & Sadler (2009) treat laysa as a negative (present) tensed
verbal element in I.

(87) msa (Alsharif & Sadler 2009: 10)
a. al-awlad-u

the-boys-nom
lays-ū
neg-3m.pl

ya-ktub-ūn
3m-write.ipfv-3m.pl-ind

‘The boys do not write.’
b. lays-a

neg-3m.sg
al-awlad-u
the-boys-nom

ya-ktub-ūn
3m-write.ipfv-3m.pl-ind

‘The boys do not write.’
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(88) msa (Benmamoun 2000: 53)
laysa
neg.3m.sg

ʔah̬ii
brother.my

muʕallim-an.
teacher-acc

‘My brother is not a teacher.’

The particles lā, lam and lan are strictly verb-adjacent, and do not exhibit
agreement with the subject. While lā occurs with a verb in the indicative im-
perfective, lam occurs with the jussive imperfective expressing negation in the
past, and lanwith the subjunctive imperfective, expressing negation in the future:
thus lam and lan are negative particles which carry temporal information.

(89) msa (Benmamoun 2000: 95)
a. ṭ-ṭullāb-u

the-students
laa
neg

ya-drus-uu-n
3m-study.ipfv-3m.pl-ind

‘The students do not study/are not studying.’
b. lan

neg.fut
ya-ḏhab-a
3m-go.ipfv-m.sg.sbjv

ṭ-ṭullāb-u
the-students-nom

‘The students will not go.’
c. ṭ-ṭullāb-u

the-students-nom
lam
neg.pst

ya-ḏhab-uu
3m-go.ipfv-m.pl.juss

‘The students did not go.’

Alsharif & Sadler (2009) analyse these negative particles as non-projecting
words of category I (notated Î ) in the sense of Toivonen (2003), forming a small
construction with the immediately following verbal element. The notion of non-
projecting word captures the uninterruptibility of the Neg+V sequence, but still
treats the negative marker and the verb as separate morphological words. The
particles lam and lan contribute past and fut tense values respectively (and se-
lect (tenseless) forms of the verb in a dependent mood), while lā cannot co-occur
with past tense. The negative particle lan can also occur as a non-projecting
word under V where it contributes not fut but prosp aspect. They consider the
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interaction of these negative particles with both simple and compound tenses in
msa.19

(90) I ⟶ Î↑=↓ I↑=↓ (Alsharif & Sadler 2009: 14)

(91) lam Î (↑ tense past)=+
(↑ pol)=neg
(↑ mood) =𝑐 juss

(Alsharif & Sadler 2009: 16)

As for msa mā, this marker of sentential negation occurs in sentences with
both verbal and non-verbal predicates. It always precedes the predicate but is
not required to be immediately adjacent to it. Alsharif (2014) argues that it is a
negative complementiser (Arabic has a reasonably extensive range of comple-
mentising particles), so that (92) is associated with the c-structure shown in (94).

(92) msa (Alsharif 2014: 169)
mā
neg

qal-a
say.pfv-3m

maher-un
Maher-nom

l-ħaqq-a
def-truth-acc

‘Maher did not say the truth.’

(93) msa (Alsharif 2014: 132)
mā
neg

mohammad-un
Mohammad-nom

kātib-un
writer-nom

‘Mohammad is not a writer.’

19A complex tense feature with boolean-valued attributes past and fut is adopted in this
approach because of the compositional nature of certain periphrastic verb forms. For exam-
ple, a future tense may be formed periphrastically by combining the imperfective indicative
form (which otherwise received a present tense interpretation), with the preverbal particle
sawfa as in (i), and hence the imperfective indicative is associated with the (underspecified)
tense past=−.
(i) msa (Fassi Fehri 1993: 82)

sawfa
fut

lā
neg

y-aḥdur-u
3m-present.ipfv-3m.sg.ind

‘He will not come.’
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(94) msa (Alsharif 2014: 170)

C′
C↑=↓
mā

IP↑=↓
I′↑=↓

I↑=↓
qala

S↑=↓
NP

(↑ subj)=↓
maher-un

VP↑=↓
NP

(↑ obj)=↓
l-ħaqq-a

Adopting the idea that it may mark some sort of contrastive focus as well as
negation, (see Ouhalla 1993 and Benmamoun 2000, inter alia)), Alsharif (2014)
also argues that in examples such as (95), the focussed element immediately fol-
lowing the negative complementiser, is in [Spec,IP] (in (95) this is the PP bi-s-
sikkīn-i) (hence this position must host various discourse functions, including
that of subj).

(95) msa (Alsharif 2014: 173)
mā
neg

bi-s-sikkīn-i
p-def-knife-gen

jaraħ-a
wound.pfv-3m.sg

χālid-un
Khalid-nom

bakr-an
Bakr-acc

‘It is not with a knife that Khalid wounded Bakr.’
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The Arabic vernaculars typically use mā for negation in verbally-headed sen-
tences, and a set of forms which combine m- with pronominal affixes for senten-
tial negation in non-verbal sentences.20

A major split is found across the dialects (roughly between Eastern and West-
ern) according to whether they use a single negative element or bipartite nega-
tion, combining an m- form with a second marker -š/-x which results from gram-
maticalisation of an earlier form corresponding to šayʔ ‘thing’ in Classical Ara-
bic.

The vernacular verbal negativemarkermā illustrated in (96) is treated as a non-
projecting word in Alsharif (2014) (for Hijazi) and Alruwaili (2019) (for Turaif
Arabic), that is, as a syntactic element appearing strictly adjacent to a verbal
element.21

(96) Turaif Arabic (Alruwaili 2019: 162)
ʕali
Ali

mā
neg

kitɛb
write.pfv.3m.sg

l-wāǧib
def-homework

‘Ali did not write the homework.’

(97) I↑=↓
N̂eg↑=↓
mā

I↑=↓
kitɛb

Turaif Arabic (Alruwaili 2019: 162)

Alruwaili (2019) shows that mā can occur before either the the auxiliary (kān
‘be.pfv’) or the lexical verb in compound tenses (and hence can form a small

20The occurrence of verbal negation with many pseudo-verb forms, as in (i), where the literal,
prepositional meaning of l- is ‘to’, shows that their reanalysis from their original category into
a verbal category is well advanced.

(i) Turaif Arabic (Alruwaili 2019: 121)
ṭ-ṭullāb
def-student.plm

mā
neg

l-hum
have-3m.pl.gen

χaṣam
discount

‘The students do not have a discount.’

21Clearly, an affixal analysis of the negative markers might be argued to be appropriate for some
other dialects.
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construction with either I or V), and argues in favour of the ternary branching
rule (99) as the negator must precede the tense/aspect particle rāħ when they
co-occur. As a marker of sentential negation, mā specifies eneg=+ (eventuality
negation, see Przepiórkowski & Patejuk 2015).

(98) Turaif Arabic (Alruwaili 2019: 166)
huda
Huda

mā
neg

rāħ
fut

t-sāfar
3f.sg-travel.ipfv

bukra
tomorrow

‘Huda will not travel tomorrow.’

(99) I′ ⟶ N̂eg↑=↓ Î↑=↓ I↑=↓
The example in (100) illustrates the marker of sentential negation for non-

verbal predicates (and in equational sentences). BothAlsharif (2014) andAlruwaili
(2019) treat this marker (and its inflectional variants) as a negative copula (the
lexical entry in (101) is from Alruwaili (2019: 170)).

(100) Turaif Arabic (Alruwaili 2019: 169)
huda
Huda

mū/mahi
neg.cop/neg.cop.3f.sg

fi
in

l-bēt
def-house

‘Huda is not in the house.’

(101) mū I (↑ eneg) =+
VP ∉ CAT(↑)
(↑ tense)=pres

Turaif Arabic (Alruwaili 2019: 170)

Camilleri & Sadler (2017a) look at sentential negation in Maltese and the syn-
tactic behaviour of a group of negative sensitive indefinite items (n-words, nsi)
in Maltese. In common with many Western dialects of Arabic, Maltese is a lan-
guage with bipartite negation, as can be seen in the double marking ma ...-x
in (102). Synchronically, they argue for Maltese that it is m-/ma which realizes
negation inMaltese, while the -x is essentially some sort of nsi. The strategies for
sentential negation of clauses with verbal and non-verbal predicates (including
the active participle) respectively are shown in (102) and (103) respectively.

(102) Maltese (Camilleri & Sadler 2017a: 147)
Ma
neg

qraj-t-x
read.pfv-1sg-neg

il-ktieb.
def-book

‘I didn’t read the book.’
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(103) Maltese (Camilleri & Sadler 2017a: 147)
Mhux
neg.3m.sg.neg

∼∼ mhumiex
neg.3pl.neg

sejr-in.
go.act.ptcp-pl

‘They are not going.’

The paper proposes an analysis of the xejn ‘nothing’ series of negative indefi-
nites (including ħadd ‘no one’, ebda ‘no(ne)’ and imkien ‘nowhere’) which occur
in negative sentences. As the examples in (104) show, the negative marker ma is
required to express sentential negation, irrespective of the linear order of the n-
word vis-à-vis the predicate. This behaviour, and the fact that these n-words may
provide negative fragment answers, supports the view thatMaltese is a strict neg-
ative concord language and the classification of these indefinites as simple ncis.
However, although Maltese uses the bi-partite (ma ...-x) strategy for negation, as
shown in (102) above, -x is in fact incompatible with these n-words in the same
clause, as shown in (105).

(104) Maltese (Camilleri & Sadler 2017a: 150)

a. Ilbieraħ
yesterday

ħadd
no.one

*(ma)
neg

ġie.
come.pfv.3m.sg

‘No one came yesterday.’
b. Ilbieraħ

yesterday
*(ma)
neg

ġie
come.pfv.3m.sg

ħadd.
no.one

‘No one came yesterday.’

(105) Maltese (Camilleri & Sadler 2017a: 151)
It-tifla
def-girl

ma
neg

ra-t(*-x)
see.pfv-3f.sg-x

xejn.
nothing

‘The girl saw nothing.’

Long-distance licensing of n-words is felicitous in Maltese (depending on the
nature of the subordinate clauses), as in (106), and the same incompatibility with
the suffix -x is observed.22

22As an alternative to (106), bi-partite negation and a positive proform (replacing xejn ‘nothing’
by xi haǧa ‘something’ in (106)), is also grammatical, retaining the same interpretation.
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(106) Maltese (Camilleri & Sadler 2017a: 153)
Ma
neg

smaj-t
hear.pfv-1sg

[li
comp

qal-u
say.pfv.3-pl

[li
comp

qal-t-i-l-hom
say.pfv-3f.sg-epent.vwl-dat-3pl

[li
comp

għand-hom
have-3pl.gen

j-i-xtr-u
3-frm.vwl-buy.ipfv-pl

xejn.
nothing

]]]

‘I didn’t hear that they said she told them they have to buy anything.’

Camilleri & Sadler (2017a) argue that the n-word proforms like xejn are not in
fact simply ncis but have the broader distribution of weak npis, a view supported
by the fact that they occur in a range of non-veridical contexts, as shown in (107),
and unlike ncis are not limited to negative or anti-veridical contexts. Equally,
the -x of bipartite negation shares the wider distribution of an npi, occurring in a
range of contexts including conditionals, interrogatives, rhetorical interrogatives,
embedded interrogatives and counterfactuals.

(107) Maltese (Camilleri & Sadler 2017a: 154)
Kil-t
eat.pfv-2sg

xejn
nothing

ċikkulata?
chocolate

‘Did you eat any chocolate?’

As part of the analysis they provide an approach to bi-partite negation in Ara-
bic dialects (primarily found in the dialects westward from the Levant to Mo-
rocco). There is both a dependency and an essential asymmetry in the distribu-
tion of ma and -x: ma realizes sentential negation but requires the presence of
either -x or one or more nci items within an appropriate domain, while -x it-
self is incompatible with the presence of (other) nci items within that domain.
Following Przepiórkowski & Patejuk (2015), Camilleri & Sadler (2017a) propose
that ma introduces an eneg feature. Because ma cannot stand alone it also in-
troduces a constraining equation requiring a positive value of a nvm (for non-
veridical marker) feature within an appropriate domain, which can be satisfied
by a strictly local -x or by nc items in the N-series, within a certain domain.23 The
lexical entry for the sentential negation marker ma is in (108). The first line pro-
vides a value for the sentential negation feature eneg, treating it as a feature with

23Because both -x and the N-series proforms occur in the wider set of non-veridical contexts they
cannot simply be associated with an inside-out statement limiting them to contexts containing
eneg=+.
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instantiated values, with the consequence that it is required to be uniquely con-
tributed, so expressed only once. The somewhat complicated uncertainty state-
ment requires that there either be a feature nvm=+ in the local f-structure (which
will be introduced by -x, see example (102) and the entry for -x in (109)) or that
some dependent within the domain specified by the functional uncertainty path
be specified as nvm=+ (e.g. examples (104a), (106), where nvm=+ is associated
with an n-word dependent, see the entry for xejn in (110)). This path rules out
ma satisfying its requirement for a nvm=+ dependent in a subordinate negative
domain, ruling out (111). The non-veridicality affix -x defines nvm=+ and is in-
compatible with nvm=+ on any local dependent or any more deeply embedded
dependent which is not itself inside an f-structure marked as eneg=+, thus ruling
out (112). The entry for an N-series word simply defines the nvm feature in the
local f-structure, as in (110).

(108) ma eneg (↑ eneg)=+_
{ (↑ {xcomp|comp|adj}* gf+ nvm) | (↑nvm) }=c +¬(→ eneg)

(Camilleri & Sadler 2017a: 159)

(109) -x (↑nvm)=+¬(↑ { xcomp|comp|adj}* gf+ nvm)=+¬(→ eneg)
(Camilleri & Sadler 2017a: 159)

(110) xejn n (↑ nvm)=+ (Camilleri & Sadler 2017a: 159)

(111) Maltese (Camilleri & Sadler 2017a: 159)
*Ma
neg

semma
say.pfv.3m.sg

[li
comp

ma
neg

ra-x
see.pfv.3m.sg-x

[li
comp

darb-u
injure.pfv.3-pl

lil
acc

ebda
some

raġel.]]
man

‘He didn’t say that he didn’t see that they injured any man.’

(112) Maltese (Camilleri & Sadler 2017a: 159)
*It-tifla
def-girl

ma
neg

ra-t-x
see.pfv-3f.sg-x

xejn.
nothing

Intended: ‘The girl saw nothing.’

An example such as (106) will have the f-structure shown schematically in (113)
(Camilleri & Sadler 2017a: 161).
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(113) ⎡⎢⎢⎢⎢⎢⎣
eneg +
pred ‘hear〈subj,comp〉’

comp
⎡⎢⎢⎢⎣
…[comp [pred ‘buy〈subj,obj〉’

obj [pred ‘nothing’
nvm + ]]]⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎦
Alruwaili & Sadler (2018) look at negation, n-words and the combination of nega-
tion and coordination in a construction similar to the English neither ... nor con-
struction in the vernacular Arabic of Turaif in the Northern region of Saudi Ara-
bia. Turaif Arabic does not use the bipartite negation illustrated above for Mal-
tese. Also unlike Maltese, the n-words which can occur as fragment answers, in-
cluding the negative proform māhad ‘no one’ and the scalar focus particle wala
‘not even one’ can occur (preverbally) without the negation marker, giving rise to
a negative interpretation, as shown in (114a). Hence a preverbal n-word in com-
bination with the sentential negation marker mā results in a double negation
reading, as in (115). Alruwaili & Sadler (2018) treat these negative arguments as
contributing cneg adopting the distinction between eneg and cneg introduced
by Przepiórkowski & Patejuk (2015), and proposing the f-structure in (116) for
(115).24

(114) Turaif Arabic (Alruwaili & Sadler 2018: 30)

a. māħad
no.one

ǧa
come.pfv.3m.sg

l-yōm
def-today.m.sg

‘No one came today.’
b. mā

neg
ǧa
come.pfv.3m.sg

ʔaħad
one

l-yōm
def-today

‘No one came today.’

(115) Turaif Arabic (Alruwaili & Sadler 2018: 30)
wala
neg.sfp

ṭālib
student.m.sg

mā
neg

ǧ-a
come.pfv-3m.sg

l-yōm
def-today

‘Every student came today.’
(= Not even a single student didn’t come today.)

24The feature sfoc is associated with the scalar focus determiner wala.
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(116) ⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘come〈subj〉’
eneg +

subj
⎡⎢⎢⎢⎣
pred ‘student’
cneg +
num sg
sfoc +

⎤⎥⎥⎥⎦
adj {[pred ‘today’]}

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(Alruwaili & Sadler 2018: 31)

The main focus of this paper is on the bipartite negative coordination marker
lā ... wala illustrated in (117b) (and found across many dialects of Arabic).

(117) Turaif Arabic (Alruwaili & Sadler 2018: 32–33)

a. mansōr
Mansour

mā
neg

gaʕad
wake.pfv.3m.sg

min
from

n-nōm,
def-sleep,

w
conj

ʕali
Ali

mā
neg

ǧa
come.pfv.3m.sg

min
from

d-dawām
def-work

‘Mansour did not wake up and Ali didn’t come (back) from work.’
b. lā

neg
mansōr
Mansour

gaʕad
wake.pfv.3m.sg

min
from

n-nōm,
def-sleep,

wala
neg.conj

ʕali
Ali

ǧa
come.pfv.3m.sg

min
from

d-dawām
def-work

‘Mansour did not wake up and nor did Ali come (back) from work.’

Alruwaili & Sadler (2018) analyse both the negative conjunction wala (which
rather transparently combines the conjunction wa and a negative formative) and
the negative marker lā as elements which adjoin to (and mark) a conjunct, postu-
lating special coordination schema for neither ... nor coordination – the rules in
(118) and (119) (Alruwaili & Sadler 2018: 38) illustrate for sentential coordination.

(118) Negative Coordination Schema

XP ⟶ XP↓ ∈ ↑
(↓ eneg) =𝑐 +_

(↓ conjform ) ≠ wala

XP+↓ ∈ ↑
(↓ conjform) =𝑐 wala

(119) XP ⟶ Neg↑=↓
(∈ ↑) XP↑=↓
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(120) wala Neg (↑conjform)=wala
(↑eneg)=+_
((∈ ↑) conjtype)=and (Alruwaili & Sadler 2018: 38)

(121) lā Neg (↑conjform)=lā
(↑eneg)=+_
((∈ ↑) conjtype)=and (Alruwaili & Sadler 2018: 39)

The f-structure for (122) on this analysis is shown in (123), from Alruwaili &
Sadler (2018: 38).

(122) Turaif Arabic (Alruwaili & Sadler 2018: 32)
mansōr
Mansour.m

mā
neg

akal
eat.pfv.3m.sg

l-ruz
def-rice

wala
neg.conj

šarab
drink.pfv.3m.sg

l-gahwa
def-coffee
‘Mansour neither ate the rice nor drank the coffee.’

(123) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

conjtype and⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎣
pred ‘eat〈subj,obj〉’
eneg +_
subj [pred ‘Mansour’]
obj [pred ‘rice’]

⎤⎥⎥⎥⎦⎡⎢⎢⎢⎢⎣
pred ‘drink〈subj,obj〉’
eneg +_
conjform wala
obj [pred ‘coffee’]
subj

⎤⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The neither ... nor construction may also be used to coordinate arguments,

where it shows the weak nci behaviour noted above for negative elements such
as maħad ‘no one’ and determiner wala. That is, occurring preverbally, it ex-
presses negation (and hence can give rise to double negation readings) while
postverbally, it behaves like a nci.

(124) Turaif Arabic (Alruwaili & Sadler 2018: 34,40)

a. lā
neg

ʔaħmad
Ahmad

wala
neg.conj

mhammad
Mohamamd

ǧ-aw
come.pfv-3m.pl

‘Neither Ahmad nor Mohammad came.’
b. lā

neg
ʔaħmad
Ahmad

wala
neg.conj

mhammad
Mohammad

mā
neg

ǧ-aw
come.pfv-3m.pl

‘Both Ahmad and Mohammad came.’
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c. mā
neg

ǧ-aw
come.pfv-3m.pl

lā
neg

ʔaħmad
Ahmad.m

wala
neg.conj

ʕali
Ali.m

‘Neither Ahmad nor Ali came.’

In previous work, Przepiórkowski & Patejuk (2015) associate the Polish strict
nci nikt ‘nobody’ with an inside-out constraint requiring eneg=+ to be defined
in the appropriate containing f-structure. Building on this approach, Alruwaili &
Sadler (2018) formulate a complex lexical constraint to capture the dependency
between the cneg/nci alternation and the existence and linear position of a eneg
marker.

8 Unbounded dependency constructions

Hebrew and Arabic both make extensive use of resumptive strategies as well
as gap strategies in unbounded dependency constructions, and formalisation of
the resumptive strategy for Hebrew is a major concern of Asudeh (2012), the
most important reference for this section (see also Asudeh 2011). Falk (2002) also
discusses the resumptive strategy for Hebrew udcs. Camilleri & Sadler (2011)
looks at restrictive relative clauses and resumption in Maltese (see also Camilleri
& Sadler 2012a), building on Asudeh’s approach to resumption. Further work
on Maltese is descriptively oriented (Camilleri & Sadler 2016, Sadler & Camilleri
2017).

Hebrew resumptives occur in all NP positions except that of the highest sub-
ject. (125) illustrates an optional obj resumptive and (126) illustrates a resumptive
within a complex NP island (note that there is no wh-item in these Hebrew rela-
tive clauses).

(125) Hebrew (Borer 1984: 220)
raʔiti
saw.1sg

ʔet
acc

ha-yeled
def-boy

she/ʔasher
comp

rina
Rina

ʔohevet
love.3f.sg

(ʔoto)
him

‘I saw the boy that Rina loves.’

(126) Hebrew (Borer 1984: 221)
raʔiti
saw-I

ʔet
acc

ha-yeled
def-boy

she-/asher
comp

dalya
Dalya

makira
knows

ʔet
acc

ha-ʔisha
def-woman

she-ʔohevet
comp-loves

ʔoto
him

‘I saw the boy that Dalya knows the woman who loves him.’
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It is well established in the literature beyond LFG that the resumptives of
Hebrew have the interpretational properties of pronouns rather than those of
gap. The diagnostics distinguishing those which are interpretationally identical
to gaps from those which behave semantically as pronouns include differences in
behaviour with respect to island phenomena, weak crossover, across-the-board
extraction, parasitic gaps and reconstruction (McCloskey 2017: 106). In line with
this work, Asudeh (2011, 2012) distinguishes two types of true resumptives, which
he refers to as syntactically active resumptives (sars) and syntactically inactive
resumptive (sirs). Both types of resumptive receive the same treatment in the
syntax-semantics interface, that is, they are removed by amanager resource. sars
do not display gap-like properties in the syntax and are simply anaphorically
bound pronouns in the syntax: the rps of Hebrew are of this type, as shown in
(128). On the other hand, sirs are syntactically gap-like (i.e. they are functionally
controlled): the rp is treated as the bottom of a filler-gap dependency by restrict-
ing out the pronominal pred, so that syntactically, the rp is equivalent to a gap
(this analysis is given for Swedish in Asudeh 2012).

On the view that Asudeh develops, Hebrew resumptives are pronouns at f-
structure, and are licensed in the complementiser system of Hebrew.25

That is, members of the class of C elements are lexically associated with the
(optional) information shown in (127).

(127) C % RP=(↑gf+)
(↑udf)𝜎=(%RP𝜎 antecedent)
@MR(%RP)
@RELABEL(%RP)

(Asudeh 2012: 221)

Abstracting away frommany technical details, (127) states an equality between
the semantics of a discourse function (↑udf) in the f-structure which contains the
complementiser and the value of the antecedent attribute of some grammatical
function within the structure (identified by means of the local name %RP). The
template call in the third line introduces the semantic resource which removes
the surplus pronominal resource in the course of semantic composition, using
the Resource Management Theory of Resumption developed in Asudeh (2012).

25An alternative view of the resumptive pronouns is taken in Falk (2002), namely that pronouns
may lack a pred value just in case they are functionally identified with a discourse function:
functional identification is introduced lexically (by the pronoun itself) and mediated by refer-
ence to a 𝑝 projection containing the referential elements in the discourse as shown in (i).

(i) 𝑓 ∈ 𝑝−1(↑ 𝑝) ∧ (df 𝑓 ) ⇒ ↑=𝑓 (Falk 2002: 163)
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The example in (125) with the resumptive has the f-structure in (128) (Asudeh
2012: 227).26 The (standard) CP rule is shown in (129) (Asudeh 2012: 224) where𝜖 is not an empty node in the c-structure but the absence of a node associated
with the collection of constraints specified.

(128) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘boy’
spec [pred ‘the’]
case acc

adj

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘love’
udf [pred ‘pro’]𝑎
subj [pred ‘Rina’]
obj

⎡⎢⎢⎢⎣
pred ‘pro’
pers 3
num sg
gend masc

⎤⎥⎥⎥⎦𝑝

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[antecedent []𝑎𝜎 ]𝑝𝜎

(129) CP ⟶ { XP |
(↑ udf)=↓ 𝜖

(↑ udf pred)=‘pro’
(adjunct ∈ ↑)

REL𝜎
} C′↑=↓

Asudeh (2012) provides detailed coverage of many aspects of the syntax of
Hebrew udcs. For example (130) contains a fronted resumptive and no comple-
mentiser. The former is treated as an adjunction to C and the latter by means of
a lexical entry for a null complementiser. ʔašer is a complementiser which can
only appear in relative clauses, a restriction which is captured by an inside-out
constraint in the lexical entry (132)

(130) Hebrew (Borer 1984: 220)
raʔiti
saw.1sg

ʔet
acc

ha-yeled
def-boy

ʔoto
him

rina
Rina

ʔohevet
love.3f.sg

‘I saw the boy that Rina loves.’

(131) C ⟶ C↑=↓ D̂
(↑ gf)=↓ (Asudeh 2012: 223)

(132) ʔasher C (adjunct ∈ ↑) (Asudeh 2012: 223)

26Asudeh does not represent the subcategorised arguments within the pred value, which is a
simple, argument-less semantic form.
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Camilleri & Sadler (2011) provide an analysis of Maltese restrictive relative
clauses. In Maltese a resumptive is not permitted in the highest subject func-
tion or, in relative clauses with definite or quantified heads, the highest object
position. They suggest the underlying distribution of resumptive and gap is es-
sentially free but subject to some additional restrictions (for example, only a re-
sumptive is possible as the argument of a preposition).

(133) Maltese (Camilleri & Sadler 2011: 113)
Ir-raġel
def-man

li
comp

bgħatt-(lu)
send.pfv.1sg.(-dat.3m.sg)

l-ittra
def-letter

weġib-ni
respond.pfv.3m.sg-1sg.acc
‘The man that I sent (him) the letter responded.’

As well as complementiser-introduced relatives such as (133), Maltese also has
wh-relatives, which involve a gap rather than a resumptive pronoun, although
these are subject to quite severe restrictions. (134) is an example.

(134) Maltese (Camilleri & Sadler 2011: 114)
It-tifel
def-boy

’l min
acc.who

n(a)-ħseb
1sg-think.ipfv

j-għallem-*u
3-teach.ipfv.3m.sg-3sg.acc

‘the boy who I think he teaches’

Building on standard assumptions, Camilleri & Sadler (2011) provide a syntac-
tic analysis of both complementiser and wh- relatives. The example in (135) with
either a complementiser or a wh-item is associated with the f-structure in (136)
(assuming the pred value of ’l min is ‘pro’).

(135) Maltese (Camilleri & Sadler 2011: 116)
Rajt
see.pfv.1sg

lit-tifel
acc.def-boy

li
comp

/’l min
/who

j-af
3m.sg-know.ipfv

Pawlu
Paul

‘I saw the boy that Paul knows.’
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(136) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘boy’
def +

adj

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘know〈subj,obj〉’
compform decl

subj
⎡⎢⎢⎢⎣
pred ‘Paul’
pers 3
num sg
gend masc

⎤⎥⎥⎥⎦
topic [pred ‘pro’]
obj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(Camilleri & Sadler 2011: 116)

Camilleri & Sadler (2011) show that Maltese also has true resumptives (as op-
posed to intrusive pronouns), and that the available tests indicate that (in the
terminology of Asudeh 2012) they are sars and hence anaphorically bound pro-
nouns in the syntax. For example, they can be used felicitously in circumstances
which would induce weak crossover violations. In (137) the dependency between
the antecedent (ir-raġel) (or the topic) and the rp ‘crosses over’ the possessive in
martu (‘his wife’), but the sentence is completely grammatical, while the corre-
sponding sentence with a gap would be ungrammatical, despite the fact that rps
are normally excluded in wh-relatives in Maltese. Note that the poss function
is not accessible to relativisation by the wh-strategy and so it is clear that (137)
involves relativisation on the obj, and therefore constitutes a case of crossover.
(138) provides a similar example using the less restricted complementiser strategy
for relativisation.

(137) Maltese (Camilleri & Sadler 2011: 19)
Ir-raġel
def-man

’l min
acc.who

n-af
1sg-know.ipfv

li
comp

t-elq-it-u
3f.sg-leave.pfv-3m.sg.acc

l-mara/mart-*(u)
def-woman/woman-3m.sg.acc
‘the man who I know that his wife left him’

(138) Maltese (Camilleri & Sadler 2011: 19)
Ir-raġel
def-man

li
comp

n-af
1sg-know.ipfv

li
comp

ħallie-t-u
leave.pfv-3f.sg-3m.sg.acc

mart-*(u)
wife-3m.sg.acc

baqa’
stay.pfv.3m.sg

ma
neg

hariġ-x
go out.3m.sg-neg

mid-dar
from.def-house

‘The man who I know that his wife left him, has not left the house since.’
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(139) illustrates the Complex Noun Phrase Constraint, with a (second) relative
dependency into a cnp created by relativisation: although the relativised posi-
tion is one which is normally accessible to the gap strategy, the resumptive is
obligatory here as a gap would cause a syntactic constraint violation.27

(139) Maltese (Camilleri & Sadler 2011: 120)
Raj-t
see.pfv-1sg

ir-raġel
def-man

li
comp

n-af
1sg-know.ipfv

mara
woman

li
comp

t-af-u
3f.sg-know.ipfv-3m.sg.acc

u
and

għid-t-l-u
tell.pfv-1sg-dat-3m.sg

j-selli-l-i
3m.sg-send regards.ipfv-dat-1sg

għali-ha
for-3f.sg.acc

‘I saw the man who I know a woman that knows him, and told him to
send her my regards.’

9 Other work

Alotaibi (2014) looks at conditional sentences in Hijazi Arabic and provides an
LFG analysis of the syntax of these constructions. Camilleri et al. (2014a) dis-
cusses the dative alternation in Hijazi Arabic, eca and Maltese and develops an
account of the mapping to gfs using the mapping approach of Kibort (2008).
Camilleri & Sadler (2012b) looks at non-selected datives inMaltese. Alzaidi (2010)
on gapping constructions in Hijazi (Taif) Arabic. Sadler (2019) provides an anal-
ysis of mixed agreement in adjectival relatives in msa. Clausal possession in He-
brew is discussed in Falk (2004). For an early discussion of agreement in msa
see Fassi Fehri (1988). Camilleri & Sadler (2017b) discusses the grammaticalisa-
tion of a progressive construction in the Arabic vernaculars from a posture verb
act.ptcp and also provides a synchronic account of the progressive construction.
Camilleri & Sadler (2018) concerns the grammaticalisation of both the universal
perfect (see also Camilleri 2016) and the progressive in Arabic.

27The distribution of resumptives in Maltese does raise some potentially puzzling issues. Camil-
leri & Sadler (2011) show that there may be evidence from the distribution of gaps and rps in
across-the-board constructions that Maltese also has syntactically inactive resumptives (sirs)
(functionally controlled rps or ‘audible’ gaps) since gaps and resumptives occur together in
atb constructions, but that simply assuming that atb constructions in Maltese (and in Arabic
more widely) involve sirs rather than sars is also problematic.
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Abbreviations

Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

conj conjunction
constr construct form
epent.vwl epenthetic vowel
frm.vwl formative vowel

juss jussive
msd maṣdar
prn pronoun
sfp scalar focus particle
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The assumptions of LFG have been applied to the research on a number of gram-
matical phenomena in Chinese languages. In this chapter, we present an overview
of some of the studies devoted to investigating the syntactic patterns of two va-
rieties of Chinese: Mandarin and Cantonese. This chapter includes a discussion
on the expression and identification of grammatical functions, ba, bei and related
constructions, the dative alternation, compounds (VO compounds and resultative
compounds), the locative inversion, and classifiers and measure words. The chap-
ter concludes with a brief overview of the applications of LFG in Chinese language
processing.

1 Introduction: Chinese or Sinitic Languages

LFG is a lexicon-driven, unification-based linguistic theory aiming to account
for both variations and universals found in human languages. The well-known
parsimony of morpho-syntactic markings in Chinese poses an interesting chal-
lenge to the theory, but at the same time provides an opportunity to showcase

Olivia S.-C. Lam, One-Soon Her, Jing Chen & Sophia Y.-M. Lee. 2023. LFG and Sinitic
languages. In Mary Dalrymple (ed.), Handbook of Lexical Functional Grammar, 1703–
1751. Berlin: Language Science Press. DOI: 10.5281/zenodo.10186026
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the explanatory adequacy of LFG. The term ‘Chinese’ is commonly replaced by
‘Sinitic languages’ or ‘Chinese languages’ in the linguistics literature. These two
terms refer to a family of varieties which are genetically related but are, very
often, not mutually intelligible (Handel 2015, Huang & Shi 2016). Wurm & Liu
(1987) list 10 varieties under ‘Chinese’ in the Language Atlas of China, while the
Ethnologue lists 16 (Eberhard et al. 2020). The more prominent varieties are tra-
ditionally known as fangyan方言 (literally ‘regional speech’ or ‘dialect’), and are
classified into 7 groups: Mandarin, Xiang, Gan, Wu, Yue, Hakka and Min. Draw-
ing data from both Mandarin and Cantonese (a Yue dialect), we will be using
the term ‘Chinese’ to loosely refer to the Sinitic family, and reserve the terms
‘Mandarin’ and ‘Cantonese’ for these two individual varieties.

LFG has been adopted to study Chinese since 1985. Earlier studies, such as
Huang (1985, 1986, 1987, 1988, 1989b,a, 1990) and Huang & Mangione (1985), pre-
sent LFG accounts of a wide range of grammatical structures in Mandarin Chi-
nese, including the internal structure of NPs, the subcategorized topic, and lexi-
cal discontinuity. Her (1990) investigates the grammatical functions in Mandarin,
while Tan (1991) focuses on the subject in Mandarin. Bodomo & Luke (2003), the
monograph resulting from the first LFG Workshop dedicated to the analysis of
Chinese languages in 2001, contains studies on Mandarin, Cantonese, and other
Sinitic languages.

It is important to note that, although this chapter focuses on Cantonese and
Mandarin, LFG has in fact been successfully applied to awide range of varieties in
China. For instance, Huang (1991) provides an account of adjectival reduplication
in Taiwan Southern Min. Studies on Zhuang, a Tai-Kadai language spoken in
southern China, include Pan (2010), Bodomo (2011), and Burusphat & Qin (2012).

There is also a well-established collection of LFG literature written in Chinese,
with most of them providing an introduction to the framework. These include
Huang (1988, 1989b), Fu (1990a,b), Fu (1993), Feng (2004), Gao & Li (2009) and
Wei (2014).

In the following sections, we first outline the prominent grammatical prop-
erties of Chinese from an LFG perspective (Section 2). Section 3 discusses the
encoding of grammatical functions in Chinese, while Sections 4–10 provide an
overview of the major grammatical phenomena which have been analyzed in
LFG. Section 11 concludes the chapter by highlighting LFG analyses which have
contributed to the understanding of Sinitic languages, and how the studies on
Sinitic languages have contributed to the development of LFG.
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2 Grammatical properties: An LFG Perspective

This section introduces important grammatical features of Chinese from an LFG
perspective, including the morpho-syntactic encoding of grammatical functions
(Section 2.1); the classifier system (Section 2.2); and the canonical word order
and the role of information structure (Section 2.3). For more in-depth and recent
discussions on issues in Chinese linguistics, see Huang et al. (2009), Wang & Sun
(2015), Huang & Shi (2016), and Huang et al. (2022), among others.

2.1 Morpho-syntactic encoding

Chinese has been described in the literature as being ‘morphologically impover-
ished’ (e.g. Packard 2000, Hsieh et al. 2022). This, however, does not mean that
there is no morpho-syntactic encoding. In (1a), tense is not encoded on the verb,
but in (2), aspect is.1,2

(1) a. Cantonese
Zoengsaam
Zoengsaam

kam jat/
yesterday/

gam jat/
today/

ting jat
tomorrow

faangung.
work

‘Zoengsaam went to work yesterday/ is going to work today/ will go
to work tomorrow.’

b. Mandarin
Zhangsan
Zhangsan

zuotian/
yesterday/

jintian/
today/

mingtian
tomorrow

shangban.
work.

‘Zhangsan went to work yesterday/ goes to work today/will go to
work tomorrow.’

(2) a. Cantonese
Zoengsaam
Zoengsaam

tai-zo/
read-pfv/

-gan/
-prog/

-gwo
-exp

bun
clf

syu.
book

‘Zoengsaam has read/is reading/read the book.’
b. Mandarin

Zhangsan
Zhangsan

du-le/
du-prf/

zhengzai
zai

du/
read/

du-guo
read-exp

(yi)
(num)

ben
clf

shu.
book.

‘Zhangsan has read/is reading/read a book.’3

1Tones are omitted unless they are relevant to the discussion.
2Examples in Cantonese are romanized using the scheme developed by LSHK (2002).
3The marker -gwo, and the Mandarin equivalent -guo, express the ‘experiential aspect’ in Chi-
nese.
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There is no person, number or gender agreement between a verb and its argu-
ments.

(3) Cantonese
a. Zoengsaam

Zoengsaam
gin-dou
see-dou

keoidei.
3pl

‘Zoengsaam saw them.’
b. ngo

I
gin-dou
see-dou

Zoengsaam.
Zoengsaam

‘I saw Zoengsaam.’

Note that the changes in person and number do not affect the verb forms in
(3). Note also that -dou (到; -dao in Mandarin) is not a tense marker – it marks
accomplishment and is part of a verb-result compound.

There is no case-marking in Chinese. Pronouns are not case-marked, either:

(4) Cantonese
a. ngo

1sg
gin-dou
see-dou

keoi.
3sg

‘I saw him/her.’
b. keoi

3sg
gin-dou
see-dou

ngo.
1sg

‘S/he saw me.’

2.2 Number-marking, classifiers and the expression of quantities

Most nouns are not number-marked. The only marker which codes number in
Mandarin is the plural marker -men (Hsieh et al. 2022). Yet, even for human
nouns, a bare noun is unspecified for number, allowing both a singular and a
plural reading, as exemplified in (5).

(5) Mandarin
Gebi
next.door

de
de

xuesheng
student

hen
very

chao.
noisy

‘The student(s) next door is/are very noisy.’

Classifiers are a significant feature of the Chinese languages. As number is not
explicitly encoded in Chinese, nouns can only be enumerated when they are in-
dividuated by classifiers in the [num clf n] structure. Some scholars believe that
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classifiers ‘serve to profile an essential or inherent feature of the head noun...and
contribute no additional meaning to the head noun’ (Her 2012a; see also Cheng
& Sybesma 1999). Others (e.g. Huang & Ahrens 2003, Chen et al. 2022), how-
ever, argue that classifiers make a crucial contribution to the meaning through
coercion.

(6) Mandarin
a. san

three
ben
clf

shu
book

‘three (volumes/copies of) books’
b. san

three
xiang
clf

shu
book

‘3 boxes of books’

Cantonese, among other varieties of Chinese and unlike Mandarin, allows the
omission of the numeral one.Whether ‘one’ is expressed depends on the informa-
tion structure and the grammatical function of the noun. The structure [clf n]
receives a definite, or contextually retrievable, interpretation when it serves as
the subj, but when it is an obj, either a definite or an indefinite reading is possi-
ble:

(7) Cantonese
a. [clf n] as subj

(Context: What happened to the book?)
[bun
clf

syu]
book

laan-zo.
damage-pfv

‘The book is damaged.’
b. [clf n] as obj

i. With a definite reading
(Context: Where is the book?)
ngo
1sg

m
not

gin-zo
see-pfv

[bun
clf

syu].
book

‘I have lost the book.’
ii. With an indefinite reading

ngo
1sg

kam jat
yesterday

maai-zo
buy-pfv

[bun
clf

syu].
book

‘I bought a book yesterday.’
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2.3 Canonical word order

Different views can be found in the literature regarding the canonical word order
in Chinese languages. While there is a long tradition of analyzing Chinese as
having a canonical SVO word order (e.g. Light 1979, Mei 1980, Sun & Givón 1985,
Dryer 2005), there are also arguments for treating the SOV order as the canonical
word order (see, for instance, Tai 1973, Li & Thompson 1974). The empirical and
theoretical arguments for both the SVO and SOV accounts can be found in Liu
(2022) and Xu & Dong (2022) respectively. In some Wu varieties, it has also been
observed that the SOV or OSV orders occur more frequently than the SVO order,
especially in cases where obj expresses the patient role (Yue 2003).

Despite the ongoing debate on the canonical word order, it is generally ac-
cepted that word order variations in Chinese can be accounted for in terms of
information structure (Shyu 2016). Chinese has been well-established as a topic-
prominent language since Li & Thompson (1976). Constituents bearing almost
any grammatical function can be easily placed in the sentence-initial position as
long as they are topics. Kroeger (2004) provides a clear overview on the gram-
matical functions which can be topicalized in Chinese, including the possessor
(Xu & Langendoen 1985). Identifying grammatical functions in Chinese is thus
far from being straight-forward – grammatical functions may be expressed in
various syntactic positions depending on the discourse context, and they are not
morphologically encoded. The obj pingguo can appear in the canonical object
position (8a), sentence-initially if it is topical (8b), and between the subj and the
V, where the marker ba is optional:4

(8) Mandarin
a. ta

3sg
chi
eat

le
pfv

[pingguo].
apple

‘S/he ate the apple/apples.’
b. [pingguo]

apple
ta
3sg

chi
eat

le.
pfv

‘S/he ate the apple/apples.’

4Whether the marker ba is required depends on the semantic features of the displaced NP. A
displaced human NP must be marked:

(i) Ta
3sg.m

*(ba)
ba

laoshi
teacher

tuidao
push.over

le.
pfv

‘He pushed over the teacher.’ (Yang & van Bergen 2007: 1622)
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c. ta
3sg

(ba)
ba

[pingguo]
apple

chi
eat

le.
pfv

‘He ate the apple/apples.’ (Yang & van Bergen 2007: 1622)

Other word order variations are found in Chinese. These will be discussed in
Section 4.

Chinese is also well-known for having ‘Chinese-style topics’ (Chafe 1976), or
‘dangling topics’. These topics are unique in that they are not subcategorized
for by the predicate in the comment (Pan & Hu 2008). In (9), the predicate in the
comment is lai ‘come’, which is intransitive and only subcategorizes for a subject,
xiaofangdui ‘fire-brigade’. The topic [nei chang huo] ‘that fire’ is not related to
the predicate-argument structure of lai ‘come’, and is thus considered a ‘dangling’
topic.

(9) Mandarin
[nei
that

chang
clf

huo],
fire

xingkui
fortunately

xiaofangdui
fire-brigade

lai
come

de
de

kuai.
quick

‘As for that fire, fortunately the fire-brigade came quickly.’
(Li & Thompson 1976)

It is also possible and entirely natural to have more than one topic at the be-
ginning of a sentence in Chinese, i.e. ‘topic-chain constructions’:

(10) Mandarin
[zhei
this

jian
clf

shi],
matter

(Zhangsan),
Zhangsan

ta
3sg

mei
not

you
have

cuo.
fault

‘Regarding this matter, Zhangsan is not at fault.’
(Her 1990; glosses modified)

We provide a more detailed discussion on the topic as a grammatical function
in Section 3.

3 Grammatical functions and word order variations in
Chinese

We provide a synopsis of the state-of-the-art LFG research on Chinese in this
section and Sections 4–10. We begin with the fundamental issue of encoding
grammatical functions in Chinese.
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Identifying grammatical functions in Chinese can be challenging due to the
lack of morphological encoding of grammatical functions, and to the fact that
Chinese has relatively free word order. We offer an overview of the grammatical
functions in Mandarin (Section 3.1), and in Cantonese (Section 3.2).

3.1 Mandarin

Almost all early LFG studies on Chinese have included a classification of gram-
matical functions. Interestingly, although there are no obligatory morphologi-
cal encodings of gfs, there is general consensus as to the grammatical func-
tions which can be identified for Chinese. Huang (1989b, 1993a), adopting the
assumptions of classical LFG (Bresnan 1982b, Bresnan & Kanerva 1989), shows
that gfs in Mandarin can be identified by their unambiguous syntactic positions
at the surface level, and can be classified into four types based on two features:
[±𝑟estricted] and [±𝑜bjective]. Her (1990, 2008) presents an expanded set of gfs
in Mandarin, and recognizes subj, obj, obj2, obl𝜃 (oblique function which in-
cludes subtypes obltheme (theme), oblgoal (goal), oblben (beneficiary), oblloc
(location), and comp (complement function that includes subtypes xcomp, scomp,
and ncomp) as subcategorizable gfs, while topic, adjunct (adjunct function that
has two subtypes adj and xadj), and poss are identified as non-subcategorizable,
as shown in Figure 1. It should be noted that, in the current LFG literature, the
restricted object function obj𝜃 has replaced obj2, while grammatical function la-
bels such as scomp and ncomp, which make reference to c-structure categories,
are no longer adopted.

The syntactic encoding of gfs is via both the c-structure and the predicate
argument structure (AS). Take the lexical verb da ‘hit’, for example: it has a pred-
icate argument structure of 〈agent, theme〉, and subcategorizes for 〈subj, obj〉,
where the linking between the argument roles and the grammatical functions is
constrained by the Lexical Mapping Theory (LMT; Bresnan & Kanerva 1989).

(11) Mandarin
Lisi
Lisi

da
hit

Zhangsan.
Zhangsan

‘Lisi hit Zhangsan.’
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GRAMMATICAL FUNCTIONS

Subcategorizable

Semantically
unrestricted

subj
obj

Semantically
restricted

obl𝜃
obj2
comp

Non-subcategorizable

poss
topic

adjuncts

Figure 1: Classification of grammatical functions in Mandarin (Her
1990, 2008)

da 〈agent patient〉 ⟵ predicate argument structure↓ ↓ ⟵ Lexical Mapping Theory
pred 〈subj obj〉 ⟵ semantic form

S

NP
(↑ subj)=↓

N

Lisi

VP

V

da

NP
(↑ obj)=↓

N

Zhangsan

annotated c-structure
gfs encoded

The treatment of topic above touches on a fundamental issue related to the
universal properties of gfs. Recall that Chinese is a topic-prominent language
(see, for instance, Tsai (2022), for a discussion on the syntactic approaches to the
phenomenon, and Tao (2022), among others, for a discussion on the functional
approaches). Thematic topics may be ‘preposed’, while non-thematic topics
may remain in situ. A set of frequently used constructions known as ‘Pseudo-
transitive constructions’ (Chang et al. 1988) pose challenges to the grammatical
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status of topic, and this has been treated in detail in Huang (1989a). In these
constructions, an NP which is clearly an argument of the verb may only occur in
the pre-verbal topic position or some obl positions, but never in the postverbal
obj position. The following two examples are from Huang (1989a).

(12) Mandarin
a. zeijian

this
shi,
matter

ni
2sg

zuozhu.
make.master

‘You’ll take charge of this matter.’
b. *2sg

you
zuozhu
make.master

zeijian
this

shi.
matter

(13) Mandarin
a. yuyanxue,

linguistics
ta
3sg

nashou.
take.hand

‘S/he is good at linguistics.’
b. *ta

3sg
nashou
take.hand

yuyanxue.
linguistics

Huang (1989a) has made the following observations: (i) the topical NPs have
clearly subcategorizable semantic roles; (ii) these constructions involve a large
set of compound verbs, including some V+N compounds which are practically
all disyllabic in Chinese, and all of the quadrisyllabic compounds, and (iii) topics
can be regarded as being subcategorized (Bresnan 1982a). Based on these three
observations, Huang shows that the most efficient account is to treat the topical
NPs as subcategorized topics. Mo (1990) has proposed a new grammatical func-
tion stopic (s for ‘subcategorized’) to differentiate them from the non-thematic
topics.

According to Huang (1989a), the subcategorizable topic achieves parsimony
in terms of lexical encoding andmapping to c-structure, but this would introduce
complexities to the LMT. Her (1991, 2010), based on the same LMT considerations,
argues that topics should be regarded as strictly non-subcategorizable. To deal
with the fact that pseudo-transitive verbs do not allow the stipulated objs to be
realized in the canonical obj position, a feature-value pair [frame +] is assigned
to those verbs. The [frame +] feature can only be obtained by way of unification
with the topic. The annotated PSR in (14b) specifies that topic receives the fea-
ture [frame +] and it must be associated with some gf in the f-structure to fulfill
the Extended Coherence Condition.
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(14) Her (2010):
a. nashou V (↑ pred) = ‘be-good-at〈subj obj〉’

(↑ obj frame) =𝑐 +
b. S′ ⟶ NP

(↑ topic)=↓
(↑ frame)=+ S↑=↓

It is important to note that neither account explicates how it will account for the
NPs occurring in other non-obj positions, such as in (15).

(15) Mandarin
[[Mali
Mary

zui
most

nashou]
take.hand

de
de

kemu]
subject

shi
be

shuxue.
math

‘The subject that Mary is best at is math.’

In (15), a gap in the relative clause is linked to the head noun, and is then linked
to the complement of the verb shi ‘be’. In Huang’s (1989a) account, the subcate-
gorized subj will have to be linked to other gfs following the same mechanisms
for control and complementation (Bresnan 1982a). See Her (2010) for a different
account. In both cases, however, there is neither a clear solution to the entailed
complexities for LMT, nor an answer to the question of why such a high-level so-
lution is needed for what seems to be a parochial fact limited to a set of predicates
in a specific language.

In sum, the pseudo-transitive verbs inMandarin, where the obj-like arguments
can only occur in the topic position, pose a great challenge to the theory of gf-
encoding in LFG. The two existing proposals (Huang 1989a and Her 2010) both
have their strengths and weaknesses. The fact that the set of verbs involved are
some of the verbs currently undergoing changes in transitivity (Jiang & Huang
2018) suggests that the ultimate solution may involve a theory which takes his-
torical changes involving gfs into consideration.

3.2 Cantonese

In contrast to the issue-driven discussion on gfs in Mandarin in the last section,
this section will provide a survey on subj (Lee 2003), obj (Lam 2008), and the
complement (Bodomo & Lee 2003, Lee 2002) in Cantonese.

3.2.1 Subject in Cantonese

Lee (2003) shows that two syntactic properties are of particular relevance in the
identification of the subject in Cantonese. The first is the binding of the reflexive
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pronoun zigei ‘self’ to the subject Mary within the same clause, or to the subject
John in the clause containing the local clause. This, following Tan (1991), clearly
distinguishes the subject from the topic, both of which can be found preverbally.

(16) Cantonese
Johni
John

zi1
know

Maryj
Mary

sik6-zo2
eat-pfv

keoi5-zi6gei2i/j
3sg-self

haap6
clf

faan6.
rice

‘John knows that Mary ate his/her lunch box.’ (Lee 2003: 30)

The second distinctive property of the subject is that the possessor of the sub-
ject can be easily relativized with the gap strategy (17a), but the possessor of the
object cannot be relativized in the same way (17b):

(17) Cantonese

a. [ _ sing4zik1]
grades

ji5ging1
already

gung1bou3-zo2
announce-pfv

ge3
rel

hok6saang1
students

‘the students whose grades have been announced.’ (Lee 2003: 37)
b. *hok6haau6

school
ji5ging1
already

gung1bou3-zo2
announce-pfv

[ _ sing4zik1]
grades

ge3
rel

hok6saang1
students

(Intended meaning: ‘the student whose grades have been announced
by the school’) (Lee 2003: 38)

Luke et al. (2001) discuss the Subject Condition in Cantonese. As with Sinitic
languages in general, Cantonese allows pro-drop even without agreement mor-
phology or case-marking. This poses a challenge to the identification of grammat-
ical functions at f-structure. Luke et al. (2001) show that apparently ‘subjectless’
sentences, in fact, do have a subject, but discourse-pragmatic criteria, such as
the speech context, must be taken into consideration in order to retrieve the sub-
ject. See also Liao (2010) for a discussion on the pro-drop patterns in Mandarin
Chinese, and for an analysis within LFG.

3.2.2 Object in Cantonese

Lam (2008) investigates the syntax of objects in Cantonese, in particular, their
syntactic behaviours in double object constructions (DOCs).Withoutmorpholog-
ical marking, the structural position of each object becomes an important clue in
the identification of the different object functions – in (18), the recipient-object
is found immediately postverbally, with the theme-object following it:
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(18) Cantonese
a. Recipient-NP < Theme-NP

ngo
1sg

gaau
teach

siupangjau
children

zungman.
Chinese

‘I teach children Chinese.’
b. *Theme-NP < Recipient-NP

*ngo
1sg

gaau
teach

zungman
Chinese

siupangjau.
children

‘I teach children Chinese.’

This, however, is not the canonical order of objects for the verb GIVE – it is
the theme-object that must be immediately postverbal.

(19) Cantonese
a. Theme-NP < Recipient-NP

ngo
1sg

bei-zo
give-pfv

bun
clf

syu
book

ngo
1sg

gaaze.
elder.sister

‘I gave the book to my elder sister.’
b. *Recipient-NP < Theme-NP

*ngo
1sg

bei-zo
give-pfv

ngo5
1sg

gaaze
elder.sister

bun
clf

syu.
book

A related question is – which one of these objects is the unrestricted object obj,
and which is the restricted one obj𝜃? In LFG, the object in a DOC which gram-
matically patterns with the monotransitive object is obj, while the one which
does not is obj𝜃 . Passivization is often seen as the diagnostic for unrestricted ob-
jecthood, but in Cantonese, as in Mandarin Chinese, passivization is often con-
strained - the passive is associated with a meaning of adversity. As a result, not
all verbs, even monotransitive ones, can be involved in passivization (20). It is
therefore not a very helpful test for the unrestricted object. We shall return to a
discussion of passivization in Section 4.

(20) Mandarin
a. Zhangsan

Zhangsan
gei
give

ren
people

du-si
poison-die

le.
prt

‘Zhangsan was poisoned to death by people.’
b. *Zhangsan

Zhangsan
gei
give

ren
people

yi-hao
cure

le.
prt

‘Zhangsan was cured by people.’ (Lefebvre 2011: 257)
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Patterns of relativization and pro-drop show that it is the theme-object which
behaves like themonotransitive object. Lam (2008) thus concludes that the theme-
object is the unrestricted object in Cantonese, while the recipient-object is the
restricted object.

3.2.3 Complement in Cantonese

Lee (2002) and Bodomo & Lee (2003) show that Cantonese verbs such as zidou
‘think’ may take either a comp (21a) or an obj (21b), while other verbs subcatego-
rize for only a comp (22a) but not an obj (22b):

(21) Cantonese
a. ngo

1sg
zi dou
know

S[keoi
3sg

hai
be

hou
good

jan].
person

‘I know that s/he is a good person.’
b. ngo

1sg
zi dou
know

DP[li
this

gin
clf

si].
matter

‘I know (about) this.’

(22) Cantonese
a. ngo

1sg
hei mong
hope

S[keoi
3sg

hai
be

hou
good

jan].
person

‘I hope that s/he is a good person.’
b. *ngo

1sg
hei mong
hope

DP[keoi].
3sg

[‘I hope him/her.’]

They therefore argue that Cantonese is a ‘mixed language’, along the lines of
Dalrymple & Lødrup (2000).

4 Ba, Bei, and Related Constructions

4.1 Mandarin

The Mandarin bei construction is considered to be the equivalent of the Eng-
lish by passive in the literature. The discussion of the bei passive is frequently
compared to the ba construction, as they share almost identical surface struc-
tures. Note that in (23), the agent gemi ‘fans’ is optional, much like the by-agent
phrase in English. A bei construction with the agent phrase is known as the ‘long’
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passive, while a bei construction with the agent phrase omitted is the ‘short’
passive (Huang et al. 2009, Huang & Shi 2016).

(23) Mandarin
Amei
Amei

bei
bei

(gemi)
fans

weizhu.
encircle

‘Amei was encircled (by the fans).’

(24) Mandarin
gemi
fans

ba
ba

*(Amei)
Amei

weizhu.
encircle

‘The fans encircled Amei.’

Several important and controversial issues have been raised over the passive anal-
ysis of the bei construction. The first is whether bei is a preposition like the Eng-
lish by (Huang 1982, Li 1990, Li & Thompson 1981, Lü 1980, McCawley 1992, Tsao
1996) or a verb (Bender 2000, Feng 1995, Her 1989, 2009, Hsueh 1989, Huang 1999).
The current dominant view of bei as higher verb is heralded by Huang & Man-
gione’s (1985) formal semantic account, and was first adopted in LFG syntactic
studies (e.g. Huang & Mangione 1985, Bender 2000).

The second issue is whether there is one or two passive constructions. The
dominant GB analysis treats the passive in Mandarin as having ‘split’ into two
different constructions: the agentless short passive versus the long passive with
an overt agent. This is motivated by the observation that the long passive allows a
much wider range of syntactic behaviours than the short passive. Yet Her (2009)
shows, with corpus data from Sinica Corpus (Chen et al. 1996), that the short
passive in fact exhibits the same range of syntactic behaviours, and argues that
the two should receive exactly the same analysis, with the only difference being
whether the agent is overt or covert. The evidence is presented below. First, Her
(2009) shows that short passives (26), just like long passives (25), allows long-
distance gaps:

(25) Mandarin
bei
bei

ta
3sg

qitu
attempt

nuyi
enslave

de
de

ziyou
free

renmin.
people

‘the free people who were “attempted-to-enslave” by him’
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(26) Mandarin

a. gongsi-de
company-poss

wanglu
network

bei
bei

qitu
attempt

ruqin.
hack

‘The company network has been “attempted-to-hack”.’
b. ziliao

document
bei
bei

shefa
manage

kaobei
copy

le.
prf

‘The documents have been “managed-to-copy”.’

Second, the claims in the literature that a long passive, but not a short passive,
allows a resumptive pronoun to fill a gap are also incorrect, as in (27) and (28).

(27) Mandarin
Zhangsani
John

bei
bei

wo
1sg

piping-le
criticize-pfv

tai
3sg

yidun.
once

‘John was criticized once by me.’

(28) Mandarin
ta
3sg

bai
father

pa
afraid

bei
bei

renwei
consider

tai
3sg

wufa
fail

guanjiao
discipline

haizi.
children

‘His father was afraid to be considered that he failed to discipline his
children.’

Third, the split view claims that the pronominal particle suo is allowed in the
long passive only, as in (29), and not the short passive. The corpus example in
(30) shows that suo can be found in the short passive as well:

(29) Mandarin
ni
2sg

hui
will

bei
bei

ren
person

suo
suo

chixiao.
sneer

‘I’m afraid your recent behavior toward him will be sneered at.’

(30) Mandarin
ni
2sg

nanmian
unavoidably

bu
not

bei
bei

suo
suo

pian.
trick

‘Unavoidably you would be tricked.’

Finally, the split view claims that only the long passive allows an adverbial PP,
as in (31), but not in the short passive. This is again shown to be wrong by the
corpus example in (32).
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(31) Mandarin
Zhangsan
John

bei
bei

Lisi
Lee

zai
at

xuexiao
school

pian-zou
abduct

le.
pfv

‘John was abducted at school by Lee.’

(32) Mandarin
yi
one

zhi
clf

laoshu
mouse

bei
bei

zai
at

jiujing
alcohol

zhong
inside

jinpao-le
soak-pfv

yi
one

nian.
year

‘A mouse has been soaked in alcohol for a year.’

The analysis proposed by Her (2009) has bei as a three-place predicate requir-
ing three theta roles, which are mapped to subj, obj, and xcomp, with a meaning
that approximates (33). The lexical entry, including its lexical category, lexical
form, and the control relations, is shown in (34). Note that the operation that
links theta roles with gfs is 𝛾 ; thus 𝛾 (θ̂) in (34) refers to the gf linked to the logi-
cal subject. (↑ obj) = (↑ xcomp 𝛾 (θ̂)) thus means that obj controls the gf in xcomp
that is linked to the θ̂. The f-structure of a typical bei sentence is illustrated in
(35).

(33) bei 〈x y z〉: x is (adversely) affected by y in a way that z describes

(34) bei V (↑ pred) = ‘bei〈subj obj xcomp〉’
(↑ subj) = (↑ xcomp topic)
(↑ obj) = (↑ xcomp 𝛾 (θ̂))¬(↑ obj) ⇒ (↑ obj pred) = ‘pro’

(35) Mandarin
na
that

jian
clf

fangzi
house

bei
bei

(Lisi)
Lee

chai-le.
demolish-pfv

‘That house got demolished (by Lee).’⎡⎢⎢⎢⎢⎢⎢⎣

pred ‘bei〈subj obj xcomp〉
subj [pred ‘house’]
obj [pred ‘Lee’]/[pred ‘pro’]
xcomp [topicpred ‘demolished〈subj〉’

subj
]
⎤⎥⎥⎥⎥⎥⎥⎦

In (35), (↑ obj), which is either an overt agent Lee or a covert pronoun, is
responsible for adversely affecting (↑ subj), the house, in a way described by
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(↑ xcomp), i.e., the house is demolished. Note that (↑ subj) controls the topic in
xcomp, which is anaphorically linked to subj, indicated by the dotted line. The
matrix subj, the house, is also the subj of the embedded clause, which is passive
in nature. A non-canonical example is given in (36), with both c-structure and
f-structure illustrated.

(36) Mandarin
juzi
orange

bei
bei

(ta)
3sg

bo-le
peel-pfv

pi.
peel

‘The orange has its peel peeled off (by him).

a. c-structure:
IP

NP

juzi

VP

V

bei

(NP)

ta

VP

V

bo-le

NP

pi

b. f-structure:⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘bei〈subj obj xcomp〉’
subj [pred ‘orange’]
obj [3sg]/[pred ‘pro’]
xcomp

⎡⎢⎢⎢⎣
topic
pred ‘peel〈subj obj〉’
subj
obj [pred ‘peel’]

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎦
In (36), (↑ obj), which is again either overt or covert, is responsible for ad-

versely affecting (↑ subj), the orange, in a way described by (↑ xcomp), i.e., the
orange has its peel peeled off. Note that (↑ subj) controls the topic in xcomp,
and (↑ obj) controls the subj in xcomp. Within the xcomp, topic is anaphorically
linked to obj.

Based on this account, Her (2009) contends that the bei construction is the
passive counterpart of the ba construction, not the canonical active sentence.
Thus, ba is likewise a three-place predicate, as in (37), and its lexical entry is
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shown in (38). The example in (39) is therefore the active counterpart of the
passive (36). See also Bender (2000) for an LFG analysis of the ba construction in
Mandarin.

(37) ba 〈x y z〉: x affected y in a way that z describes

(38) ba V (↑ pred) = ‘ba〈subj obj xcomp〉’
(↑ obj) = (↑ xcomp topic)
(↑ subj) = (↑ xcomp 𝛾 (θ̂))

(39) Mandarin
ta
3sg

ba
ba

juzi
orange

bo-le
peel-pfv

pi.
peel

‘He peeled the peel off the orange.’
a. c-structure:

IP

NP

ta

VP

V

ba

NP

juzi

VP

V

bo-le

NP

pi

b. f-structure:⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘bei〈(↑ subj),(↑ obj),(↑ xcomp)〉
subj [pred ‘orange’]
obj [3sg]
xcomp

⎡⎢⎢⎢⎣
topic
pred ‘peel〈subj obj〉’
subj
obj [pred ‘peel’]

⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎦
In (39), (↑ subj), he, is responsible for affecting (↑ obj), the orange, in a way

described by (↑ xcomp), i.e., he peeled the peel off the orange. Note that (↑ subj)
controls the subj in xcomp, and (↑ obj) controls the topic in xcomp, which is in
turn anaphorically linked to obj.
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In summary, ba and bei are both treated as three-place predicates. While the
former involves a causer as subj, an affectee as obj, and an active proposition
describing the caused event as xcomp, the latter involves an affectee as subj, a
causer as obj, and a passive proposition describing the caused event as xcomp.
Thus, in this sense the bei construction is the passive counterpart of the ba con-
structive.

See also Yang (2020) for a discussion of the impersonal BEI-passive in Man-
darin.

4.2 Cantonese

A discussion on aspects of the passive structure in Cantonese is offered in Chow
(2019). While Cantonese shares a phonologically similar passive morpheme bei
withMandarin, the two counterparts differing only in tones, one clearmorphosyn-
tactic difference is that the NP following bei in Mandarin is optional (40a), while
that in Cantonese is obligatory (40b). In otherwords, the ‘short’ passive discussed
in the previous section is not allowed in Cantonese. Even in agentless passives,
the NP jan ‘person’ must follow bei.

(40) a. Mandarin
Zhangsan
Zhangsan

bei
bei

(Lisi)
Lisi

daa-le.
hit-pfv

‘Zhangsan has been hit (by Lisi).’
b. Cantonese

Siuming
Siuming

bei
pass

*(jan)
people

daa.
hit

‘Siu Ming was beaten up.’

Based on this, Chow (2019) argues that passivization in Cantonese involves the
subject being linked to an oblique object, a non-core argument (Bresnan 1982c;
Chow 2019: 232). It is also shown that, unlike Kit’s (1998) and Her’s (2009) anal-
yses for the Mandarin bei, the Cantonese bei is a ‘non-argument taking and a
non-predicative’ coverb (Chow 2019: 186), which contributes a (↑ voice)=pass
feature to f-structure.

Similar to Her (2009), Chow (2019) acknowledges that the matrix subject in
a passive structure is linked to the topic role. Indeed, the same propositional
content may be expressed by an active, a ‘direct’ or canonical passive (41a), or
a ‘indirect’ passive (42b) structure, depending on the information structure to
be expressed. In an canonical passive structure, the entire theme-NP is topical
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– it is expressed as the subject. In an ‘indirect’ passive structure, however, it is
the possessor of the theme-NP which is topical – the possessor is linked to the
subject.

(41) Cantonese
a. The ‘direct’ or canonical passive

[Can saang
Mr. Chan

gaa
clf

ce]
car

bei
pass

tungsi
colleague

zong-laan
crash-broken

zo.
pfv

‘Mr. Chan’s car has been crashed by his colleague.’
b. The ‘indirect’ passive

[Can saang]
Mr. Chan

bei
pass

tungsi
colleague

zong-laan
crash-broken

zo
pfv

[gaa
clf

ce].
car

‘Mr. Chan had his car crashed by his colleague.’

Semantically, the subject must be adversely affected in order for an indirect
passive to be acceptable. Chow (2018, 2019) proposes that, for the indirect passive
structure [np1 bei2 np2 v np3] to be licensed, an additional malefactive role,
which must be topical, is introduced into the structure. Due to the limits of space,
we shall leave the discussion here and ask interested readers to refer to these
studies.

5 Dative alternation

Dative alternations, as well as ditransitive constructions, have been extensively
discussed in the Chinese linguistics literature. In addition to the word order vari-
ations and the introduction of an applied object common in other languages (e.g.
Bresnan et al. 2007), the challenges in analyzing the Mandarin dative alternative
involve the position and the grammatical status of the lexical form gei ‘give’ (e.g.
Chao 1968, Zhu 1982). The discussion in this section focuses on Mandarin only,
as the dative alternation is not attested in Cantonese (Lam 2008).

(42) Ditransitive constructions with gei in Mandarin (42a, 42c & 42d are from
Huang & Ahrens 1999)
a. subj gei io v do
b. subj do v (gei) io
c. subj v (gei) io do
d. subj v do gei io
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The pattern in (42d) will be treated as the semantically most transparent word
order for gei ‘give.to’. It should, however, be noted that it is not clear whether
a clearly favoured canonical word order is available (Yao & Liu 2010). In a di-
transitive construction, gei introduces the io as the goal towards which a theme
do moves. In the literature, there are several different views regarding the gram-
matical status of gei: gei is (i) a verb, producing a serial verb construction with
the other verb in the construction; (ii) a co-verb/preposition, marking the io in
the construction. The verb/preposition debate is familiar in the Chinese linguis-
tics literature, and has been applied to several other lexical items with similar
distributions. Either account is generally adequate in describing the patterns in
(42a) and (42d). The patterns in (42b) and (42c), where gei is optional and the
optionality depends on the V, has generated interesting debates specific to the
ditransitive construction (e.g. Chao 1968, Li & Thompson 1981, Cheng & Huang
1988). Huang & Ahrens (1999) observe that verbs without an inherent meaning
of transfer (e.g. ti ‘to kick’, bian ‘to knit’), typically require the presence of gei,
while gei in structures with verbs with an inherent meaning of transfer may be
optional (e.g. song ‘to give as a gift, to send’, zhu ‘to lend’, mai ‘to sell,’ and gei ‘to
give’). This suggests that the gei immediately after the verb is a stem that intro-
duces an applicative goal role to the argument structure of the verb. This account
has been incorporated into Huang’s (1993a) LMT ofMandarin. The compounding
account has also been adopted by several Construction Grammar-based accounts
(e.g. Ahrens 1995, Zhang 1999, Liu 2006). Huang (1993a) argues that the postver-
bal gei is a part of the complex predicate which involves a morpholexical rule
introducing an additional goal role into the argument structure. The study also
observes that there is a significant contrast between the English and Chinese
dative constructions — the theme can become subj in a passive construction in
Mandarin, but not the goal.

(43) a. Mary gave John a book.
b. John was given a book by Mary.
c. A book was given to Mary by John.

(44) Mandarin (adapted from Huang (1993a: example 22))
a. Zhangsan

Zhangsan
ti-*(gei)
kick-gei

Lisi
Lisi

yi
one

ge
clf

qiu.
ball

‘Zhangsan kicked a ball to Lisi.’
b. *Lisi

Lisi
(bei
bei

Zhangsan)
Zhangsan

ti-gei-le
kick-GEI-pfv

yi
one

ge
clf

qiu.
ball
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c. nei
that

ge
clf

qiu
ball

(bei
bei

Zhangsan)
Zhangsan

ti-gei-le
kick-GEI-pfv

Lisi.
Lisi

‘That ball was kicked to Lisi (by Zhangsan).’

In sum, this account of V-gei compounding, adding an applicative GOAL role,
illustrates the lower accessibility of the goal role on the Thematic Hierarchy,
and predicts that the goal role cannot be linked to subj in a Mandarin passive
structure.

See also Her (2006a) for an alternative analysis of the Mandarin dative alter-
nation.

6 Compounds

Compounding is a productive morpholexical process in Chinese (Hsieh et al.
2022). Mandarin is known to have at least the following types of compounds
that can introduce new predicate-argument structures: (i) subject-verb (SV) com-
pounds; (ii) verb-object (VO) compounds; (iii) verb-resultative (VR) compounds;
and, (iv) verb-verb (VV) compounds. In this section, the LFG treatments of re-
sultative compounds and VO compounds are presented in Sections 6.1-6.2 and
Section 6.3, respectively.

6.1 Early LFG studies on Mandarin compounds

Chao (1968) has observed that a number of distinctive grammatical features of
Chinese are related to the prevalence of compounds: (i) V+N compounds tend not
to take another object directly; (ii) the noun in the compound is often separable
even though it is a sub-lexical unit (called ‘ionization’ in Chao 1968); (iii) separa-
ble compounds allow certain degrees of internal modification, and in some cases,
an object may appear in non-canonical positions. The earliest published studies
in the LFG literature on Mandarin, Huang (1985, 1986, 1988, 1990) for example,
have aimed to account for these separable compounds and their non-canonical
object positions.

Huang (1990) provides an account for VO compounds in Mandarin. One ex-
ample that is of particular interest is the idiom chunk chi cu ‘be jealous of’, con-
sisting of the lexical verb chi ‘eat’ and the noun cu ‘vinegar’. The chunk is a
non-compositional compound, as the overall meaning is only available if both
the V and the N are found in the sentence. What is interesting, and yet challeng-
ing, is the fact that the V and the N in the compound can be separated, by de in
the following example:
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(45) Mandarin
Sanbai
Sanbai

conglai
ever

bu
neg

chi
eat

Yunniang
Yunniang

de
de

cu.
vinegar

‘Sanbai is never jealous of Yunniang.’

Huang (1990) proposes an account for separable compounds in terms of lexical
discontinuity – both the verb and the separable noun contribute information to
the overall interpretation. The subscript marks the use of this form as a compo-
nent of an idiom. Note that pred is associatedwith the noun, and the constraining
equation ensures that the non-compositional meaning will only be available if
the form chi also occurs in the sentence.

(46) a. chi2 V (↑ vmorf) = chi
b. cu2 N (↑ pred)=‘be.jealous〈subj obl〉’

(↑ vmorf) =𝑐 chi
(↑ cl) = de

Huang (1990) further shows that this proposal successfully accounts for vari-
ous constructions in which the compound occurs, including topicalization. This
example illustrates how complex structures can be captured with simple lexical
rules.

6.2 VO compounds in Cantonese

VO compounds are found in Cantonese, too. As discussed in the previous section
and as observed in Bodomo et al. (2017), among others, the challenge with ana-
lyzing VO compounds is that they seem to be lexical in that their meanings are
often non-compositional and depend on the co-occurrence of a V and some spe-
cific N; but, at the same time, they seem to be phrasal in that other constituents
can clearly be inserted in between the V and the N:

(47) Cantonese
a. jau-seoi

swim-water
‘swim’

b. ngo
1sg

jau-zo
swim-pfv

zan
for.a.while

seoi.
water

‘I have swum for a while.’ (Bodomo et al. 2017: 389, ex. 18)
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Bodomo et al. (2017) treat seoi ‘water’ as a syntactic object, whose form is
obligatorily required to give the target meaning (hence the form feature in obj
below), but it is not subcategorized for by the PRED, as the VO compound jau-
seoi ‘swim’ requires only an agent argument at a-structure and seoi ‘water’ is
athematic in the compound (Bodomo et al. 2017: 389):

(48)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘swim〈subj obj〉

subj [pred ‘pro’
num sg
pers 1

]
asp pfv
obj [form seoi]
adj {[pred ‘zan’]}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Bodomo et al. (2017) apply this analysis to Mandarin VO compounds, too. Che

& Bodomo (2018) discuss Mandarin VO compounds, as well as idioms, and adopt
a complex predicate analysis for VO compounds.

A complex predicate approach has also been proposed to analyze serial verb
constructions, which are common in Chinese. See Bodomo et al. (2003) for a
syntactic and semantic account of Cantonese serial verb constructions involving
the benefactive role.

6.3 Resultative compounds

Chinese resultative compounds involve the concatenation of two verbs, and the
merge of their predicate argument structures. They are called resultative com-
pounds (VR) because the first verb denotes an action, and the second verb typi-
cally refers to the result caused. Previous studies have found that both verbs con-
tribute to the argument structure of the compound. Li (1990) proposes a structure-
based account that allows most possible predicate-argument structures, but fails
to select the correct reading among other possibilities. Huang & Lin (1992) as-
sume that VV compounds in Mandarin represent composite event structures and
the complex predicate formation can be resolved with morpholexical mapping
based on prototypical argument templates. Li (1995) proposes another account
based on the causative hierarchy. Her (2004, 2007) offers an LFG account by in-
corporating unified mapping principles of LMT.

Her’s (2004, 2007) account focuses on cases where the first V has either one
or two arguments, while the second V has only one argument. In addition, it is
assumed that the VR compounds have two arguments. Hence, there are cases in
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which each verb contributes an argument, or the more complicated cases where
the argument from the second verb can be merged with either the first or the
second argument of a transitive verb, such as niu ‘to wring’ in (50). The two
argument merging scenarios are given in (49).

(49) V-V Resultative Compounding
V1〈x y〉 + V2〈z〉 → (i) 〈x y-z〉

(ii)〈x-z y〉

Given that the resultative compound is transitive, thus a two-place predicate,
the single role of V2 must join one of the two roles of V1 and form a composite
role. Logically, two possibilities are obtained as shown in (49), but three pat-
terns of argument-function linking are observed, as in (50)-(52). Note also that a
causative reading is also obtained, except in (51).

(50) Mandarin; causative
Lisi
Lee

niu-gan-le
wring-dry-pfv

maojin.
towel

‘Lee wrung the towel dry.’

〈x y-z〉↓ ↓
subj obj
Lee towel

(51) Mandarin; non-causative
Zhangsan
John

chi-yan-le
eat-tired.of-pfv

zhe
this

zhong
kind

dongxi.
stuff

‘John got tired of eating this kind of stuff.’

〈x-z y〉↓ ↓
subj obj
John stuff

(52) Mandarin; causative
zhe
this

zhong
kind

dongxi
stuff

hui
will

chi-si
eat-dead

ni.
2sg

Eating this kind of stuff will make you dead.’

〈x-z y〉

subj obj
stuff you
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Her’s (2007) resultative compound rules are given below in (53).

(53) V-V Resultative Compounding
Vcaus〈x y〉 + Vres〈z〉 → VcausVres〈𝛼 𝛽〉, where 〈𝛼 𝛽〉∗ =

(i) 〈x y- z〉
(ii) 〈x[caus] y -z[af]〉
(iii) 〈x- z y〉
(iv) 〈x -z[af] y[caus]〉

*Unsuppressed z and the other unsuppressed role receive [af] and [caus],
respectively

With these rules, and a modified version of LMT, all possible interpretations
of resultative compounds with V〈x y〉 and V〈x〉 combinations can be accounted
for. See Her (2007) for details.

7 Lexical Mapping Theory and locative inversion

LFG crucially observes radical lexicalism (Karttunen 1989), and views grammat-
ical operations as the projection and unification of mentally represented lexical
information (Bresnan 1982b). Word order variations and alternations are not ac-
counted for by transformational rules, but by the projection and unification of the
mental representation of information from conceptual structure to c-structure.
See Belyaev 2023a [this volume] and Belyaev 2023b [this volume] for a discus-
sion on the architecture of LFG.

The introduction of Lexical Mapping Theory (LMT) to LFG to derive lexical-
ized argument structures in terms of gfs is crucial in allowing the theory to
account for concept-driven lexicalization. It also provides an elegant way to ac-
count for word order and other typological variations. LMT formulates rules to
capture how conceptualized event structures are lexicalized as argument struc-
tures to mediate mapping to functional structures (Bresnan & Kanerva 1989, Al-
sina 1993). Huang (1993a) proposes an adapted LMT forMandarin, adopting previ-
ous assumptions that the mapping is determined by the thematic hierarchy, and
the theory of intrinsic and default classification of grammatical functions. The
adaptations are proposed, taking into consideration both the theoretical concerns
to incorporate Dowty’s (1991) Proto-role properties, and the need to capture sev-
eral atypical argument realization patterns in Mandarin. These patterns include
the NP realization of extent/dimension (54a), and the use of time/location NPs in-
stead of pleonastic pronouns in the subject position in presentative constructions
(54b).
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(54) Mandarin
a. Ta

3sg
ti-le
kick-pfv

wo
1sg

yi
one

jiao.
foot

‘S/he kicked me once’
b. Qiangshang

wall.top
gua-le
hang-pfv

ji
several

fu
clf

hua.
painting

‘There are several paintings on the wall.’

Huang also provides evidence to show that the GOAL role is below the THEME
role on the thematic hierarchy in lexicalized compounds, idiom chunks and di-
transitive verbs. The thematic hierarchy for Mandarin is thus revised, as shown
in (55). The intrinsic and default classification of grammatical functions (57a) are
slightly modified to simplify feature assignments, and to accommodate the loca-
tive inversion construction in Mandarin.

(55) Thematic hierarchy for Mandarin Chinese (Huang 1993a)
ag > ben/mal > instr > th/pat > exp/goal > loc/dom

Huang & Her (1998) and Her (2010) propose a simplified LMT. This proposal
keeps the universal thematic hierarchy, with the assumption that morpholexi-
cal operations can replace the Subject Condition. Note that the two proposals
take different approaches to accommodate the Mandarin Chinese data. Huang
(1993a) has revised the thematic hierarchy, but has kept intrinsic and default
classification of grammatical functions, while Her (2010) has kept the thematic
hierarchy (56), but has adjusted the criteria for the ±𝑟 (estricted) and ±𝑜(bjective)
specifications. The different proposals aim to account for several important gen-
eralizations in Chinese, some of which will be discussed below.

(56) Thematic Hierarchy for Mandarin Chinese (Her 2010)
ag > ben > go/exp > inst > pt/th > loc

In terms of the classifications, the [−] values, considered less marked than
the [+] values, are thus given a higher position on the hierarchy. Her (2010) also
assumes that [−𝑟] (unrestricted) is less marked than [−𝑜] (non-object-like), given
that [−𝑟] gfs are not restricted to specific argument roles, Huang (1993a) does not
make the same assumption.

(57) Markedness Hierarchy of Grammatical Functions:
a. subj ([−𝑟 , −𝑜]) > obj ([−𝑟 , +𝑜]) / obl𝜃 ([+𝑟 , −𝑜]) > obj𝜃 ([+𝑟 , +𝑜])

(Huang 1993b)
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b. subj ([−𝑟 , −𝑜]) > obj ([−𝑟 , +𝑜]) > obl𝜃 ([+𝑟 , −𝑜]) > obj𝜃 ([+𝑟 , +𝑜])
(Her 2010)

See also Fu (1993) and Pan (1997) for introductions to LMT published in Chinese
journals.

Locative inversion is heavily influenced by considerations at information struc-
ture (Bresnan 1989; Dalrymple 2001: 209). It is also known as the presentative or
existential construction. Gu (1992, 1997) assumes that most verbs which may par-
ticipate in the locative inversion in Mandarin are derived from transitive verbs.
Pan (1996, 1997) argues that it is necessary to distinguish two types of locative
inversion, based on the presence of the aspectual markers -le pfv or -zhe dur on
the verb. Huang et al. (1999) shows that the range of different meanings associ-
ated with the locative inversion and the presentative sentences can be accounted
for by considering the interaction of constructional and lexical meanings. Cui &
Yuan (2020) suggest that existential sentences exhibit features of ergativity.

The challenge that the locative inversion presents to LFG, especially to LMT,
is how it is possible to map the locative role, ranked low on the thematic hier-
archy, to the most prominent grammatical function subj. Bresnan & Kanerva
(1989), based on data from Chicheŵa, propose a special default rule for the pre-
sentational focus construction. The rule assumes that the locative phrase bears
the focus feature and ensures that a locative [−𝑟] argument appears. Bresnan
(1994) extends the account to English. Huang & Her (1998), however, shows that
the proposal cannot account for the locative inversion in Mandarin, especially in
constructions involving three-place predicates, such as fang ‘put’:

(58) Mandarin
a. Lisi

Lisi
fang-qian
place-money

zai
at

zhuo-shang.
table-top

‘Lisi placed some money on the table.’
b. qian

money
(Lisi)
Lisi

fang
placed

zai
at

zhuo-shang.
table-top

‘Money was placed on the table by Lisi.’
c. zhuo-shang

table-top
(Lisi)
Lisi

fang-le
place-pfv

qian.
money

‘On the table was placed some money.’

Crucially, both (58b) and (58c) are treated as locative inversion structures. There
is, however, evidence suggesting that (58b), in fact, involves topicalization, but
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not locative inversion. First, qian ‘money’ is not a locative phrase. Second, the
verb in (58b) does not require the presence of the aspectual markers -zhe dur or
-le prf, unlike the verb in well-accepted Mandarin locative inversion structures.
The preposed NP in (58b) can therefore be treated as a regular topicalized phrase,
without further stipulations. See also Lui (2020) for a discussion of the locative
inversion in Cantonese.

8 Classifiers and measure words

Mandarin is a textbook example of a numeral classifier language. As a lexical
category, numeral classifiers have two subcategories, namely sortal classifiers
(C), aka classifiers; and mensural classifiers (M), aka measure words (Huang &
Shi 2016). See (59) and (60) for examples of Cs and Ms, respectively (Her 2012b).

(59) Mandarin
a. san

3
gen
clf

xiangjiao
banana

‘3 bananas’
b. yibai

100
ben
clf

shu
book

‘100 books’
c. shi

10
pi
clf

ma
horse

‘10 horses’

(60) Mandarin
a. san

3
da
m-dozen

xiangjiao
banana

‘3 dozens of bananas’
b. yibai

100
xiang
m-box

shu
book

‘100 boxes of books’
c. shi

10
qun
m-herd

ma
horse

‘ten herds of horses’

C and M consistently appear after a numeral (Num) and before a noun (N) and
are mutually exclusive in this position, as only one C/M can be used. It is a near
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consensus in the Chinese linguistics literature to assign the same phrasal struc-
ture to them. The syntactic position is typically called the classifier position. See
Jiang et al. (2022) for a summary of syntactic approaches, and Chen et al. (2022)
for a summary of semantic approaches to the Chinese classifier system.

Cs and Ms, however, do exhibit some differences (Chao 1968, Her 2017; see
also Huang 2015 for an ontological account). In terms of modification, the ad-
jective, whether it is found before or after a C, modifies the head N. (61a) and
(61b) therefore have the same meaning. An adjective in a nominal structure with
an M, however, modifies the immediately following element. Thus, in (62a), da
‘big’ modifies xiang ‘box’, yielding the meaning ‘one big box of apples’, while
in (62b), da ‘big’ modifies pingguo, yielding the meaning ‘one box of big apples’
(Her 2012b):

(61) Mandarin sortal classifiers
a. yi

1
da
big

ke
clf

pingguo
apple

b. yi
1

ke
clf

da
big

pingguo
apple

‘one big apple’

(62) Mandarin mensural classifiers
a. yi

1
da
big

xiang
m-box

pingguo
apple

‘one big box of apples’
b. yi

1
xiang
m-box

da
big

pingguo
apple

‘one box of big apples’

Another difference between Cs andMs is that the former has the fixed numeral
value of precisely 1, while Ms can be of any value, numerical or non-numerical,
except 1, as shown in (63). In (63), K is a C or M, and k is the mathematical value
of K.

(63) C/M distinction in mathematical values
[Num K̲ N] = [NUM×𝑘N], where K=C iff 𝑘 = 1, otherwise K=M.

The LFG account offered in Her (2012b) assigns a left-branching c-structure
to C/M, as in (64), consistent with the traditional approach but contra the dom-
inant right-branching structure preferred in recent derivational syntax. See Her
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(2017) and Her & Tsai (2020) for arguments from typological as well as Mandarin-
internal perspectives. Sample lexical entries of N, Num, C, and M are given in
(65).

(64) Unified left-branching c-structure of the classifier construction

Num
san
3

C/M
ben/xiang
C/M-box

N
shu
book

(65) Sample lexical entries
a. shu N (↑ pred)=‘book’

(↑ profilable)={ben本,ce冊}

b. san Num (↑ card)=3
c. ben C/M (↑ profiled)=ben本
d. xiang C/M (↑ pred)=‘box’

Cs and Ms are two subcategories of a single lexical category C/M. Their differ-
ences are located in f-structure. clf in (65c) has no PRED, but M in (65d) does; C,
however, has a feature profiled, whose value is the essential property each clf
serves to profile, or highlight. A noun can only have one or more of its essential
features profiled and may thus co-occur with more than one C, though one at a
time as a formal requirement. In (65a), for example, shu ‘book’ normally takes the
clf ben, but ce is also an option, accounted for by the feature profilable, which
takes a set, {BEN, CE}, as its value. The relevant annotated phrase structure rules
are given in (66).

(66) Annotated phrase structure rules for the classifier construction
a. NP ⟶ ... C/MP

(↓ pred) ⇒ (↑ quantifier)=↓¬(↓ pred) ⇒ {↑=↓, (↓ profiled) ∈𝑐 (↑ profilable)}

... N↑=↓
b. C/MP ⟶ ... Num↑=↓ ... C/M↑=↓

((↑ card)=1)
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The notation ‘A⇒B’ in (66) means ‘if A, then B’. Thus, in a C/MP, if it has
pred, indicating it is an M, then the information goes in a quantifier function;
if it does not have pred, indicating it is a C, then it serves as a co-head with N
and its profiled value must be a member of N’s profilable set of values. The
c-structure and f-structure of two nominal phrases with a clf and anM are given
in (67) and (68), respectively.

(67) Mandarin
zhongzhong-de
heavy-de

san
3

da
big

ben
clf

hou
thick

shu
book

‘three heavy big thick books’

CMP↑=↓

MOD

zhongzhongde
heavy

Num

san
three

MOD

da
big

CM

ben
C

NP↑=↓
MOD

hou
thick

N

shu
book
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⎡⎢⎢⎢⎢⎢⎢⎢⎣

pred book
profiled ben 本
profilable {ben本, ce冊}
card 3

adjuncts
⎧⎨⎩
[“heavy”][“big”][“thick”] ⎫⎬⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(68) Mandarin

zhongzhong-de
heavy-de

san
3

da
big

xiang
m-box

hou
thick

shu
book

‘three heavy big boxes of thick books’

CMP
(↑ quantifier)=↓

MOD

zhongzhongde
heavy

Num

san
three

MOD

da
big

CM

xiang
M-box

NP↑=↓
MOD

hou
thick

N

shu
book
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred book
adjuncts {[“thick”]}
profilable {ben本, ce 冊}
card 3

quantifier
⎡⎢⎢⎢⎣
pred ‘box’
card 3

adjuncts {[“heavy”][“big”] }⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The parallel architecture of c-structure and f-structure allows Cs and Ms to

belong to one syntactic category and (67) and (68) thus share the same c-structure,
while their differences are captured in the f-structure, where a clf serves as a co-
head of the nominal construction and an M serves as the head of a quantifier
phrase.

See Börjars et al. (2018) for a different proposal for the c- and f-structures of
Mandarin noun phrases containing classifiers and measure words, and Huang &
Ahrens (2000) for a discussion on kind and event classifiers in Mandarin.

9 Other properties and phenomena

A number of other properties and phenomena are prominent in Chinese as well,
and studies of these are available in the very large body of LFG literature on the
analysis of Chinese. However, due to constraints of space and scope, we cannot
discuss all of these in detail in this chapter. This section will hopefully serve as
a pointer to some of these works. The syntax of Mandarin questions has been
investigated in Shiu & Huang (1989) and Huang (1993b). Relativization and top-
icalization phenomena in Mandarin have been studied in Huang (1992), where
the author proposes a functional uncertainty analysis (Kaplan & Zaenen 1989).
Huang (1988) analyses ‘possessive subjects’ in Mandarin, while Huang (1990) of-
fers an LFG account of possessive-object constructions in Mandarin, showing
how these display lexical discontinuity. Chief (1996) explores an LFG account of
Mandarin reflexive verbs. Dong (2016) provides an LFG analysis of pronominal
binding in Mandarin. Lam (2020) investigates anaphoric and functional control
in Mandarin. Che (2014) is a study of particles in Mandarin.

10 NLP applications of LFG in Chinese

LFG has played an important role in the development of Chinese NLP. Joan
Bresnan, Ronald Kaplan, Lauri Karttunen and Annie Zaenen visited Taiwan at
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the dawn of Chinese computational linguistics in 1989 and made lasting impact
(Bresnan 1989). One of the immediate outcomes was the Information-based Case
Grammar (ICG, Chen & Huang 1990), the first comprehensive grammar of Chi-
nese that incorporated features of both LFG and HPSG. Her et al. (1991) and Her
(1995) describe a rule-based commercial machine translation system for English-
Chinese, where parsing, transfer and generation are all based on LFG. This sys-
tem was later acquired by Apptek (https://www.apptek.com/) and expanded to
include multiple language pairs and many other NLP applications. Kit (1992,
1993a,b) and Kit & Webster (1992) are also among the earliest studies apply-
ing LFG assumptions to parse Chinese. Webster & Kit (1995) describe the use of
a ‘Chinese-Lexical Functional Grammar (C-LFG)’ parser to analyze simple sen-
tences from texts. Sun (2001) outlines the computational implementation of LFG
in Chinese. Fang & King (2007) provide an LFG grammar of Mandarin for ma-
chine use. Guo et al. (2008) describes LFG-based generation for Chinese, while
Burke et al. (2004) and Guo (2009) describe LFG-based Chinese treebanks. Chief
et al. (2000) present a corpus-based approach to the analysis of synonyms in Chi-
nese. Jiang et al. (2018) annotate Chinese light verb constructions according to
the paradigm of PARSEME, a platform built based on LFG and other theoretical
frameworks.

11 Conclusion: LFG and Chinese Linguistics

The assumptions of LFG have been applied to the research on a number of gram-
matical phenomena in Chinese languages since Huang (1985). A number of LFG-
based studies on Chinese have made a significant impact to Chinese linguistics.
Huang & Mangione (1985), one of the earliest LFG papers on Chinese, has in-
spired Huang’s (1988) treatment of, and a long debate on, the status of V1 and V2
in the Mandarin resultative verb construction. Interestingly, the V2-as-matrix-
verb analysis, initially proposed byHuang&Mangione (1985), is gradually emerg-
ing as a possible consensus. Similarly, the functional uncertainty of LFG allows
a transparent account of Mandarin long-distance dependencies without abstract
levels and movements (Huang 1992). Huang (1993a) first introduced the concept
of applicatives to Mandarin, and initiated many interesting discussions in Chi-
nese linguistics in the past 20 years. LFG studies (Huang 1989a, Tan 1991, Her
1991) on the topic and subj functions in Chinese have contributed to the ongoing
topic/subject debate in Chinese. LFG studies have also provided crucial insights
to the understanding of the ba and bei constructions in Chinese (e.g. Her 1989,
Bender 2000, Her 2009), especially in terms of treating ba and bei as the main
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predicate. The seeming dilemma of Chinese compounds displaying lexical non-
compositionality and phrasal compositionality (e.g. the separable compounds)
can be straight-forwardly dealt with by adopting the assumptions of LFG. This
is perhaps one of the topics receiving the most attention in the LFG literature
on Chinese, including but not limited to Huang (1990), Huang & Lin (1992), Her
(1996, 1997), and Bodomo et al. (2017).

Accounts of Chinese languages have contributed to the development of the
LFG framework, too. Shiu & Huang (1989) was one of the first LFG accounts on
sentential clitics (e.g. Mandarin question particles). Huang (1992, 1993b) applies
the concept of functional uncertainty to account for Mandarin data. Her (2006b)
introduces the concepts of interaction and optimality to LMT. Her (2012a,b) pro-
vides a full account of the classifier system. Finally, Bodomo (2001) and col-
leagues’ work on Cantonese and Zhuang have added to the typological diversity
of LFG research.
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Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

exp experiential
m measure word

prt particle
zai marker meaning ‘now’ or

‘at the moment’
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Chapter 36

LFG and Slavic languages
Bozhil Hristov
University of Sofia

This chapter provides a survey of LFG work on Slavic languages. It briefly intro-
duces some of the Slavic family’s most salient grammatical properties, before out-
lining how they have been handled in the framework of LFG. The topics include
lexical categories and their grammatical features, the morphology-syntax inter-
face, agreement and government, clause structure and information packaging, pas-
sivisation, subjectless and impersonal constructions, copular clauses, clitics, nega-
tion, distance distributivity, anaphoric control, and coordination. LFG analyses are
placed in a wider context, highlighting how they have enhanced our understand-
ing of Slavic, as well as how Slavic has contributed to modifying the formalism of
LFG.

To the memory of my grandfather, Metodi Alexandrov,
named after one of the first teachers of the Slavs

1 Introduction and background

1.1 The Slavic languages

Today, the Slavic (or Slavonic) languages are spoken in their heartland of cen-
tral and eastern Europe, as well as in vast swathes of Asia and various immi-
grant communities around the world. They all evolved from a common ancestor,
Proto-Slav(on)ic/Common Slav(on)ic, itself a variety descended from Proto-Indo-
European which can be reconstructed based on the evidence from the attested
daughter languages, as well as data obtained fromwider comparison across Indo-
European (see Comrie & Corbett 1993, Schenker 1993, 1995, Sussex & Cubberley
2006, Berger et al. 2009). The Slavic languages are conventionally divided into

Bozhil Hristov. 2023. LFG and Slavic languages. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 1753–1804. Berlin: Language Science Press. DOI: 10.
5281/zenodo.10186030
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three main branches according to the splits that occurred after the breakup of
the original Slavic speech community in the first millennium AD:

East: Russian, B(y)elorussian (Belarusian), Ukrainian;

West: Czech, Slovak(ian), Polish, Kashubian (Cassubian), †Polabian, Upper and
Lower Sorbian;

South: †Old Church Slavonic (Old Bulgarian), attested between the 9th and 11th
centuries AD and in many respects close to the common Slavic progenitor,
Bulgarian, Macedonian, Bosnian/Croatian/Serbian, formerly also known
as Serbo-Croat(ian), Slovene (Slovenian).

In their authoritative description of the family, Comrie & Corbett (1993: 5) note
that “in many ways the Slavonic languages form a homogeneous group within
Indo-European. They are therefore an ideal area for comparative and typological
work.” Most LFG work has been done on Russian, Polish, Bulgarian and Bosnian/
Croatian/Serbian. Below, I first survey some of the salient grammatical properties
of the members of the Slavic family, before exploring how they can be captured
and elucidated in the framework of Lexical Functional Grammar.

1.2 Salient grammatical properties of Slavic languages

Some of the major issues which are still at the forefront of contemporary Slavic
linguistics, including LFG research, received a pioneering treatment in the foun-
dational volumes on Slavic studies, most notably Miklosich (1862–1875) and Von-
drák (1906–1908). Such topics include case, number and gender inflections and
their usage, constituent order and information packaging, pro-drop, as well as
clitic placement.

1.2.1 Case, number and gender inflections

Slavic languages have a very rich morphology, boasting an elaborate inflectional
system, which makes them a conservative group within the larger Indo-Europe-
an family. The morphosyntactic categories found in Slavic are those typically
found in Indo-European. They are primarily encoded by fusional affixes, i.e. with
one morpheme marking several grammatical categories, e.g. case, number and
gender (see Comrie & Corbett 1993: 6, 14–17, Sussex & Cubberley 2006: Chapters
5 and 6, Berger et al. 2009). As is typical of Indo-European, verbs and nouns are
grouped into conjugational and declensional classes.
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The Common Slavonic case values inherited from Proto-Indo-European in-
clude: nominative (for subjects and predicative subject complements/predlink),
accusative (characteristically for direct objects, but also for objects of preposi-
tions, temporal adjuncts, etc.), genitive (for possession and various other rela-
tions, also taking over the functions of the IE ablative), dative (typically for indi-
rect objects), instrumental (for means or accompaniment, including with prepo-
sitions), locative (for location in space or time, now required by diverse prepo-
sitions), and vocative (for direct address). The majority of cases have been pre-
served more or less intact in the modern Slavic varieties, with the exception of
Bulgarian and Macedonian, where case has been almost completely abandoned.1

The original three-number contrast between singular, dual, and plural has
usually been reduced to a binary opposition between singular and plural, with
vestiges of the dual found in all the Slavic languages, though only Slovene and
Sorbian retain the dual as a distinct category. The standard Late Indo-European
genders of masculine, feminine and neuter find continuation in Slavic, which ad-
ditionally saw the development and spread of a (masculine) personal subgender,
sometimes later extended as animate vs. inanimate (see Browne 1993: 319, 363–
364, Rothstein 1993: 696–698, Schenker 1993: 108, Timberlake 1993: 836ff, Kibort
2006: Section 2, Berger et al. 2009). Since gender is a grammatical category, there
can be disparities between the grammatical gender of a noun and its semantics
– for instance, words denoting humans (e.g. ‘child’, ‘boy’ or ‘girl’) can be gram-
matically neuter, while face cards can be treated as animate.

The morphosyntactic categories listed above participate in extensive agree-
ment, including subject-verb agreement (normally in person and number, except
for some tenses consisting solely of historically participial forms which agree in
gender and number, as in (8) below; cf. (24), with person, number and gender
agreement in Polish; see further Sussex & Cubberley 2006: 279–280). There is
agreement in number, gender, and case (in the languages that have it) between

1Przepiórkowski & Patejuk (2011, 2012a,b, 2015), Patejuk (2015) and Patejuk & Przepiórkowski
(2014a,b, 2018) offer explicitly formalised outlines of case in Polish, addressing various speci-
ficities, including the so-called instrumental of predication (cf. Dalrymple et al. 2004: 192 for
instrumental predicative complements in Russian). For an LFG take on case in contemporary
Russian, consult Neidle (1988), King (1995: Chapter 8), and Bresnan et al. (2016: 422–425). In ad-
dition to their main uses, individual cases can possess more idiosyncratic meanings/functions
– for instance, direct objects in negated clauses can appear in the genitive rather than the ac-
cusative. The fact that essentially the same phenomenon may exist in more than one Slavic
language does not guarantee that it operates in the same way across the board: the “genitive of
negation” facts in Modern Russian, for example, differ considerably from those in Polish and
even from those in earlier Russian, while this characteristic quirk of Slavic grammar is by now
virtually extinct in Czech.
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dependents inside the NP and the head noun. In an LFG setting, Dalrymple (2001:
146–148) and Dalrymple et al. (2019: 223–225) discuss agreement in gender and
number between Russian relative pronouns and their antecedents, while Neidle
(1982, 1988) and Bresnan et al. (2016: 402) examine the behaviour of so-called
second predicates in Russian, alongside other agreement phenomena. The inter-
action of inflectional patterns and morphosyntactic features with syntax and se-
mantics sometimes leads to feature clashes and complex resolution rules which
have attracted a great deal of descriptive/typological and theoretical interest, in-
cluding from scholars working within constraint-based frameworks such as LFG
and HPSG (see Section 2.2–Section 2.3, as well as Corbett 1983, Huntley 1993:
134–136, Rothstein 1993: 732–734, Timberlake 1993: 865–866).

1.2.2 Constituent order and information packaging

In Modern English, word order encodes syntactic functions like subject (which
comes before the verb) or object (characteristically after the verb). Changing the
order of constituents either changes the meaning (Mary kissed John≠ John kissed
Mary, both SVO), or results in ungrammaticality (*Mary John kissed, SOV). By
contrast, all the permutations of S, V and O are permissible in Slavic, even in a
language which has lost noun case marking, like Bulgarian:2

(1) Bulgarian (personal knowledge)
a. Marija

Marija
celuna
kissed.3sg

Ivan
Ivan

[SVO]

‘Marija kissed Ivan.’ (neutral)
b. Ivan

Ivan
(go)
(him)

celuna
kissed.3sg

Marija
Marija

[OVS]

‘(As for Ivan,) Ivan was kissed by Marija.’/‘It was Marija that kissed
Ivan.’/‘It was Ivan that Marija kissed.’ (with the exact interpretation
depending on context, stress/intonation and the presence/absence of
the optional clitic pronoun go ‘him’)

c. Marija
Marija

Ivan
Ivan

celuna
kissed.3sg

[SOV]

‘It was Ivan that Marija kissed (not somebody else).’ (one possible
interpretation)

2See Rudin (1985: Chapter 2). “Freer” word order is typical of early Indo-European languages
and can be attributed to PIE, which might have had SOV as its basic pattern, at the same time
allowing various alternative arrangements. Sussex & Cubberley (2006: Chapter 7) and some of
the chapters in Berger et al. (2009) provide an overview of Slavic sentence structure, including
specific phenomena like passives. While Bulgarian word order is free, major constituents such
as NPs have a stricter internal structure and cannot be broken up.
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d. Ivan
Ivan

Marija
Marija

(go)
(him)

celuna
kissed.3sg

[OSV]

‘It was Marija that kissed Ivan.’ (one possible interpretation)
e. Celuna

kissed.3sg
(go)
(him)

Marija
Marija

Ivan
Ivan

[VSO]

‘Marija did kiss Ivan.’
f. Celuna

kissed.3sg
(go)
(him)

Ivan
Ivan

Marija
Marija

[VOS]

‘Marija did kiss Ivan.’

Note that most of these will be ambiguous out of context without a redupli-
cated/resumptive object clitic pronoun and/or appropriate intonation. In the ab-
sence of evidence to the contrary, preference might be given to SVO interpre-
tations as the most neutral. Case will serve to disambiguate the meaning in the
languages that retain case inflections on nouns, such as Russian, Czech, Polish
or Bosnian/Croatian/Serbian, barring syncretism in some declensions.While Bul-
garian and Macedonian have lost the original Slavic case declensions for nouns,
they preserve vestigial case distinctions on pronouns, not unlike English or Ro-
mance. Sometimes the ambiguity can be resolved by subject-verb agreement, for
instance where the subject and object are not identical in number and/or person
(or gender for some participial forms).

Crucially, the sentences in (1a)–(1f) do not differ in terms of the subject and
agent (Marija in all of them) and the syntactic object/semantic patient (Ivan).
Thus, unlike in English, word order in Slavic does not encode grammatical rela-
tions. Instead, word order serves information-packaging purposes, namely the
arrangement of given and new information or the topic and the focus of the mes-
sage (Comrie & Corbett 1993: 7, 12–14, King 1995).3 These insights became promi-
nent due to work done by linguists from the Prague School on information pack-
aging in Czech, variously labelled functional sentence perspective, communica-
tive dynamism or topic-comment/theme-rheme structure (see Mathesius 1939,
1947, Hajičová et al. 1998, as well as other representatives of the Prague School
listed in Dalrymple et al. 2019: 369–370). Given information, which is shared by
the speaker and the addressee, tends to be placed towards the beginning of the

3Compare Browne (1993: 343–344) for Bosnian/Croatian/Serbian, Huntley (1993: 164–165) for
Old Church Slavonic, Rothstein (1993: 723, 726–727) for Polish, Scatton (1993: 222, 234–235),
Timberlake (1993: 858–860), Bresnan et al. (2016: 199–207, with references) for Russian, Bulgar-
ian and Macedonian.
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sentence, while important new information, i.e. the focus, tends to be placed to-
wards the end of the sentence; this is especially notable in (1b) in the presence
of the object clitic, which assumes that Ivan is old and familiar information on
which the rest of the message can be “pegged” (something like ‘As for Ivan, he
was kissed by Marija’). Therefore, Comrie & Corbett (1993: 13) conclude that “in
a sense the basic word order in most Slavonic languages can be said to be Topic-
X-Focus, where X represents material other than the topic and focus (non-focus
commentmaterial).” The sentence-initial slot can alternatively be associatedwith
a focused constituent, as in some of the examples/interpretations above, includ-
ing (1b) in the sense ‘It was Ivan that Marija kissed’, this time without the object
clitic and with stress on Ivan (see Section 2.4 for a more precise formalisation).
It can thus be generalised that Topic-X-Focus order is the default for statements
in written Slavonic, but in spoken varieties clause-initial stress may function as
a marker of focus.

This means that it is hard to fit individual Slavic languages into types such as
SVO, SOV, etc. SVO is the most frequent and therefore arguably the most basic
default (surface) word order across the family, though King (1995) proposes that
Russian, and perhaps the rest of Slavic, is underlyingly VSO.4 The frequency of
subject-initial clauses might have to do with the frequency of subjects acting as
typical topics (cf. Jaeger & Gerassimova 2002: 210).

1.2.3 Passives and passive-like constructions

Related to organising the informational content of a message are passive con-
structions, which Slavic builds with a passive participle combined with the aux-
iliary ‘be’ (alongside alternative auxiliaries in some varieties). There also exist
reflexive constructions with a reflexive marker (clitic or affix) derived from Proto-
Slavic *sę (<IE *s(w)e-), which sometimes indicate “middle” or passive meanings,
as in (2) (see Section 2.5 below; cf. Browne 1993: 333 for Bosnian/Croatian/Ser-
bian, Rothstein 1993: 712–714 and Kibort 2006: Section 3, for Polish).

(2) Bulgarian (personal knowledge)
a. Ivan

Ivan
otvori
opened

vratata
the.door

‘Ivan opened the door.’

4Suggestions that Bulgarian may have a flat/exocentric S structure, discussed in Section 2.4.2
and Section 3.3, or be a VSO language, can be found in King (1995: 120 fn. 21, 127); cf. Rudin
(1985).
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b. Vratata
the.door

se
refl

otvori
opened

‘The door opened.’/‘The door was/got opened.’

Sussex & Cubberley (2006: 369) note that passives are less common in Slavic
than in English: while one of the major roles of the passive in a syntactically
more rigid language like English is to enable the rearrangement of old/new in-
formation in the clause, a natural way to achieve that in Slavic is to use OV(S)
word order instead (cf. (1b) and its passive English translation).

1.2.4 Pro-drop and impersonal clauses

Since finite verbs express the number and person of their subjects, unstressed
and unemphatic subject pronouns are often omitted, although the individual lan-
guages vary in terms of the extent to which they favour so-called pro-drop or
zero anaphora (Comrie & Corbett 1993: 7).5 Subject pronouns may be inserted
for special stress and emphasis.

Slavic additionally has genuinely subjectless/impersonal clauses which neu-
tralise the categories of verbal person and number (as well as gender), utilising
the default third person singular (neuter) in the absence of a subject (even an
implied one), as in (3)–(4), with accusative or dative experiencers (see Scatton
1993: 222, 227, Schenker 1993: 107–108, King 1995: 134–135).

(3) Russian (from King 1995: 18)
Ann-u
Anna-acc

tošni-l-o.
be.sick-pst-n.sg

‘Anna was [feeling] sick.’

(4) Russian (ibid.)
Mne
me.dat

budet
be.fut.3sg

xolodn-o.
cold-n.sg

‘I will be cold.’

In an LFG context, Dalrymple (2001: 19) adduces syntactic evidence that Rus-
sian, unlike English, has bona fide subjectless sentences. Further discussion, also
highlighting disputed matters and controversies, can be found in Section 2.6.

5Cf. Browne (1993: 365–366), Huntley (1993: 175), Rothstein (1993: 742), Scatton (1993: 234), Tim-
berlake (1993: 871–872), King (1995: 17, 21–22, 69), Sussex & Cubberley (2006: 402).
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1.2.5 Clitics

Three classes of clitics, inherently stressless words which are unable to stand on
their own, can be distinguished in Slavic: proclitics, enclitics and variable clitics,
which can be either pro- or enclitics depending on the environment. Proclitics
are placed in front of their host (the word/phrase they need to “lean on”), while
enclitics follow their host. The position of clitics with respect to other words is
fixed and sometimes regulated by complex rules, which (unsurprisingly) differ
across the individual members of the family, even when it comes to the distribu-
tional restrictions imposed on otherwise cognate items (see further Section 2.8).

Examples of clitics from the material above include the so-called “short” per-
sonal pronoun go ‘him’ (3sg.m.acc) in (1b) (as opposed to the longer/full non-
clitic nego ‘him’), or the reflexive se in (2b). Bulgarian go, for instance, belongs in
the group of variable clitics: it acts as an enclitic on a stressed verb form when
the verb form is sentence-initial, (1e); otherwise, go is a proclitic which precedes
its verbal host, (1d). By contrast, clitics in the closely related Bosnian/Croatian/
Serbian are consistently enclitic, forming an accentual unit with the word that
precedes them (see Browne 1993: 345–346, Dimitrova-Vulchanova 1999, Bresnan
et al. 2016: 427–429, Diesing & Zec 2016, Zec & Filipović Đurđević 2016, for more
detail and refinement).

1.2.6 Other phenomena

Apart from the most salient grammatical phenomena of Slavic languages out-
lined above, the discussion below will feature some additional phenomena that
have generated debate in the LFG literature. One such phenomenon is something
approximating negative concord/agreement, as in (5), where the negative particle
ne on the verb appears with other negative forms (see Section 2.9):

(5) Bosnian/Croatian/Serbian (from Browne 1993: 362)
Ni(t)ko
nobody

nigd(j)e
nowhere

ne
neg

vidi
sees

nikoga.
nobody

‘Nobody sees anybody anywhere.’

Another peculiarity, typical of Russian, is the regular omission of the copula
‘be’ in the present tense, which will receive more attention in Section 2.7 (see
also Timberlake 1993: 861–864, 869, 874). Finally, very little work has been done
in LFG on Slavic aspect, a conspicuous feature of verbs across the family. Slavic
aspect for the most part has to do with semantics (e.g. completion/incompletion),
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morphology and syntax, all of which are self-contained modules in LFG, so exist-
ing analyses can be imported “wholesale”, as noted by an anonymous reviewer,
though spelling out the Glue details or the morphology-syntax interface would
still be an intriguing and non-trivial task. This work would be unlike transfor-
mational work, where aspectual derivation is commonly done in the syntax.

Revisiting the main points from this introduction, Section 2 examines LFG
treatments of the major grammatical phenomena in Slavic, beginning with the
unit of the word, more specifically lexical categories/parts of speech (Section 2.1)
and the morphosyntactic features associated with them (Section 2.2). Section 2.3
then zooms in on agreement and government processes, whereas Section 2.4
outlines how LFG models the structure of the clause. This is followed by brief
accounts of specific constructions like passive (Section 2.5), subjectless, imper-
sonal (Section 2.6), and copular (Section 2.7) clauses, clitics and clitic placement
(Section 2.8), as well as negation and negative concord (Section 2.9). The final
sub-sections are dedicated to distance distributivity (Section 2.10), coordination
(Section 2.11), and anaphora (Section 2.12). Section 3 places the relevant LFG re-
search in the context of other frameworks, while Section 4 sums up how LFG
has contributed to our understanding and adequate description of the grammar
of Slavic languages.

2 LFG analyses of major grammatical phenomena

2.1 Lexical categories and the morphology-syntax interface

This section gives a taste of the rich Slavic inflectional system outlined in the
opening of the chapter, highlighting how relevant morphological information
can be captured in LFG terms and interfaced with the syntax, especially in cases
of discrepancy between them. Having assembled at least partial morphological
entries of word forms in this and the following two sections, I then illustrate how
they are plugged into the syntax, a topic discussed at greater length in Section 2.4.

Building on typological work by Baerman et al. (2015) and Spencer (2013: 122–
123), Dalrymple et al. (2019: 451–453) provide an LFG-based account of mixed
lexical categories like Russian stolovaja ‘dining room, canteen’, a lexeme which
shares properties of adjectives and nouns. Historically, it derives from an adjec-
tive but synchronically it behaves like a noun with a set of adjectival inflections,
as illustrated in Table 1, where the paradigm of the deadjectival noun stolovaja
‘dining room’ is laid out side by side with those of the regular adjective bol’š-oj
‘big’ (with a feminine in -aja), and the regular feminine noun lampa ‘lamp’.
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Table 1: Nominal and adjectival declensions in Modern Russian
(Spencer 2013: 123).

Noun Adjective Noun
‘dining room’ ‘big’ ‘lamp’

nom stolov-aja bol’š-aja lamp-a
acc stolov-uju bol’š-uju lamp-u
gen stolov-oj bol’š-oj lamp-y
dat stolov-oj bol’š-oj lamp-e
ins stolov-oj bol’š-oj lamp-oj
prepositional/loc stolov-oj bol’š-oj lamp-e

In the notation of LFG, a regular adjectival form like bol’šaja will be assigned
to the m-cat:adj, m-class:regular, with an m-case value nom. These are some
of its important morphological properties. The feminine noun lampa will ac-
cordingly be of the m-cat:noun, m-class:regular, with m-case:nom. Crucially,
the mixed lexical category stolovaja will have an entry to acknowledge its inter-
mediate status between an adjective and a noun: m-cat:adj (i.e. a word which
patterns morphologically as an adjective), m-class:mixed-a-n (i.e. a mixed cat-
egory with the syntactic behaviour of a noun), m-case:nom. These so-called
m(orphological)-entries are then fed into a mapping rule, which will assign the
mixed-category word stolovaja with the m-feature m-class:mixed-a-n to the
c(onstituent)-structure category of N(oun) – this is the word-class membership
relevant to the syntax. The mapping rule will essentially map the m-cat:adj to
the c-structure category N in the presence of the m-feature m-class:mixed-a-n,
or to the c-structure category of A(djective) if the m-feature is specified as m-
class:regular. Depending on the mapping, the word forms thus interfaced can
in turn be plugged into c-structure trees as N or A terminal nodes, as discussed
in more detail in Section 2.4. There have been similar discussions in the specialist
literature whether to treat participles as verbal forms or as adjectives, or whether
deverbal nouns are actually nouns or verbal forms.

2.2 Concord and index features and mismatched nouns

As noted in Section 1.2.1, Slavic preserves a great deal of its Indo-European mor-
phological heritage, including elaborate declensional patterns. This has prompted
a lot of important typological work to do with case, number and gender agree-
ment, most notably by Corbett (1983, 1986, 2006), among others. Material from
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Slavic has additionally revolutionised the way agreement is thought of in non-
transformational theories like HPSG and LFG. Starting with analyses of Bosnian/
Croatian/Serbian cast in the HPSG framework, Wechsler & Zlatić (2000, 2003)
propose that there exist two bundles of syntactic agreement features, labelled
concord and index, in addition to purely semantic features. Earlier HPSG work
likewise recognises agr/index features, participating in morphosyntactic vs. in-
dex agreement (see Czuba & Przepiórkowski 1995, with references, dealing with
agreement and case assignment in Polish; consult also Haug 2023 [this volume]).

In Wechsler & Zlatić’s model, concord and index both belong to syntax, the
former more closely related to morphological declension and the latter more
closely reflecting semantics, while semantic properties form a separate category.
All the values reside in the lexical entries of individual nouns and generally
match, but not always. The motivation behind postulating three separate sets of
attributes comes from Bosnian/Croatian/Serbian nouns like deca ‘children’ and
braća ‘brothers’, which are said to control feminine singular attributive targets
(concord agreement), neuter plural verbs/participles and pronouns (index agree-
ment) and, potentially, masculine plural pronouns (semantic/pragmatic agree-
ment), as in (6), where I illustrate concord agreement within the subject NP and
index agreement in the predicate.6

(6) Bosnian/Croatian/Serbian (from Wechsler & Zlatić (2003: 51))
Ta
that.f.sg

dobr-a
good-f.sg

deca
children

su
aux.3pl

doš-l-a.
come-ptcp-n.pl

‘Those good children came.’

Figure 1 provides an LFG representation of the features involved in (6), com-
plete with lexical entries which supply the feature values and/or the require-
ments of individual word forms, alongside a f(unctional)-structure matrix, ex-
pressing the functional syntactic relations between the various elements.

6Being closer to declension, the concord bundle is comprised of case, number and gender,
whereas the index bundle, being closer to semantics, includes person, number and gender –
note that subject-verb agreement in person and number, visible on finite su ‘are’, must there-
fore operate with the index bundle (cf. Dalrymple et al. 2019: 69–71). Here, I focus on gender
and number. The analysis of the participle ending in -a as neuter plural rather than feminine
singular is justified in Wechsler & Zlatić (2003, 2012), Dalrymple & Hristov (2010), Hristov
(2012, 2013a). Although this is not shown in (6), anaphora between clauses can involve mascu-
line plural pronouns, e.g. deca...oni ‘they’/koji ‘who’, though deca can control feminine singular
agreement in the relative pronoun, especially when it appears in cases other than the nomina-
tive.
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ta ‘that’: (𝑠 concord gend) = f
(𝑠 concord num) = sg

dobra ‘good’: (𝑠 concord gend) = f
(𝑠 concord num) = sg

deca ‘children’: (𝑠 concord gend) = f
(𝑠 concord num) = sg
(𝑠 index gend) = n
(𝑠 index num) = pl

došla ‘come’: (𝑓 subj index gend) = n
(𝑓 subj index num) = pl

𝑓
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘come〈subj〉’

subj 𝑠
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘children’
spec ‘that’
adj {[pred ‘good’]}
concord [gend f

num sg]
index [gend n

num pl]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 1: Lexical entries and f-structure for a clause with a mismatched
BCS noun (adapted from Dalrymple & Hristov 2010: 189)

Hristov (2012, 2013a) advocates the usefulness of these distinctions in the de-
scription of the closely related Bulgarian, which has lost its declensions but nev-
ertheless still exhibits analogous gender mismatches in certain nouns. This fea-
ture geometry has been further developed in LFG/HPSG and applied to additional
Slavic material by Dalrymple & Kaplan (2000), Przepiórkowski et al. (2002), King
& Dalrymple (2004), Dalrymple & Hristov (2010), Hristov (2012, 2013a), and Bel-
yaev et al. (2015). Those publications sketch out a formalised typology of agree-
ment configurations in conjoined and non-conjoined environments, as well as
factors which might influence the choice of one pattern over another. Such agree-
ment mismatches have been instrumental in formulating hypotheses about the
(non-)distributivity of features in conjoined contexts (i.e. does a requirement hold
of every single conjunct), feature resolution (i.e. computing the value(s) of a con-
joined phrase based on the values of its constituents), or what acts as the default
value.

In sum, this tripartite split into concord, index and semantics has been widely
adopted by researchers in the LFG and HPSG community and has generally
proved fruitful, though it is still a matter of debate, with some disagreement
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over whether the bifurcation into two syntactic features, concord and index, is
really justified (see Alsina & Arsenijević 2012a,b,c, Wechsler & Zlatić 2012, Hris-
tov 2013a). It remains an outstanding issue for more conclusive future research
to determine which features tend to be distributive, resolving or both, as well as
their domain(s) of operation. Wechsler (2011), for instance, proposes that predica-
tive adjectives in Bosnian/Croatian/Serbian can exhibit concord, rather than just
index, agreement (cf. (6)). The predicative adjective in (7) shows plural (concord)
agreement even when the second person plural subject pronoun is used formally
for a single addressee.

(7) Bosnian/Croatian/Serbian (Wechsler 2011, quoted in Dalrymple et al.
2019: 79)
Vi
you.pl

ste
be.prs.2pl

duhovit-i
funny-m.pl

‘You (one formal addressee/multiple addressees) are funny.’

In Bulgarian, on the other hand, some predicative participles may oscillate be-
tween singular and plural, while predicative adjectives will normally be singular
with single-addressee Vie ‘you.pl’ (cf. Sussex & Cubberley 2006: 567 for variation
across Slavic).

2.3 Agreement and case assignment in a constraint-based setting

As became apparent in the previous section, agreement is modelled in LFG by re-
lying on the lexical entries of individual word forms, which project information
that is then propagated to the f(unctional)-structure – the locus of agreement
phenomena in LFG (see Figure 1, as well as Haug 2023 [this volume]). Unlike
transformational approaches, where agreement is handled by copying feature
values from one node in the syntactic tree to another or by moving items in
order for features to be checked, non-derivational constraint-based frameworks
like LFG and HPSG tend to assume that two elements which participate in an
agreement relation supply partial information about a single linguistic object –
a view which amounts to seeing agreement as multiple specifications of compat-
ible feature values by a controller and its target(s) (see Pollard & Sag 1988: 237,
Pollard & Sag 1994: Chapter 2, Bresnan 2001: Chapter 8, Dalrymple 2001: Chap-
ter 5, Corbett 2006: 115, Wechsler & Zlatić 2003, Dalrymple & Hristov 2010: 186,
Hristov 2012: 24ff, and Haug 2023 [this volume]).

This works very well for Slavic data, especially when it comes to mismatched
or underspecified targets and controllers. It is likewise eminently suitable for
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pro-drop in null-subject languages like Slavic, where the subject controller is of-
ten not present, so it would be mysterious where the agreement information on
the verbal target was “copied” from (unless one posits “disembodied” features
or invisible/underlying elements which are then deleted). These considerations
have led LFG and HPSG scholars to reject formalisations of agreement as direc-
tional feature copying, favouring instead a view of feature co-specification (with
transformational feature checking more in this spirit; see the entry in (16), Sec-
tion 2.4.2, as well as Section 2.6).

Similarly, case assignment is modelled in LFG via the interaction of the inflec-
tional entries of lexemes, c(onstituent)-structure configurations and the flow of
compatible features between c- and f-structure, as in Figure 2 below (cf. Butt
2023 [this volume]). In the spirit of constraint-based grammatical architectures,
case specification can be further governed by language-specific constraints, il-
lustrated for Russian in Section 2.4.3. Analysis and LFG notational conventions
for case assignment in Polish can be found in Patejuk (2015), Patejuk & Prze-
piórkowski (2014b), and Patejuk & Przepiórkowski (2017: 337–339), where the
authors rely on, inter alia, disjunctive rules to account for the variation between
accusative and genitive objects depending on the presence/absence of negation.
Przepiórkowski (1999, 2000), Przepiórkowski & Patejuk (2011, 2012a,b), Patejuk
(2015) and Patejuk & Przepiórkowski (2014b, 2017, 2018) deal with agreement,
structural case assignment and control phenomena in Polish, especially in con-
joined and gapped contexts. Case in Slavic is an important and interesting topic,
and LFG provides many novel ideas and accounts in this area, for which the
reader is referred to the relevant works cited above, as well as early work by
Neidle (1982, 1988), or Dalrymple et al. (2009) on indeterminacy (to be revisited
in (32) below).

2.4 Constituent structure, the encoding of grammatical functions and
information structure

2.4.1 Russian

A contrast was drawn in Section 1.2.2 between languages like English, where
word order encodes syntactic functions, and Slavic, where word order serves
information-packaging purposes. These divergent typological preferences find a
natural reflection in LFG’s parallel architecture, which relies on separatemodules
to represent constituency and word order (c-structure), syntactic functions (f-
structure), and discourse functions (i(nformation)-structure). Although separate,
all of these modules are appropriately interfaced to constrain each other, so that
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⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘write〈subj,obj〉’

topic {[pred ‘e.onegin’
concord [case acc]]}

subj [pred ‘Pushkin’
concord [case nom]]

obj

⎤⎥⎥⎥⎥⎥⎥⎦
IP

NP↓ ∈(↑ topic)
(↑ gf)=↓

Evgenija Onegina
Eugene Onegin.acc
(↑ pred)=‘e.onegin’

(↑ concord case)=acc

I′↑=↓
I↑=↓

napisal
pfv.write.pst.m.sg

(↑ pred)=‘write〈subj,obj〉’
(↑ subj concord case)=nom
(↑ obj concord case)=acc

VP↑=↓
NP

(↑ gf)=↓
N↑=↓

Puškin
Pushkin.nom

(↑ pred)=‘Pushkin’
(↑ concord case)=nom

Figure 2: C- and f-structure for a Russian sentence with a topicalised
object

accurate description of typologically diverse linguistic systems can be achieved
(see Belyaev 2023b,a [this volume]).

English is traditionally assumed to associate the specifier of IP at c-structure
with the subj function at f-structure, in line with the generalisation that word or-
der in English encodes syntactic functions. By contrast, King (1995) demonstrates
that the specifier of IP in Russian is associated with the discourse functions of
topic or focus, in line with the generalisation that word order in Slavic encodes
discourse functions, rather than syntactic ones. Formalised in Figure 2, (8) is an
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example from King (1995: 206) (also cited in Dalrymple 2001: 72 and Bresnan et al.
2016: 203, where the VP is replaced with S, discussed further below).

(8) Russian
‘Evgenija
Eugene

Onegina’
Onegin

napisal
wrote

Puškin.
Pushkin

‘Pushkin wrote ‘Eugene Onegin’.’ [in answer to the question ‘Who wrote
‘Eugene Onegin’?’]

In Figure 2, the topic value is modelled as a set (indicated with curly brackets),
since there can be more than one topic, and the topic is further associated with a
grammatical function within the clause, since the topic is simultaneously a con-
stituent which bears a certain syntactic function. In addition, the topic is housed
within the f-structure, whereas other authors might prefer to accord it a separate
interfaced level (i-structure; cf. King 1995: 216–218, 250–251, King 1997, Dalrym-
ple 2001: 182–183, Patejuk 2015: 22, Bresnan et al. 2016: 98–99, 106, Dalrymple
et al. 2019: 121ff., 366–367, 374–394, Zaenen 2023 [this volume]).7

Furthermore, note that in Russian and many other languages, all finite verbs
appear in I, while in English this phrase-structure position is reserved for tensed
auxiliaries, excluding tensed lexical verbs. Only non-finite verbs appear within
the VP in Russian, hence finite verbs are of category I and non-finite verbs of
category V (King 1994, 1995, Dalrymple 2001: 53–54, 61–62, Bresnan et al. 2016:
102, 104, 109, 147–150, 199–209, Dalrymple et al. 2019: 99–100, 108ff., 119).8

The topic in (8) happens to be a noun phrase, but it could have been a different
type of constituent. To indicate that pretty much any type of phrase can appear

7Based on Russian data, King (1997) provides detailed argumentation why a separation between
f- and i-structure is necessary. In (8), the focused constituent Puškin appears clause-finally – in
more emotive and intonationally and/or pragmatically marked contexts, it can be clause-initial,
preceding the topic (see further King 1995: 91–92, 153, 207ff.). On the relationship between pros-
ody and constituent structure in Russian and more generally, see King (1995: 128ff.), Dalrymple
(2001: 50), Dalrymple et al. (2019: 94–95, 400ff.); for Serbian/Croatian, cf. O’Connor (2006), as
well as Bögel 2023 [this volume].

8King (1994), King (1995: esp. Chapter 3), Dalrymple (2001: 62–63), Bresnan et al. (2016: 201–203)
and Dalrymple et al. (2019: 110) provide empirical evidence for distinct IP and VP constituents
in Russian, including coordination and negation, where the negative proclitic ne attaches to
finite verbs in I, and not to infinitives in V:

(i) Ja
I

[ne
neg

bud-u
will-1sg

[pisa-t’
write-inf

pisem]VP
letters.gen

i
and

[čita-t’
read-inf

knig]VP]I’
books.gen

‘I will not write letters and read books.’ [negation scopes over both conjoined VPs and
unproblematically licenses the “genitive of negation” on both objects]
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in the specifier of CP or IP in Russian, King (1995: 171, 197–198) uses the metacat-
egory XP in the following phrase-structure rules (cf. Dalrymple 2001: 94, 96–97,
Dalrymple et al. 2019: 141–142, 144–145, including formal statements to the effect
that specifiers appear before heads and complements after heads):

(9) Phrase-structure rules for Russian:
CP ⟶ XP, C′
C′ ⟶ C, IP
IP ⟶ XP, I′

XP is in turn spelled out as follows:

(10) XP ≡ {NP | PP | VP | AP | AdvP}

In Figure 2, the topic happens to be the object, but topics in general can be iden-
tifiedwith any grammatical function. The functional uncertainty of the grammat-
ical function assigned to the topic constituent can be represented by defining an
abbreviatory symbol gf as a disjunction of all grammatical functions (Dalrymple
2001: 139–140, Dalrymple et al. 2019: 205–206):

(11) gf ≡ {subj | obj | obj𝜃 | comp | xcomp | obl | adj | xadj}

Thus, King (1995: 204) proposes the following annotated phrase-structure rule
for an IP in Russian, which can be seen as an instruction on how to build a c-
structure tree and assign functions to the constituents:9

(ii) *Ja
I

[ne
neg

pisa-l-a
write-pst-f.sg

pisem]I’
letters.gen

i
and

[čita-l-a
read-pst-f.sg

knig]I’
books.gen

‘I did not write letters and read books.’ [negation cannot scope over both I’s; each I’
needs to be negated separately; from King (1995: 42–43, 184ff.)]

It is worth stressing that erstwhile l-participles like (na)pisal(a) ‘wrote’ have been reanalysed
as finite tensed forms after the loss of the copular auxiliary in what used to be a periphrastic/
analytic present perfect construction – now a synthetic preterite in Modern Russian. Analo-
gous IP/VP contrasts exist in Bosnian/Croatian/Serbian and elsewhere in the family (see King
1995: 41, fn. 31).

9Note that the rule has GF (rather than GF+ or GF*), which means that the TOPIC has to bear
some grammatical function in the same clause, and not an embedded clause (see Dalrymple
et al. 2019: 126); cf. Kaplan 2023 [this volume], since many constructions with functional uncer-
tainty allow for long-distance uncertainty (GF*), and not just local uncertainty (GF); see also
the discussion of embedding in Bulgarian below, as well as Dalrymple et al. (2019: 223–225)
for embedding in Russian relative clauses.
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(12) IP ⟶ ( XP↓ ∈(↑ topic)
(↑ gf)=↓ ) ( I′↑=↓)

King (1994, 1995), Bresnan et al. (2016: 70–71, 204–210) and Dalrymple et al.
(2019: 113–114) discuss how further topics can be adjoined in Russian (and Bul-
garian), as well as the complexities of scrambling, extraction and the domain of
the operation of the principles of function assignment. Having thus presented the
basics of Russian phrase structure, in the next section I outline the phrase struc-
ture of Bulgarian, which has a great deal in common with Russian, but there are
some important typological differences too.

2.4.2 Bulgarian

Similarly to Figure 2 above, since they are focused and hence discourse-prom-
inent elements, wh-phrases in Bulgarian will also appear in the specifier of IP
(Rudin 1985, Izvorski 1993, Dalrymple 2001: 73).10 In this respect, Russian and Bul-
garian (unlike English) are both discourse-configurational and have in common
the fact that the specifier of IP is reserved for arguments with certain (grammati-
cised) discourse functions (topic and/or focus), irrespective of the syntactic roles
those arguments may perform (subject, object, etc.). (13) illustrates awh-question
with a sentence-initial topic, formalised in Figure 3.

(13) Bulgarian (from Dalrymple 2001: 73, Dalrymple et al. 2019: 124)
Ivan
Ivan

kakvo
what

pravi?
does

‘What is Ivan doing?’

Unlike Russian, which seems to require strict locality of topic extraction accord-
ing to the rule in (12), the discourse functions in Bulgarian can be related to
arguments in an embedded subordinate clause, as shown in (14) and the accom-
panying Figure 4:

(14) Bulgarian (from Dalrymple et al. 2019: 125)
Ivan
Ivan

kakvo
what

kaza,
say.pst.2sg

če
comp

pravi?
does

‘What did you say that Ivan is doing?’

10On the availability of multiple specifiers with multiple wh-constituents in Bulgarian and Rus-
sian, consult Rudin (1985: 94ff.), Dalrymple (2001: 57), Jaeger & Gerassimova (2002: 209–210),
Dalrymple et al. (2019: 98, 677–678, 694–696), which also feature discussion of long-distance
dependencies.
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CP

NP

N

Ivan
Ivan

C′
IP

NP

N

kakvo
what

I′
I

pravi
does

⎡⎢⎢⎢⎢⎣
pred ‘do〈subj,obj〉’
topic [pred ‘Ivan’]
subj
focus [pred ‘what’]
obj

⎤⎥⎥⎥⎥⎦

Figure 3: C- and f-structure for a Bulgarian sentence with topic and
focus

Despite the immediately apparent family resemblance between Bulgarian and
Russian, reflected in the structure of their clauses, there are some subtle differ-
ences which are worth noting. Figure 3 and Figure 4 demonstrate that the speci-
fier position of CP is associated with the topic function in Bulgarian and focused
wh-words appear in the Spec of IP, while in both English and Russianwh-phrases
are found in the specifier of CP (with Spec of IP reserved for the Russian topic
in Figure 2).11 Thus, although word order in Russian and Bulgarian is reasonably
free, scholars have arrived at different conclusions as to the way the constituent
structure in each of those two related languages is organised and interfaced with

11See Rudin (1985: esp. 18ff.), King (1995: esp. Chapters 3, 5 and 10), Dalrymple (2001: 64, 73), Jaeger
& Gerassimova (2002: 205ff.), Dalrymple et al. (2019: 124–125), for evidence and argumentation;
cf. (1c)–(1d) above, which fit this template of Topic-Focus-Verb very well too. According to
other sources, however, either C or Spec of CP does serve as the “landing site” for (certain)
question words in Bulgarian (see Rudin 1985: 83ff. and King 1995: esp. 56–60, 120ff., 247–248
for a panoply of proposals, also featuring some discussion of other Slavic varieties). It likewise
remains an open question how one should best represent sentences in colloquial Russianwhich
contain non-initial wh-words, e.g. Ivan čto skazal? ‘What did Ivan say?’, which matches the
surface order of the Bulgarian interrogative in (13) (cf. the comments about additional topic
adjunction in the previous section).
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CP

NP

N

Ivan
Ivan

C′
IP

NP

N

kakvo
what

I′
I

kaza
say.pst.2sg

VPa

V′
CP

C′
C

če
comp

IP

pravi
does

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘say〈subj,comp〉’
topic [pred ‘Ivan’]
focus [pred ‘what’]
subj [pred ‘pro’

index [pers 2
num sg]]

comp [pred ‘do〈subj,obj〉’
subj
obj

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Figure 4: C- and f-structure for a Bulgarian sentence with embedding

aThe VP and V’ might host the non-finite form in a periphrastic construction like the viable Bul-
garian perfect si kazal ‘have said’ (see footnote 8 for finiteness and l-participles). The VP and V’
nodes have been copied along with their labels from the original source, but the reader should
additionally consult the phrase-structure rules and the discussion of (reasonably innocuous)
inconsistency below.
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the other levels of representation, most notably the structure of discourse. It re-
mains for future work to subject these conclusions to further empirical and the-
oretical scrutiny and to extend them to the rest of the family.12

Another important point specific to LFG is the optionality of c-structure con-
stituents, including heads. For example, the VP in Figure 2 does not dominate a
head V node, since the finite verb in Russian appears in I, and Figure 3 is miss-
ing the head of CP, since the sentence contains no complementiser. Specifiers
are also optional in LFG, so if there are no appropriate topicalised or focused
constituents, those slots too will remain unoccupied (see King 1995: 171–172, Dal-
rymple 2001: 60, 63, Dalrymple et al. 2019: 107–108).

As pointed out in Section 1.2.2, Bulgarian is cross-linguistically unusual in
that it allows free word order even though it has lost its nominal case inflections,
with only vestigial case forms of pronouns. In this way, Bulgarian and Macedo-
nian stand out typologically among the members of the Slavic family and beyond.
Quite frequently, the syntactic functions of subject and object can be identified
by relying on subject-verb agreement and/or clitic doubling. There are situations,
however, where there are no morphosyntactic clues as to the functions the ar-
guments in a clause will perform – then a phrase may be assigned any of the
grammatical functions selected by the predicate, depending on context and/or
world knowledge (Rudin 1985, Dalrymple 2001: 133–135, Dalrymple et al. 2019:
184–189).

I will now proceed to first outline some general phrase-structure rules for Bul-
garian, followed by a sample entry of a verb, which forms the core of the clause
and assigns roles to its arguments. I will then illustrate three possibilities for
clauses with or without morphosyntactic clues as to the assignment of syntactic
roles. Finally, I will compare the Bulgarian system to those of members of the
family which retain case declensions.

In line with the assumption that the specifier of IP is associated with the dis-
course function of focus in Bulgarian, Dalrymple (2001: 134) proposes the follow-
ing phrase-structure rules. The NP daughter of IP is assigned the focus discourse
function and in addition will bear a grammatical function at f-structure too (gf).
As in Russian, there is no requirement as to what this grammatical function will
be (cf. the discussion of gf vs. gf*, which might be needed in the context of em-
bedding; see further Rudin 1985: esp. Chapter 7, as well as the slightly updated
notation in Dalrymple et al. 2019: 185).

12See Patejuk (2015) and Patejuk& Przepiórkowski (2017: 329–330, 340–341) for similar proposals
regarding the clause structure of Polish, notably with a suggested flat IP.
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(15) Annotated phrase-structure rules for Bulgarian

IP ⟶ ( NP
(↑ focus)=↓
(↑ gf)=↓ ) ( I′↑=↓)

I′ ⟶ ( I↑=↓) ( S↑=↓)
I ⟶ ( Cl

(↑ obj)=↓) ( I↑=↓)
S ⟶ { NP

(↑ gf)=↓ V↑=↓ }*
In essence, these annotated rules are similar to those operative in other lan-

guages which allow relatively free word order, such asWarlpiri or Latin (cf. Nord-
linger 2023 [this volume]). Naturally, these phrase-structure rules are only a frag-
ment of a fuller grammar and will need to be elaborated and fine-tuned in order
to attain more comprehensive coverage of Bulgarian syntax. The diagrams and
the phrase-structure annotations in this section demonstrate that there is still
some inconsistency within and between the various LFG publications, so more
uniformity would be desirable in future work (cf. the VP in Figure 4 to the S
here, among other small details, e.g. finite verbs labelled as V rather than I in
some of the sources). Nevertheless, this is a good starting point illustrating what
the skeleton of a Bulgarian clause looks like. According to the rules in (15), the de-
sired freedomwith which the constituents are arranged is achieved with the help
of the exocentric S node, which here supersedes the VP from the earlier diagrams
and can contain NPs with any grammatical function preceding or following the
verb (cf. Dalrymple 2001: 64–67, 77–78, Dalrymple et al. 2019: 112–114).13

13The S rule licenses any number of NPs or Vs in any order, but having more than one lexical/
main/full verb will lead to a clash at f-structure (two different semantic preds in the same
clause contributed by each of the two verbs; cf. Section 3.1). So the phrase-structure rule will
give too many possibilities (in particular, it will allow any number of verbs), but these will be
filtered out by f-structure constraints (assuming that all lexical verbs contribute a semantic
pred– this rule will allow two verbs, as long as one of them is auxiliary-like and contributes
only grammatical features, while the other contributes the semantic pred) (M. Dalrymple,
p.c.). Similarly, the NPs will have to be subcategorised for by the verb, which prevents the
proliferation of NPs at will. As noted above, other LFG work offers alternative treatments.
Jaeger & Gerassimova (2002: 201–202), for instance, postulate the following flat unordered VP
phrase-structure rule for Bulgarian (see further Section 3.3):

(i) VP ⟶ ( XP
(↑ gf)=↓), ( PP

(↑ obj2)=↓), V′↑=↓
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Moving on to the syntactic core of the clause, the following is the lexical entry
for the finite verb form celuna ‘(he/she) kissed’, appearing as an I terminal node
in tree diagrams:

(16) Lexical entry for a Bulgarian verb

celuna I (↑ pred) = ‘kiss<subj,obj>’
((↑ subj pred) = ‘pro’)
(↑ subj index pers) = 3
(↑ subj index num) = sg
(↑ subj concord case) = nom
(↑ obj concord case) = acc

In addition to stating the subject’s person, number and case properties, this en-
try contains an optional equation which specifies a pronominal value (‘pro’) for
the semantic pred of the verb’s subject. This is LFG’s way of capturing pro-drop
– this equation kicks in only if there is no overt subject and the information about
it comes solely from the featuresmarked on the verb (cf. Section 2.6; Bresnan et al.
2016: 59, 358, 440; Toivonen 2023 [this volume]). However, for a transitive verb
like celuna ‘(he/she) kissed’, either an overt object phrase or an object clitic pro-
noun must obligatorily appear, because no pred value is specified for the object
of the verb.

This lexical entry and the phrase-structure rules can now be combined to gen-
erate a clause. In (17), the personal names Ivan and Marija are not marked for
case, so both of them are compatible with either nominative or accusative speci-
fications. As before, the metavariable gf in Figure 5 represents any grammatical
function – this metavariable is arbitrarily instantiated to subj for Marija and obj
for Ivan based on the context or extra-linguistic knowledge (see Rudin 1985: esp.
15–16, Dalrymple 2001: 134, 136). For a sentence like this, language users cannot
appeal to phrase-structure position, case marking or agreement to disambiguate
the syntactic roles of the two arguments, though SVOmight be strongly preferred
out of context (cf. (22) and Section 1.2.2).

(17) Bulgarian
Ivan
Ivan

celuna
kiss.pst.3sg

Marija
Marija

‘It was Ivan that Marija kissed.’

Things are different in (18), which furnishes morphosyntactic clues to the as-
signment of grammatical functions. Here, the clause-initial focus NP is plural,
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘kiss〈subj,obj〉’

subj [pred ‘Marija’

index [gend f
num sg]]

focus [pred ‘Ivan’

index [gend m
num sg]]

obj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
IP

NP
(↑ focus)=↓
(↑ gf)=↓

N↑=↓
Ivan

Ivan.m.sg
(↑ pred)=‘Ivan’

(↑ index gend)=m
(↑ index num)=sg

I′↑=↓
I↑=↓

celuna
kiss.pst.3sg

(↑ pred)=‘kiss〈subj,obj〉’
((↑ subj pred)=‘pro’)
(↑ subj index pers)=3
(↑ subj index num)=sg

(↑ subj concord case)=nom
(↑ obj concord case)=acc

S↑=↓
NP

(↑ gf)=↓
N↑=↓

Marija
Marija.f.sg

(↑ pred)=‘Marija’
(↑ index gend)=f
(↑ index num)=sg

Figure 5: C- and f-structure for an ambiguous sentence in Bulgarian
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so the subject must be Marija because the verb shows unambiguous third person
singular agreement with its subject (consult Rudin 1985: 15, Dalrymple 2001: 137).

(18) Bulgarian
Deca-ta
children.pl-def

celuna
kiss.pst.3sg

Marija
Marija

‘It was the children that Marija kissed.’

Apart from subject-verb agreement, disambiguation can also be achieved by
doubled/reduplicated object clitics, as in (20), which relies on the following lexi-
cal entry for the clitic pronoun go ‘him’:14

(19) Lexical entry for a Bulgarian object clitic pronoun

go ((↑ pred) = ‘pro’)
(↑ index pers) = 3
(↑ index gend) = m
(↑ index num) = sg
(↑ concord case) = acc

If no full object NP is available, the semantic pred value for the object function
will be contributed by the object clitic. Since the pred of this clitic is optional
(enclosed in parentheses), go can unproblematically appear even when the object
function is filled by a masculine NP like Ivan, but not a feminine NP like Marija,
which would be incompatible in terms of gender (see Dalrymple 2001: 135, 138;
cf. Section 2.8 and Alsina 2023 [this volume]).

(20) Bulgarian
Marija
Marija

go
him.obj.clitic

celuna
kiss.pst.3sg

Ivan
Ivan

‘Marija kissed Ivan.’/‘It was Marija that kissed Ivan.’ (with the exact
emphasis depending on context and prosody, so Marija could be a
focused element or play another role at information-structure)

Note that the overtly marked case of go ‘him’ appears in the f-structure for
the non-case-marked Ivan because the two c-structure nodes (the clitic go and
the N Ivan) correspond to the same f-structure, with the information from each
node in the tree diagram fed into the f-structure that they share (cf. Dalrymple
2001: 74–75, Bresnan et al. 2016: 48). Without providing a separate semantic pred
value (which would go against LFG’s Consistency Principle), the clitic in Figure 6
effectively supplies a case value for the caseless noun it agrees with.

14See Rudin (1985: 17), as well as Jaeger & Gerassimova (2002), on the interaction between word
order, information structure and (topic-marking) object clitics.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘kiss〈subj,obj〉’

focus [pred ‘Marija’

index [gend f
num sg]]

subj

obj
⎡⎢⎢⎢⎣
pred ‘Ivan’

index [gend m
num sg]

concord [case acc]
⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
IP

NP
(↑ focus)=↓
(↑ gf)=↓

N↑=↓
Marija

Marija.f.sg
(↑ pred)=‘Marija’
(↑ index gend)=f
(↑ index num)=sg

I′↑=↓
I↑=↓

Cla

(↑ obj)=↓
go

him.obj.clitic
((↑ pred)=‘pro’)
(↑ index pers)=3
(↑ index gend)=m
(↑ index num)=sg

(↑ concord case)=acc

I↑=↓
celuna

kiss.pst.3sg
(↑ pred)=‘kiss〈subj,obj〉’
((↑ subj pred)=‘pro’)
(↑ subj index pers)=3
(↑ subj index num)=sg

(↑ subj concord case)=nom
(↑ obj concord case)=acc

S↑=↓
NP

(↑ gf)=↓
N↑=↓

Ivan
Ivan.m.sg

(↑ pred)=‘Ivan’
(↑ index gend)=m
(↑ index num)=sg

Figure 6: Disambiguation with clitics in Bulgarian

aAlternatively, the object clitic could be represented as a non-projecting noun – see Dalrymple et al. (2019: 188) and Section 2.8.
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2.4.3 Slavic in general

The situation in the Slavic languages with healthy case-marking on nouns, such
as Russian, Ukrainian, Czech, Polish or Bosnian/Croatian/Serbian, will be very
similar to that in Bulgarian. What Bulgarian and Macedonian achieve with cli-
tics is achieved with case inflections in the rest of the family.15 The unambiguous
case values normally contributed by each nominal argument serve to uniquely
identify that argument’s syntactic function, much like a clitic in Bulgarian/Mace-
donian (cf. Figure 2 and Figure 6). The case principles of function specification
in Russian can be formulated as follows:

(21) Case principles of function specification in Russian (from Bresnan et al.
2016: 70–71, 203–205)
(↓ case)=nom ⇒ (↑ subj)=↓
(↓ case)=acc ⇒ (↑ obj)=↓

These annotations state that if the case of a node is nominative, it will serve as
the subject of the construction that contains it. Conversely, if the case of a node
is accusative, it will serve as the object of the matrix construction. Naturally,
similar statements will be needed for the additional functions/meanings of cases.
These are morphological means of function specification which are independent
of c-structure position (the latter would be needed for function specification in
a configurational language like English).16

In circumstances of syncretism, where case distinctions collapse, the assign-
ment of syntactic functions will of necessity proceed randomly or depending on
the wider context, world knowledge and/or subject-verb agreement, much as
in Bulgarian/Macedonian. In (22), neither noun distinguishes nominative from
accusative.

(22) Russian (from Comrie & Corbett 1993: 14)
Mat’
mother.nom/acc

ljubit
loves

doč’
daughter.nom/acc

‘The mother loves the daughter.’

15An important difference is that clitics are arguably head-marking on the verb, while case is
dependent-marking on the nominal arguments of the verb – see Jaeger & Gerassimova (2002),
Bresnan et al. (2016: 113–115, 205–207).

16Consult Neidle (1988), King (1995: esp. Chapter 8), and Bloom (1999), for the syntactic distri-
bution of Russian cases from a general LFG perspective, including different methods of case
assignment (configurational, grammatical/functional, lexical, and semantic). Przepiórkowski
& Patejuk (2011, 2012a,b) and Patejuk (2015) offer discussion of Polish. For English, see Hristov
(2012, 2013b).
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Although (22) is syntactically ambiguous in the same way as (17), an SVO in-
terpretation might be preferred as the most neutral out of context (see Jakobson
1936, Comrie & Corbett 1993: 14, King 1995: 2 fn. 2, Sussex & Cubberley 2006: 319,
406–407). In spoken language, intonation will normally dispel the ambiguity, as
noted in seminal monographs by Yanko (2001, 2008). LFG’s parallel architecture
is perfectly suited for handling such phenomena where the interplay between
syntax, morphology and prosody is not a trivial one-to-one correspondence.

2.5 Passives and related constructions

Instead of being considered a syntactic transformation, the passive is seen in LFG
as a lexical operation/alternation in the argument structure of a verb. Argument
structure itself is a separate module in the LFG architecture which maps onto the
morphology and the syntax – there is an association between thematic/semantic
roles, argument slots and syntactic functions, as in (23) (cf. Section 2.1; Kibort
2007; Bresnan et al. 2016: Chapter 3, 76–79; Dalrymple et al. 2019: 340–345; Find-
lay et al. 2023 [this volume]).

(23) Argument structure of a Polish transitive verb

subj obj
| |

wylał ‘spilled < __ , __ >’
| |

agent theme

In the passive and some related constructions, the thematically highest argu-
ment, which is otherwise aligned with the syntactic function of subject, is sup-
pressed or demoted in the argument structure, and hence unavailable for linking
to the subject function in the syntax. Therefore, the next highest argument com-
patible with such a function is mapped/promoted to subj, which ties in well with
the general descriptive intuition about what passivisation accomplishes.

Apart from passives proper, Kibort (2001, 2004, 2006, 2007, 2012) discusses
similar alternations which exhibit divergent mappings between the argument
structure and the syntactic component, as in the following pair of sentences (cf.
Section 1.2.3):

(24) Polish (from Kibort 2012: ex. 14, also cited in Dalrymple et al. 2019: 343)
a. Tomek

Tomek(m)[nom.sg]
wylał
spilled[3sg.m]

zup-ę
soup(f)-acc.sg

‘Tomek spilled the soup.’
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b. Zup-a
soup(f)-nom.sg

wylał-a
spilled-3sg.f

się
refl

‘The soup spilled.’

Kibort (2001, 2007, 2012) asserts that the transitive and reflexive versions of
‘spill’ have two distinct lexical entries, based on different argument structures,
though of course both thematically entail a spiller agent and a spillee patient/
theme. The transitive one has an agent (Tomek) assigned to the subject role and
a patient/theme (the soup) which is realised as the object, as in (23) above. The
reflexive ‘spill’, by contrast, has no core argument position with which the agent
can be associated (since it expresses the event affecting the patient/theme with-
out specifying the cause), so the sole patient/theme argument is mapped to the
subject role:

(25) Anticausative in Polish (based on Kibort 2001: ex. 43: Kibort 2012: ex. 16)

subj
|

‘spilled < , __ >’
|

agent theme

If the agent is mentioned, it will appear as a secondary/oblique object (a non-
volitional human participant or perhaps a maleficiary) or as an optional adjunct
– the former scenario entails demotion, while the latter entails suppression of
the agent argument. Although they come up with a somewhat dissimilar formal
proposal, Patejuk & Przepiórkowski (2015) likewise note that reflexive się, rather
than being a legitimate reflexive pronoun, here just indicates that the verb has
been detransitivised (cf. Schenker 1985; a similar point is made in pioneering
generative papers on Bulgarian, Walter 1963a,b, for which see Venkova 2017, as
well as in traditional/transformational descriptions, e.g. Bojadžiev et al. (1999:
604). Kibort (2012) labels such “anticausative” operations as lexical detransitivis-
ers which, according to her, delete the first core argument from the valency frame
(though they do not obliterate the corresponding semantic participant).

Kibort (2007, 2012) claims that the passive proper is different from such re-
flexive anticausative constructions in that it does not suppress/erase the agent
argument (thereby relegating it merely to a potential adjunct role in the syn-
tax), but only changes the agent’s argument-structure specifications, so that it is
linked to a non-subject syntactic function, such as an oblique argument (though
it then ought to be stipulated that such arguments are optional).

Unlike in English, even intransitive verbs can be passivised in Polish and else-
where in Slavic, resulting in an impersonal construction (see Kibort 2001, 2012).
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Essentially the same account is available for such intransitive impersonals, where-
by the agent subject in the active is altered in terms of its argument specifications
so that it is forced to map onto an oblique in the passive (if it appears at all). As
a result, the sole (optional) argument of a passivised intransitive verb like palić
in (26) is not realised as subj and the clause is truly subjectless – which takes us
to the topic of the next section.17

(26) Polish (from Kibort 2006: ex. 55; also cited in Dalrymple et al. 2019: 344)
Wchodzi-sz
come.in-2sg

i
and

czuje-sz,
smell-2sg

że
that

był-o
was-3sg.n

palon-e.
smoke.ptcp-n.sg

‘You come in and you can smell that there has been smoking (here).’

Kibort’s demarcation of fine distinctions between various possible interfaces
amounts to suggesting thatmeaning-preserving/morphosyntactic operations like
the passive interfere onlywith the argument-to-functionmapping, whereas other,
morpholexical and morphosemantic, meaning-altering processes (e.g. the anti-
causative) additionally affect the lexical and/or semantic tiers of representation
of the predicate. These intriguing predictions arising fromLFG’smodularity have
a bearing on describing in greater depth the nature of Slavic argument alterna-
tions, more of which are discussed in Kibort’s work.

2.6 Pro-drop, subjectless and impersonal constructions

Many linguistic theories include a stipulation that all predicates must have sub-
jects. This is dubbed the Subject Condition in LFG, the Final 1 Law in Relational
Grammar and the Extended Projection Principle in Chomsky’s (1981) generative
framework (see Bresnan 2001: 311, Kibort 2001, Dalrymple et al. 2019: 21). In
clauses with pro-drop, the subject has simply been omitted but it can be recov-
ered based on the agreement morphology of the verb. Pro-drop is a widespread
phenomenon in Slavic, as noted in Section 1.2.4. In theories where syntactic func-
tions are defined positionally and equated with phrase-structure configurations,
pro-drop is usually regarded as a phrase-structure operation – either the trans-
formational deletion of a pronoun or the licensing of a phonologically null con-

17Alternatively, the agentmight be said to potentially surface as an adjunct rather than an oblique
argument, if one adopts a suppression as opposed to a demotion account of passivisation. The
exact status of these agents remains unsettled, as does the subtle distinction between sup-
pression and demotion. For more detail, including the overarching principles of LFG’s Lexical
Mapping Theory and the notational technicalities, consult Kibort (2001, 2007) and Findlay et al.
2023 [this volume]. Passivisation is discussed in relation to raising by Kibort (2012) and Patejuk
& Przepiórkowski (2014a), who see the auxiliary as a raising main predicate taking the passive/
resultative participle of the lexical verb as its complement.
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stituent which represents the pronominal argument in the tree diagram. By con-
trast, in the grammatical design of LFG pro-drop involves the functional speci-
fication of a pronominal argument by a head – in our case, the verbal head of
the clause specifies a pronominal value for its subject argument, as in (16), which
entails the (potential) absence of an overt subject pronoun from the phrasal struc-
ture (see Kibort 2006, Bresnan et al. 2016: 154 fn. 4, Toivonen 2023 [this volume]).
Still, sentences with pro-drop have a (covert) subject, which is represented in
LFG’s more abstract f-structure, as in Figure 4. Therefore pro-drop does not vio-
late the Subject Condition.18

While the Subject Condition holds in English and numerous other languages,
it has been argued that certain languages do admit genuinely subjectless sen-
tences. Kibort (2006, 2012) discusses Polish constructions she claims to be truly
subjectless. They comprise a small class of inherently impersonal predicates, as
in (27) below, or intransitive predicates which have undergone passivisation, as
in (26) above (cf. Dalrymple et al. 2019: 22).

(27) Polish (from Kibort 2006; also cited in Dalrymple et al. 2019: 22)
Słychać
hear

ją
her.acc

/ jakieś
some.n.acc

mruczenie
murmuring.n.acc

‘One can hear her/some murmuring.’

Formally, the verb in (27) is identical with the infinitive, so there is no agree-
ment morphology on this non-finite form which could be said to introduce sub-
ject features (as in pro-drop). It has long been recognised in traditional descrip-
tive grammars of Slavic that no subject can be reconstructed for such clauses. As
noted by Kibort (2006: §4.1), those defective verbs do not have even a “covert”
subject which could participate in syntactic control or reflexive binding. The im-
personal clauses from Section 1.2.4, with default third person singular (neuter)
agreement on the predicate, are also traditionally regarded as truly subjectless,
i.e. clauses which cannot have an overt subject, so the Subject Condition might
not be universal in the face of this Slavic data.19

18King (1997) also shows how lexical entries for verbs specifying a PRO value for their subjects
can be further annotated with the TOPIC discourse status typical of such elided elements.

19However, Kibort (2006) treats Polish weather constructions and impersonals involving adver-
sity or physical/psychological states as special instances of subject ellipsis/pro-drop, contrary
to the traditional view whereby they lack a subject. The reader can find a more elaborate clas-
sification of types of subjectlessness in Kibort (2006). In another strand of research, verbs with
non-nominative arguments like Russian menja tošnit ‘I feel sick’ have sometimes been anal-
ysed as having “non-canonical subjects”, though this too remains a matter of debate. The same
goes for the status of “genitive subjects” in negative constructions (see Timberlake 1993: 868ff.,
with references).
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2.7 Copular constructions

English and many other languages, including members of the Slavic family, re-
quire the presence of a copular/link verb in copular clauses. Russian, on the other
hand, famously has copular constructions with no overt copula, as pointed out in
Section 1.2.6 and illustrated in (28). The c-structure of a Russian verbless clause
can be represented as in Figure 7, with a headless IP (Dalrymple et al. 2019: 191;
cf. Section 2.4.2 and Section 3.1 for headlessness in LFG).

(28) Russian (from Dalrymple et al. 2004: 192)
On
He

student
student

‘He is a student.’

In a construction like this, it is not immediately obvious what contributes the
main semantic pred of the clause, which is required for the f-structure to be
complete and coherent (see Section 3.1 below; cf. a similar issue arising from pro-
drop). According to one analysis, the main clausal pred is contributed by the
predicative nominal; according to another, the main clausal pred is contributed
by a special phrase-structure rule or the phrase-structure configuration. Such
competing analyses have been put forward for both verbless clauses and con-
structions with an overt link verb (Dalrymple et al. 2004, Nordlinger & Sadler
2007: 141–142, Dalrymple et al. 2019: 189ff.).20

Especially in the absence of a verb, it could be argued that the main clausal
pred value is contributed by the predicative nominal element, which will then
select arguments in the same way an ordinary verb would. On this so-called
single-tier view, the predicative nominal is the syntactic head of the clause; its
f-structure will therefore be identified with the f-structure of the clause and it
will contribute the clausal pred value, as in Figure 8. Consequently, there must
exist a lexical entry for the noun student which contributes the main clausal pred
value and selects a subject, i.e. (↑pred) = ‘student<subj>’, alongside a “normal”
lexical entry for the same nominal form which does not require a subject (for
clauses such as ‘He met a student’, where the subject requirements are imposed
by the verb).

Under the so-called double-tier approach, by contrast, both non-verbal ele-
ments are arguments (a subject and a predicative complement/predlink). The
main pred selecting these arguments can be supplied by an overt copula or by

20In the case of overt copulas, the debate surrounding the construction revolves around whether
the copula supplies a semantic pred value or just the tense, aspect, mood, number and person
features. Patejuk & Przepiórkowski (2014a) highlight similar issues in the analysis of be in
Polish passive constructions.
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IP

NP

On
he

I’

NP

student
student

Figure 7: A verbless copular clause in Russian⎡⎢⎢⎢⎢⎣
pred ‘student〈subj〉’

subj
⎡⎢⎢⎢⎣
pred ‘pro’

index [pers 3
gend m
num sg

]⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦

Figure 8: Single-tier analysis of On student (based on Dalrymple et al.
2004: 192, Nordlinger & Sadler 2007: 141–142, and Dalrymple et al. 2019:
194)

the phrase structure (in the case of verbless clauses). This type of analysis might
rely on empty-node rules or the constructional properties of the configuration to
license the requisite pred value. Importantly, LFG’s rule annotations can intro-
duce a pred value in the f-structure, but they will not customarily produce any
empty nodes in the constituent structure (as might be done in other theories).
One possible f-structure resulting from this approach is presented in Figure 9.⎡⎢⎢⎢⎢⎢⎢⎣

pred ‘be〈subj,predlink〉’

subj
⎡⎢⎢⎢⎣
pred ‘pro’

index [pers 3
gend m
num sg

]⎤⎥⎥⎥⎦
predlink [pred ‘student’]

⎤⎥⎥⎥⎥⎥⎥⎦
Figure 9: Double-tier analysis of On student (based on Dalrymple et al.
2004: 193, Nordlinger & Sadler 2007: 141–142, and Dalrymple et al. 2019:
194–195)

In the spirit of LFG, there have been claims that the presence or absence of a
copula is just a matter of superficial c-structure variation, and the “underlying”
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f-structure for both types of construction should be identical, especially in the
light of the fact that both constructions can coexist in the same language, with
the appearance or omission of the copula correlating with tense, among other
factors.21 The double-tier approach appears to have gained wider currency in
the LFG literature, though the debate as to whether a unified solution should be
sought, and if so, which one, is ongoing.

2.8 Clitics and clitic placement

In the more recent LFG literature, clitics are seen as non-projecting words which
do not project their own phrases according to the X-bar schema (see Jaeger &
Gerassimova 2002, Bresnan et al. 2016: 116–117; cf. Figure 6). This treatment recog-
nises their intermediate status between independent words and bound affixes
and primarily concerns the behaviour of clitics at c-structure, which is addition-
ally regulated by language-specific phrase-structure rules of the type we saw
for Bulgarian in (15). Other phenomena are modelled via the interface of lexical
entries and f-structure.

One important process involving clitics is clitic doubling/reduplication. Some
Slavic languages allow it, while others do not. Bosnian/Croatian/Serbian, for one,
does not – a clitic pronoun and a full pronoun cannot be used in the same sen-
tence in this South Slavic variety. In the constraint-based lexicalist framework
of LFG, the ungrammaticality of clitic doubling is accounted for by giving both
types of pronoun, clitic and full, a semantic form of the following shape (as part
of the lexical entry):

(29) (↑ pred)=‘pro’

If both a full pronoun and a coreferential clitic were to appear in the same
clause, there would be a clash because of the multiple specifications of semantic
forms for the same f-structure object, resulting in an ill-formed, inconsistent f-
structure (cf. Section 3.1).

By contrast, it became apparent in the earlier sections that clitic doubling is
found in other Slavic languages spoken in the Balkans, including Bulgarian and
Macedonian, both central members of the Balkan Sprachbund/Linguistic Area

21In Russian, the copula is null in the present tense but it has to be overt in the past and the
future (Dalrymple et al. 2004: 191–192). Traditionally, this is used as an argument in favour of
a zero copula in the present, but an argument can be made that there is a structural difference
between copular and copula-less sentences. Ukrainian admits either null or overt copulas in
the present tense. See Section 1.2.6, as well as Patejuk & Przepiórkowski (2014a, 2018), who
discuss certain copular constructions in Polish, another Slavic language with optional copulas;
cf. Dalrymple et al. (2019: 195–197).
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(see Jaeger & Gerassimova 2002; cf. Alsina 2023 [this volume] for Spanish). LFG
models this typological parameter by making the pred value of the clitic op-
tional in a language which admits clitic doubling. A clitic will then contribute a
semantic value only if it is the sole object; if it reduplicates a full NP, including a
non-clitic pronoun, the clitic will not contribute its own semantic value due to its
optionality and no clash will ensue (see entry in (19) and Figure 6 above, as well
as Franks & King 2000, Dalrymple 2001: 105–106, Bresnan et al. 2016: 357–358,
440, Dalrymple et al. 2019: 130–131, 152–153).22

When more than one clitic occurs in a clause, they group in what is known as
a clitic cluster. The rules regulating the internal order inside this clitic cluster, as
well as where the clitic cluster can go in the clause, can also be very strict and
complex (see Franks & King 2000: 234ff, Jaeger & Gerassimova 2002: 201, Bögel
et al. 2010; cf. Section 1.2.5).

2.9 Negation and negative concord

The Russian negator ne was described as a proclitic in Section 2.4.1, though this
status has been contested for some of its cognates elsewhere in Slavic, as well
as for Russian itself. There have been arguments in the LFG literature that, as
in Czech, the Polish equivalent negator is actually a prefix, rather than a clitic,
though the negator is written as a separate word in Polish, while Czech orthog-
raphy has long recognised its bound status (see Patejuk & Przepiórkowski 2014a,
Przepiórkowski & Patejuk 2015; cf. King 1995 for similar ideas regarding Rus-
sian). Irrespective of its status as clitic or prefix, the negative item in Slavic can
license morphosyntactic phenomena like the genitive of negation as well as neg-
ative concord, both of them already encountered in the preceding exposition
(Section 1.2.1, Section 1.2.6, Section 2.3, Section 2.4.1).23

22In varieties with clitic doubling, the clitic pronouns appear to be undergoing reanalysis as
agreement markers which match the morphosyntactic features of the constituent they redu-
plicate. See Bresnan et al. (2016: Chapter 8) and Toivonen 2023 [this volume] for further dis-
cussion, including the diachronic developments from one stage to the next, e.g. bleaching from
obligatory semantic pred > optional semantic pred > no semantic pred (as for an agreement
affix), as well as links to pro-drop, pronoun incorporation and the grammaticalisation of agree-
ment affixes.

23The affixal status of the negative marker in Czech and Sorbian is acknowledged in the World
Atlas of Language Structures (Dryer 2013), but a similar status is denied there to Polish nie
(cf. Przepiórkowski & Patejuk 2015: 329, fn. 10). Importantly, the claim that the Polish marker
is also an affix is made regarding verbal negation only. When the same form nie negates a
distinguished clausal constituent, it is not a bound morpheme, as it may be separated from the
constituent it negates and it may scope over coordination, among other characteristic features.
Furthermore, Polish constituent negation does not trigger the genitive of negation, nor does it
license other negative words in negative concord.
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As dictated by negative concord, negative words with negative meaning need
to appear in the presence of verbal negation. Indeed, there are words in Slavic
which are allowed to occur only where negation is available in the relevant do-
main. Such words are referred to as n-words or negative polarity items and in-
clude Polish nikt ‘nobody’ in (30), as well as those from Bosnian/Croatian/Ser-
bian in (5), amongmany others (see Patejuk & Przepiórkowski 2014a: §4.3.1). This
sets Slavic apart from Standard Modern English, where such multiple negation
is prescriptively outlawed (though it is still common in dialects).

(30) Polish (from Patejuk & Przepiórkowski 2014a: ex. 22)
Nikt
nobody.nom

*(nie)
neg

odszedł
left

głodny.
hungry

‘Nobody left hungry.’

Although n-words are grammatically negative in themselves and certainly
carry negative meaning (e.g. the word for ‘nobody’ can give a negative answer
to a question even when uttered on its own), they do not contribute additional
negation when they fall within the scope of sentential negation. This is basically
the nature of what is referred to as negative concord, a phenomenon akin to
agreement where features need to match for purely syntactic reasons.24

Both the genitive of negation and negative concord can operate in contexts of
clause embedding too (e.g. with so-called open/infinitival complement clauses
missing a separate subject), though embedded items are sometimes not obliga-
torily affected and certain types of embedding can prevent negation-sensitive
phenomena (e.g. finite full/closed/sentential complements with their own sub-
ject which are insensitive to negation in the matrix clause). This is where LFG’s
distinction between xcomp for the former (infinitival) complements and comp
for the latter (finite) clausal complements comes in very useful in differentiating
between those natural classes (see Przepiórkowski 2000 and Patejuk & Przepiór-
kowski 2014b). As is usual for LFG and related theories, the interaction between
polarity and polarity-sensitive phenomena such as the genitive of negation and
negative concord is modelled via constraints (see Bond 2023 [this volume]). The
restrictions also find natural expression in the setting of f-structure. Further is-
sues concerning negation in Polish are discussed by Przepiórkowski & Patejuk
(2015), who propose different f-structure representations for the two major types

24Note that this is a different use of the term concord, distinct from the concord bundle of features
discussed in Section 2.2, though both these concepts have to do with the more general idea of
agreement.
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of negation: constituent negation and eventuality negation (a.k.a. predicate/sen-
tential negation). In the attribute-value matrices, negation can be introduced as
an adjunct feature or as a binary neg or polarity feature. Adjunctionmakes it easy
to represent multiple negation via multiple negative elements in the adjunct set.

2.10 Distance distributivity

Distance distributivity is observed in English sentences like I gave the boys two ap-
ples each – each attaches to the NP denoting the distributed quantity (the apples)
and looks elsewhere in the sentence, here for a set of boys, to distribute over. In
Slavic, distance distributivity is discussed with regard to Polish by Przepiórkow-
ski (2013, 2014, 2015), as well as Przepiórkowski & Patejuk (2013). Przepiórkowski
& Patejuk (2013) contend that Polish has a number of function words expressing
distance distributivity which share their form and semantic contribution but dif-
fer in their syntactic behaviour, namely different lexical items instantiated as po
‘each’. While po may at first glance appear to be a single item, it can in fact be
classified as a preposition (governing the strictly prepositional locative case), or
as an adnumeral operator compatible with a variety of cases and hence trans-
parent to case requirements. In order to account for this discordant behaviour,
Przepiórkowski & Patejuk harness the LFG mechanisms of templates (a complex
template of sub-entries within one main entry) and restriction, as well as the
notion of weak head borrowed from HPSG.25 The issue is further explored in
Przepiórkowski’s (2013, 2014, 2015) work, where he additionally deploys Glue
semantics (see Asudeh 2023 [this volume]).26

2.11 Coordination

The interaction of coordination with concord and index features was already dis-
cussed in Section 2.2, so the current sectionwill be dedicated to other problematic
areas in the analysis of conjoined structures (cf. Patejuk 2023 [this volume] for
a fuller account). Przepiórkowski & Patejuk (2012a), Patejuk & Przepiórkowski
(2012, 2014b, 2017: 338–339) and Patejuk (2015) discuss the coordination of un-
like categories in Polish, here an NP and a clause, both serving as arguments

25Weak heads inherit morphosyntactic properties from their complements, for instance when-
ever po appears to be transparent to case requirements and the case value of the phrase it heads
is determined by the complement.

26See Franks (1995: §5.2.1) for a comparison of distributive po across Slavic couched in generative
linguistics; cf. Berger et al. (2009: Chapter 32), as well as Sussex & Cubberley (2006: 467–468),
who suggest that po might even be a prefix.
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(one an obj, the other a comp) of the same predicate, with the same semantic
interpretation:

(31) Polish (from Patejuk & Przepiórkowski 2017: 338)
Lisa
Lisa.nom

chciała
wanted

książkę
book.acc

i
and

żeby
that

ktoś
somebody.nom

ją
she.acc

przytulił.
hug

‘Lisa wanted a book and someone to hug her.’

Other unlike coordination strategies might involve a governing predicate (or
even different heads) taking conjoined nominal arguments in different cases and/
or with different grammatical functions. The possibility of all of these is ensured
by specifying, say, the verb for ‘want’ in (31) as requiring either a case-bearing
accusative NP object or a that-clause. Probably the biggest challenges in such
cases are to ensure that the different alternatives can be realised simultaneously
in the same sentence (rather than only on different occasions), as well as to decide
how to label the function of the conjoined phrase as a whole.27

The inverse scenario entails having two coordinated heads which impose dif-
ferent restrictions on a shared dependent. Those requirements can be met by a
single constituent in cases of syncretism, as in (32).

(32) Polish (from Dyła 1984: ex. 2)
Kogo
who.acc/gen

Janek
Janek

lubi
likes

a
and

Jerzy
Jerzy

nienawidzi?
hates

‘Who does Janek like and Jerzy hate?’

The verb form lubi requires its object to bear accusative case, while nienaw-
idzi takes an object marked for the genitive – kogo is syncretic/indeterminate
between the two and can simultaneously satisfy both requirements. Dalrymple
& Kaplan (2000) therefore propose a set-valued case attribute for this syncretic
form, as in (33), while Patejuk & Przepiórkowski (2014b) and Patejuk (2015: 41ff.)
refine the original proposal.

(33) Partial lexical entry for Polish kogo

kogo Pron (↑ pred)=‘who’
(↑ case) = {acc,gen}

27See further Patejuk & Przepiórkowski (2012), Przepiórkowski & Patejuk (2012a), Dalrymple
et al. (2019: 225–230, 617ff., 650–651), where mention is made of the existence of similar con-
structions in Russian and Croatian. Patejuk (2015: 54–55, 68ff.) discusses both the issues of
simultaneous realisation and labelling, in addition to the issue of embedding.
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2.12 Anaphoric control

In obligatory anaphoric control constructions, there should be coreference be-
tween an argument of a main/matrix clause and a so-called controlled argu-
ment in a subordinate complement clause (see Dalrymple et al. 2019: 561ff.). The
coreference of the two arguments is represented in LFG by coindexing them at
f-structure (see Rákosi 2023 [this volume], Kaplan 2023 [this volume], Vincent
2023 [this volume]). Early work on obligatory anaphoric control in Serbian/Croa-
tian was carried out by Zec (1987), while Neidle (1982) covers control in Russian
(cf. Bojadžiev et al. 1999: 607–610 for Bulgarian, relying on different types of
empty “pro”). Control in Polish is discussed by Patejuk & Przepiórkowski (2018).
In (34), the dative experiencer acts as the controller of the unexpressed subject
of the bracketed infinitival clause: the author is taken to be both the person ex-
periencing difficulty and the person receiving the details.28

(34) Polish (from Patejuk & Przepiórkowski 2018: 316)
Oczywiście
obviously

autorowi
author.dat

najtrudniej
difficult.adv.superl

był-o
was-3sg.n

[uzyskać
get.inf

szczegóły].
details.acc
‘Obviously, to get the details was the most difficult [thing] for the author.’

3 LFG analyses in the context of other frameworks

The preceding sections have provided a survey through the lens of LFG of a
wide range of grammatical phenomena illustrated from several Slavic languages,
which are not always typologically identical. Bresnan et al. (2016: xi) describe
LFG as “a theory of grammar which has a powerful, flexible, and mathematically
well-defined grammar formalism designed for typologically diverse languages”.
In the LFG view of grammar, the surface form and organisation of clauses dif-
fers from language to language. This is reflected in c-structure, which entails no
claims to universality. The categories and the types of constituents, as well as
their surface arrangement, all have to be justified on a language-by-language ba-
sis (cf. the argumentation in Section 2.4.1). However, the underlying functional

28Cf. the discussion of raising in the context of the Polish passive in Section 2.5, with raising
seen as “functional” (as opposed to anaphoric) control in LFG. As noted by an anonymous
reviewer, there are no uncontroversial examples of functional control/raising in Slavic, with
the exception of the analysis of the passive mentioned above, and also possibly verbs like
‘begin’, although this has not been discussed in LFG.
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makeup of clauses is regarded as cross-linguistically more uniform, as expressed
in LFG’s more abstract f-structure (cf. the closing remarks in Section 2.7). Even
close relatives like Bulgarian and Russian were shown to have typologically di-
vergent clause structures, despite both organising their clauses according to the
packaging of information in discourse (Section 2.4).

In addition, LFG operates with a constraint-based, parallel correspondence ar-
chitecture. Unlike transformational theories, no use is made of serial derivations,
and the framework postulates no “deep” structures as inputs to syntactic oper-
ations. LFG shares these principles with theories like HPSG (see Przepiórkow-
ski 2023 [this volume]; cf. the relevant chapters in Berger et al. 2009). Indeed,
there has been a great deal of common ground and cross-pollination, with numer-
ous ideas borrowed from HPSG, most notably Wechsler & Zlatić’s HPSG-based
proposal about agreement features in Bosnian/Croatian/Serbian (Section 2.2), or
Przepiórkowski’s and Patejuk’s generalisations about Polish originally inspired
by HPSG or cast in HPSG terms and cited on numerous occasions above. It is
likewise worth singling out Borsley & Przepiórkowski’s (1999) edited volume on
Slavic in HPSG, which promoted some seminal ideas, or HPSG work on individ-
ual languages, e.g. Osenova’s (2001), Venkova’s (2006) and Osenova & Simov’s
(2007) analyses of Bulgarian, among many others. While HPSG and LFG analy-
ses are highly compatible and often easily convertible from one formalism to the
other, LFG has some design features which make it stand out from other theories,
especially dominant transformational ones. These are briefly outlined below in
the light of the Slavic data presented in this chapter.

3.1 Optionality of c-structure heads and no movement or other
transformations

The optionality of c-structure heads is a distinctive property of LFG (see Loves-
trand & Lowe 2017, Lowe & Lovestrand 2020), along with the absence of move-
ment operations, which LFG shares with other non-transformational approaches
to grammar. It emerged in the discussion of the phrase structure of Slavic lan-
guages (Section 2.4) that finite/tensed verbs in Russian and in other members of
the family appear in the I slot, and the VP may contain no V head. In the theory
of LFG, such examples need no special treatment and the verb is not believed to
have “moved” to the c-structure position in which it appears (cf. Sells 2023 [this
volume]). Due to its finite morphology, a tensed verb is simply assumed to be
of category I in LFG, whereas in transformational frameworks it needs to travel
from V to I in order to receive or check these morphological features.

The possibility and well-formedness of this non-transformational configura-
tion is predicted by the overarching principles of LFG. Firstly, Russian finite
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verbs are assigned to the phrase-structure category of I, so they appear in I rather
than within the VP. Having two main/full/lexical verbs, one in I and the other
in the VP, is ruled out because each verb would contribute a pred value to the
f-structure, and LFG’s Consistency Principle does not allow f-structures having
a pred feature with two different semantic forms as its value (cf. the analysis of
clitic doubling in Section 2.8). Secondly, the theory rules out sentences with no
verbs whatsoever, because then the main f-structure would be without a pred,
violating the Coherence Principle (though compare the discussion of verbless
clauses). Therefore, exactly one verb must appear and it must be housed in the
c-structure position appropriate for its constituent structure category.29

Compared to prevalent transformational approaches, the non-transformational
LFG view is empirically more attractive and intuitive in handling typological di-
versity. A non-transformational theory avoids the biased assumption that lan-
guages with a word order and phrase structure very much unlike that of English,
including the Slavic family, actually start out with a deep/underlying structure
suspiciously reminiscent of that of English, but then undergo various transforma-
tions to achieve the desired “scrambling” effects (see Bresnan et al. 2016: 6ff.; cf.
Rudin 1985, who assumes a “non-configurational base” in her transformational
treatment of Bulgarian word order).

Modern transformational accounts by now operate with highly abstract un-
derlying structures which, although historically derived from English patterns,
even in English itself require a lot of derivation to produce the surface form of
the sentence. However, what remains English-influenced is the general idea that
(a) constituent structure is the main level of syntactic representation where most
grammatical phenomena can be modelled; (b) constituent structure positions are
strictly associated with specific grammatical functions. LFG, by contrast, works
much better for Slavic because its modularity gives more prominence to rela-
tional syntax (f-structure), case morphology, etc.30 LFG can still capture con-
stituent structure phenomena equally neatly, including “binding” phenomena, as
exemplified by Russian svoj ‘one’s own’, or VP-internal asymmetries in Russian
(cf. Bailyn 2011: 140–151).

29See King (1995: Chapter 10), who additionally provides an account of Russian questionswithout
resorting to movement, as well as Dalrymple (2001: 79, 104–106), Dalrymple et al. (2019: 129–
130); consult Rudin (1985) for a transformational treatment of word order, complementation
and wh-constructions in Bulgarian.

30This was brought to my attention by an anonymous referee, who adds that it is not an accident
that the notion of constituent structure did not really exist in the Slavic local linguistic tradi-
tions (e.g. in Russia, or in Prague School structuralism) before Chomsky: a kind of informal
dependency grammar was traditionally used, and in the structuralist era, various dependency-
based frameworks (Tesnière’s approach or Mel’čuk’s Meaning-Text Theory).
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3.2 Modularity (parallel architecture)

It emerged in Section 2 that LFG’s modular parallel architecture was well placed
to deal with various grammatical phenomena in Slavic, not least the interdepen-
dence between flexible word order and the flow of information in discourse. Ap-
pealing to the interaction between c-, f- and i-structure, as well as semantics,
proved more satisfactory than relying exclusively on the syntax, which would be
inadequate on its own to capture all the relevant generalisations. The indepen-
dence of grammatical and discourse functions from constituent structure, cou-
pled with the constrained interface between the different modules, is designed
to provide a good fit for languages which do not encode grammatical functions
positionally, like the Slavic family.

In the light of these insights, the assignment of nominative and accusative
case in Polish and Russian discussed in Section 2 was tied to grammatical func-
tion, independently of the phrase-structure position of the argument bearing this
function. However, in a theory like GB or Minimalism, functions are defined po-
sitionally, so “structural” case can only be dispensed in certain c-structure con-
figurations, with the relevant constituents then rearranged to obtain the desired
“surface” word order. Such theory-motivated complications do not arise in LFG.
Another area where LFG’s interfaced modularity made rather interesting em-
pirical predictions was argument alternations, some of which might affect the
correspondence between argument structure and syntactic functions, while oth-
ers might additionally interfere with the semantic representation of events (Sec-
tion 2.5).

Moreover, as mentioned by an anonymous reviewer, LFG is different not only
from transformational grammar but also from structuralist approaches which
view language as a hierarchy of multiple levels (this view is also implicit in a
lot of general/descriptive linguistic work). In LFG, the levels are parallel, which
allows for a much more natural view of the interaction between them.

3.3 Exocentric S

Finally, using the exocentric S node (or equivalents), essentially a string which
does not comply with X-bar schemata, also proved expedient in capturing the
flexibility of Slavic syntax, similarly to the way it has ensured improved descrip-
tion of other non-configurational languages (see the rest of this volume, as well
as Bresnan et al. 2016: 112–116). It was mentioned in Section 2.4 that there were
actually several competing but underlyingly similar proposals – either S, a flat
VP or a flat IP have been proposed for Slavic languages, including Russian, Bul-
garian and Polish. LFG admits all of those as it does not constrain the rules of
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syntactic structure by demanding strict binary branching or X-bar theoretic tem-
plates at any cost (though see Bresnan et al. 2016: Chapter 6, Lovestrand & Lowe
2017). Whichever of those solutions a researcher adopts will bring the desirable
consequence of more accurate modelling – allowing the requisite surface free-
dom of constituent arrangement, without scrambling transformations from deep
structures which may be empirically hard to justify.

4 Conclusion

It has been my aim throughout this chapter to highlight the contribution of LFG
to understanding and describing Slavic languages in a theoretically illuminating
way, at the same time pointing out how Slavic material has in turn contributed
to adjusting and updating the formal apparatus of LFG, for instance augmenting
the sets of agreement attributes. The chapter has demonstrated that the typologi-
cal pliability of LFG is well suited to Slavic data and enhances our understanding
of it, especially the interplay between “free” word order and information struc-
ture, agreement, case assignment and negation phenomena, alternations in the
argument structure of verbs or pro-drop and verbless clauses, among other pro-
cesses. On the other hand, Slavic data has posed some challenges to the design
and principles of LFG, notably the existence of genuinely subjectless sentences,
which might call for revising or abandoning the Subject Condition. Many of the
debates continue and are likely to shed more light on the actual linguistic ma-
terial as well as the best theoretical tools to explore it with. Needless to say, a
great deal more remains to be done in order to attain fuller coverage of Slavic
grammar.
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Chapter 37

LFG and Cognitive and Constructional
Theories
Yo Matsumoto
National Institute for Japanese Language and Linguistics

Goldberg’s (Cognitive) Construction Grammar and Langacker’s Cognitive Gram-
mar are compared with LFG. The comparison to be made involves differences in
the notions coded in the representations recognized in these theories. It is shown
that information factored out in different structures in LFG is often coded in a sin-
gle structure in the two theories examined. Once such differences are recognized,
a fruitful comparison of analysis is possible, in spite of apparent differences in the
areas of interest in language and the conceptualization of grammar.

1 Introduction

In this chapter, I will compare LFG with cognitive and constructional theories of
grammar. I will specifically discuss the (Cognitive) Construction Grammar (CxG)
of Adele Goldberg, and Cognitive Grammar (CogG) of Ronald Langacker. These
two theories have several commonalities, including the nonderivational, parallel-
structure architecture of grammar, the central role of form-meaning pairs, the
embodiment of the usage-based view of grammar, and the cognitive-linguistic
conceptualization of language. These pose interesting similarities and differences
in their comparison with LFG.

Yo Matsumoto. 2023. LFG and Cognitive and Constructional Theories. In Mary Dal-
rymple (ed.), Handbook of Lexical Functional Grammar, 1807–1828. Berlin: Language
Science Press. DOI: 10.5281/zenodo.10186034
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2 Construction Grammar

2.1 What is Construction Grammar?

2.1.1 The characteristics of Construction Grammar

Construction Grammar (CxG) originates in the work of Charles Fillmore in the
1980s, when he began to work on the noncompositional properties of syntactic
units larger than the word (e.g. Fillmore 1988, Fillmore et al. 1988; see Fillmore
2020). His thinking was further developed by Adele Goldberg’s work on Argu-
ment Structure Constructions (Goldberg 1995, 2003, 2006, 2019). Over the years,
various versions of Construction Grammar have emerged, including Radical Con-
struction Grammar (Croft 2001), Embodied Construction Grammar (Bergen &
Chang 2005), Sign-based Construction Grammar (Boas & Sag 2012), and Fluid
Construction Grammar (Steels 2011). (I will not attempt a comparison of these
theories; see Hoffmann & Trousdale 2013 for a survey). Culicover & Jackendoff’s
(2005) Simpler Syntax is also a version of construction grammar (see Varaschin
2023 [this volume]). Langacker’s Cognitive Grammar, which will be discussed
later in Section 3, also incorporates the notion of construction (Langacker 2003,
2005). The idea of construction has also been applied to the area of morphol-
ogy in the work of Riehemann (1998) and the Construction Morphology of Booij
(2010, 2018).

The constructional view cuts across the distinction between formalist and
cognitivist theories of grammar. One of the more formal versions of Construc-
tion Grammar is Sign-based Construction Grammar, which is a variant of HPSG
(Pollard & Sag 1994; see also Sag 2010 and Müller 2021). In this chapter, I will
mainly consider Goldberg’s, which is often called Cognitive Construction Gram-
mar (Goldberg 2006: 214) due to the influence of the ideas of Lakoff (1987) as seen
in the role of metaphor and prototype (see Section 2.1.2 for the role of metaphor).
I will briefly touch on other theories encompassing the notion of construction.

CxG takes the notion of construction as central. Constructions are conven-
tionalized clusters of syntactic, phonological, semantic, and pragmatic proper-
ties. According to Fillmore and Goldberg, construction manifests at all levels of
linguistic structures: sentence, phrase, word, and morpheme, etc. This view is
encapsulated in the slogan “it’s constructions all the way down” (Goldberg 2006:
18).

One example of a sentence-level grammatical construction is given in (1).

(1) Comparative correlative construction (Covariational conditional
construction):
The higher you go, the cooler it becomes.
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The comparative correlative construction in (1) has a number of formal and
semantic properties unpredictable from the forms/meanings of its parts and the
normal rules of their combinations (see Goldberg 2006: 6; see also Culicover &
Jackendoff 2005; Hoffmann 2019). The concatenation of two clauses without a
conjunction is unusual in English, and so is the parallel structure involving the
preposing of the plus comparative. Themeaning of correlation cannot be reduced
to any of its parts (i.e. there is no overt lexical item indicating correlation, such
as the conjunction as), although the sense of correlation is implicit in the formal
parallelism of the two clauses. It is argued that properties of sentences like (1)
must be stated with the pairing of form and meaning at a unit larger than the
word, suggesting that the notion of the sign can be extended to nonlexical units,
with consequences on the status of compositionality in grammar. One can thus
say that CxG focuses on the subregularities found in grammatical combinations,
unlike theories like LFG that pay attention to regularities and broad generaliza-
tions.

Goldberg’s CxG incorporates the usage-based view of grammar and language
acquisition: the representation of grammar is shaped by language use (see Lan-
gacker 1988, Barlow & Kemmer 2000, Bybee 2006, Diessel 2015, 2019). This is
reflected in the view that “item-specific knowledge co-exists alongside general-
izations” (Goldberg 2006: 12), which is implemented in the hierarchy of construc-
tions in CxG (see Section 2.1.2). It also means that knowledge of grammatical con-
structions includes the frequency with which the forms are used (Goldberg 2006,
Diessel 2015, Perek 2015), and language acquisition is seen as the process of mak-
ing generalizations over the specific constructions (Goldberg 2006, Goldberg et
al. 2004, Tomasello 2003). Such a usage-based view of grammar is largely shared
by the probabilistic and exemplar-based LFG (Bresnan & Hay 2008, Bresnan &
Ford 2010), though perhaps not by all practitioners of LFG.

What is regarded as a construction has changed somewhat over the years. In
Goldberg (1995: 4), a construction is defined as a form-meaning pair in which
“some aspect of form or function is not strictly predictable from its component
parts.” In Goldberg (2006: 5), the range of constructions was widened to include
fully predictable patterns “as long as they occur with sufficient frequency.” More
recently Goldberg states that one needs to keep track of all uses in order to
know whether a form-meaning pair occurs with sufficient frequency, and there-
fore speakers have representations of form-meaning pairs regardless of their fre-
quency. She now defines constructions as “emergent clusters of lossy [i.e. not
specified in full detail] memory traces that are aligned within our […] conceptual
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space on the basis of shared form, function, and contextual dimensions” (Gold-
berg 2019: 8).1

2.1.2 Argument Structure Constructions

Some constructions such as Ditransitive, Caused motion, Resultative construc-
tions, relate to argument structure, and are thus called Argument Structure Con-
structions (Goldberg 1995, 2003, 2006, 2019, Boas 2003, Barðdal 2008). Take the
example of the Caused motion construction exemplified in (2).

(2) Caused motion construction:
Susan sneezed the napkin off the table.

Whatmotivates the constructional status of Causedmotion is that verbswhich
normally do not subcategorize for an object and an oblique, such as sneeze, can
appear with them in this construction. Goldberg argues that the argument struc-
ture and the semantics of caused motion in (2) come from the construction, and
not from the verb. Goldberg represents the form and meaning of this construc-
tion as in (3).

(3) Caused motion construction, Goldberg (2006: 73):
Form Meaning

[Subj V Obj Oblpath/loc] [X causes Y to move Zpath/loc]

In Goldberg’s view, the roles that a verb has and those that a construction
has are different, and are called participant roles and argument roles, respectively.
The participant roles of the verb (e.g. sneezer of the verb sneeze) is linked to the
argument roles of the construction in the way represented in Figure 1. Participant
roles are based on the semantic frame of a verb (cf. Fillmore 1982), and bear names
specific to the event described (e.g. sneezer) rather than thematic role names.
The Coherence Principle (Goldberg 1995) ensures that only those participant roles
compatible with argument roles can be “fused” or linked.

1I would like to add a brief comment on Construction Morphology (CxM; Booij 2008, 2010,
2018; see also Chen & Matsumoto 2018). CxM is influenced by Goldberg’s CxG. CxM is a the-
ory of morphology in which complex words are analyzed in terms of constructions (pairs
of form and meaning), which are represented in the form of constructional schemas (e.g.
[[x]A-ness]N↔‘the property/state of A’). In this theory the lexicon lists both constructional
schemas and words that instantiate them, which are organized in a hierarchical network, as in
Goldberg’s CxG.
One significant similarity of CxM and LFG lies in the “full-entry” view of lexical items (Jackend-
off 1997, Jackendoff & Audring 2019). This means that in CxM, words including inflected forms
are fully formed and listed in the lexicon, as in LFG. In this respect, CxM is highly compatible
with LFG.
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Sem CAUSE-MOVE 〈 cause goal theme 〉
| R | ⋮ |

R: means SNEEZE 〈 sneezer 〉
↓ ↓ ↓ ↓

Syn V SUBJ OBL OBJ

Figure 1: Composite structure of Caused motion + sneeze (Goldberg
1995: 54)

An important notion in CxG is the notion of a constructional network (Goldberg
1995, 2006). A network of constructions is built through inheritance links, through
which many of the properties of particular constructions are motivated by more
general or larger constructions. There are several types of inheritance links. One
is metaphorical extension links, which are posited when two constructions are
related by metaphorical mapping in the sense of Lakoff & Johnson (1980). Gold-
berg states that the Resultative construction is metaphorically inherited from the
Caused motion construction (Goldberg 1995), as shown in Figure 2.2

Instance links are posited when a specific construction is a special case of a
more general construction. Broad generalizations are captured at the level of
general constructions which are inherited by more specific constructions. Sub-
regularities are captured by positing constructions that are at lower levels of the
network. An ultimate case of specific construction is fully instantiated sentences
specified with lexical items. Goldberg (2006: 55) argues that even general con-
structions are stored in the mental lexicon together with specific examples that
are highly conventional and frequent (e.g. Give me a break as an instance of the
Ditransitive construction). In such a case, she argues, it is clear that both gen-
eralizations and instances are stored. CxG allows for such redundancy because
specific constructions (including specific examples) are often associated with id-
iosyncratic meanings and special pragmatic functions. Moreover, speakers have
knowledge of the frequencies of specific instances, providing evidence for the
inclusion of such instances in grammar for even highly compositional construc-
tions.

It is also important to note that expressions inherit from several constructions
due to multiple inheritance (Goldberg 1995, 2003). For example, (4) inherits not
just from the Caused motion construction but also from the Subject-auxiliary
inversion and Passive constructions.

2In contrast, Jackendoff (1990) treats the two constructions as parallel instantiations of the same
thematic structure, with different semantic field features (see Goldberg & Jackendoff 2004:
note 13).
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Caused-Motion Construction

Sem CAUSE-MOVE 〈 cause goal theme 〉
| | ⋮ ⋮

PRED 〈 〉
↓ ↓ ↓ ↓

Syn V SUBJ OBLPP OBJ

(e.g. “Joe kicked
the bottle into the
yard.”)

Resultative-Construction

Sem CAUSE-BECOME 〈 agt result-goal pat 〉
| | ⋮ ⋮

PRED 〈 〉
↓ ↓ ↓ ↓

Syn V SUBJ OBLPP/AP OBJ

(e.g. “Joe kicked
Bob black and
blue.”)

IM: Change of State as
Change of Location

Figure 2: Caused motion construction and Resultative construction
(Goldberg 1995: 88)

(4) Was the ball thrown into the net?

Goldberg’s (1995) theory of argument structure constructions was criticized
within the CxG community for the generality of constructions posited and the
underestimation of the role of verb meanings; see Boas (2003) and Iwata (2008,
2020) for models in which verb meanings play greater roles.

2.2 CxG and LFG

2.2.1 Factorization of grammar in CxG and LFG

CxG is, like LFG, a nonderivational theory of grammar, in which two representa-
tions (form and meaning) are not derivationally (i.e. transformationally) related
but exist in a parallel way. In comparing LFG and CxG, it is worthwhile to con-
sider what sort of factorization of grammar is achieved in different represen-
tations in the two theories. LFG recognizes c- and f-structures as grammatical
structures, in which different grammatical information is coded (Kaplan & Bres-
nan 1982), and p-structure, a-structure, s-structure and i-structure in addition,
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in order to represent other information (see Dalrymple et al. 2019). In contrast,
Goldberg’s CxG recognizes two representations, form and meaning.

One issue to consider is which LFG grammatical structure the form in CxG cor-
responds to. In some cases, it appears to correspond to c-structure. The form of
some constructions, such as lexically filled idioms (e.g. give the devil his due), in-
cludes the sound forms of words and linear order, which are c-structure informa-
tion. In the formulation of the Caused motion construction in (3), however, the
form contains linearly ordered grammatical functions, and thus contains parts
of c-structure and f-structure information. The formalization of forms in CxG is
eclectic.3

Goldberg’s CxG contrastswith some other constructional theories, which have
stricter separation of phonology and grammar. Jackendoff (1997), Jackendoff &
Audring (2019) and Booij (2010), for example, adopt the tripartite Parallel Struc-
ture Architecture, involving phonological, syntactic, and semantic structures. In
these theories, constructions are a set of these three structures.4

The way Goldberg uses the term form has been discussed by Langacker (2005)
and Verhagen (2009). Langacker points out that the form in Goldberg’s CxG (as
well as Croft’s Radical CxG) is in many cases not phonological and therefore
is not truly the form. He argues that the form must not include grammatical
information, which must reside in the relationship between the form and the
meaning (see Section 3).

One may note that Goldberg’s formulation of the formal properties of argu-
ment structure constructions shows some influence of LFG, as can be seen in
the use of grammatical functions such as SUBJ, OBJ, and OBL (though Goldberg
often uses the categorial term PP in place of OBL). Sometimes she has even used

3The following quote from Goldberg (2013) reveals her thinking over formalism in her construc-
tion grammar.

I have avoided using all but the most minimal formalization in my own work because I
believe the necessary use of features that formalism requires misleads researchers into
believing that there might be a finite list of features or that many or most of the fea-
tures are valid in cross-linguistic work. The facts belie this implication. The meanings
or functions of words and constructions do not lend themselves to semantic decomposi-
tion [...] and often-suggested syntactic primitives such as noun, subject, agreement, or
agent actually vary crosslinguistically as well [...] (Goldberg 2013: 30)

It is to be noted that there has not been much discussion on the phrase structures or phonology
of sentences in CxG.

4Jackendoff recognizes tiers within a structure. One of them is the Grammatical Function Tier,
which represents grammatical functions separately from phrase structure (Culicover & Jack-
endoff 2005: Chapter 6).
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the LFG term XCOMP to refer to result phrases in the Resultative construction
(e.g. Goldberg 1995:3), though not in her later writings (e.g. Goldberg 2006).

2.2.2 Construction, lexical integrity, and the lexicon

The most important difference between CxG and LFG lies in the role of the
syntax-lexicon distinction. LFG treats the Principle of Lexical Integrity as cen-
tral (Bresnan & Mchombo 1995, Bresnan 2001), by which syntax cannot operate
into the internal structure of words. Bresnan (2001: 91) formulates this idea as:
“Morphologically complete words are leaves of the c-structure tree and each leaf
corresponds to one and only one c-structure.” This principle suggests a clear di-
vision of syntax and the lexicon. LFG also assumes that all features of the whole
are shared by those of its head, ensured by the up-equals-down functional anno-
tation on the head. In contrast, all grammatical entities (e.g. phrases, words, and
morphemes) are constructions in CxG, and in this sense there is no strict divi-
sion between syntax and the lexicon. Syntactic and lexical constructions differ in
their internal structure, but they are essentially the same pair of form and mean-
ing (Goldberg 1995: 7). In addition, CxG acknowledges that the properties of a
construction may differ from those of its head, as can be seen in the argument
structure involved in the Caused motion construction in (2).

There have been attempts to treat constructional properties in LFG. Kaplan &
Bresnan (1982) placed the special properties of an idiom keep tabs on in a lexi-
cal entry of keep, which calls for a specific object to be used in the meaning of
‘observe’. Alsina (1996) and Butt (1995) went somewhat beyond what is normally
expected from lexical integrity in LFG and recognized the case where two nonad-
jacent lexical items form one complex predicate (a single predicate in f-structure:
see Andrews 2023 [this volume]). They argue that the mechanism of predicate
composition creates a single predicate in such a case, and formulate how a com-
plex a-structure maps onto a single predicate in f-structure (see Findlay et al.
2023 [this volume]).

Asudeh et al. (2013) argue for an analysis incorporating constructions that pre-
serves lexical integrity. They distinguish between Phrase-structurally flagged
constructions (such as the Swedish Directed Motion Construction; see Lødrup
2023 [this volume], and Lexically flagged constructions (such as the English
way-construction; see Goldberg (1995: Chapter 9)). In the former case, a special
construction-specific phrase structure rule is posited, which encodes the sub-
categorization frame of the construction and introduces a template containing
information on the special properties of the construction. In the latter, such a
template is introduced by the key lexical item in the construction. In this view,
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lexical integrity is preserved, but the subcategorization is now constructionally
captured in terms of c-structure rules and the subcategorization specified in the
lexicon is only a default one (see Asudeh et al. 2013: 27–29). It appears that this
analysis can capture some properties of sentential constructions. It is not clear,
however, whether Asudeh et al. (2013) would like to apply this sort of analysis
to all cases of Goldberg’s constructions, which would result in a large number of
construction-specific phrase-structure rules. See Müller (2018) for discussions of
Asudeh et al. (2013), and Findlay (2019) for a more recent treatment of multi-word
constructions in LFG.

3 Cognitive Grammar

3.1 What is Cognitive Grammar?

Cognitive Grammar (CogG) is a theory developed by Ronald Langacker and
his associates (Langacker 1987, 1990, 1991, 1999, 2008, 2009, Van Hoek 1995, Ku-
mashiro & Langacker 2003: etc.). The theory grew out of Langacker’s dissatis-
faction with generative grammar, which he once adhered to. CogG abandons
Chomsky’s autonomy thesis (grammar is independent of semantics or matters
of language use) and regards “language as an integral facet of cognition” and
grammar as “inherently meaningful” (Langacker 1987: 509). For Langacker, the
goal of linguistic investigation is to characterize language as a cognitive entity.
In this respect CogG is part of the linguistic endeavor known as Cognitive Lin-
guistics, along with works by Lakoff (1987) and others. While theories like LFG
are interested in the the roles of different grammatical information, such as gram-
matical cateogories and functions, CogG is interested in the semantic import of
grammatical notions.

CogG posits only semantic structure, phonological structure, and symbolic
links between the two, based on the “symbolic” view of language, as shown in
(5).

(5) Symbolic structure of Langacker:

Semantic Structure

Phonological Structure

Symbolic Structure

Unlike CxG, Langacker posits the form part of the symbolic structure as purely
phonological (Langacker 2005: 104). The lexicon,morphology and syntax in CogG
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reside in the way the phonological and semantic structures are linked, and there
is no independent grammatical structure in CogG. In this respect CogG crucially
differs from LFG.

Langacker (1987: 53) adopts the content requirement for entities used in his
representations: only those elements that are part of the directly apprehended
primary data or those that emerge from them by means of “basic psychological
phenomena of schematization and categorization”5 are permitted in grammar.
This has led to the elimination of syntactic notions in CogG:

Semantic structures, phonological structures, and symbolic links between
them are the minimum needed for language to serve its communicative
function. Cognitive Grammar is thus maximally austere in claiming that
only these elements are necessary. (Langacker 2005: 106)

CogG, like Goldberg’s CxG, embodies the usage-based view of language (see Lan-
gacker 1988, 2000). Langacker was the first to use the term usage-based (Lan-
gacker 1987: 46), and for him this meant that, unlike generative grammarians,
grammar lists “the full range of linguistic conventions, regardless of whether
these conventions can be subsumed under more general statements” (Langacker
1987: 494). Thus, grammar includes not just high-level broad generalizations
but also low-level, limited-range generalizations that speakers can make out of
the particular forms they are exposed to, a view which influenced Goldberg
(see Section 2.1 above). Recent usage-based research has shifted to corpus-based
frequency studies, but Langacker himself has not engaged in corpus-based fre-
quency study.

3.2 CogG and LFG

3.2.1 Nature of representations

Langacker’s CogG may appear to have little resemblance to LFG, and there has
not been much interaction between the two theories. The adoption of image-
schematic representation in CogG (see below) may strike LFG practitioners as
quite alien, and the CogG abandonment of key grammatical notions used in LFG
may lead one to think that any comparison is hopeless. Therefore an important
purpose of this section is to try to find commonalities and areas of comparison.

5By schematization, Langacker means “the process of extracting commonality inherent in mul-
tiple experiences to arrive at a conception representing a higher level of abstraction,” and by
categorization, “the interpretation of experience with respect to previously existing structures”
(Langacker 2008: 17).
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There are some interesting similarities between the two theories, invitingmean-
ingful comparison. Cognitive Grammar is a nonderivational theory in which dif-
ferent structures coexist without any derivational (i.e. transformational) relation-
ship between them, as in LFG. CogG recognizes two structures, phonological
structure and semantic structure, as noted above. It is beneficial to compare the
phonological structure of CogG with LFG’s c-structure and p-structure, and the
semantic structure with f-structures and a-structure.

Phonological structure encodes surface formal groupings and linear order, and
in this sense it encodes part of the information found in LFG c-structure. It also
lacks empty categories, again similar to c-structure, in which they are avoided,
used only as a last resort (see Kaplan & Zaenen 1989, Bresnan 1998, Bresnan et al.
2016: Chapter 9). Unlike c-structure, however, it does not contain category labels
and syntactic phrase structure. The formal groupings that Langacker envisages
aremore phonological than syntactic. The phonological structure of the sentence
(6a) is simply (6b), rather than (6c) (Langacker 2003: 79).

(6) a. Bill said Joe believes Roger is angry.
b. Bill said / Joe believes / Roger is angry.
c. [Bill said [Joe believes [Roger is angry]]]

Langacker argues that the grammatical constituency (embedding) often as-
signed for sentences like (6a) is in fact conceptual groupings, and does not exist
in the phonological structure. Langacker’s phonological structure is thus more
similar to the p-structure in LFG proposed in Bögel et al. (2009), in which pro-
sodic phrasing is encoded.

The most characteristic aspect of CogG is the adoption of the image-schematic
representation in the semantic structure. The semantic structure is exemplified
in Figure 3, which represents the semantic structure of near the door.

tr lm
◦

near the door

Figure 3: The semantic structure of near the door (Langacker 2008: 201)
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The preposition near represents a relationship (represented by a bidirectional
arrow) between two entities (represented by circles) within a vicinity (repre-
sented by an oblong area). The slashed entity is elaborated by the semantic struc-
ture of the door, with elaboration represented by a thin arrow), and the dotted
line represents identity. (The abbreviations “lm” and “tr” refer to “landmark” and
“trajector” respectively, which will be expounded later.)6

Note that the semantic structure includes not just what is foregrounded (pro-
file) in the meaning of each expression but also what is in the background (base),
such as the vicinity border. Profiles are indicated in thicker lines. The box for
near is profiled since it is the head of the phrase near the door.

In the two structures seen above, we see an attempt to encode different in-
formation in a different kind of representation with its own geometry and cate-
gories, as is the case with LFG. Although the particular representations chosen
are very different, we see in both theories attempt to find alternatives to phrase
structure trees that have been used to represent all kinds of linguistic information.
The two theories thus share the spirit of liberating linguists from phrase structure
trees so familiar to linguists through Chomsky’s generative grammar. In LFG,
this is seen in the adoption of attribute-value matrices for f-structure, in which
functional information is coded (Kaplan & Bresnan 1982). In CogG, it is seen in
the adoption of image-schematic representation for the semantic structure seen
above.

3.2.2 Phrase structure,grammatical categories and grammatical functions

CogG clearly differs from LFG in terms of the (lack of) belief in the indepen-
dent grammatical structure and grammatical notions. In CogG, there is no phrase
structure, grammatical categories or grammatical functions per se. CogG’s phono-
logical structure does not code syntactic constituency, as noted above. According
to Langacker, constituency is in fact conceptual groupings. There is no indepen-
dent representation in which grammatical categories or grammatical functions
are stated, either. What is represented is the conceptual import of these notions.

6 Concerning the nature of semantic structures, Langacker (2008: 12) states the following:

yet another [misconception] is that the schematic images they employ purport to be
direct depictions of conceptual structure. The actual intent of these diagrams is rather
more modest: to allow certain facets of conceptual organization to be represented in a
format that is both user-friendly and explicit enough to serve as a basis for semantic and
grammatical analysis.
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CogG adopts a “notional approach” to grammatical categories (Rauh 2010).
Grammatical categories are defined in terms of the nature of the profile in the se-
mantic structure. Nouns designate Things; Verbs designate Processes; Adjectives,
Adverbs, and Prepositions designate Atemporal Relationships. In this view, the
verb choose can be represented in Figure 4a, and the noun choice (in the sense of
the action of choice) in Figure 4b.

tr lm

a. choose (V) b. choice (N)

Figure 4: Semantic structures for choose and choice (Langacker 2008:
100)

Here, a circle represents a Thing, and an arrow, a Process. While the verb
choose profiles a Process involving two Things, for the noun choice (in the sense
of the action of choosing) the whole Process is construed as a Thing (represented
by a large oblong circle). The two refer to the same event, but they represent
different construals of the event.

Grammatical functions are not recognized per se, either, in sharp contrast to
LFG. Subject and Object in CogG are nominals which designate prominent partic-
ipants in semantic structure. Among the participants of a relational expression
like a verb and a preposition, the one given primary focal prominence is called a
Trajector (tr), and the one given secondary focal prominence is called a Landmark
(lm). In the case of a verb, the former is the subject of the verb, and the latter, the
object. This is illustrated in Figure 5, which represents the semantic structure of a
transitive verb in the Active, Passive, and Middle uses (e.g. I opened the door ; The
door was opened; The door opens easily). (The double arrows represent processes
involving the transmission of force; single arrows represent changes; Δ indicates
that a participant is left unspecified.)

The three are identical in terms of the action-chain represented (the energy
source of which is agent, which acts on the patient, which undergoes a change).
However, the three representations differ in the participant construed as a Tra-
jector; it is agent in the case of Active, and patient in Passive and Middle. Note
also that agent in the Middle verb (which is not an argument of the verb) is rep-
resented though not profiled. Langacker’s semantic structure includes this sort
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tr lm

Δ
tr tr

a. Active b. Passive c. Middle

Figure 5: Image-schematic representation of Active, Passive andMiddle
(Langacker 2008: 396)

of entity existing in the background of the profiled process, unlike LFG’s f- and
a-structure.

The notion of Trajector is utilized to make generalizations that would involve
SUBJ in LFG. As is well known, a subject is more likely to be the controller of verb
agreement, the antecedent of reflexive pronouns, the controller of the embed-
ded predicative complement, etc. According to Langacker, such phenomena are
symptoms of the underlying cognitive salience of the Trajector (Langacker 1987:
235). Thus, Japanese subject honorification, which makes reference to SUBJ in f-
structure in LFG analyses (Ishikawa 1985, Matsumoto 1996), is analyzed in CogG
in reference to the Trajector of a predicate (participant subject; Kumashiro &
Langacker 2003, Kumashiro 2016) (see the trajector in Figure 6a). CogG addition-
ally recognizes the setting subject or the subject of a clause, utilized in sentences
like Friday saw a big event, represented by the Trajector in Figure 6b. Kumashiro
(2016) claims that Japanese reflexivization makes reference to the subject in this
sense as an antecedent.

setting

tr lm

setting tr

lm

a. Participant subject b. Setting subject

Figure 6: Two notions of subject in CogG (Langacker 2008: 389)

Kumashiro (2016) argues that both are present in the double subject construc-
tion in Japanese. The participant subject corresponds to LFG’s SUBJ in f-structure,
while the setting subject may correspond to TOPIC in i-structure at least in some
cases.

The correspondence of Trajector and Landmark to SUBJ and OBJ in LFG helps
elucidate a CogG analysis of Subject-to-Object raising (Langacker 1995) in LFG
terms. Langacker (1995) represents the semantic structure of the sentence I expect
Don to leave as in Figure 7.
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I EXPECT2 DON

S

tr

lm

D

tr

LEAVE

Figure 7: The semantic structure of I expect Don to leave (Langacker
1995: 34)

In this structure, the whole process of DON’s leaving is the target of the pro-
cess of the verb expect, represented by the dashed arrow pointed at the whole
process of DON’s leaving rather than the circle representing DON. (In contrast,
an arrow representing the process of control verbs such as persuade would touch
the circle representing DON.) On the other hand, it is DON that is given the
Landmark status (indicated by a thick circle) with respect to the process of ex-
pect, which means that it is an object of the verb.

What is crucial in Subject-Object raising is that the main verb process takes
something other than its semantic participant as its Landmark. This discrepancy
is allowed since DON is the “reference point” for DON’s leaving, which is its
“active zone” (indicated by shading, as in Figure 7) with respect to the verb expect.
An active zone of a reference point with respect to a process is an entity that in
fact participates in the process, even though themetonymically related reference-
point entity appears in (surface) forms.

One can establish a parallelism of this analysis with the LFG analysis of raising
in Bresnan (1982a). The landmark status of DON in the semantic structure of EX-
PECT corresponds to the OBJ status of Don, and the Trajector status of DON in
the semantic structure of LEAVE corresponds to its SUBJ status in the embedded
structure (XCOMP). The lack of contact of the point of the dashed arrow and the
Landmark represents the nonthematic status of the OBJ; the active zone with
respect to the raising predicate EXPECT corresponds to an XCOMP (which al-
lows the most salient entity inside it (i.e. SUBJ) to be related to an upper PRED);
and the dotted line linking the Landmark of EXPECT and Trajector of LEAVE
represents (the conceptual import of) functional control.7

7Note the following statement of Croft (1999: 108): “Although Langacker is at pains to demon-
strate how radically opposed his theoretical framework is to the formalist research tradition
(and to a great extent this is true), nevertheless even a committed formalist should be able to
identify the essence of his analysis.”
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From LFG’s point of view, CogG’s semantic structure encodes information of
different characters, which is factored out in different structures in LFG. From
CogG’s point of view, information coded in the semantic structures is all of the
same sort, since they are conceptual imports of such grammatical notions as
grammatical functions and categories.

4 Concluding remarks

In this chapter, I have compared (Cognitive) Construction Grammar and Cogni-
tive Grammar with LFG. We have seen some general differences between LFG
and those two theories: emphasis on subregularities (CxG) vs generalizations
(LFG) and emphasis on grammatical categories (LFG) vs their semantic import
(CogG).We have also seen that information factored out in different structures in
LFG are often coded in a single structure in the two theories examined. In spite of
such differences in the areas of interest in language and the conceptualization of
grammar, I have hopefully shown that a comparison of these two theories with
LFG is more fruitful than might have been thought, once the nature of informa-
tion coded in the structures recognized in each theory is understood.
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Chapter 38

LFG and Dependency Grammar
Dag Haug
University of Oslo

This chapter discusses Dependency Grammar from the perspective of LFG. I first
introduce the key ideas behind Dependency Grammar and how they relate to LFG
concepts. I then show how both LFGs and Dependency Grammars can be trans-
lated into Multiple Context-Free Grammars to study formal differences between
the frameworks. Next I discuss two recent efforts to translate from LFG analyses to
the version of Dependency Grammar adopted in Universal Dependencies. Finally
I show how Glue semantics can be applied to dependency structures.

1 Introduction

Dependency Grammar (DG) is a tradition for syntactic analysis based on binary,
asymmetric relations (called dependency relations or just dependencies) between
words. These relations are typically labelled, giving rise to a set of labels that can
be thought of as grammatical functions, which are of course also important in
LFG. In fact, the correspondence between dependencies in DG and grammatical
functions in LFG and their central role in both theories is the main similarity,
formally and conceptually, between the two frameworks.

The primacy of dependencies is what holds together work in the DG tradition.
Aswewill see, it is characteristic of almost all DG theories that they acknowledge
a level of syntax that we will call the core dependencies. This is a set of dependen-
cies restricted so as to form a tree over the words of a sentence, i.e. a structure
where each word has exactly one head, except the root word, which has none
(or equivalently, is attached to a synthetic root node). (1) shows a very simple
example of this.
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(1) Tracy loves Chris

root

subj obj

Most theoretical work and concrete analyses have seen the need to introduce
additional mechanisms or levels of structure beyond core dependencies to give
the theory more analytical bite; this goes all the way back to Tesnière (1959),
the founding work of modern DG. However, there is typically little agreement
about the additional mechanisms or levels of structure between individual schol-
ars working in the DG tradition. So, while the core dependency representation
is often acknowledged as theoretically inadequate, it has enjoyed considerable
popularity as a simplified representation with practical applications in computa-
tional linguistics and natural language processing.

But even restricting attention to core dependencies, there are a number of
choice points where different dependency frameworks make different decisions.
For example, when the core dependencies model structures with a lexical word
and one or more function words (for example, articles and nouns, auxiliaries
and full verbs, or prepositions and their complements), we must take a stance
on whether the lexical or the functional word is the head: the co-head option
often used in LFG is not available. (2) shows what the (unlabelled) dependency
structure of a simple sentence would look like if we take function words as heads
(left) or lexical words as heads (right).

(2) Fido has slept on the mat

root

Fido has slept on the mat

root

It is obviously not necessary to treat all function words the same, and so there
are intermediate variants between these two extremes, taking for example prepo-
sitions and articles as heads, but not auxiliary verbs.

Another point at which dependency grammarians diverge is the treatment of
coordination. Because coordination is normally thought of as symmetric, it is
not easy to represent with directed dependencies. Here the most common com-
peting analyses, shown in (3), involve taking the first conjunct as the head (left),
which entails giving up on symmetry; or tomake the conjunction the head (right)
and maintain symmetry, but at the cost of dissociating the conjuncts from their
normal head (e.g. the verb), which is the basis for most morphosyntactic and
semantic constraints.
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(3) Mary likes fruit and vegetables

root

Mary likes fruit and vegetables

root

Faced with the choices illustrated in (2) and (3) many linguists in the DG tradi-
tion have felt that neither analysis is satisfactory, and they have therefore reacted
by enriching the dependency formalism in various ways that result in data struc-
tures that have more in common with LFG. I discuss some key examples of this
in Section 2. Even if much theoretical work in DG assumes such enriched data
structures, most practical applications of DG rely on core dependencies, thereby
forcing choices that, at least from an LFG perspective, are somewhat arbitrary.

One key difference between DG and LFG is that dependency grammarians
typically do not formalize their work and in many cases do not provide (even
informal) rules that generate the constructions they are interested in but con-
tent themselves with providing analyses of the whole structure. This goes back
to the earliest dependency grammarians such as Tesnière, but has become even
more prominent with the increasing use of dependency structures in data-driven
parsing, where the goal is not to define a grammar that recognizes (or generates
strings from) a formal language, but to parse strings into a single plausible struc-
tural representation. Nevertheless, it is possible to conceive of DGs as formal
grammars. In Section 3 I discuss how this can be done using the framework of
Multiple Context-Free Grammars.While this is not an approach that most depen-
dency grammarians follow, it yields a useful framework for comparing DG and
LFG. Another useful perspective on DG and LFG is offered by recent efforts to
translate LFG resources into DG resources, which I discuss in Section 4. Section 5
explores the potential for combining dependency grammars with Glue semantics,
the standard semantic framework in LFG.

2 The dependency grammar tradition and LFG

The idea of using binary, labelled, asymmetric relations to analyze syntax is
found in the work of Pāṇini, Ancient Greek and Roman grammarians and the
speculative grammarians of the Middle Ages (Covington 1984). On its own, this
idea is too vague to define a theoretical framework and both Pāṇini and the spec-
ulative grammarians have also been seen as forerunners of generative grammar
(Kiparsky 1993, Chomsky 1966). What defines the modern dependency grammar
tradition, which started with Tesnière (1959), is the attempt to base syntax pri-
marily, or even exclusively, on the concept of core dependencies, as opposed to
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the concept of constituency developed in American structuralism and the gen-
erative tradition. Although there have been a number of attempts to develop de-
pendency grammar into a full-fledged grammatical theory (the most well-known
ones being Functional Generative Description (Sgall et al. 1986); Meaning–Text
Theory (MTT) (Mel’čuk 1988); and Word Grammar (Hudson 1984, 2010)), none
of these are very widespread beyond the environments where they originated
and hence there is no single, coherent version of DG as a formal framework. The
focus of this section is therefore not to identify assumptions made in specific
frameworks, but rather to compare ideas that are common in the dependency
grammar tradition with LFG.

2.1 Dependency graphs and f-structures

There is an obvious similarity between dependencies, as found in DG, and the bi-
nary, labelled, asymmetric relations between the nodes of an LFG f-structure.1 In
both cases, the relations form a directed labelled graph over nodes corresponding
to linguistic material. The similarity even extends to the set of labels used, which
in both cases contain traditional grammatical functions such as subject and ob-
ject. Formally, however, there are two important differences: First, the nodes of
the f-structure are not words, but correspond to zero, one or several words/c-
structure terminals. This is how LFG escapes the indeterminacy of direction of
headedness in constructions which combine lexical and functional words that
we saw in (2). Second, labelled dependencies are not necessarily functional, i.e.
there may be two or more daughters bearing the same relation to the same head,
in violation of LFG’s uniqueness condition.2

In addition to these two formal differences, there are in practice many more
differences, because DG analyses rarely use the full power of a directed graph and
instead typically emphasize the core dependencies, which form a tree spanning
the words of the sentence. To the extent that e.g. multiple heads are used, one
of the heads is typically considered “primary”. Even so, the formal similarities

1To emphasize the parallelism between f-structures and dependency graphs, we rely here on
the graph-theoretic interpretation of attribute-value matrices, where feature structures and
atomic values are nodes, and attributes are labelled edges between these nodes, and not the
“official” interpretation of f-structures as functions (Kaplan 1995, Kaplan & Bresnan 1982). The
graph-theoretic interpretation is standard in most other unification-based frameworks from
Functional Unification Grammar (Kay 1979) onwards, and was, to my knowledge, first formal-
ized by Moshier & Rounds (1987). It is used in HPSG (Richter 2021); see Przepiórkowski 2023:
section 4 [this volume] for discussion of the differences between the two views.

2LFG can deal with several dependents bearing the same relation by using set-valued attributes
e.g. for adjunct; this introduces the concept of sets, which also has no counterpart in DG.
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between dependencies and f-structures mean that similar theoretical questions
can arise in both DG and LFG and even that one can think of LFG’s f-structures as
dependency graphs that take a particular view on certain foundational questions
in DG.3

An overarching question in the DG tradition (see e.g. de Marneffe & Nivre
2019: 199f.) is whether dependency relations are sufficient for analyzing syntax.
In one sense, the answer is obviously no. Like f-structures, dependency struc-
tures say nothing about word order. This is dealt with in the c-structure in LFG,
and scholars within dependency grammar have also seen the need to enrich the
theory with a mechanism for constraining word order. I return to this in Sec-
tion 3. But more fundamentally, one might ask whether core dependencies, tree
structures over words, are sufficient to capture functional aspects of syntax like
f-structures do in LFG.

In fact, it is not too hard to see that core dependencies cannot fully represent
the functional relations of a sentence. Consider for example, the subject in a
raising construction.

(4) It seems to rain.

The expletive it bears a functional relation to the raising verb seems as witnessed
by agreement; but the form of the expletive is licensed by the lexical verb rain
(and would be different in e.g. There seems to be a problem), giving evidence for
a second functional relation. If one insists on core dependencies, one of the two
relations must be privileged.

The alternative is to increase the expressivity of the theory, and this is in fact
what Tesnière did when he introduced two other kinds of relations beside depen-
dencies that can hold between words, namely junction (jonction) and transfer
(translation). Junction is the relation that holds between coordinated items that
are either dependents of the same head or heads of the same dependent. Trans-
lation is the relation that holds between lexical words and functional words that
license their appearing in various dependencies. For example, complementizers
“translate” verbs so as to license their appearing in object position according to
the analysis in Tesnière (1959: 24); similar analyses are given for determiners and
adpositions.

Crucially, words that are linked by junction or transfer form a complex node
(nucleus dissocié) in the dependency graph and jointly contract dependency rela-
tions. In this way, their dependents end up having more than one head; and they

3Furthermore, on the implementation side, Bröker (1998) shows how DGs can be encoded as
LFGs and implemented in the XLE platform.
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can collectively bear a single dependency relation to their head. In this respect,
Tesnière’s analyses are in fact quite close to standard LFG f-structures, where co-
ordination is analyzed in terms of a set-valued attribute (5) and function words
such as e.g. auxiliaries form a single f-struture node with their lexical verb (6).

(5) a. All boys and girls dance.
b. ⎡⎢⎢⎢⎢⎢⎢⎣

pred ‘dance〈subj〉’

subj

⎧⎪⎨⎪⎩
[pred ‘boy’
spec 1 [pred ‘all’]]

[pred ‘girl’
spec 1

]
⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎥⎥⎥⎦

c. All boys — and — girls dance

det

subjdet

subj

root

(6) a. Mary has arrived.
b. [pred ‘arrive〈subj〉’

tense perfect
subj [pred ‘Mary’]]

c. Mary has arrived

subj

root

In this respect, both Tesnière’s theory and LFG’s f-structure reject the idea that
syntactic dependencies can be adequately captured in a tree structure over the
words of a sentence. Nevertheless, LFG’s approach is much more general than
Tesnière’s. Tesnière allows many-to-one relations between words and depen-
dency nodes based on relations that are not dependencies, but he maintains the
tree structure over dependency nodes. Therefore, the only way a word can have
two heads is if those heads form a single node by junction or transfer, as in (5c)
and (6c); but LFG also allows for a word to have two heads that do not form a
group, as in the analysis of functional control verbs (7).
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(7) a. Chris persuaded Mary to come
b. ⎡⎢⎢⎢⎢⎢⎣

pred ‘persuade〈subj, obj, xcomp〉’
subj [pred ‘Chris’]
obj 1 [pred ‘Mary’]
xcomp [pred ‘come〈subj〉’

subj 1
]

⎤⎥⎥⎥⎥⎥⎦
Such dependencies cannot be expressed in Tesnière’s formalism, because per-
suade and come share the dependent Mary, despite not forming a group. More-
over,Mary bears a different syntactic relation to each of them, which again is not
possible in Tesnière’s formalism. More recent versions of dependency grammar
have typically accounted for control and raising verbs by positing more levels of
representation, see Section 2.2.

Finally, an important difference between Tesnière’s dependency graphs and
f-structures is that f-structures may contain nodes that correpond to no overt
word. A typical case is pro-drop, as in (8) from Italian.

(8) a. vengono
come-prs.3pl

b. [pred ‘come〈subj〉’
subj [pred ‘pro’]]

c. vengono

root

Again, Tesnière’s formalism cannot capture this: dependency nodes may corre-
spond to one word, or more words if they form a group by junction or transfer,
but not to zero. The strategy in later versions of DG has been the same as that
used to address phenomena where LFG uses structure sharing, namely to intro-
duce more levels of representation.
In sum, one can say from an LFGperspective that Tesnière’s dependency graphs,

while certainly more expressive than core dependencies, are insufficiently gen-
eral to deal with the complex functional relations that exist in natural language
sentences.
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2.2 Other levels of syntactic representation

Tesnière’s strategy was to enrich dependency graphs so as to be able to represent
more functional relations than core dependencies can do. More recent versions
of DG have instead opted to keep the core dependencies simple and instead go be-
yond a single level of grammatical description to accommodatemore information.
One prominent example is the so-called tectogrammatical layer found in Func-
tional Generative Description (Sgall et al. 1986) and the associated Prague Tree-
banks (Hajič et al. 2020). This layer is annotated with an enriched dependency
tree that will contain nodes that do not correspond to words (e.g. pro-dropped
subjects) and secondary edges capturing multiple head-phenomena such as con-
trol.4

Melčuk’s Meaning–Text Theory explicitly distinguishes a deep syntactic level
between the semantic level and surface syntax. However, as pointed out by Ka-
hane (2003), the deep syntactic level is the least defined level of MTT and it is not
clear how much information it is supposed to contain. What is clear, however,
is that grammatically imposed coreference relations are resolved in deep syntax,
opening up a way to deal with, e.g., control.

InWord Grammar (Hudson 1984, 2010), too, control is treated by loosening the
tree constraint on dependency structures. Example (9), from Hudson (2003: 521),
illustrates how structure sharing is used to analyze raising (you shared by have
and been)5 and extraction (what shared by have, been, looking and at).

(9) What have you been looking at?

root

extractee subj
xcomp

xcomp prep

subj

extractee

extractee

extractee,complement

4The status of the tectogrammatical layer is not entirely clear: the Prague Dependency Tree-
bank annotation guidelines (https://ufal.mff.cuni.cz/pdt2.0/doc/manuals/en/t-layer/html/ch02.
html) say that it “represents the semantic structure of the sentence”, but Hajič et al. (2020) de-
scribe it as “deep syntax”. The difference may be merely terminological.

5Instead of Hudson’s sharer, I have used the LFG relation xcomp which Hudson explicitly men-
tions as an alternative name for the same concept. The diagram in Hudson (2003: 521) does
not have a subject relation between you and looking, although looking is an xcomp of been. It
is unclear whether this is just an error.
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The dependency graph in (9) is essentially identical to the standard LFG anal-
ysis (except that in extraction, LFG usually has structure sharing only between
the gap and the filler position, without involving the intermediate f-structures).
However, inWord Grammar, the edges above and below the words have different
status:

This diagram also illustrates the notion ‘surface structure’ […]. Each depen-
dency is licensed by the grammar network, but when the result is structure-
sharing just one of these dependencies is drawn above the words; the to-
tality of dependencies drawn in this way constitutes the sentence’s surface
structure. In principle any of the competing dependencies could be chosen,
but in general only one choice is compatible with the ‘geometry’ of a well-
formed surface structure, which must be free of ‘tangling’ (crossing depen-
dencies – i.e. discontinuous phrases) and ‘dangling’ (unintegrated words).
There are no such constraints on the non-surface dependencies.” (Hudson
2003: 521)

This illustrates the point that I made in the introduction: different varieties of
dependency grammar may have different notions of “deep syntax”, but they all
share the idea that there is an interesting representation of syntactic dependen-
cies that is a rooted tree over nodes that stand in a one-to-one correspondence
with the words of the sentence. This is very different from LFG: all edges of an
f-structure graph are equal. The subject edge that connects the subject of a con-
trol construction to the control verb has exactly the same status as the subject
edge that connects the subject to the non-finite verb. Thus, there is no “priv-
ileged subgraph” of the f-structure that forms a rooted tree over the words. By
contrast, Hudson’s distinction between the surface structure and the non-surface
dependencies gives rise to such a privileged subgraph, although it must be said
that the distinction between surface and non-surface dependencies is not further
developed in Word Grammar.

Dependency grammars also differ in their treatment of “null words”, i.e. cases
where LFG would have an f-structure node that does not correspond to any sur-
face word, as in e.g. pro-drop. Most dependency analyses would simply leave out
such subjects, as we saw in (8). But here too, many dependency grammars intro-
duce the missing subjects in “deeper” projections, for example in the tectogram-
matical layer of Functional Generative Description. In fact,Word Grammar is one
of the few dependency grammar frameworks that acknowledge empty elements
in the core syntactic graph. Creider & Hudson (2006) present an argument for
this that runs along standard lines of LFG thinking. In Ancient Greek, predicate
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nouns and adjectives agree in case (and adjectives also in number and gender)
with their subjects; and subjects of infinitives are in the accusative.

(10) Ancient Greek (Xenophon, Anabasis 1.3.6)
nomízo:
think-1.prs

gàr
for

humâ:s
you-acc

emoì
me-dat

eînai
be-inf

kaì
and

patrída
fatherland-acc

kaì
and

phílous
friends-acc
‘For I think you are to me both fatherland and friends’

But crucially, the predicative is accusative also when the accusative subject is
absent (11), even in cases where there is a coreferential element in the higher
clause (12).

(11) Ancient Greek (Isocrates 2.15)
philánthro:pon
humane-acc

eînai
be-inf

deî
must

‘one must be humane’

(12) Ancient Greek (Plato, Alcibiades 2, 141a7)
exarkései
suffice-fut

soi
you-dat

túrannon
king-acc

genésthai
become-inf

‘it will be enough for you to become king’

In (12), we observe that the predicate noun turannon does not agree directly with
its logical subject soi, but rather with the unexpressed subject of the infinitive.
Since case agreement is generally agreed to be syntactic (whereas agreement in
number and gender could potentially be semantic), Creider &Hudson (2006) con-
clude that the unexpressed subject of the infinitive must nevertheless be present
in the syntax. This is unsurprising from an LFG point of view, but does not seem
to be generally accepted in DG. It is unclear, for example, how Functional Gener-
ative Description would deal with this kind of data, since null words are inserted
only at the tectogrammatical layer, where there is no case feature.

3 Word order and generative power in DG and LFG

In most versions of dependency grammar, it is assumed that the nodes of a de-
pendency structure are not linearly ordered in themselves: a dependency relation
implies no particular linear order between a head and its dependents, but can be
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related to different surface linearizations. This view goes back to Tesnière (1959:
chapter 7), who distinguishes sharply between structural order (dependencies)
and linear order. The main exception to this is Functional Generative Descrip-
tion, which assumes a linear order on the nodes even in the tectogrammatical
layer, to capture information structure.

But even if the nodes of the dependency structures are not linearly ordered,
it is possible (and in fact necessary for most languages) to constrain the relation
between dependency structure and linearization. Onemuch-discussed constraint
is projectivity.6

(13) A dependency graph is projective iff for every edge 𝑛ℎ → 𝑛𝑑 it contains,𝑛ℎ dominates all nodes that occur between 𝑛ℎ and 𝑛𝑑 (where domination
is the transitive closure of the edge/dependency relation)

An early result due to Gaifman (1965) is that projective dependency grammars
are weakly equivalent to context-free grammars.7 This result may in fact have
led to a lack of interest in dependency grammar because it was widely believed
in the sixties and seventies (and eventually proved in the eighties) that natural
languages are not context-free. On the other hand, the recognition problem for
a dependency grammar with no linearization constraints at all (thus allowing
arbitrary discontinuities) is NP complete (Neuhaus & Bröker 1997).8

With the increasing popularity of dependency grammars in the 2000s, this led
to the search for intermediate linearization constraints between strict projectivity
and arbitrary non-projectivity. One important class of constraints is based on the
notion of block degree (Holan et al. 1998). Intuitively, projectivity as defined in (13)
ensures that the subgraph of 𝑛ℎ (i.e. 𝑛ℎ and the set of nodes it dominates) forms
a single block of adjacent nodes. We can instead allow the subgraph to form two
blocks of adjacent nodes, interrupted by a continuous set of words. We say that𝑛ℎ has block degree 2; and the block degree of a dependency tree is the highest
block degree of any of its nodes. Equivalently, we can speak of gap degree, which
is block degree minus 1 (i.e., the number of allowed gaps). (14) illustrates this with
an example from Latin.

6It seems that this term originated with a technical report by P. Ihm and Y. Lecerf “Eléments
pour une grammaire générale des langues projectives”, Bruxelles 1960, but I have been unable
to find this paper.

7See also Hays (1964).
8As we will see in Section 4, this is not an issue in data-driven parsing, which sidesteps the
recognition problem and aims directly at providing a contextually plausible parse.
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(14) a. Latin
Mihi
me.dat

nullus
none.nom

est
is

terror
fear.nom

‘I have no fear.’

b. mihi nullus est terror

root

subj

adjobl

The gap degree of est is 0, since its subgraph is continuous; but the gap degree
of terror is 1, since there is one gap in its subgraph – est intervenes between terror
and nullus, but is not dominated by terror. As a result, the gap degree of the whole
tree is 1.
To study the computational complexity of the dependency grammars that could

generate structures like (14), and their relationship to LFG grammars, it is conve-
nient to use phrase structure-based systems that allow discontinuities, so-called
Linear Context-Free Rewriting Systems (LCFRS, Vijay-Shanker et al. 1987) or the
notational variant Multiple Context-Free Grammars (MCFG, Seki et al. 1991). The
MCFG formalism is a generalization of CFG which retains ordinary CFG produc-
tions for the expression of categorial structure, but uses explicit yield functions
to compute the yield of the mother node from the yields of the daughters. In
an ordinary CFG, yield computation is conflated with category formation: a rule
such as DP → D NP says both that the category DP is formed of a D and an NP,
and that the yield of the resulting DP is formed by concatenating the yields of
D and NP. In effect, then, a CFG can be seen as an MCFG with concatenation as
the only yield function.9

To allow for greater expressivity, MCFG allows yields to be tuples of strings.
For example, wemaywant to say that the yield of DP is a pair (2-tuple) consisting
of the yields of D and NP. This pair will then be the input to further yield func-
tions that apply to productions with DP on the right-hand side. More generally,
we may allow yields to be 𝑛-tuples of strings. The interesting point is that there
is a close correspondence between yield components in an MCFG and blocks in
a corresponding dependency structure. We can extract MCFG rules from depen-
dency trees, as shown in Kuhlmann (2013), where a formal exposition is given.
Here I just provide an intuitive understanding of how the tree in (14b) gives rise
to the rules in Table 1.

9See Clark (2014) for an accessible introduction for linguists and Kallmeyer (2010: chapter 6) for
a more formal introduction.
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Table 1: Rules extracted from the tree in (14b)

rule yield function compact notation

adj → 𝑔() 𝑔 = ⟨nullus⟩ adj → ⟨nullus⟩
obl → ℎ() ℎ = ⟨mihi⟩ obl → ⟨mihi⟩
subj → 𝑖(adj) 𝑖 = ⟨𝑥1,terror⟩ subj → ⟨𝑥1,terror⟩ (adj)
root → 𝑗(obl subj) 𝑗 = ⟨𝑥1𝑦1 est 𝑦2⟩ root → ⟨𝑥1𝑦1 est 𝑦2⟩(obl subj)

Looking at nullus in (14b), we see that it has no dependents, hence the right-
hand side of the first rule is a constant function which fixes the yield to the string
nullus, and similarly for mihi. For terror, things are more interesting. It takes one
dependent, an adj, and hence its yield function 𝑖 depends on the value of that
argument. Concretely, the yield of the node terror is a tuple, consisting of the
yield of the adj dependent which is represented as 𝑥1,10 and the string terror.
Finally, the verb takes two arguments, subj and obl. The yield is constructed by
concatenating the yield of the obl (i.e. 𝑥1), the first component of the subj (i.e.𝑦1), the string est, and the second component of subj (𝑦2).

With the rules in Table 1, we can construct the MCFG derivation tree in (15).

(15) ⟨𝑥1𝑦1 est 𝑦2⟩
⟨mihi⟩ ⟨𝑥1,terror⟩

⟨nullus⟩
But notice that because the MCFG grammar is lexical, i.e. each rule introduces

exactly one lexical item, the tree in (15) is isomorphic to the dependency tree in
(14b). In other words, a lexicalized MCFG can simply be interpreted as a depen-
dency grammar which simultaneously restricts word order.

This allows us to compare the generative capacity and the parsing complexity
of dependency grammars with other formalisms. Under a reasonable constraint
on discontinuities,11 the expressivity of an MCFG depends only on the maximal

10The convention is that we use 𝑥 for the yield of the first dependent and 𝑦 for the yield of the
second dependent, and subscript those variables with an index referring to blocks of the yield.

11Namely wellnestedness; a tree is wellnested if there are no disjoint subtrees that overlap lin-
early.
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block degree of the grammar, giving rise to a hierarchy of 𝑘-MCFGs, where 𝑘 is
the block degree of the most complex yield function in the grammar. It turns out
that 2-MCFGs (and hence dependency grammars that allow maximally one gap)
are weakly equivalent to Tree Adjoining Grammars and ‘classical’ Combinatory
Categorial Grammar, as was proven by Bodirsky et al. (2005).12

Even more interesting from an LFG perspective, there is also a result that a
subclass of LFG grammars, so-called finite copying LFGs, can be translated into
weakly equivalent MCFGs/LCFRSs (Seki et al. 1993). Finite copying LFGs are
quite restricted in what functional annotations they allow, in particular they do
not allow head annotations (↑=↓) or reentrancies, and also impose the crucial
constraint that the grammar puts an upper bound on the number of c-structure
nodes corresponding to a single f-structure. Wedekind & Kaplan (2020) show
that we can impose this upper bound while still allowing head annotations and
reentrancies, as long as they are nonconstructive. This allows most functional
equations that are used in linguistic work, including functional control equa-
tions of the type (↑ f g)=(↑h). Wedekind & Kaplan (2020) call these grammars𝑘-bounded LFGs and prove that for any 𝑘-bounded LFG, a weakly equivalent𝑘-MCFG can be constructed. Moreover, the MCFG rules can be annotated with
functional descriptions that allow us to construct the f-structure that the corre-
sponding 𝑘-bounded LFG assigns to the sentence, yielding a strongly equivalent
MCFG.

These results allow us to compare dependency grammars and LFGs in a precise
way. First of all, dependency grammars and 𝑘-bounded LFGs are weakly equiva-
lent. Nevertheless, although strongly equivalent MCFGs can be constructed from
both dependency grammars and 𝑘-LFGs, it is not the case that we can construct a
strongly equivalent dependency grammar from an LFG. The interpretation of an
MCFG as a dependency grammar relies on unique lexicalization: each rule con-
tains a single lexical item interpreted as the head. The MCFGs that Wedekind
& Kaplan (2020) construct from LFGs are not lexicalized in this way. They do
contain functional descriptions that allow us to identify the head but, since LFG
allows co-heads, the head is not guaranteed to be unique. Moreover, the func-
tional descriptions in the MCFG constructed from an LFG may contain reentran-
cies, i.e. words having more than one head, which have no interpretation on
the dependency grammar side, thus losing information. A final, minor point is
that Kuhlmann’s interpretation of MCFGs as dependency grammars say noth-
ing about edge labels; it would be natural and straightforward to interpret LFG’s
ordinary function assignments as such labels.

12See also Kuhlmann (2007, 2010).
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In sum, then, the formal analysis tells us that the difference between 𝑘-bounded
LFGs and dependency grammars resides exactly in the availability of co-heads
and reentrancies, which provide important information from a linguistic point
of view. Finally, it should be noted that the restriction to 𝑘-bounded LFGs, while
preserving coverage of many, perhaps most, linguistic phenomena, is neverthe-
less not trivial. Rambow (2014) argued that unbounded scrambling as found in
German and other free word order languages falls outside the generative capac-
ity of MCFGs (and mildly context sensitive grammar formalisms in general) and
hence 𝑘-bounded LFGs.

The comparison of dependency grammars and LFGs through MCFGs is also
interesting from other points of view. As Wedekind & Kaplan (2020) point out,
the effect of converting an LFG to an MCFG is to precompute the interaction be-
tween f- and c-structure and construct a grammar that recognizes all and only the
c-structures whose f-descriptions are satisfiable. From a practical point of view,
this may be an advantage in parsing. But from the perspective of theoretical LFG,
it can be argued that MCFGs and the dependency grammars they give rise to con-
flate c- and f-structure, making it harder to state linguistic generalizations. The
advantage of LFG’s projection architecture is precisely “to account for signifi-
ant linguistic generalizations in a factored and modular way by means of related
but appropriately dissimilar representations” (Kaplan 1989: 309). Seen from the
dependency grammar side, the formal results offer a choice: Kuhlmann’s trans-
lation to MCFGs makes it possible to enrich dependency grammars with an ac-
count of word order in a single component; but Wedekind & Kaplan’s (2020)
results show that MCFGs can be “modularized” into a word order component
and a functional component (which is not surprising given that MCFGs gener-
alize CFGs precisely by dissociating dominance and linearization) to give some-
thing very close to LFG. Either way, the formal analysis exposes similarities and
differences between the frameworks. In principle, this paves the way for cross-
fertilization on the theoretical side, but in practice such gains are limited by the
fact that, as I pointed out in Section 1, dependency grammarians typically do not
think in terms of (formal or informal) rules that generate the constructions they
are interested in but content themselves with providing analyses of the whole
structure.
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4 DG and LFG in computational linguistics

4.1 Data-driven dependency parsing

On the computational side, there is a similar difference between DG on the one
hand, and LFG and most other formal linguistic traditions on the other hand, in
that there has generally been little interest in developing formal grammars that
can generate or parse languages. There are some exceptions to this: in the frame-
work of Constraint Dependency Grammar (Maruyama 1990), there is for example
a broad-coverage parser of German (Foth et al. 2005); and Constraint Grammar
(Karlsson et al. 1995) is a widely used system in which implemented grammars
have been created for a wide variety of languages. Many of these grammars con-
tent themselves with assigning syntactic function labels to words, without build-
ing a full syntax tree, but even so, many have proven useful in practical tasks.

Nevertheless, the dominant use of DG in computational linguistics is closely
associated with machine learning approaches where computers find patterns in
human annotated data. For such approaches, it is sufficient that annotators pro-
vide case-by-case analyses of the corpus without actually abstracting the rules
that would create these analyses. Consistency remains a goal, since it makes the
patterns easier to learn, but it is not enforced in the way it would be in grammar-
based annotation such as typical scenarios for creating LFG parsebanks, where
annotators choose between alternative analyses provided by the underlying gram-
mar.

As we have seen several times so far, the constraints on core dependency
syntax, namely the unique mother and the one-to-one correspondence between
nodes and tokens, mean that many theoretically relevant distinctions cannot be
encoded. On the flip side, this makes the annotation task easier as the annotator
does not have to be trained in drawing the distinctions. The result is also of-
ten more accessible to end users: while grammar-based treebanks contain much
more information than dependency trees, this information is typically encoded in
a specific theoretical framework and not always easily accessible to userswithout
training in that framework. In short, core dependency trees offer a tradeoff be-
tween practical considerations and theoretical depth, whichmay be attractive for
many applications where the deeper linguistic distinctions do not matter much.

On top of that, the simple target structure makes it possible to train very ef-
ficient statistical dependency parsers. This approach is fundamentally different
from the formal grammar approach to DG developed by Kuhlmann (2013), which
we saw in Section 3. Data-driven parsers learn from human annotation and try
to provide the most plausible parse in context, without judging acceptability or
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enumerating possible parses. In this context, non-projective dependencies are
not an issue and can be captured efficiently (McDonald et al. 2005). Nivre (2008)
introduced algorithms that could produce projective dependency parses in time
linear of the input and algorithms that allow non-projective parses and run in
quadratic time. Such results led to a huge increase of interest in dependency pars-
ing, which quickly became dominant in statistical approaches to computational
linguistics.

Data-driven parsing requires annotated data and the last decade has seen a
large increase in the number of dependency treebanks that are available, espe-
cially driven by the Universal Dependencies (UD) initiative.13 UD developed out
of the Stanford dependencies for English (de Marneffe & Manning 2008) (which
means that there is a certain amount of LFG heritage) as an effort to create an
annotation scheme that can be used across languages. Though it has been driven
mainly by practical considerations in NLP research, it has in recent years also
been used for linguistic research (e.g. Hahn et al. 2020, Berdicevskis & Piperski
2020).

As of release 2.9 (November 2021), UD contains 217 treebanks from 122 lan-
guages. A comparison with LFG’s ParGram approach reveals the strengths and
weaknesses of the approach.14 Drawing on the long tradition of using DG to pro-
vide case-by-case analyses rather than abstracting grammars has made it pos-
sible to achieve an unprecedented breadth of coverage. On the other hand, the
analyses are more shallow than those provided by LFG grammars and the lack of
underlying grammars makes the UD project much more prone to inconsistencies
both within and across treebanks.

4.2 Converting LFG parsebanks to dependency treebanks

The existence of annotated resources in both LFG and DG formats makes it pos-
sible to study differences between the two from a different perspective than the
formal language approach we adopted in Section 3. In this section, we look at
work on converting LFG-based resources to dependency structures to see how
the two formats compare and to what extent information can be preserved when
converting to the less expressive DG format.

For completeness, we mention that there has also been some work on enrich-
ing them to yield LFG-structures, e.g. by Forst (2003) and Haug (2012). However,
both Forst and Haug started from relatively rich dependency annotations (with
secondary edges), so that the conversion to f-structures was not difficult and

13See https://universaldependencies.org/ and de Marneffe et al. (2021).
14For more on ParGram, see Forst & King 2023 [this volume].

1845

https://universaldependencies.org/


Dag Haug

other issues were more important (e.g. the creation of c-structures from the de-
pendency representations by Haug).

Several conversion algorithms have been developed to convert LFG structures
to dependency structures. Here I discuss two recent approaches, byMeurer (2017)
and Przepiórkowski & Patejuk (2020),15 which contrast in interesting ways, since
Meurer starts from the c-structure and Przepiórkowski and Patejuk from the f-
structure. Both are natural starting points: the f-structure represents grammatical
functions, just like the target dependency structure; but the c-structure has the
advantage that its terminal nodes are in one-to-one correspondence with the
words of the sentence, just like in the dependency structure. Both algorithms
target the particular style of dependency annotation adopted in UD, but proceed
in two steps, namely first the creation of a dependency structure, and second, the
modification of that structure to comply with the exact representation chosen in
UD. Here we focus on the first step. To illustrate how the two algorithms work,
we consider the LFG structure in (16)–(17).

(16) IP

(↑ topic)=↓
NP1
↑=↓
N

this

↑=↓
IP

(↑ subj)=↓
NP2
↑=↓
N

John

↑=↓
V′

↑=↓
V

wants

(↑ xcomp)=↓
VP

↑=↓
PART

to

↑=↓
V

see

15Dione (2020) presents an approach that combines Meurer (2017) and Przepiórkowski & Patejuk
(2020). For older work, see Øvrelid et al. (2009) and Çetinoǧlu et al. (2010).
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(17) ⎡⎢⎢⎢⎢⎢⎢⎣
pred ‘want〈subj, xcomp〉’
topic 1 [pred ‘pro’]
subj 2 [pred ‘John’]
xcomp [pred ‘see〈subj, obj〉’

subj 1
obj 2

]
⎤⎥⎥⎥⎥⎥⎥⎦

In Meurer’s approach, the first step is to “lexicalize” the c-structure tree by re-
cursively replacing each non-terminal node with its functional head node, as
determined by the annotation ↑=↓. This is straightforward for IP, NP1 and NP2
in (16): wants, this and John are uniquely linked to these nodes via an unbroken
chain of ↑=↓. But more generally, the challenge here is the same as in lexicalizing
an MCFG that results from the Wedekind-Kaplan construction: co-heads and ab-
sence of heads mean there might be no unique daughter to lift. To find a unique
head in such cases the algorithm proceeds as follows: 1) if no daughter of 𝑥 is a
functional head, attach all daughters to the mother of 𝑥 and proceed as before;
2) if more than one daughter of 𝑥 is a functional head, choose the one with the
shortest embedding path; 3) if there is a tie, choose the leftmost node. For the VP
in our example, case 3 applies and we choose to as the head; it is therefore lifted
to the VP node, while see is only lifted to the V node. These lifting operations
yield the tree in (18).

(18) wants

this John to

see

We then need to label the edges. Meurer’s algorithm does that by labelling the
edge between nodes 𝑥 and their daughter 𝑦 in the resulting tree with the f-
structure path from 𝜙(𝑥) to 𝜙(𝑦). So, the edge from John to wants is labelled
subj since that is the path from the f-structure of wants to the f-structure of John.
But because of reentrancies in the f-strucure, the path between two f-structures
is not always unique: for example, there is a path from the f-structure of wants
to the f-structure of this that is labelled topic, but there is another path that is
labelled xcomp obj. In such cases, Meurer chooses the shortest path that con-
tains only grammatical functions (i.e. no discourse functions); in our case that
yields the complex label xcomp.obj where the two elements of the f-structure
path have been concatenated with a dot. Co-heads present another problem for
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the labelling approach: to and see share the same f-structure, so there is no path.
In such cases a dummy relation = is used.

This algorithm produces a projective dependency graph with complex labels,
as shown for our example in the lefthand side of (19). In the next step, the complex
labels are resolved and nodes attached accordingly, potentially introducing non-
projectivity. For our example, when the complex relation xcomp.obj is resolved,
we obtain the non-projective tree on the right-hand side of (19).

(19)

This John wants to see

root

xcomp.obj
subj xcomp =

⇒
This John wants to see

root

obj

subj xcomp =

This then is the input to the final step, where the dependency tree is normalized
according to the UD annotation standard.

Przepiórkowski & Patejuk (2020), by contrast, start from the f-structure, which
already represents the syntactic dependencies. This means the challenge is dif-
ferent, namely to match the nodes of the f-structure to the words of the sentence,
which are the nodes of the target dependency graph. F-structure nodes may cor-
respond to zero, one or several words; they are given by the 𝜙−1, which is part
of the source annotation. F-structures that correspond to no words (e.g. in pro-
drop) may simply be ignored in the dependency structure; but for f-structures
that correspond to more than one word, the “true” head that will take the f-
structure’s place in the corresponding dependency structure must be identified,
and the other words in 𝜙−1 must be attached with appropriate relations. The
basic algorithm is simple: if there is a verbal token in 𝜙−1, choose that as the
true head; otherwise, choose a nominal or adjectival token; otherwise an explicit
lexical conjunction. The other nodes are then attached to the true head with a
relation labelled by their own preterminal category. This produces the structure
in (20) from the f-structure in (17).

(20) This John wants to see

root

topic
subj xcomp

part

obj
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As we can see, the output from the algorithm of Przepiórkowski & Patejuk
(2020) is not a tree, but a graph, where all f-structure relations are preserved,
including two incoming edges to this. This is exploited to produce enhanced UD,
which allows for this kind of graph structure; but the output is also trimmed to
produce a basic UD structure.

(19)–(20) illustrate the output of the first steps in the conversions, where the
target is to produce the desired data structure, namely a dependency tree or graph
over words. As mentioned, the next step is to normalize this structure to the con-
crete requirements of the UD annotation standard. This is less interesting from
our point of view, but it is worth looking at a few topics that display divergences
between standard LFG solutions and choices that are made in the dependency
grammar community as exemplified by UD.

First, UD subscribes to the primacy of content words. This means that content
words are typically heads of function words, for example in structures consisting
of auxiliary and verb, adposition and noun, and determiner and noun, as illus-
trated in the lower graph of (2) in Section 1. Also, there are no nested structures
of function words, so e.g. in structures with multiple auxiliaries (may have been
understood), all the auxiliaries attach directly to the lexical verb. While UD may
be extreme among dependency grammar approaches in adopting this principle
across the board, similar analyses are found for some of these structures in other
frameworks. By contrast, such analyses are non-existing in the LFG literature,
except for noun-determiner structures (where the determiner is often analyzed
as a spec dependent of the noun): function words are typically either co-heads,
or lone heads, taking a lexical word as their dependent. For example, there are
analyses of auxiliaries as co-heads specifying features of the f-structure where
the lexical verb contributes the pred, and alternative analyses where auxiliary
verbs take xcomp dependents, potentially in a cascading sequence ending in the
lexical verb.

In fact, the difference between the co-head analysis and the UD dependent
analysis of function words is rather slight, as revealed by the conversion proce-
dure of Przepiórkowski & Patejuk (2020). In f-structures that have functional co-
heads, the lexical head will be chosen as the head during conversion, and hence
the function words will end up as dependents. And in fact, given that UD uses
a flat structure for multiple function words means that the two representations
are more or less equivalent, a point made in the UD documentation too,16 where
it is said that function word relations are different from dependency relations
between content words and in fact form Tesnière-style nuclei.

16https://universaldependencies.org/u/overview/syntax.html
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This in turn opens the door to theoretical cross-fertilization. What are good
criteria for choosing between the two analyses? The UD argument is that pri-
macy of lexical words maximizes parallelism across languages, and the exact
same argument has been raised in the LFG literature (Butt et al. 1996). On the
other hand, Dyvik (1999) has countered that this leads to a stipulative, rather
than empirical, notion of language universality and also that it can lead to analy-
ses that are language-internally unmotivated. Recently, Osborne & Gerdes (2019)
criticized the UD approach and argued that functional words should always be
heads. They were apparently unaware of the LFG literature on the topic, perhaps
because it is cast in terms of co-heads vs. xcomps. But as we have seen, the dif-
ference between a co-head analysis and a UD-style annotation is very slight, and
so the arguments made in the LFG context are certainly relevant also for the DG
community.

The other main divergence between initial dependencies, as resulting from the
conversion algorithms, and the target UD structures concern coordination. Here
LFGmakes use of an additional data structure, sets, which have no equivalents in
standard dependency grammar or in UD. (Although as we saw above, Tesnière’s
junction comes close.) There are many competing analyses of coordination in the
dependency literature,17 maybe suggesting that the basic data structure of depen-
dency trees is ill-suited tomodel coordination, as Tesnière argued. The UD choice
is to take the first conjunct as the head and attach the other conjuncts to it with a
special dependency relation conj, whereas conjunctions and punctuation marks
are attached to their following conjunct with cc and punct. It is known that
this annotation style cannot capture all important structural differences, such as
the difference between a dependent of the first conjunct and a shared dependent
of multiple conjuncts, or different style of nested coordinations. The conversion
procedure exposes this lack of expressivity, but also makes it possible to quantify
its effect. As observed by Przepiórkowski & Patejuk (2020), only twelve out of
21,732 utterances in the Polish LFG structure bank are effected.18

More generally, Przepiórkowski & Patejuk (2020) conclude that the informa-
tion loss in converting from LFG to (enhanced) UD is in fact negligible, except
in the case of pro-drop structures. As the UD effort continues to expand, there is
therefore considerable potential for theoretical cross-fertilization.

17And also in (pre-UD) dependency treebanks, see Popel et al. (2013).
18See Przepiórkowski & Patejuk (2019) for a proposal as to how nested coordination could be
captured in UD.
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5 Semantics

Tesnière in general pays much less attention to meaning than to structure, but
at various points he does talk about semantic dependencies. Several versions of
dependency grammars (Functional Generative Description, Meaning–Text The-
ory) have taken this up and operate with a separate level of semantic structure.
There are also various graph-based semantic representation languages such as
Abstract Meaning Representation (AMR, Banarescu et al. 2013), which arguably
are semantic dependency representations without an accompanying syntactic
representation. All such semantic dependency graphs, whether they are coupled
to syntax or not, differ considerably from standard logic-based formalizations of
meaning as used in LFG and most other formal frameworks. They will not be
further discussed here.

Robaldo’s Dependency Tree Semantics (Robaldo 2006) is much closer to stan-
dard conceptions of formal semantics, as it aims to transform dependency trees
into structures that can be interpreted model-theoretically. But for the purposes
of comparison with LFG, it is more interesting to observe that Bröker (2003:
308), in his discussion of the formal foundations of dependency grammar, briefly
suggested that the similarity between dependency trees and LFG’s functional
structure could make the application of Glue semantics (Dalrymple et al. 1993,
Dalrymple 1999; see also Asudeh 2023 [this volume]) to dependency grammar
a promising research area. Gotham & Haug (2018) flesh out this idea and show
how to combine Universal Dependencies with Partial Compositional Discourse
Representation Theory (Haug 2014).

On the formal side, there are few if any obstacles to such an application. The
fundamental idea behind glue semantics is to have linear logic terms guide the
composition of corresponding lambda terms. In the first order glue setting, the
terms of the linear logic are the f-structures, atomic formulae are formed by ap-
plying predicates to the f-structures (in type-theoretic terms, these predicates act
like unary type constructors) and complex formulae are formed with ⊸, which
acts as a binary function type constructor. Consider (21), which gives the mean-
ings, dependency structure and f-structure for Everybody loves somebody. We
write 𝑒1 for 𝑒(1), i.e. the application of the type constructor/predicate 𝑒 to the
syntactic object/term with index 1.
(21) a. everybody 𝜆𝑃.∀𝑥.person(𝑥) → 𝑃(𝑥) (𝑒1 ⊸ 𝑡2) ⊸ 𝑡2

somebody 𝜆𝑃.∀𝑥.person(𝑥) ∧ 𝑃(𝑥) (𝑒3 ⊸ 𝑡2) ⊸ 𝑡2
loves 𝜆𝑥.𝜆𝑦.love(𝑥, 𝑦) 𝑒1 ⊸ 𝑒3 ⊸ 𝑡2
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b. everybody loves somebody

root

subj obj

c. [pred ‘love〈 subj 〉’
subj [pred ‘everybody]
obj [pred ‘somebody’]]

Clearly, it makes no difference whether we interpret the glue types in (21a) over
the dependency tree in (21b) or the f-structure in (21c): in both cases we just need
the same mapping between the indices 1, 2, 3 and the corresponding f-structures
or dependency nodes.

However, while the formal properties of the two theories are similar enough
that Glue semantics can be used for both LFG and DG, a practical consideration
is that dependency trees typically do not contain all the semantically relevant
information that we find in the corresponding f-structure. Control structures are
a case in point (22).

(22) Abrams persuaded the dog to bark

root

subj obj

det

xcomp

mark

The dependency tree in (22) lacks the information that the dog is the subject
of to bark. However, the label xcomp does tell us that the missing subject of to
bark is one of the dependents of persuaded. As a result, the best we can do is to
introduce a discourse referent 𝑥2 that is the subject of the infinitive clause and
must be linked to one of the participants in the matrix event, though we do not
know which one, unless we have access to the lexical information that persuade
is an object control verb. We see that it is possible to compensate for some of the
information loss in dependency trees, although the result only becomes useful if
we have other, lexical information sources available: dependency trees on their
own do not typically come with the rich semantic lexical entries that glue (and
other formal semantic theories) require. We refer to Gotham & Haug (2018) for
more details.
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6 Summary

We have seen that the basic relations for analyzing functional syntax, dependen-
cies in DG and grammatical functions in LFG, are very similar, both formally and
conceptually. Nevertheless, the focus on core dependencies that is often seen in
DG work leaves other levels of analysis less well-developed than in LFG. Word
order, in particular, has not received much attention, but we have seen that it
can be interestingly restricted through the use of lexicalized MCFGs, offering a
point of comparison to LFGs, which can also be translated to MCFGs. Another
point of comparison is offered by work on converting LFG parsebanks to depen-
dency treebanks. Finally, we saw that the similarity between DG and LFG also
means that they can use the same syntax-semantics interface in the form of Glue
semantics.

All in all, the considerable similarities between the two theories suggest there
is ample room for mutually benefiting discussion, especially if the increasing use
of DG in computational linguistics triggers a corresponding interest in theoreti-
cal DG.
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Chapter 39

LFG and HPSG
Adam Przepiórkowski
University of Warsaw, Polish Academy of Sciences & University of Oxford

This chapter presents and compares Lexical Functional Grammar and Head-driven
Phrase Structure Grammar. It concentrates on their fundamental properties rather
than on analyses of particular phenomena. After discussing representations as-
sumed in each theory and the kinds of grammars that lead to such representations,
the chapter devotes some attention to models explicitly or implicitly assumed in
HPSG and LFG: it identifies some problems and suggests possible solutions.

1 Introduction

The aim of this chapter is to juxtapose two highly formalised grammatical the-
ories: Lexical Functional Grammar (LFG; Kaplan & Bresnan 1982, Bresnan et al.
2016, Dalrymple et al. 2019) and Head-driven Phrase Structure Grammar (HPSG;
Pollard & Sag 1987, 1994; Müller et al. 2021).1 LFG was conceived in the late 1970s,
HPSG – in the mid-1980s, so both theories have been around for decades. Within
both theories, diverse phenomena have been analysed and then re-analysed, and
manywill undoubtedly receive new analyses in the future. For this reason, rather
than compare particular analyses of some phenomena, this chapter focuses on
more fundamental issues: on the general representational architecture of the two
theories (in Section 2), on the kinds of grammars that lead to these representa-
tions (in Section 3), and on models assumed in both theories (in Section 4). Wech-
sler & Asudeh (2021) offers a comparison of the treatment of various phenomena
in the two theories and, hence, complements the current chapter.

1This chapter does not presuppose substantial prior exposure to either LFG or HPSG.

Adam Przepiórkowski. 2023. LFG and HPSG. in Mary Dalrymple (ed.), Handbook of
Lexical Functional Grammar, 1861–1918. Berlin: Language Science Press. DOI: 10.5281/
zenodo.10186042
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2 Representations

Outside of their respective communities, both theories are best known as theories
of syntax, although already at their conception both were envisaged as theories
of multiple linguistic levels, including semantics. Current versions of both theo-
ries have well-developed approaches to semantics, as well as proposals for the
representation of other linguistic levels: morphological and information-struc-
tural in the case of both theories, phonological in the case of HPSG, and prosodic
in the case of LFG.

However, the two theories adopt rather different approaches to the represen-
tation of the various linguistic levels.

2.1 LFG

Let us have a look at possible representations of the simple sentence (1) in the
two theories, starting with the LFG representation in Figure 1.

(1) She loves you.

S

VP

NP

Pron

you

V

loves

NP

Pron

she

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘love〈subj,obj〉’

subj

⎡⎢⎢⎢⎢⎢⎣
pred ‘pro’
prontype personal
case nom

index [pers 3
num sg
gend f

]
⎤⎥⎥⎥⎥⎥⎦

obj
⎡⎢⎢⎢⎣
pred ‘pro’
prontype personal
case acc
index [pers 2]

⎤⎥⎥⎥⎦
tense pres

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

[rel love
arg1 []
arg2 [] ]

𝜙
𝜎

Figure 1: LFG representation of (1)

A prominent feature of LFG representations are the multiple levels. Figure 1
features three such levels: constituent structure (c-structure; the tree on the left),
functional structure (f-structure; the attribute–value matrix, AVM for short, in
the middle), and semantic structure (s-structure; the AVM on the right). The first
two of these levels are syntactic in nature and they are the core of any LFG anal-
ysis. The repertoire and exact properties of other levels, including s-structure, is
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a matter of some debate. Among other prominent levels widely assumed in LFG
are prosodic structure (for overviews see Dalrymple et al. 2019: Chapter 11 and
Bögel 2023 [this volume]) and information structure (see Dalrymple et al. 2019:
Chapter 10 and Zaenen 2023 [this volume]). Also argument structure used to be
assumed as a separate level (see, e.g., Butt et al. 1997), but given an appropriately
spelled-out approach to semantics, a separate a-structure does not seem to be
needed (see, e.g., Asudeh & Giorgolo 2012 and Findlay 2016).

As shown in Figure 1, levels of representation are connected via mapping func-
tions (rendered in the figure with arrows between levels). One such function,
usually called 𝜙, maps c-structures to f-structures, another, 𝜎 , maps f-structures
to s-structures. These functions are not necessarily total. In particular, it is often
assumed that 𝜙 maps to f-structures only non-terminal nodes of c-structures. For
example, in Figure 1, the leftmost nodes NP and Pron, but not the terminal node
she that they dominate, map to the f-structure representing the subject (the value
of the subj attribute), the rightmost nodes NP and Pron, but not the terminal you,
map to the f-structure representing the object, etc. Similarly, the domain of 𝜎
consists of three f-structures (the ones containing the pred attribute), with the
exclusion of the f-structures which are the values of index. These functions are
also not surjective (not onto), for example the values of index in the f-structure
are not in the range of 𝜙.

Let us take a brief look at particular levels. The c-structure in Figure 1 should
be self-explanatory. Unlike derivational theories (see Sells 2023 [this volume]),
but like Simpler Syntax (see Varaschin 2023 [this volume]) and HPSG, LFG as-
sumes very simple constituency trees, usually without empty categories – but
see Bresnan et al. (2016: Chapter 9) for exceptions – and without an abundance
of functional nodes. Constituency structures are assumed to vary considerably
between languages, even though their grammars are required to follow some –
appropriately relaxed – version of the X′-theory.2

On the other hand, functional structures are cross-linguistically more uniform.
While they contain morphosyntactic information, which is quite different for
different languages, their main function is to represent grammatical functions
such as subject and object, and the repertoire of grammatical functions is sup-
posed to be universal.3 F-structures also contain “semantic forms” – values of

2See, e.g., Bresnan et al. (2016: Chapter 6) andDalrymple et al. (2019: Section 3.2). LFG versions of
X′-theory are relaxed in various ways. While the standard X′-theory assumes at most binary
branching, LFG does not make such an assumption. Also, standard derivational versions of
X′-theory assume the presence of the head (perhaps subsequently moved to a different tree
position or realised as a phonetically empty constituent to start with), while in LFG the head
may be optional in a rule and completely absent from the resulting tree. In this sense, LFG
versions of X′-theory may be construed as theories of descriptions rather than structures.

3See Patejuk & Przepiórkowski (2016) for a critical discussion of this assumption and Kaplan
(2017) for a reply.
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the pred attribute – originally designed to encode in syntax the information
that maps to semantic representations; as repeatedly noted in the literature, this
information is largely redundant in contemporary LFG, given the existence of
semantic structures.4 In the case of Figure 1, the main f-structure represents
a present-tense utterance with the semantic form ‘love〈subj,obj〉’. Both the sub-
ject and the object of this utterance have the semantic form ‘pro’, i.e., they are
pronouns, specifically, personal pronouns. Their morphosyntactic information
is represented within the values of case and index.5

Finally, s-structures contain purely semantic information. In the case at hand,
it is the information that themeaning of this utterance is modelled by the relation
love and that there are two arguments of this relation, corresponding to the
subject and the object.

2.2 HPSG

Let us now have a look at the HPSG representation of (1) in Figure 2. HPSG
representations are formally more uniform: there is just one contiguous data
structure used for the representation of information from all linguistic levels,
namely, an attribute–value matrix.6 In particular, there are no separate levels of
representation – all constituency, morphosyntactic, and semantic information is
interspersed throughout the structure.

Clearly, the cost of the greater formal uniformity is the diminished perspicuity
(or, for an unaccustomed eye, downright unreadability) of representations such
as that in Figure 2. For this reason, it is common amongHPSG practitioners to use
all kinds of abbreviations and representational devices to make representations
more readable. For example, the structure of that figure may be presented as in
Figure 3, where the constituency structure becomes transparent.

Taking a closer look at the AVM in Figure 2 we may first note that, unlike
f-structures (or s-structures) in LFG, feature structures in HPSG are typed. For
example, the structure represented by the whole AVM is of type hd-subj-ph (i.e.,
head-subject-phrase), and the value of the attribute hd-dtr is of type hd-comp-ph
(i.e., head-complement-phrase).

4See, e.g., Dalrymple et al. (1993: 13–14) and Kuhn (2001: Sections 1.3.3, 1.4.1).
5Analyses in both LFG andHPSG often followWechsler & Zlatić (2003) and distinguish between
index agreement and concord agreement; here I retain index as a separate bundle of features
but do not explicitly represent the concord bundle, just the case feature within it.

6Figure 2 also contains lists, indicated with angle brackets, but this is a shorthand notation for
AVMs with attributes such as first and rest (or head and tail), whose values are the first
element (head) of the list and the rest (tail) of the list.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hd-subj-ph
phon ⟨she, loves, you⟩
synsem

⎡⎢⎢⎢⎢⎢⎢⎣
synsem

cat

⎡⎢⎢⎢⎣
category
head 10

val [valencesubj ⟨ ⟩
comps ⟨ ⟩]

⎤⎥⎥⎥⎦
cont 7

⎤⎥⎥⎥⎥⎥⎥⎦

dtrs ⟨
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

word
phon ⟨she⟩
synsem 8

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

synsem

cat

⎡⎢⎢⎢⎢⎢⎣
category
head [nouncase nom]
val [valencesubj ⟨ ⟩

comps ⟨ ⟩]
⎤⎥⎥⎥⎥⎥⎦

cont
⎡⎢⎢⎢⎣
ppro

index 3 [refpers 3
num sg
gend f

]⎤⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, 1⟩

hd-dtr 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hd-comp-ph
phon ⟨loves, you⟩
synsem

⎡⎢⎢⎢⎢⎢⎢⎣
synsem

cat

⎡⎢⎢⎢⎢⎢⎣
category
head 10

val [valencesubj ⟨ 8 ⟩
comps ⟨ ⟩ ]

cont 7

⎤⎥⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎦

dtrs ⟨ 2 ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

word
phon ⟨you⟩
synsem 9

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

synsem

cat

⎡⎢⎢⎢⎢⎢⎣
category
head [nouncase acc]
val [valencesubj ⟨ ⟩

comps ⟨ ⟩]
⎤⎥⎥⎥⎥⎥⎦

cont [pproindex 5 [refpers 2]]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⟩

hd-dtr 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

word
phon ⟨loves⟩

synsem

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

synsem

cat

⎡⎢⎢⎢⎢⎢⎢⎢⎣

category

head 10 [verbvform fin
aux –
inv –

]
val [valencesubj ⟨ 8 ⟩

comps ⟨ 9 ⟩]
⎤⎥⎥⎥⎥⎥⎥⎥⎦

cont 7 [love-relact 3
und 5

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 2: HPSG representation of (1)
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hd-subj-ph

head 10

⎡⎢⎢⎢⎣
verb
vform fin
aux –
inv –

⎤⎥⎥⎥⎦
val [subj ⟨ ⟩

comps ⟨ ⟩]
cont 7

⎡⎢⎢⎢⎢⎢⎣
love-rel

act 3 [pers 3
num sg
gend f

]
und 5 [pers 2]

⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
8 NP[nom] 3

she

⎡⎢⎢⎢⎢⎢⎣
hd-comp-ph
head 10

val [subj ⟨ 8 ⟩
comps ⟨ ⟩ ]

cont 7

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣
word
head 10

val [subj ⟨ 8 ⟩
comps ⟨ 9 ⟩]

cont 7

⎤⎥⎥⎥⎥⎥⎦
loves

9 NP[acc] 5

you

hd
hd

Figure 3: Shorthand HPSG representation of (1)
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As discussed in more detail in Section 3.2 below, types determine what at-
tributes may and must appear on the objects described by the AVM (not neces-
sarily on the AVM itself, which may be a partial description of such objects; this
point will be crucial below) and what their values may and must be.7 Types are
ordered in an inheritance hierarchy, where subtypes inherit conditions imposed
by supertypes and may add more such conditions.8 For example, both hd-subj-
ph and hd-comp-ph are subtypes of headed-phrase, which is a subtype of phrase,
which in turn – along with word – is a subtype of sign; see Figure 4.

[signphon list
synsem synsem

]
word [phrasedtrs list]

[headed-phrasehd-dtr sign ]
hd-subj-ph hd-comps-ph

non-headed-phrase

Figure 4: A small fragment of an HPSG type hierarchy

All objects of type sign must have two attributes: phon and synsem (I will ex-
plain their role shortly). The word subtype does not add any conditions, and all
the three subsidiary AVMs of type word in Figure 2 have exactly these two at-
tributes and no others. On the other hand, the phrase subtype of sign requires an
additional attribute, namely, dtrs (i.e., daughters), whose value is a list of imme-
diate constituents. An important subtype of phrase is headed-phrase, where one
of the immediate constituents is singled out as the syntactic head; this constituent

7In the HPSG lingo, this amounts to saying that feature structures are totally well-typed (Car-
penter 1992: 94–95; Pollard & Sag 1994: 18).

8It is sometimes argued that LFG templates (which are, essentially, possibly parameterised
macros, as in programming languages) “can play the same role in capturing linguistic gen-
eralizations as hierarchical type systems in theories like HPSG” (Dalrymple et al. 2004: 207);
unfortunately, a discussion of similarities and differences between the two mechanisms – es-
pecially, the crucial ontological differences – is outside the scope of this fairly introductory
chapter.
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is the value of the additional hd-dtr (i.e., head-daughter) attribute. Hence, any
object of type headed-phrase must have four attributes: phon, synsem, dtrs, and
hd-dtr. As hd-subj-ph and hd-comp-ph do not add any attributes, the two AVMs
corresponding to the phrases she loves you and loves you have exactly these four
attributes.

Let us take a closer look at the encoding of constituency structure via the
attributes dtrs and hd-dtr. In the root AVM of Figure 2, the value of dtrs is a 2-
element list, whose first element is aword structure of she and the second element
is a hd-comp-ph structure of loves you. This second element is only marked as 1

on the dtrs list, but it is fully presented as the value of the hd-dtr attribute;
boxed numbers such as 1 should be understood as bound variables signalling
multiple occurrences of a structure in different places (here, in the dtrs list and
in the value of hd-dtr). The structure 1 , being (a subtype of) a headed phrase,
also has the attribute dtrs, whose value is a pair of structures of loves and you,
and the hd-dtr attribute, which singles out the structure of loves as the head.
This configuration of attributes dtrs and hd-dtr and their values encodes the
syntactic tree of Figure 3.

The other two attributes of phrase structures, present also on word structures,
are phon and synsem. In work which does not deal with phonology or phonetics
the values of phon are taken to be lists of words, as in Figure 2, but it is clear
that in an exhaustive representation values of phon must be highly structured.9

For our purposes, values of synsem are more important – they represent all
grammatical information other than constituency structure. Figure 2 presents
slightly simplified values of synsem: it omits those parts of synsem structures
which are responsible for non-local information, i.e., for book keeping related
to unbounded dependencies and relative clauses (see Borsley & Crysmann 2021,
Arnold & Godard 2021, Chaves 2021, and references therein).10 Local information
is distributed between the attributes cat(egory) and cont(ent), as well as con-
text, not represented here either (see Pollard & Sag 1994: 332–337, as well as
De Kuthy 2021 and references therein). cont represents semantic information
comparable to that distributed between LFG f-structures and s-structures. For
example, the two personal pronouns (see the two cont values of type ppro) con-
tribute referential indices, referred to as 3 and 5 , and the verb contributes the
love-rel(ation) with the index 3 of she as its act(or) and the index 5 of you as

9See, e.g., Bird & Klein (1994) and Höhle (1999) for two very different proposals.
10Normally, synsem structures contain two attributes, local and nonlocal. Since nonlocal
and its value is omitted here, also the attribute local is not mentioned in this chapter, and its
values of type local are presented as synsem values of type synsem.
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its und(ergoer). This verbal semantics is shared along the verbal spine, so the
structures of loves, loves you, and she loves you all have the same cont value 7 .

The other part of synsem values, the category structure, models morphosyn-
tactic and combinatorial properties. The former are the value of head: she is
a nominative (pro)noun, you is (here) an accusative (pro)noun, and loves is a fi-
nite verb (non-auxiliary, not inverted). The values of head are shared between
amother and its head daughter – see the multiple occurrences of 10 . Finally, com-
binatorial properties are encoded in values of val(ence): the verb loves requires
a subject ( 8 – the synsem value of she) and a complement ( 9 – the synsem value
of you), loves you has no further complement expectations but still needs a sub-
ject, while she loves you is a fully saturated maximal projection – the values of
its valency features are empty lists. Such maximal projections are often abbre-
viated the way illustrated in Figure 3: NP[nom] 3 stands for (the synsem value
of) a structure with empty subj and comps, with head indicating a nominative
noun, and with cont|index value 3 .11

2.3 Comparison

2.3.1 Levels of representation

The two structures in Figures 1 and 2 look somewhat similar in the sense that
they both use complex AVMs, but also very different in the sense that the LFG
representation distinguishes multiple levels, each with its own data structure
and with a functional mapping between the levels, while the HPSG representa-
tion is a monolithic AVM. How important is this difference? My claim is that it is
less important than usually assumed. For example, it is possible to define a bijec-
tion (a one-to-one correspondence) between LFG representations such as that in
Figure 1 and corresponding HPSG-like monolithic AVM representations such as
that in Figure 5. In this representation, the c-structure is encoded with the help
of attributes label, dtrs, and phon, the mapping 𝜙 from the c-structure to the
f-structure is achieved with the attribute synsem, and the mapping 𝜎 from the
f-structure to the s-structure – with the attribute cont.12

Conversely, theHPSG representation of Figure 2might be taken apart and LFG-
ified as in Figure 6. The fact that non-terminal nodes in the c-structure are AVMs
is not a problem in itself; in LFG it is often assumed that c-structure node labels

11While in LFG the attribute separator in paths is a space, e.g., “subj case ”, in HPSG the vertical
bar is used, e.g., “synsem|cat|head|case”.

12In fact, this representation makes conspicuous the redundancy – mentioned in Section 2.1 – of
pred values with respect to s-structures (i.e., here, cont values).
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

phon ⟨she, loves, you⟩
label S

synsem 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred [fn love
args ⟨ 8 , 9 ⟩]

subj 8

⎡⎢⎢⎢⎢⎢⎣
pred pro
prontype personal
case nom

cont 3 [index [pers 3
num sg
gend f

]]
⎤⎥⎥⎥⎥⎥⎦

obj 9

⎡⎢⎢⎢⎣
pred pro
prontype personal
case acc
cont 5 [index [pers 2]]

⎤⎥⎥⎥⎦
tense pres

cont 7 [rel love
arg1 3
arg2 5

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
dtrs ⟨

⎡⎢⎢⎢⎢⎢⎢⎣
phon ⟨she⟩
label NP
synsem 8

dtrs ⟨[phon ⟨she⟩
label Pron
synsem 8

]⟩
⎤⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

phon ⟨loves, you⟩
label VP
synsem 0

dtrs ⟨[phon ⟨loves⟩
label V
synsem 0

],
⎡⎢⎢⎢⎢⎢⎢⎣
phon ⟨you⟩
label NP
synsem 9

dtrs ⟨[phon ⟨you⟩
label Pron
synsem 9

]⟩
⎤⎥⎥⎥⎥⎥⎥⎦
⟩
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⟩

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 5: HPSG-like LFG representation of (1)

are really abbreviations of feature matrices (see, e.g., Kaplan 1995, Dalrymple
2017, and Lowe & Lovestrand 2020). What is somewhat unusual is that some of
the attributes in these AVMs are list-valued and refer to other AVMs within the
same c-structure (rather than to particular values within such AVMs as in, e.g.,
Lowe & Lovestrand 2020). However, this does not seem to violate any deep LFG
principles.

What LFG grammars and the multi-level representations they lead to try to
capture is the cognitive modularity and encapsulation of particular linguistic
levels; constituency structures, functional structures, semantic structures, etc.,
each have their own sets of primitives and operations, and the interactions be-
tween them are only possible via the mapping functions 𝜙, 𝜎 , etc. By contrast,
no such encapsulation is attempted in HPSG, so it is easy to state constraints in
this theory which may simultaneously refer to arbitrary parts of the structure of
a sentence, e.g., the phonetic properties of a verb and the semantics of its sub-
ject; such a constraint would be much more cumbersome to state in LFG. On
the other hand, actual LFG analyses sometimes make use of the converses of 𝜙,𝜎 , etc., i.e., refer to c-structures from the level of f-structures and to f-structures
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[cat verb
subj ⟨ ⟩
comps ⟨ ⟩ ]

[cat verb
subj ⟨ 8 ⟩
comps ⟨ ⟩ ]

9[cat noun
subj ⟨ ⟩
comps ⟨ ⟩ ]

you

[cat verb
subj ⟨ 8 ⟩
comps ⟨ 9 ⟩ ]

loves

8[cat noun
subj ⟨ ⟩
comps ⟨ ⟩ ]

she

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj
⎡⎢⎢⎢⎣
case nom

index [pers 3
num sg
gend f

]⎤⎥⎥⎥⎦
comp [case acc

index [pers 2]]
vform fin
aux −
inv −

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[rel love
act []
und [] ]

𝜙 𝜎

Figure 6: LFG-like HPSG representation of (1)

from the level of s-structures, so, in principle, any level may be referred to from
any other level.13 Hence, the difference between LFG and HPSGwhen it comes to
encapsulation of linguistic levels is one of degree – and relative easiness of stat-
ing constraints across grammatical levels – rather than a categorical difference
between the complete encapsulation and the total lack thereof.

In summary, while representationswith separate linguistic levels such as those
in Figures 1 and 6 are certainly more immediately readable than monolithic rep-
resentations such as those in Figures 2 and 5, it is not clear that there are any
fundamental differences in the kinds of linguistic analyses that LFG and HPSG
presuppose.14

2.3.2 Grammatical functions

Perhaps a more important – and certainly linguistically more contentful – dif-
ference between HPSG and LFG regards grammatical functions. In LFG each

13However, as pointed out by Ash Asudeh (p.c.), correspondence functions in LFG are typically
not injective (i.e., they are many-to-one), so their converses are proper relations rather than
functions. For example, while 𝜙 maps particular c-structure nodes to particular f-structures, the
converse of 𝜙 will map f-structures to sets of c-structure nodes, making it more difficult to refer
to particular c-structure nodes from the level of f-structures. This “blurring” or “fuzziness” of
converses of correspondence functionsmight be claimed to constitute a substantive hypothesis
about encapsulation of grammatical levels.

14But see Section 3.3.3, on the expressiveness of formalisms underlying LFG and HPSG.
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argument bears a different grammatical function drawn from a repertoire that
includes subj(ect) and obj(ect), as in Figure 1, but also obl(ique), comp(lement)
– a closed sentential argument, xcomp – an open verbal argument, etc. More-
over, at least obj and obl are often indexed with thematic roles, grammatical
cases, or particular prepositions. For example, in the case of sentence (2), the f-
structure would contain another attribute apart from subj (for you) and obj (for
me), namely, objtheme (for your money). Similarly, in the case of (3), the gram-
matical function of to you could be oblgoal, etc. (see, e.g., Dalrymple et al. 2019:
Section 10.3 and references therein).

(2) You never give me your money.

(3) But what I’ve got I’ll give to you.

The HPSG approach to naming arguments is radically different: normally only
the subj(ect) is distinguished (see Pollard & Sag 1994: Chapter 9 and references
therein), often for solely tree-configurational reasons, and all the other argu-
ments are listed within the predicate’s comp(lement)s value. In the case of a 2-
argument verb such as love this difference is not conspicuous, but in the case of,
say, give, the two non-subject arguments would be elements of the comps list,
whether they are realised as a direct object and a theme object, as in (2), or as
a direct object and goal oblique, as in (3). Hence, the two attributes, subj and
comps, suffice for any configuration of arguments.15

Note that this is a difference between LFG and HPSG qua linguistic theories,
not qua linguistic formalisms. Either approach can be simulated in the other for-
malism. For example, within LFG, Alsina (1996) proposes to constrain explicitly
named grammatical functions to subject and object, and Patejuk & Przepiórkow-
ski (2016) and Przepiórkowski (2016) further justify this approach and provide an
LFG formalisation inspired by HPSG analyses of extended argument structure.16

15Also, the subj/comps dichotomy is not assumed in some versions of HPSG (including the early
versions of Pollard & Sag 1987 and Pollard & Sag 1994: Chapters 1–8, as well as the Sign-Based
Construction Grammar of Sag 2012, sometimes perceived as a version of HPSG) and in HPSG
grammars of some languages (e.g., German; Stefan Müller, p.c.).

16Two further – more formal – arguments for HPSG-like representations of grammatical func-
tions in essentially LFG settings may be found in Johnson (1988: Chapter 4): first, they obviate
the need for the LFG principles of completeness and coherence (cf. Section 3.3.4), which are
encoded via formally problematic (cf. Section 4.3.3) constraining statements, and second, they
lead to an analysis of Dutch infinitive constructions which, unlike the standard – at that time –
LFG analysis, does not violate the offline parsability constraint (cf. Section 3.3.3). (Some prob-
lems with Johnson’s (1988) own analysis of Dutch infinitive constructions are pointed out in
Zaenen & Kaplan 1995.)
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Conversely, explicit information about grammatical functions of particular argu-
ments could be added to HPSG representations, as in Ackerman & Webelhuth
(1998) or Hellan (2019).

2.3.3 Word forms

The final difference between the two representations in Figures 1 and 2 that
I would like to point out concerns the place of the word string in these repre-
sentations. Traditionally, in LFG the sequence of word forms – the form of the
utterance – is the yield of the c-structure, i.e., the sequence of leaves. So finding
an LFG representation of an utterance amounts to finding a grammatical repre-
sentation in which the yield of the c-structure is that utterance.

On the other hand, in HPSG the sequence of words in an utterance is the value
of that utterance’s phon attribute. This means that finding an HPSG representa-
tion of an utterance boils down to finding a grammatical structure in which the
value of phon is the list of words in that utterance. Normally this amounts to
the same sequence of words as that read off the leaves of the constituency tree.
For example, if – in a simple binary tree – the phon of the first constituent is
〈come〉 and the phon of the second is 〈together〉, then the phon of the mother
is 〈come, together〉 rather than 〈together, come〉 (or 〈drive, my, car〉, or whatever).
This correspondence is explicitly present in the representation in Figure 2 and
implicitly assumed in the shorthand representation in Figure 3, but there is a well-
developed linearisation theory in HPSG which allows for controlled violations
to this correspondence.

I will have more to say about the exact role of the string of word forms in both
linguistic theories in Section 3.3.1.

2.4 Summary

Let us take stock of similarities and differences between the kinds of representa-
tions assumed in LFG and HPSG. The celebrated difference between the multi-
level architecture of LFG and the monolithic structures assumed in HPSG is cer-
tainly important to many practitioners of both theories and has an impact on
readability (of LFG representations) and the need to apply additional conven-
tions and abbreviations (to render HPSG representations), but in my view it is
of little substantial consequence. It is trivial to devise a lossless conversion of
LFG representations to HPSG-like representations, and also HPSG structures
may be converted to LFG-like representations which distinguish between con-
stituency structures, structures representing other syntactic information, and se-
mantic structures.
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However, there are at least two more substantial differences conspicuous in
the representations in Figures 1 and 2. One concerns grammatical functions: one
function per argument in LFG and just one distinguished argument in HPSG. The
other concerns the place of the sequence of words which make up an utterance:
in LFG this sequence is commonly assumed to correspond to the sequence of
leaves in the c-structure, while HPSG allows for dissociation between the string
of words and the constituency structure.

3 Grammars

What kinds of grammars lead to representations such as those in Figures 1 and 2?
I will first consider LFG, then HPSG, and then I will compare the two approaches.

3.1 LFG

Here is the relevant part of an LFG grammar that produces the structures in
Figure 1.17

Grammar rules:

(4) S ⟶ NP
(↑ subj) = ↓

(↓ case) = nom

VP↑ = ↓
(↓ tense)

(5) VP ⟶ V↑ = ↓ NP
(↑ obj) = ↓

(↓ case) = acc

(6) NP ⟶ Pron↑ = ↓
Lexicon:

(7) loves V (↑ pred) = ‘love〈subj,obj〉’
(↑ subj index pers) =𝑐 3
(↑ subj index num) =𝑐 sg
(↑ tense) = prs
(↑𝜎 rel) = love
(↑𝜎 arg1) = (↑ subj)𝜎
(↑𝜎 arg2) = (↑ obj)𝜎

17Only the core machinery is assumed here, mostly (apart from the 𝜎-projected s-structures)
present already in Kaplan & Bresnan (1982). See, e.g., Dalrymple et al. (2019: Chapter 6) for
later additions such as functional uncertainty (including inside-out functional uncertainty),
off-path constraints, the restriction operator, local names, templates, etc.
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(8) she Pron (↑ pred) = ‘pro’
(↑ prontype) = personal
(↑ case) = nom
(↑ index pers) = 3
(↑ index num) = sg
(↑ index gend) = f

(9) you Pron (↑ pred) = ‘pro’
(↑ prontype) = personal
(↑ index pers) = 2

LFG grammars may be viewed as Context-Free Grammars (CFGs) with anno-
tations; the purely CFG part of the grammar in (4)–(9) is this:

(4′) S ⟶ NP VP

(5′) VP ⟶ V NP

(6′) NP ⟶ Pron

(7′) V ⟶ loves

(8′) Pron ⟶ she

(9′) Pron ⟶ you

Within annotations, ↑ refers to the f-structure associated (via the 𝜙 function)
with the mother node in the tree (i.e., with the preterminal node, in the case of
lexical entries), and ↓ refers to the f-structure associated with the current node.
For example, the functional equation (↑ subj) = ↓ under the NP in rule (4) for S
says that the f-structure associated with the S node has the subj attribute whose
value is the f-structure associated with the NP node. The other equation under
the NP, (↓ case) = nom, says that the f-structure for this NP has case with value
nom. The head equation ↑ = ↓ under the VP in the same rule says that S and VP
are associated with the same f-structure.

These are so-called “defining equations” – they may be thought of as construc-
tively building representations. The statement (↓ tense) under VP in rule (4) is
a constraining condition requiring the presence of the tense attribute within the
f-structure associated with the VP node. This constraining condition cannot be
replaced with a defining equation such as (↓ tense) = prs because infinitive verbs
are assumed not to have the tense attribute at all, so the effect of such a defin-
ing equation would be to wrongly add the attribute tense (and its prs value) to
f-structures of such tenseless forms. Similarly, the constraining equation (↑ subj
index pers) =𝑐 3 in the lexical entry (7) for loves requires that the f-structure

1875



Adam Przepiórkowski

associated with the subject of this verb have the attribute index whose value
has the attribute pers whose value is 3, but the verb does not itself assign this
value – some other part of the grammar (in this case, the lexical entry (8) for
she) must take care of that. As we will see in Section 4.3.3, the existence of such
constraining statements presents a difficulty for model-theoretic formalisations
of LFG.

While the symbols ↑ and ↓ only implicitly refer to the function 𝜙 mapping
c-structures to f-structures, the 𝜎 function mapping f-structures to s-structures
is mentioned explicitly in some of the statements. For example, the statement
(↑𝜎 arg1) = (↑ subj)𝜎 in the lexical entry (7) rather concisely says that there is
an s-structure associated with the f-structure related to the preterminal V, this
s-structure contains the attribute arg1, and the value of this attribute is the s-
structure associated with the f-structure which is the value of subj within the
f-structure related to this preterminal. It is easy to check that the representation
in Figure 1 reflects this and all the other statements presented in this subsection.

3.2 HPSG

Theoretical HPSG grammars have a very different feel: they do not have a CFG
backbone, but rather contain statements about various types of linguistic ob-
jects – not only phrases and words, but also valencies, contents, cases, etc.18

HPSG grammars consist of two parts: a type hierarchy (already mentioned in
Section 2.2, also called “sort hierarchy” and “signature”) and a theory proper.

A small fragment of the type hierarchy assumed in the AVM of Figure 2 was
given in Figure 4, and a much larger part is presented in Figure 7. This type hi-
erarchy seems to mention all types occurring in Figure 2, but in fact it does not
contain types for the word forms which appear within phon values; on the sim-
plest approach to values of phon each word form is an atom of a type such as
she or loves. (On a more comprehensive approach such as Höhle 1999, values of
phon are highly structured and contain various kinds of phonological informa-
tion.) In a more realistic grammar, the type hierarchy would also contain more
subtypes of headed-phrase (see Abeillé & Borsley 2021: Sections 5–6 and refer-
ences therein), a much larger type subhierarchy below content (see, e.g., Richter
& Sailer 1997, 1999 and Davis 2001 for two very different proposals targeting dif-
ferent aspects of semantic representations), a multiple inheritance hierarchy of
subtypes of head (Malouf 1998), many more subtypes of vform, etc. As shown in
Figure 7, type hierarchies are more than just plain taxonomies of types: they also

18However, some such statements, namely, Immediate Dominance Schemata (Pollard & Sag 1994:
Section 1.5), directly encode some of the effects of phrase structure rules.
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determine attributes that may occur in structures of particular types, as well as
types of values of such attributes.

Theory proper is a set of statements – often called principles – which impose
additional, more complex constraints. For example, the famous Head Feature
Principle (HFP) says that, in a headed-phrase, the mother has the same value of
the head attribute as the head daughter. Formally, this principle may be stated
as follows:

(10) Head Feature Principle:

headed-phrase ⇒ [synsem|cat|head 1
hd-dtr|synsem|cat|head 1

]
Such principles are understood universally: every linguistic object must satisfy

them. For this reason they are usually implicational, with the antecedent defining
the scope of the principle. In the case of (10), either an object is of type headed-
phrase, so the antecedent is true and, hence, the consequent must also be true, or
the object is not of this type, in which case the antecedent is false and the whole
implication is trivially true.

The AVM in Figure 2 describes a configuration of objects containing two ob-
jects of type headed-phrase, i.e., satisfying the antecedent of HFP: the root object
of type hd-subj-ph and its hd-dtr value of type hd-comp-ph. Both satisfy HFP –
see the three occurrences of 10 in that figure. All other objects in this configu-
ration satisfy HFP trivially, as they are not described by the antecedent of HFP;
this holds for the word objects representing she, loves, and you, the synsem ob-
jects which are values of the synsem attribute, the list objects which are values
of various occurrences of phon, subj, comps, and dtrs, etc.

There are also constraints relating the values of val and dtrs. The role of
valency attributes is similar to the role of slashes in Categorial Grammar (Aj-
dukiewicz 1935, Lambek 1958; see also Kubota 2021 and references therein) – they
express information about the combinatory potential of an element. For example,
the word structure for loves in Figure 2 specifies that this word expects a com-
plement and a subject. Once it combines with the complement you, the mother
phrase of type hd-comp-ph needs only a subject in order to be a fully saturated
phrase (i.e., a sentence) – its comps list is empty (“⟨ ⟩” is a synonym of the elist
type in Figure 7). Moreover, once this phrase combines with the subject she, both
valency lists become empty. This behaviour is regulated by principles such as the
following:
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object

[signphon list
synsem synsem

]
word [phrasedtrs list]

[headed-phrasehd-dtr sign ]
hd-subj-ph hd-comps-ph

non-headed-phrase

[synsemcat category
cont content

] content

[pproindex ref ] [love-relact ref
und ref

]
⎡⎢⎢⎢⎣
ref
pers person
num number
gend gender

⎤⎥⎥⎥⎦
person

1 2 3

number

sg pl

gender

f m n

object

... [categoryhead head
val valence

] head

⎡⎢⎢⎢⎣
verb
vform vform
aux bool
inv bool

⎤⎥⎥⎥⎦
[nouncase case]

[valencesubj list
comps list

] vform

fin inf

bool

+ −

case

nom acc

list

elist [nelistfirst object
rest list

]
Figure 7: A larger part of an HPSG type hierarchy
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(11) Valence Principles (modified and simplified):

a. hd-subj-ph ⇒ ⎡⎢⎢⎢⎢⎢⎢⎣
synsem|cat|val [subj ⟨ ⟩

comps ⟨ ⟩]
dtrs ⟨[synsem 2 ], 1 ⟩
hd-dtr 1 [synsem|cat|val [subj ⟨ 2 ⟩

comps ⟨ ⟩]]
⎤⎥⎥⎥⎥⎥⎥⎦

b. hd-comps-ph ⇒ ⎡⎢⎢⎢⎢⎢⎣
synsem|cat|val [subj 0

comps ⟨ ⟩]
dtrs ⟨ 1 , [synsem 2 ]⟩
hd-dtr 1 [synsem|cat|val [subj 0

comps ⟨ 2 ⟩]]
⎤⎥⎥⎥⎥⎥⎦

The constraint (11a) is saying that, in phrases of type hd-subj-ph, the head
daughter ( 1 ) only requires a subject (its comps list is empty), this subject ( 2 ) is
the (synsem value of the) first daughter of the phrase, while the second daughter
( 1 ) is the head daughter, and the phrase itself is fully saturated (both subj and
comps are empty). Similarly, (11b) is saying that, in phrases of type hd-comps-ph,
the single comps element of the head daughter is realised as its second daughter,
the first daughter being the head, and the phrase does not expect a complement
anymore. On the other hand, it still expects whatever subject (if any) is expected
by the head daughter. The actual Valence Principle assumed in HPSG is more
general; in particular, it allows for longer comps lists and the realisation of mul-
tiple arguments in a single local tree (see, e.g., Pollard & Sag 1994: 348).

Note that the values of valency attributes are lists of synsem structures (see 2

in (11)), not whole phrases. This is an attempt to encode locality constraints on
selection: a predicate may specify its arguments only by providing the kind of
information that is encoded in synsem values, so it cannot select an argument
on the basis of its phon value or with reference to the internal constituency
structure of that argument (as it is encoded in the values of dtrs and hd-dtr).19

What about the lexicon? HPSG has full-fledged theories of the hierarchical
lexicon, which make it possible to encode various generalisations across lexical
items (see Davis & Koenig 2021 and references therein), but for the purpose of
this comparison the simple principle in Figure 8 will do. What this principle is
saying is that any word object must either satisfy the description in the first

19Note also that these principles do not say anything about values of phon. We will deal with
phon values shortly, in Section 3.3.1.
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word ⇒
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

phon ⟨she⟩

synsem

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

cat

⎡⎢⎢⎢⎢⎢⎣
head [nouncase nom]
val [valencesubj ⟨ ⟩

comps ⟨ ⟩]
⎤⎥⎥⎥⎥⎥⎦

cont

⎡⎢⎢⎢⎢⎣
ppro

index
⎡⎢⎢⎢⎣
ref
pers 3
num sg
gend f

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∨

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

phon ⟨you⟩
synsem

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cat

⎡⎢⎢⎢⎣
head noun

val [valencesubj ⟨ ⟩
comps ⟨ ⟩]

⎤⎥⎥⎥⎦
cont [pproindex [refpers 2]]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∨

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

phon ⟨loves⟩

synsem

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

cat

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

head
⎡⎢⎢⎢⎣
verb
vform fin
aux –
inv –

⎤⎥⎥⎥⎦
val

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj ⟨⎡⎢⎢⎢⎢⎢⎣
cat

⎡⎢⎢⎣
head|case nom

val [subj ⟨ ⟩
comps ⟨ ⟩]⎤⎥⎥⎦

cont|index 1 [pers 3
num sg]

⎤⎥⎥⎥⎥⎥⎦
⟩

comps ⟨⎡⎢⎢⎢⎢⎣
cat

⎡⎢⎢⎣
head|case acc

val [subj ⟨ ⟩
comps ⟨ ⟩]⎤⎥⎥⎦

cont|index 2

⎤⎥⎥⎥⎥⎦⟩

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
cont [love-relact 1

und 2
]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∨…

Figure 8: Word Principle
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disjunct (which defines the word she), or the second disjunct (you), or the third
disjunct (loves), etc. Again, it is easy to see that the structure described by the
AVM in Figure 2 complies with this principle.

All the principles given or alluded to above constrain the shape of signs –
words and phrases – but principles may also refer to other types of objects. For
example, the type hierarchy in Figure 7 only says that values of subj and comps
are lists, but the values of subj cannot be of any length – their maximum length
is one (a single predicate cannot have two subjects). This can be regulated with
the constraint in (12) or – equivalently (given the type hierarchy in Figure 7) but
more concisely – (13).

(12) valence ⇒ [subj elist] ∨ [subj|rest elist]
(13) valence ⇒ ¬[subj|rest nelist]

Moreover, values of subj and comps cannot be just any lists – theymust be lists
of synsem objects. This may be achieved via constraint (14), whose antecedent is
not just a type specification, with the predicate list-of-synsems defined as in
(15).20

(14) [subj 1
comps 2

] ⇒ list-of-synsems( 1 ) ∧ list-of-synsems( 2 )

(15) list-of-synsems(elist).

list-of-synsems([nelistfirst synsem
rest 0

]) ∀⟸ list-of-synsems( 0 ).

This simple constraint illustrates an important aspect of contemporary HPSG,
namely, the possibility to define and use in constraints any relation (Richter 1999,
2004). The notation for defining such relations is inspired by the programming
language Prolog. The definition in (15) consists of two clauses jointly specifying
what kinds of objects have the list-of-synsems property: the first clause says
that the empty list is a list of synsems, and the second (recursive) clause says that
a non-empty list whose first element is a synsem object is a list of synsems if
the rest of this list is a list of synsems. Nothing else is a list of synsems.

20I extend the notational conventions defined in Richter (2004: Section 3.2) in such a way that
boxed variables appearing in the antecedents of implications are understood as bound by uni-
versal quantifiers scoping over the whole formula. So, the quantificational schema of (14) is:∀ 1∀ 2 (𝜙( 1 , 2 ) ⇒ 𝜓( 1 , 2 )).
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3.3 Comparison

3.3.1 Word order

One clear difference between the two frameworks stems from the fact that LFG
grammars – but not HPSG grammars – are based on a CFG backbone. Tradition-
ally (but see below) the sentence string is the yield of the c-structure, i.e., it is
read off the leaves of the tree. In the case of free word order languages, this leads
to trees in which functionally related constituents – for example, a noun and its
adjectival modifier – are not always directly related configurationally.

Consider the Warlpiri sentence (16) from Simpson (1991: 257).

(16) Kurdu-jarra-rlu
child-du-erg

ka-pala
prs-3.du

maliki
dog.abs

wajili-pi-nyi
chase-npst

wita-jarra-rlu.
small-du-erg

‘Two small children are chasing the dog.’
‘Two children are chasing the dog and they are small.’

In this example, wita-jarra-rlu ‘small’ is a modifier of kurdu-jarra-rlu ‘children’,
but on LFG analyses they do not form a constituent, as other constituents linearly
intervene between these two words. For example, Austin & Bresnan (1996: 225)
propose an analysis which results in the c-structure in Figure 9 (cf. Dalrymple
et al. 2019: 112).

IP

NP

N

kurdu-jarra-rlu
child-du-erg

I′
I

ka-pala
prs-3.du

S

NP

N

maliki
dog.abs

V

wajili-pi-nyi
chase-npst

NP

N

wita-jarra-rlu
small-du-erg

Figure 9: LFG c-structure of (16)
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By contrast, it is possible to propose an HPSG analysis of Warlpiri word or-
der on which wita-jarra-rlu ‘small’ and kurdu-jarra-rlu ‘children’ do form a con-
stituent in (16) (in the sense in which the attribute dtrs represents immediate
constituents). A shorthand and very schematic representation of the result of
such an analysis is given in Figure 10 (after Donohue & Sag 1999: 13). Note that
the order of words within the phon value of the root of this tree is different from
the order of phon values of the leaves.

This analysis is possible because values of phon are subject to the same con-
straints as any other structures. The usual tree behaviour, with phon values of
the mother being the concatenation of the phon values of the daughters in the
order in which they occur on the dtrs list, could be simulated with the constraint
in (17), where append-phons( 2 , 1 ) holds if 1 is the concatenation of phon values
of the elements of 2 .21

(17) [phrasephon 1
dtrs 2

] ⇒ append-phons( 2 , 1 )

If the constraint in (17) were included in the grammar of Warlpiri, the represen-
tation in Figure 10 would be ill-formed.

However, other definitions are possible, which relax this usual approach. In
fact, there is a long history of such linearisation accounts in HPSG, dating back
to Reape (1992, 1996), Kathol & Pollard (1995), and Kathol (1995, 2000) (see also
Müller 2021b and references therein); such a relaxed approach to word order is
commonly assumed in HPSG analyses of ellipsis and coordination (see Nykiel &
Kim 2021, Abeillé & Chaves 2021, and references therein). On such analyses, the
two sentences in (18) (fromChaves 2008: 286) have exactly the same constituency
structures but differ in phon values.

(18) a. Tim gave a rose to Mary and a tulip to Sue.
b. Tim gave a rose to Mary and Tim gave a tulip to Sue.

21Formally, the relation append-phons is defined as in (i), and the relation append it relies on –
as in (ii):

(i) append-phons(elist, elist).

append-phons([first [phon 1 ]
rest 2

], 3 ) ∀⟸ append-phons( 2 , 4 ) ∧
append( 1 , 4 , 3 ).

(ii) append(elist, 1 list, 1 ).

append([first 1
rest 2 ], 3 list, [first 1

rest 4 ]) ∀⟸ append( 2 , 3 , 4 ).
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[phon ⟨kurdu-jarra-rlu, ka-pala, maliki, wajili-pi-nyi, wita-jarra-rlu⟩]
[phon ⟨kurdu-jarra-rlu, wita-jarra-rlu⟩]

[phon ⟨kurdu-jarra-rlu⟩]
child-du-erg

[phon ⟨wita-jarra-rlu⟩]
small-du-erg

[phon ⟨ka-pala⟩]
prs-3.du

[phon ⟨maliki, wajili-pi-nyi⟩]
[phon ⟨maliki⟩]

dog.abs
[phon ⟨wajili-pi-nyi⟩]

chase-npst

Figure 10: HPSG constituency structure of (16), with the form escaping
the default word order constraints marked in bold
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In LFG such a relaxed approach to word order is also in principle possible,
on the assumption that there is a representation of the sentence string separate
from c-structure. Such a separate string structure – sometimes called s-string
(Dalrymple et al. 2019: Section 3.5) – is programmatically proposed in Kaplan
(1987) and substantiated in Wescoat (2002), Asudeh (2009) and, especially, Dal-
rymple & Mycock (2011), among other works, but it is commonly assumed that
the order of words in this additional string structure is the same as the order of
leaves in c-structure. One exception to this common assumption are the analyses
of cliticisation in Bögel et al. (2010) and in Lowe (2016), on which the position
of clitics in the s-string may differ from their position in the tree.22 However, to
the best of my knowledge, there are no LFG analyses which would make a more
substantial use of the possibility of relaxing the mapping between the s-string
and the c-structure, analogous to those common in HPSG accounts of ellipsis.

3.3.2 Optionality of attributes

As has already been alluded to above and as will become fully clear in Section 4,
grammars may be understood as theories describing certain linguistic objects.
Figures such as 1 and 2 are representations of such objects. Both these figures
represent all information that follows from all grammatical rules and principles
of the respective grammars sketched in this section, but there is a sense in which
the LFG representation in Figure 1 is complete while the HPSG representation
in Figure 2 is only partial: it represents the effects of all constraints in the gram-
mar proper, but it does not contain all information that follows from the type
hierarchy.

Let us have a closer look at the index values within structures corresponding
to the word you. In both representations in Figures 1 and 2 this value is rep-
resented as an AVM with just one attribute, pers, with a value indicating 2nd
person. In the case of LFG, this is a complete description of the underlying fea-
ture structure; the linguistic object described by this subsidiary AVM has exactly
one attribute: pers. However, in the case of HPSG, the corresponding AVM is
marked as representing a structure of type ref (erential index) and – according to
the type hierarchy in Figure 7 (and the standard HPSG type system; see Pollard &
Sag 1994: 399) – every ref object has exactly three attributes: pers(on), num(ber),
and gend(er). Thus, the subsidiary AVM representing the value of index for you
is only a partial description of a complete linguistic object; any such object must
also have specific values of num (sg or pl) and gend (m, f, or n). That is, this

22Such a mechanism of prosodic inversion is also alluded to – but not provided an LFG formali-
sation – in Simpson (1991: 69), Kroeger (1993: 140), and Austin & Bresnan (1996: 226).
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subsidiary AVM describes six different kinds of linguistic objects, differing in
number and gender.

This technical difference between the two formalisms reflects a potentially
important linguistic difference between the two theories: to what extent are the
described linguistic objects allowed to be partial or indeterminate?23 Such partial
objects were the staple of the original HPSG of Pollard & Sag (1987), where the
described objects were understood not as strictly linguistic objects but rather as
informational objects – bits of information (including disjunctive and negative
information) that competent speakers have about language.24 But it seems that
LFG sides with the latter-day HPSG in describing linguistic objects rather than
informational objects. So the difference between the two representations of the
index value for you seems to be a linguistically contentful – and potentially
verifiable – difference: on the LFG view the pronoun you is specified for person
but unspecified or neutralised for number and gender, while on the HPSG view
it is ambiguous between different values of number and gender.

Interestingly, it is easy to simulate the HPSG approach in LFG, but it is far from
obvious how to simulate the LFG approach in HPSG. In LFG, the lexical entry of
you could be extended from (9) to (19), with the last two statements requiring
that num and gend be present and have values within appropriate sets:

(19) you Pron (↑ pred) = ‘pro’
(↑ prontype) = personal
(↑ index pers) = 2
(↑ index num) ∈ {sg, pl}
(↑ index gend) ∈ {m, f, n}

This leads to six different f-structure representations of the pronoun you, differ-
ing in the values of num and gend.

Within HPSG, a more complex type subhierarchy could allow for different
subtypes of ref, one of which would only be specified for the attribute pers; let
us call this subtype ref-pers. Then, the pronoun you could have the index value
of type ref-pers, with pers equal to 2. Another subtype, let us call it ref-pers-num,
would be specified for pers and num, and it would be appropriate for index
values of pronouns I (pers 1, num sg) and we (pers 1, num pl). This solution,
however, is problematic in view of the following examples:

(20) Creatures, I give you yourselves… (C.S. Lewis, The Magician’s Nephew)

(21) Creature, I give you yourself…

23See also Kaplan (2019) for a discussion of this and related issues.
24See Richter (2004: Chapter 2) for a discussion of the differences between early and later HPSG.
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The anaphoric pronouns yourselves and yourself are specified for person (2nd)
and for number (plural and singular, respectively), but not for gender, so they
should have index values of type ref-pers-num. But, given the standard HPSG
binding theory (cf. Section 4.3.2 below), these index values should be equal to
the index values of the binder – the pronoun you in both examples above – so
they should be of type ref-pers. The only way this is possible is that the two
types, ref-pers and ref-pers-num, have a common subtype. But this common sub-
typewould have to inherit the attribute num from ref-pers-num, so ref-perswould
have a subtype with attribute num. Given that all objects in HPSG models – in-
cluding all values of attributes – must bear maximally specific types (this will be
made clear in Section 4.1 below), the pronoun you would be ambiguous: on one
interpretation its index would have a value (of this shared subtype) with num
sg, on the other – with num pl. This would contradict the original motivation
for the multiple subtypes of ref, namely, to make the pronoun you indeterminate
with respect to number and gender, rather than ambiguous. It is not clear to me
how to simulate within HPSG the behaviour of LFG – that is, how to make the
pronoun you indeterminate with respect to number by default (i.e., apart from
binding contexts such as (20)–(21)) – without complicating the standard HPSG
binding theory.

In summary, while either approach may perhaps be simulated in the other
theory, HPSG analyses naturally lead to amultiplicity of models differing inways
that linguists often do not care about, while LFG grammars naturally specify
fewer linguistic objects, differing only in linguistically relevant aspects. We will
return to this issue in Section 4.3.

3.3.3 Expressiveness

What is the relation of LFG andHPSG to the Chomsky–Schützenberger hierarchy
of grammar formalisms (Chomsky 1956)? That is, what classes of languages do
possible LFG and HPSG grammars describe? This question cannot be answered
without making the notion of a “possible LFG/HPSG grammar” more precise.
Given that both theories evolve and that at any particular point there are com-
peting proposals about various aspects of the theories, this notion is not fully
explicit and perhaps never will be.

Nevertheless, it is possible to ask about the complexity of the underlying for-
malisms, and it is clear that –without additional constraints – both are equivalent
to Turing machines, i.e., they may describe any language that is algorithmically
describable at all. There is no space here to formally prove this claim, but it is
based on the well-known fact that attribute–value grammars may encode Turing
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machines (Johnson 1988: Section 3.4.2; see also Kaplan & Bresnan 1982: fn. 32).
In particular, the unification grammar schema for simulating the effect of any
Turing machine (i.e., for defining the same language as that recognised by that
Turing machine) presented in Francez &Wintner (2012: Section 6.2) can be easily
encoded in the formalisms underlying LFG and HPSG.25

Given this formal power of the underlying formalisms, the recognition prob-
lem (given a grammar and a sentence, is this sentence predicted by this gram-
mar?) is undecidable – there is no general algorithm which could take an ar-
bitrary grammar and sentence and always answer that question in finite time.
In the case of LFG, this potential problem was recognised very early and a so-
lution was proposed (Kaplan & Bresnan 1982: 266–267) in terms of what later
became known as offline parsability (Pereira & Warren 1983: 142): a global con-
dition on constituency structures, namely, that, first, they do not contain unary
chains (subtrees with only unary branching) in which the same category appears
twice and, second, that they do not use empty productions (i.e., that there are no
empty leaves in the tree). The encoding of Turingmachines in Francez &Wintner
(2012: Section 6.2) violates both conditions (cf. fn. 25). A different way to make
LFG grammars tractable is proposed – and references to other attempts are given
– in Wedekind & Kaplan (2020).26

In the case of HPSG, the dominant underlying formalism (RSRL, Richter 1999,
2004; see Section 4.1) is known to be undecidable (Kepser 2004). A different for-
malisation, based on an extension of modal logic (namely, polyadic dynamic
logic), is proposed and shown to have more desirable complexity properties in
Søgaard & Lange (2009) but, to the best of my knowledge, it has remained largely
unnoticed within the HPSG community.

Let me reiterate, however, that any less than desirable complexity results men-
tioned above pertain to formalisms underlying the linguistic theories, not to the

25In the case of LFG, the schemata 𝜌1–𝜌8 of Francez & Wintner (2012: 230–232) can be directly
translated into LFG phrase structure rules by taking cat values to be node labels and by en-
coding all the other information present in the AVMs in 𝜌1–𝜌8 via straightforward functional
equations. In the case of HPSG, these schemata may be encoded as Immediate Dominance
Schemata (Pollard & Sag 1994: Section 1.5), with an additional phon attribute collecting the ter-
minal symbols (dually to how they are collected in the values of the left attribute in Francez &
Wintner 2012). Schemata 𝜌1–𝜌8 are essentially – appropriately annotated (which is the source
of the additional complexity) – right-linear grammars with binary branching rules for reading
the terminal symbols and with unary branching rules – including an empty production – for
simulating a Turing machine. It is easy to modify this encoding to get rid of the empty produc-
tion (the unary rules encoding transitions of a Turing machine could be used at the top of the
tree instead of at the right-hand bottom), but the use of effectively unary rules with possible
repetitions of non-terminal symbols along unary chains is non-negotiable.

26Simplifying, Wedekind & Kaplan (2020) require of grammars that there be an upper bound on
the number of different c-structure nodes that may map to the same f-structure.
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theories themselves. As has been repeatedly noted in both frameworks (see, e.g.,
Kaplan & Bresnan 1982: 271–272, Johnson 1988: 94–95, and Richter 2004: 242–
243), it is very well possible that linguistic constraints sufficiently delimit the
space of possible grammars to make the recognition problem decidable and ef-
ficient, and – conversely – it is also possible that human languages are in fact
undecidable. That means that high complexity results for a formalism underly-
ing a linguistic theory should not necessarily be held against that theory.

3.3.4 Generative-enumerative or model-theoretic?

Pullum & Scholz (2001) divide syntactic frameworks into “generative-enumera-
tive” (GE) and “model-theoretic” (MT). GE frameworks have a derivational feel:
at their centre are instructions for rewriting certain strings or structures into
other strings or structures. Typical examples are formal grammars in the sense
of the Chomsky hierarchy, for example, CFGs such as that in (4′)–(9′), where
particular rules are such instructions. In the top-down mode, one starts with
the string “S” and uses the rules to rewrite any non-terminal symbols – e.g., the
rule (4′) to replace “S” with “NP VP” – until the resulting string contains only
terminal symbols, e.g., “she loves you”. In the bottom-up mode, one starts with
a string of terminal symbols, e.g., “she loves you”, and uses the rules in the other
direction, until the resulting string “S”, e.g.: “she loves you” → “she loves Pron” →
“she loves NP” → “she V NP” → “she VP” → … → “S”. The language defined by
a grammar is the set of those strings of terminal symbols for which this proce-
dure succeeds. Examples of GE systems are various transformational grammars,
Categorial Grammars, Tree-Adjoining Grammars, etc. GE frameworks have an
analogue in syntactic – proof-theoretic – aspects of logic.

By contrast, MT frameworks have an analogue in semantic –model-theoretic –
aspects of logic. Grammars are sets of logical formulae which may be understood
as defining models (namely, those models in which all the formulae are true). An
early – historical – example is Arc-Pair Grammar, but currently HPSG seems
to be the most clear case of an MT framework (Pullum 2019: 60). We will have
a closer look at models of HPSG grammars shortly, in Section 4.1.

Some GE frameworks have a somewhat mixed character: they have a GE back-
bone but they also impose certain constraints on the resulting structures.27 Two
examples are the transformational grammar of the 1980s (GB; Chomsky 1981,
1986) and, to some extent, Generalized Phrase Structure Grammar (GPSG; Gaz-
dar et al. 1985). It seems that, at least as originally conceived, LFG belongs in

27Thanks to Geoff Pullum for discussion and for the clarification that such “mixed” frameworks
should still be classified as unambiguously GE.
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the same category: there is a generative CFG backbone responsible for build-
ing c-structures (Kaplan & Bresnan 1982: 175), but also for generating functional
statements which act as constraints on f-structures associated with particular c-
structure nodes (Kaplan & Bresnan 1982: 181). The following quote makes this
dual nature of the original LFG particularly clear:

A string’s constituent structure is generated by a context-free c-structure
grammar. The grammar is augmented so that it also produces a finite collec-
tion of statements specifying various properties of the string’s f-structure.

(Kaplan & Bresnan 1982: 180–181)

If such statements – i.e., functional equations – cannot be satisfied, then the
whole description for a given input fails, even if the c-structure rules produced
an appropriate constituency tree for this input. The functional component thus
acts as a filter on the output of the c-structure component (as explicitly stated in
Kaplan & Bresnan 1982: 203–204).

Also some general LFG principles are formulated as constraints on possible f-
structures (Kaplan & Bresnan 1982: 178–179, Dalrymple et al. 2019: Section 2.4.6):
completeness and coherence jointly state that, simplifying a little, grammatical
functions mentioned in pred values must be exactly the grammatical functions
occurring as attributes. The main f-structure in Figure 1 satisfies this constraint:
pred mentions subj and obj and these are exactly the attributes which charac-
terise grammatical functions in this f-structure. Similarly, f-structures which are
values of subj and obj satisfy this constraint: their pred values do not mention
any grammatical functions and none appears as an attribute in these f-structures.
Generative-enumerative frameworksmay often be givenmodel-theoretic refor-

mulations. McCawley (1968) is usually credited with the observation that phrase
structure rules may be understood as conditions on trees,28 and fully-worked out
MT equivalents of various GE formalisms were proposed by Rogers (1997, 1998).
While there is no comprehensive MT formalisation of LFG, the description of the
general architecture of LFG in Kaplan (1989: Section 2) is formulated in terms of
conditions on particular structures, also on c-structures, and on correspondences
between them,29 and this view is prevalent in contemporary LFG.30 For this rea-

28But cf. Pullum (2007: Section 1.7).
29The slightly modified version of Kaplan (1989) published a few years later explicitly invokes
“model-based approach” as “of course, the hallmark of LFG” (Kaplan 1995: 11). An earlier model-
theoretic formalisation of an LFG-like formalism (but without the distinction between defin-
ing and constraining statements) is Johnson (1988). See also Blackburn & Gardent (1995) for
another attempt (also limited to defining statements; cf. Börjars & Payne 2013).

30For example: “In LFG, phrase structure rules are not rewrite rules, rather they are ‘node admiss-
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son, Pullum& Scholz (2001: 20) classify “recent LFG” as “perhaps” MT. I will have
much more to say about model-theoretic aspects of LFG and HPSG in Section 4.

3.4 Summary

In this section we looked at two rather specific differences between LFG and
HPSG grammars and two more general aspects. One specific difference concerns
word order: in HPSG, but not in LFG, the string is often – especially, in analyses
of ellipsis – assumed to be dissociated from the constituency structure. The other
concerns determinacy: HPSG analyses often lead to multiple structures, i.e., to
ambiguity, while LFG analyses more naturally lead to more compact indetermi-
nate structures. Interestingly, despite the expressive power of the two theories,
it is not always clear how to elegantly simulate in one theory the analysis com-
monly assumed in the other.

The two more general issues are expressivity and relation to the generative-
enumerative vs. model-theoretic dichotomy postulated in Pullum& Scholz (2001).
Underlying formalisms of both theories, unless additionally constrained, have
the expressive power of Turing machines; such additional constraints were pro-
posed in LFG right at the beginning and are the topic of ongoing work, while
much less attention is devoted to the matter of complexity in HPSG. Finally,
HPSG is a prototypical model-theoretic theory, while the place of LFG in this
dichotomy is less clear, as no explicit model theory has ever been proposed for
LFG. This is the issue to which I turn next.

4 Models

Grammars like those discussed in Section 3 are descriptions of collections of lin-
guistic objects, pictures like those in Figures 1 and 2 of Section 2 are represen-
tations of particular configurations of such objects, but what exactly are these
objects themselves? That is, what are the models of LFG and HPSG grammars?
The two theories differ considerably in the extent to which answers to these ques-
tion are provided: fully explicit model theories are proposed in HPSG, but only
sketches and intuitive ideas may be found in LFG. For this reason, in this section
I start with HPSG. First, however, a few words about models in general.

Take the following formulae of first-order logic:

(22) ∀𝑥. black(𝑥) ↔ ¬white(𝑥)
ability conditions’ (McCawley, 1968); they are constraints rather than procedures.” (Snijders
2015: 61).
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(23) ∀𝑥∀𝑦. bw(𝑥, 𝑦) → black(𝑥) ∧ white(𝑦)
(24) ∀𝑥. black(𝑥) → ∃𝑦.white(𝑦) ∧ bw(𝑥, 𝑦)
(25) ∀𝑥.white(𝑥) → ∃𝑦. black(𝑦) ∧ bw(𝑦 , 𝑥)
Together they are saying that everything is either black or white (see (22)) and
that there is a relation, bw, which holds between black things and white things
(see (23)) such that every black thing is in this relation with some (at least one)
white thing (see (24)) and every white thing is related to some (at least one) black
thing (see (25)). Informally speaking, the previous sentence is a description of
possible models of formulae (22)–(25). One model is a two-element set such that
one element is black, the other is white, and they are related. Another has two
black elements and two white elements such that they are pairwise related, i.e.,
the relation bw denotes two pairs of elements. Another – one that also has two
black elements and two white elements – is illustrated in Figure 11. The empty
set is also a model, and there are infinitely many other models, both finite (of any
cardinality apart from 1) and infinite (of any transfinite cardinality).

•bla
ck

•bla
ck

•white
•white

bw

bw

bw

Figure 11: A model – one of many – of (22)–(25)

The meaning of the theory (22)–(25) may be equated with the collection of
all models of that theory. However, we may want to exclude some models as
not interesting or not really capturing what the formulae (22)–(25) are meant
to capture. For example, perhaps we want models to be non-empty and – while
possibly arbitrarily large – finite. The first condition may be stated by extending
the theorywith the formula ∃𝑥. 𝑥 = 𝑥 .31 However, the second condition, arbitrary
finiteness, cannot be stated within first-order logic, so it must be stated meta-
theoretically, as an additional constraint on permitted models.32 As we will see
below, both theories make use of such meta-theoretical conditions on models.

31Given the formulae (22)–(25), the same effect may be achieved, e.g., with ∃𝑥. black(𝑥) or with∃𝑥.white(𝑥).
32Alternatively, a more expressive logic could be adopted.
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4.1 HPSG

Of all linguistic theories, HPSG is perhaps unique in its concentrated attention to
the issue ofwhat grammars actually describe –what themodels of HPSG theories
are. There is no place here to summarise the different proposals found in the
HPSG literature; some of them are critically discussed in Richter (2004: Section
2.2). Here, I will describe informally – and in terms which facilitate comparison
with standard logical models and with potential LFG models – what I assume to
be the standard HPSG approach, namely, the model theory of RSRL (Richter 1999,
2004).33

As in mathematical logic, RSRL models are sets of objects which may have
various properties and relations defined on them. The properties correspond to
the maximal types – called species – of type hierarchies: each object is assigned
exactly one species.34 For example, assuming the hierarchy of Figure 7, it is not
enough for an object to have the property list; it must be either elist or nelist.
Similarly, any sign object must actually be either a word, or a hd-subj-ph, or a hd-
comps-ph, or a non-headed-phrase. In other words, species of HPSG type hierar-
chies partition sets of objects in HPSG models, just like the properties black and
white partition sets of objects in models of the first-order theory (22)–(25).

Attributes correspond to relations. For example, still assuming the type hierar-
chy in Figure 7, the attribute rest is modelled as a relation between nelist objects
and list (i.e., elist and nelist) objects. Similarly, synsem relates signs (i.e., objects
of one of the species: word, hd-subj-ph, hd-comps-ph, and non-headed-phrase) to
objects of type synsem (which is a species, according to this type hierarchy). This
is similar to the possible interpretations of the relation bw as defined in (22)–(25):
the domain of that relation is the set of black objects, and the co-domain – the
set of white objects. However, the meanings of HPSG attributes are not just any
relations; they are total functions on sets of appropriate species (nelist, in the
case of rest) with values in the set of objects of appropriate species (elist and
nelist, in the case of rest).

Additional constraints on objects and relations between them are provided by
the theory proper, i.e., by principles such as the HFP in (10), repeated below as
(26), and the principles in (11)–(14).

(26) Head Feature Principle:

headed-phrase⇒ [synsem|cat|head 1
hd-dtr|synsem|cat|head 1

]
33RSRL – Relational Speciate Re-entrant Language – adds relations and quantification to SRL –
Speciate Re-entrant Language – of King 1989, 1999 (see also Pollard 1999). See Richter 2021 for
an overview.

34That is, in the HPSG lingo, objects are sort-resolved (Pollard & Sag 1994: 18).
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For example, HFP is saying that whenever there is an object of type headed-
phrase – i.e., of species hd-subj-ph or hd-comps-ph – there must be other objects
related via functions corresponding to hd-dtr, synsem, cat, and head as illus-
trated in Figure 12. In this case, the value of the variable 1 of (26) is the object
number 7.

•2 •3
hd-subj-ph •1 •7•4 •5 •6

synsem cat head

hd-dtr synsem cat
head

Figure 12: Configuration of objects satisfying the Head Feature Princi-
ple

Given the other principles and the type hierarchy, we know much more about
this configuration of objects than is explicitly said in Figure 12. For example, the
type hierarchy implies that the species of object 4 must be a maximal subtype of
sign, the species of objects 2 and 5 must be synsem, etc. Additional constraints on
configurations involving objects of type hd-subj-ph are imposed via one of the
Valence Principles (namely, (11a)), etc.

Now, HPSG models are simply collections of objects such that each object
satisfies all constraints following from the type hierarchy and the theory proper.
For example, all seven objects in Figure 12 must satisfy HFP, not just object 1.
And they all do, albeit – apart from object 1 – trivially: since objects 2–7 are
not of type headed-phrase, the antecedent of HFP is false of them and the whole
statement is true. But the configuration in this figure is not a complete model. For
example, according to the type hierarchy in Figure 7, object 7, which is a value
of head, must be of type head, i.e., of species verb or noun. If it is a verb, there
should be vform and bool objects in the model related to object 7 via attributes
vform, aux, and inv. If it is a noun, there should be an object related to object
7 via case. Similarly, according to the type hierarchy, object 1 should be related
to two more objects via phon and dtrs, and according to the Valence Principle
(11a), the value of dtrs should be a two-element list, etc.

Since the late 1980s, all approaches to HPSG models agree with this general
view of models, but they all impose additional – technical and sometimes philo-
sophical – constraints on what counts as an interesting model. For example, the
empty set is a model (all elements in this set satisfy all constraints), but a triv-
ial one. Also a set consisting of just one object of species elist is a model, but it
is not interesting. The common view is that HPSG models should be models of
whole languages, that they should be exhaustive; in particular, a single exhaus-
tive model contains configurations corresponding to all utterances licensed by
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the grammar. A little more technically but still very informally, exhaustive mod-
els simulate all other models: if there is a structure in some model, then this (or
rather, an isomorphic) structure must also occur in an exhaustive model (King
1999). So, within a single exhaustive model, there are configurations of objects
corresponding to the AVM in Figure 2,35 other configurations corresponding to
the utterance (2) (You never giveme yourmoney), and similarly for any other struc-
tures licensed by the grammar. This is a somewhat unusual approach to mod-
elling; an analogous exhaustivity requirement in the case of the first-order the-
ory (22)–(25) would mean that only infinite models are admitted, namely those
which contain all possible correspondences of black and white objects.36 Wewill
return to this issue in Section 4.3.

The above considerations still leave open the question: What exactly are the
objects in these models? For King (1999) they are bits of reality, actual linguistic
tokens (e.g., every utterance of She loves you by anybody, ever), but also non-
actual – potential – linguistic tokens, i.e., grammatical utterances which have the
bad luck of never being actually uttered. This last notion is ontologically dubious,
and also leads to proliferation of isomorphic structures within a single model, so
it is not frequently subscribed to within the HPSG community.37 Rather, it is
often assumed that the objects in HPSG models are set-theoretic objects – or ab-
stract feature structures – which only stand in conventional correspondence to
actual or possible utterances (Pollard & Sag 1994, Pollard 1999). These abstract
objects are designed in such a way that – simplifying again – any two isomor-
phic structures must actually be the same structure. Alternatively, the issue of
what exactly these objects are is left unspecified, but an additional requirement
is imposed that exhaustive models are minimal in the sense that they contain
only one copy of any relevant configuration (Richter 2007).

4.2 LFG

While Kaplan (1995: 11) characterises LFG as “model-based”, no explicit and wor-
ked-out model theory has ever been proposed for LFG, as far as I know. Let us,

35Recall that the AVM in that figure is still an underspecified description, as it does not fix values
of num and gend within the ref object marked as 5 . It is also underspecified in other respects,
to be discussed in Section 4.3.2.

36In fact, such models would be so large that they would not be sets anymore, but would rather
be proper classes.

37Also, apart from the curious notion of non-actual tokens, it is not clear what counts as a single
utterance token. For example, when John Lennon and Paul McCartney sing together She loves
you, is this a single token, or two tokens (or perhaps none, because they are singing rather
than speaking)? Does the answer depend on whether they sing in unison or in harmony? How
many linguistic tokens are there when the song is broadcast on the radio, if any? Does that
depend on the number of listeners at different locations?
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nevertheless, try to construct a possible model corresponding to the representa-
tion in Figure 1, a model that is consistent with informal descriptions in Kaplan
& Bresnan (1982) and Kaplan (1995).

First of all, the model must contain a collection of objects representing the
nodes of the c-structure, as well as a collection of node labels (Kaplan 1995: 10).
I assume that both grammatical categories (e.g., S or Pron) and orthographic
forms (e.g., she) are labels. There are three relations defined on these objects: m
(mother) is the partial function from nodes to nodes, defined on all nodes apart
from the root; < is the partial ordering relation on nodes, and 𝜆 is a function from
nodes to labels. So a part of the model for the representation in Figure 1, one that
corresponds to the c-structure, may look as in Figure 13 (with the linear relation< not represented explicitly). There are 18 objects in this model: eight labels (S,
VP, V, NP, Pron, she, loves, you) and ten nodes (objects whose exact nature is left
unspecified). For an LFG grammar to lead to such models, it must be translated
into appropriate formulae, appropriate tree axioms must be stated explicitly, and
these axioms should be formulated in such a way that they apply to tree nodes
and not to labels or objects corresponding to feature structures.

Kaplan & Bresnan (1982) and Kaplan (1995) are much more explicit about the
kinds of objects that correspond to feature structures. There are three types of
objects involved in models of feature structures: atoms (e.g., pred, subj, nom, 3,
etc.), semantic forms (to the first approximation, strings such as ‘love〈subj,obj〉’),
and sets. In particular, feature structures are modelled as finite functions – sets
of pairs such that the first element of a pair is an atom and the second element
is either an atom, or a semantic form, or a feature structure (i.e., a set again).38

For example, the AVM in (27) is a representation of the set of pairs in (28), i.e. –
given the commonly assumed Kuratowski’s encoding of a pair ⟨𝑎, 𝑏⟩ as the set{{𝑎}, {𝑎, 𝑏}} (see, e.g., Enderton 1977: 36) – the set in (29).39

38Together with Kaplan & Bresnan (1982) and Kaplan (1995), I do not take into consideration
sets other than those which model feature structures, i.e., I ignore here coordinate structures,
values of the attribute adjunct, etc.

39One potential problem with this standard LFG understanding of f-structures as sets is that,
given the possibility of cyclic f-structures – naturally occurring in analyses of various types of
modification, e.g., Johnson (1988: 19–20), Zweigenbaum (1988), and Haug&Nikitina (2012: 298),
and in other contexts, e.g., Fang & Sells (2007: 209), Przepiórkowski & Patejuk (2012: Section
4.3.2), and Dalrymple et al. (2020) – sets that are used for modelling f-structures are not the
well-founded sets of the standard (Zermelo–Fraenkel) set theory, but must rather rely on the
non-standard notion of non-well-founded sets (see Aczel 1988: 103–112 on the history of this
notion). To the best of my knowledge, this has not been noticed in the LFG literature so far.
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Figure 13: A possible LFG model of the c-structure of She loves you
(without explicit representation of <)

(27) [pers 3
num sg
gend f

]
(28) {⟨pers, 3⟩, ⟨num, sg⟩, ⟨gend, f⟩}
(29) { {{pers}, {pers, 3}}, {{num}, {num, sg}}, {{gend}, {gend, f}} }

Since some parts of f-structures (values of particular attributes, as well as at-
tributes themselves) may be directly referred to in functional equations, they
must all be direct elements of the model. That is, sets representing f-structures
cannot be considered unanalysable elements of models; rather, the subsets and
atoms within such sets must also be elements of LFG models, so they should be
explicitly related by the (converse of the) membership relation ∈. Hence, the set
in (29) corresponding to the f-structure (27) translates into the configuration of
model objects in Figure 14. There are 10 nodes in this configuration that encode
particular sets (with node 1 representing the whole f-structure (27)) and six nodes
are atoms.
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The model in Figure 14 is rather complex, when compared to the simplicity
of the AVM in (27). Why not assume the model in Figure 15 instead?40 Unfortu-
nately, as explained in more detail presently (in Section 4.3.1), this simpler model
is incompatible with the LFG idea that attributes and atomic values are ontolog-
ically the same kinds of entities, namely, atoms. By contrast, according to the
model in Figure 15, atomic values are atoms – objects of the universe of the model
– but attributes are binary relations on such objects, i.e., ontologically very dif-
ferent entities. Hence, in the following I will assume the model in Figure 14 as
most directly reflecting the LFG view that f-structures are finite functions.

Le me finish this section by noting that configurations in Figures 13 and 14 are
fragments of a larger model corresponding to the representation of She loves you
given in Figure 1. The complete model would also contain strings representing
semantic forms, as well as more atoms, many more sets representing the full
f-structure, sets representing the s-structure, and relations 𝜙 and 𝜎 .
4.3 Comparison

4.3.1 Modelling feature structures

It should be clear from the above discussion that AVM representations corre-
spond to very different model configurations in the two theories. For example,
while the HPSG model of the AVM in (30), shown in Figure 16, contains just four
nodes corresponding directly to the whole index (object 1 of species ref ), to 3rd
person (object 2 of species 3), to singular number (3 – sg), and to feminine gen-
der (4 – f ), the LFG model of the corresponding AVM in (27), shown in Figure 14,
contains 16 nodes modelling not only the whole f-structure and the respective
values of the three attributes, but also the attributes themselves and various in-
termediate sets.

(30)
⎡⎢⎢⎢⎣
ref
pers 3
num sg
gend f

⎤⎥⎥⎥⎦
This is not an incidental difference between the two theories. In HPSG, at-

tributes such as pers, num, and gend and types such as 3, sg, and f have very
different interpretations: attributes denote relations (partial functions) between

40Compare the HPSG model of (30) in Figure 16 below. Such simpler models, in which feature
structures are represented as objects and attributes as relations on objects, are also common
in other theories working with AVMs (see, e.g., Blackburn & Spaan 1993: 132–133).
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Figure 14: A possible LFG model of the f-structure in (27)
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Figure 15: A hypothetical simpler model of the AVM in (27)
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Figure 16: An HPSG model of the AVM in (30)
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objects in the model, while types denote properties that objects may have. In
particular, different objects may – and often do – have the same species, so there
can be many objects of type sg, etc. This difference between attributes and types
is rendered typographically by using small capitals for attributes and italics for
types.

On the other hand, in LFG, attributes such as pers, num, and gend and their
atomic values such as 3, sg, and f are the same kinds of objects, namely atoms,
each of which may occur in the model just once (there is only one atom sg, etc.).
Hence, there is also no typographic distinction between attributes and atomic
values of attributes.

This ontological uniformity of attributes and atomic values is taken advantage
of in some LFG analyses. For instance, according to the analysis of oblique argu-
ments in Kaplan & Bresnan (1982: 196–201), a “case-marking” preposition which
may introduce such an oblique argument defines the value of the attribute pcase
to be the oblique function homonymous with this preposition, e.g.:

(31) to P (↑ pcase) = to

This feature and its value are also present in the f-structure corresponding to the
resulting PP constituent. Verb forms like handed, as used in (32) from Kaplan &
Bresnan (1982: 196), expect – apart from any subject and objects – an argument
bearing this grammatical function, see (33).

(32) A girl handed a toy to the baby.

(33) handed V (↑ pred) = ‘hand〈subj,obj,to〉’
(↑ tense) = pst

Finally, an appropriate VP rule – simplified here to (34) – contains the crucial
equation (35) on the PP:

(34) VP ⟶ V↓ = ↑ NP
(↑ obj) = ↓

(↓ case) = acc

PP
(↑ (↓ pcase)) = ↓

(35) (↑ (↓ pcase)) = ↓
Applied to the sentence (32), with the PP to the baby, (↓ pcase) in equation (35)
evaluates to to, so thewhole equation is equivalent to (↑ to) = ↓. Note that to, the
atomic value of pcase of the preposition to, is used here as an attribute indicating
an oblique grammatical function. While such double use of atoms as values and
attributes is rare in actual LFG analyses, it is not unique to the account of obliques
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in Kaplan & Bresnan (1982); for example, it also occurs in the formalisation of
information structure in Dalrymple & Nikolaeva (2011: Sections 4.3.3–4.3.5).

The above considerations do not imply that not distinguishing attributes from
atomic values necessarily leads to such complex models as that partially illus-
trated in Figure 14. For example, Johnson (1988: Section 2.1.3) defines models of
f-structures as consisting of a set of atoms, a set of objects directly modelling
particular feature structures, and a 2-argument partial function 𝛿 whose first ar-
gument is an f-structure, second argument is an atom qua attribute, and the value
is the value of this attribute in this f-structure. On this approach the AVM in (27)
receives a model that may be represented pictorially as in Figure 17. Note, how-
ever, that on this view feature structures are no longer sets of ⟨attribute, value⟩
pairs, contrary to Kaplan & Bresnan (1982) and Kaplan (1995).

•1

pers

3

num

sg

gend

f

𝛿
𝛿
𝛿

Figure 17: A model of the f-structure in (27) as in Johnson (1988)

4.3.2 Identity of indiscernibles?

Both theories have trouble with indiscernible structures. Let us illustrate this
with sentence (36).

(36) She says she loves you.

Consider the LFG f-structure for this sentence in Figure 18. In the model con-
figuration corresponding to this AVM there are single objects representing par-
ticular atoms: just one object nom, one sg, one prs, one tense, etc. Moreover,
since feature structures are sets of ⟨attribute, value⟩ pairs, the two index values
– the substructures marked as 2 and 4 – are the same set (namely, the one in
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(29)), so they should be modelled with the same single object in the model (or,
more precisely, with a single configuration of objects shown in Figure 14, rooted
in the same object 1). The problem is that nothing in our reconstruction of the
intended LFG model theory guarantees this: two different models are possible,
one in which 2 = 4 , and one in which 2 ≠ 4 . Only the first of these models
properly encodes the idea that feature structures are sets.41 Wewill return to this
issue below, when discussing HPSG models.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘say 〈subj,comp〉’

subj 1

⎡⎢⎢⎢⎢⎢⎣
pred ‘pro’
prontype personal
case nom

index 2[pers 3
num sg
gend f

]
⎤⎥⎥⎥⎥⎥⎦

comp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘love 〈subj,obj〉’

subj 3

⎡⎢⎢⎢⎢⎢⎣
pred ‘pro’
prontype personal
case nom

index 4[pers 3
num sg
gend f

]
⎤⎥⎥⎥⎥⎥⎦

obj
⎡⎢⎢⎢⎣
pred ‘pro’
prontype personal
case acc
index [pers 2]

⎤⎥⎥⎥⎦
tense pres

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
tense pres

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 18: F-structure for (36)

The bigger problem is that, if f-structures are sets, the two f-structures repre-
senting she, i.e., 1 and 3 in Figure 18, are the same set-theoretical object. (In the
modelling of f-structures suggested above they may be the same object, but – as
discussed in the previous paragraph – they do not have to be.) But LFG requires
that they be different objects – we do not want to say that the two ‘pro’ values

41Interestingly, the XLE platform for implementing LFG grammars (Crouch et al. 2011), normally
very faithful to the LFG theory, does not treat f-structures as (standard) sets: there, two indis-
cernible f-structures are assumed to be different objects, unless there is a statement in the
grammar that explicitly requires their identity.
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in these f-structures necessarily refer to the same person. The way LFG deals
with this problem is to assume that pred values – semantic forms – come with
unique indices (normally not shown in AVMs), i.e., that whenever an equation
like (↑ pred) = ‘pro’ is used, a new index is assigned to the semantic form. So
the two references to the lexical entry for she in (8) that are made in the process
of constructing the f-structure in Figure 18 result in two different equations, as
if the following two statements were used:

(37) a. (↑ pred) = ‘pro’1
b. (↑ pred) = ‘pro’2

Unfortunately, this mechanism, as it stands, seems to be inherently procedural: at
the relevant step of the derivation it must be known which indices have already
been used so that a new index can be assigned to a new semantic form. It is not
immediately clear how to translate this mechanism to the model-theoretic view
of LFG.42

Also HPSG has a problem with stating when exactly indiscernible structures
should be treated as being the same structure.43 In HPSG, not even atoms are
guaranteed to be unique, so one of the models of sentence (36) (She says she loves
you), whose partial AVM is given in Figure 19, might involve the configuration
in Figure 20, with single objects of type 3 and sg and two different objects of
type f. Given two different ref objects, there are eight possible configurations of
this part of the model, and given also the possibility of two different nom objects,
two different she objects (in phon values), different elist objects, etc., there are
billions of different models of sentence (36), all described by the AVM in Figure 19,
differing inways that linguists do not care about.44 This contrasts with the efforts

42Given that pred values are largely redundant (cf. Section 2.1 and fn. 12), this problem may be
solved by removing pred from f-structures altogether. Another – perhaps more conservative –
possible solution, suggested by Ash Asudeh (p.c.), is to provide indices with sufficient inherent
structure to guarantee their uniqueness. In the simple case of (36), it would suffice to take
indices to be the relevant c-structure nodes, but a more complex solution is required to also
apply to ‘pro’ values of pred in the case of pro-dropped constituents (especially in languages
which allow pro-dropping of multiple arguments of a single predicate).

43The problem to be described presently is sometimes called “Höhle’s problem” (Pollard 2001,
2014: 113).

44Each word introduces three lists (values of phon, val|subj, and val|comps), and there are five
words in this sentence, so there are 15 elist objects stemming from words alone. The number of
different ways to partition a set of 𝑛 elements into equivalence classes is given by Bell numbers𝐵𝑛 , and 𝐵15 = 1,382,958,545 (see https://oeis.org/A000110/list). This should be multiplied by
the eight configurations of the two ref objects, etc. Richter (2007) proposes a constraint to the
effect that all elist objects are the same object, but the problem of the other spurious ambiguities
remains.
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within HPSG (Pollard & Sag 1994, Pollard 1999, Richter 2007) to make models of
various interpretations of utterances unique (at least up to isomorphism).

Now, it is possible to formulate within RSRL a constraint that makes sure that
all indiscernible structures are in fact the same structure (Sailer 2003: Section
3.1.4), but such a constraint, if applied indeterminately, would be incompatible
with various HPSG analyses – most importantly, with the standard HPSG bind-
ing theory (Pollard & Sag 1994: Chapter 6).45 There is no space to present that
theory here (see Müller 2021a for an overview), but suffice it to say that the tradi-
tional generative notion of coindexation is understood here literally: as identity
of index values. For example, the sentence (36) is assumed in HPSG to have two
different structures corresponding to the following two indexations:

(38) a. She𝑖 says she𝑖 loves you.
b. She𝑖 says she𝑗 loves you. (𝑖 ≠ 𝑗)

So while any model of (38a) should equate index values within the two words
she in this sentence, these index values must be different objects in any model
of (38b), even though they are indiscernible.

To the best of my knowledge, the problem of avoiding spuriously distinct mod-
els in a way that does not conflict with existing HPSG analyses (in particular,
with the standard binding theory) remains unsolved.

4.3.3 Conditions on models

Both theories impose meta-theoretical conditions on what counts as an intended
model. As mentioned in Section 4.1, the common constraint on HPSG models is
that they be exhaustive, i.e., informally speaking, simulate all other models: they
should contain all structures admitted by the grammar. The intuition behind this
requirement is that a single model corresponds to the whole language described
by the grammar.

LFG apparently assumes the more common view of models, where each model
corresponds to a single utterance, and it is only the collection of all such models
that corresponds to the whole language. However, meta-theoretical conditions
on LFG models are in a way more complex than conditions imposed on HPSG
models.

First of all, LFG models are required to be minimal. For example, functional
equations in the lexical entry of she (see (8)) involving the attribute index, i.e.

45Also the architecture for phonology proposed in Höhle (1999) crucially relies on not all indis-
cernible structures being the same structure. Sailer (2003) formulates the relevant constraint
in such a way that it only applies to one type of structures.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hd-subj-ph
phon ⟨she, says, she, loves, you⟩
dtrs ⟨ 1

⎡⎢⎢⎢⎢⎢⎢⎣
word
phon ⟨she⟩
synsem|cont|index 2

⎡⎢⎢⎢⎣
ref
pers 3
num sg
gend f

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎦
, 5⟩

hd-dtr 5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hd-comp-ph
phon ⟨says, she, loves, you⟩

dtrs ⟨ 6 ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hd-subj-ph
phon ⟨she, loves, you⟩
dtrs ⟨ 3

⎡⎢⎢⎢⎢⎢⎢⎣
word
phon ⟨she⟩
synsem|cont|index 4

⎡⎢⎢⎢⎣
ref
pers 3
num sg
gend f

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎦
, 7⟩

hd-dtr 7 [hd-comp-ph
phon ⟨loves, you⟩]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⟩

hd-dtr 6 [word
phon says]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 19: Partial HPSG representation of (36)
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Figure 20: A fragment of a possible HPSG model of the AVM in Fig-
ure 19
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equations repeated below in (39), describe as a possible value of index not only
the feature structure in (27), repeated below as (40), but also the one in (41) and
infinitely many others, including infinite feature structures (both infinitely em-
bedded and – on the assumption that the set of atoms may be infinite – with an
infinite number of attributes).

(39) (↑ index pers) = 3
(↑ index num) = sg
(↑ index gend) = f

(40) [pers 3
num sg
gend f

]
(41)

⎡⎢⎢⎢⎢⎣
pers 3
num sg
gend f
arbi trary
non [sen se]

⎤⎥⎥⎥⎥⎦
Other constraints in the grammar do not preclude such values of index, so
a meta-theoretical constraint is needed to the effect that only minimal feature
structures satisfying the grammar are admitted within models. Technically, this
amounts to defining a partial order on models and admitting only the minimal
elements of this order.

The second condition on models is more complex and concerns constraining
statements such as (42a) (from the grammar rule (4)) and (42b) (from the lexical
entry (7)).

(42) a. (↓ tense)
b. (↑ subj index pers) =𝑐 3

Such statements are understood as additional filters on the minimal models of
a grammar, or – more precisely – on the minimal models of the version of the
grammar with all such constraining statements removed.

The precise model-theoretic nature of this mechanism has never, to the best
of my knowledge, been specified. Constraining statements of this kind are not
mentioned in the model-theoretic view of LFG of Kaplan (1995), and they are ex-
plicitly excluded in previous attempts to provide LFG (or LFG-like) formalisms
with amodel theory (see Johnson 1988: Section 4.2 and Blackburn&Gardent 1995:
Section 6; see also Börjars & Payne 2013). But once meta-theoretical quantifica-
tion over models and relations on models are permitted – and they are already
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inherent both in the HPSG notion of exhaustive models and the LFG notion of
minimal models – it is possible to understand constraining statements in model-
theoretic terms. One possibility is this:46

• Let 𝜃 be an LFG grammar, understood as a set of logical formulae. Some of
the (sub)formulae are marked as constraining, the others are understood
as defining.

• Let 𝜃all be the whole grammar 𝜃 without any division of (sub)formulae into
defining and constraining, and 𝜃def – the same grammar with all constrain-
ing (sub)formulae removed.

• Let 𝑀all be the collection of all models of 𝜃all, and 𝑀def – the collection of
all minimal models of 𝜃def.47

• Then 𝑀 df≡ 𝑀def ∩ 𝑀all is the collection of admitted models of 𝜃 .
The idea here is that 𝑀def is the collection of all minimal models before the con-
straining filters are applied, and the intersection with 𝑀all, i.e., with models in
which all constraining statements are satisfied, removes from 𝑀def those models
which do not satisfy some constraining statements.

4.4 Summary

This section, aiming to present and compare model theories assumed in HPSG
and LFG, is more speculative than the previous sections. The reason is that one
object of comparison exists and the other does not, so it was necessary to recon-
struct a possible model theory of LFG from informal and very partial suggestions.

Perhaps surprisingly, it turns out that the idea that f-structures are sets of⟨attribute, value⟩ pairs does not translate into elegant models, but rather creates
an overhead of the need to represent these sets as objects within models. Also,
additional care needs to be taken to ensure that co-extensional sets are really
the same model objects. Moreover, it is not immediately clear how to formally

46Given that statements may contain disjunctions, and that different constraining statements
may occur in different disjuncts, the actual definition would have to be more complex: gram-
mars would have to be converted to a disjunctive normal form and collections of models would
have to be defined for each disjunct of this normal form. Then the final collection of models
of the grammar would be the sum of all such collections.

47Formally, minimal models are the minimal elements of the subsumption relation defined on
models as in Johnson (1988: Section 2.8).
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and non-procedurally ensure unique indexation of semantic forms. Nevertheless,
despite these difficulties, and despite the fact that constraining statements were
excluded from previous attempts to construct a model theory for LFG, it is not
difficult to imagine how to construct such a model theory, if only appropriately
powerful meta-theoretical operations on candidate models are permitted (as – to
some extent – they already are, given the minimality requirement).

Also somewhat surprisingly, while much attention has been devoted to model
theory within HPSG, there are still unsolved problems there, concerning the mul-
tiplicity of different models admitted by typical HPSG grammars, differing in
ways that linguists often do not suspect, and certainly do not care about.

Let the conclusion of this section be that, despite their age and stability, both
theories would benefit from more work on their formal foundations.

5 Conclusion

So how similar are LFG and HPSG? I agree with Carl Pollard that in some ways
they are more similar than sometimes perceived:

I believe that the difference between LFG and so-called PSG [i.e., theories
such as GPSG and HPSG; AP] is no greater than the differences among var-
ious theoretical proposals within PSG, or even within HPSG itself. As far as
I am concerned, then, the separation between PSG and LFG exists more at
a sociological level than at the level of scientific content – but I am aware
that not everyone agrees about this. (Pollard 1997: 4)

In particular, the difference between the multi-level representations of LFG and
the monolithic AVMs assumed in HPSG is – in my view – of little formal conse-
quence, although it is certainly important for the compactness and readability of
resulting structures.

In fact, LFG and HPSG converge in many respects. As emphasised above, both
theories are highly formalised and – unlike derivational theories or Categorial
Grammar – both are self-described as constraint-based or model-theoretic, al-
though HPSG may boast of much more developed model theories. Importantly,
both have well-developed computational platforms for implementing grammars:
XLE (Crouch et al. 2011) in the case of LFG and LKB (Copestake 2002) and Trale
(Carpenter et al. 2003) in the case of HPSG, with XLE allowing for very direct
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implementations of theoretical analyses.48 In both cases, large-scale grammars
of multiple languages have been developed.

Also, unlike some of the other highly formalised and implementable theories,
both LFG and HPSG are empirically rich. A plethora of analyses of multiple phe-
nomena in typologically varied languages have been offered within each theory,
in a great many articles appearing in the best linguistic journals and in numerous
monographs published by the most prominent publishers. Both have very well
developed semantic components, and both make it possible to formulate precise
analyses encompassing multiple linguistic levels. As emphasised in Wechsler &
Asudeh (2021), many phenomena receive similar accounts in the two theories.

In summary, it is clear that LFG and HPSG are close neighbours in the linguis-
tic theoretical landscape of the early 2020s, and it is my hope that this chapter
encourages more neighbourly collaboration between the two theories.
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Chapter 40

LFG and Minimalism
Peter Sells
University of York

I compare and contrast LFG and the Minimalist Program (Chomsky 1995) with re-
gard to different overall aspects of the frameworks: fundamental design properties,
the representation of phrase structure, the representation of clausal grammatical
information, the nature and role of syntactic features, and the analysis of agree-
ment.

1 A framework for comparison

LFG and the Minimalist Program (MP; Chomsky 1995, 2000) are not straightfor-
wardly comparable, as they are articulated in quite different ways. Going back to
the 1980s, it could be said that LFG and Government-Binding Theory (Chomsky
1981) had a certain amount of commonality of approach, but as MP has developed
from the earlier Government-Binding theory (GB), more and more emphasis has
been placed in MP on derivation (see e.g. Hornstein et al. 2006, Hornstein 2018),
rather than on information and representation, which are of course cornerstones
of LFG.

As both LFG and GB were responses to theoretical concerns about “classical”
transformational grammar, which was developed during the 1970s, it is useful to
start with the legacy of the early transformational period, which I summarize in
(1):

(1) a. the overt part of syntax is represented in a phrase structure tree
b. all information in syntax is structured
c. different parts of a syntactic representation may share information

Peter Sells. 2023. LFG and Minimalism. In Mary Dalrymple (ed.), Handbook of Lexical
Functional Grammar, 1919–1965. Berlin: Language Science Press. DOI: 10.5281/zenodo.
10186044
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As GB has developed into MP, it has been assumed that (1b-c) refer to the same
structure as (1a): that only the structures of phrase structure represent syntactic
information, and that relationships are expressed in that structure, being estab-
lished by movement operations. For instance, topicalization of an object creates
a relationship between a topic position and an object position, as a result of a
derivational operation in the MP.

LFG is a framework which is also based on the principle that all syntactic
information is structured, but importantly that not all syntactic information is
structure in the sense of phrase structure, and so it embodies (1) by having (at
least) three aspects to the overall representation of a sentence:

(2) a. overt phrase structure (c-structure)
b. a clause-level representation of the information it conveys

(f-structure)
c. an argument-structure representation for predicate-argument

structure (a-structure)

All syntactic frameworks have a means to represent argument structure, and
for any given predicate, its argument structure is structured according to the
Thematic Hierarchy (e.g. Jackendoff 1972) or something equivalent. This is a-
structure in LFG (see Findlay et al. 2023 [this volume]). There is a mapping be-
tween this structure and the surface grammatical properties, f-structure, which
is the representation of (2b). These properties include the GFs such as subj and
obj. The representation of clausal grammatical information (2b) is not part of the
phrase structure representation (2a), but rather is the information that the overt
structure conveys. This clausal representation is nevertheless structured in the
sense that the information it contains is organized and grouped, according to
principles of organization pertinent to this level.

This is different to the approach to clausal information in the MP, where infor-
mation may start out quite distributed throughout the overall derivation, but can
be aggregrated through successive movements, but also modified (e.g. a feature
specification being used to drive one operation, then being deleted subsequent
to the application of that operation; see Section 4.2). The core arguments of a
predicate are merged first into a vP-VP structure (see Chomsky 1995: 315ff.) and
this is the representation of argument structure; the internal argument(s) merge
into VP and the external argument is the specifier of vP. Then further functional
structure such as TP or CP is projected above vP. Functional or relational prop-
erties such as ‘subject’ and ‘object’ are characterized by the particular ‘Agree’
relations between v and Obj and between T and Subj.
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Broadly speaking, the “subjecthood” properties identified by Keenan (1976) di-
vide into those which properly refer to argument structure, and those which refer
to clausal grammatical information (Manning 1996). Different syntactic phenom-
ena may relate to either representation. For instance, anaphor binding is deter-
mined by the argument structure hierarchy in some languages (e.g. Schachter
1976 on Tagalog; Wechsler & Arka 1998 on Balinese). In other languages, the hi-
erarchy of grammatical functions holding over f-structure is most relevant (see
e.g. Bresnan 2001: 212–213; Bresnan et al. 2016: 217 on ‘syntactic rank’).

The representations of argument structure and of clausal information are large-
ly language-invariant, though the mapping between them shows more variation,
as do the ways in which different syntactic phenomena refer to them. The infor-
mation that they represent is carried by the overt phrase structures, (2a), which
are of course subject to themost variation, and therefore the least revealing about
“deep” properties of language.

In this chapter I evaluate different aspects of the LFG and MP approaches to
grammatical theory. In Section 2 I consider overall “design features” of the frame-
works, and what motivates them. In particular I outline how LFG took a different
direction from transformational grammar. In Section 3 I contrast the approaches
of the frameworks to phrase structure, and how the balance of analysis between
c-structure and f-structure falls in LFG. Finally in Section 4 I compare the role(s)
that features play in LFG and in MP, and how featural specifications participate
in agreement.

2 Design features of a grammatical framework

Kaplan (2019a) gives a personal statement of how the passage below from Chom-
sky (1965) inspired his research which became part of the foundation of LFG (see
e.g. Kaplan & Bresnan 1982: 173–174):

No doubt, a reasonable model of language use will incorporate, as a ba-
sic component, the generative grammar that expresses the speaker-hearer’s
knowledge of the language; but this generative grammar does not, in itself,
prescribe the character or functioning of a perceptual model or a model of
speech production. (Chomsky 1965: 9)

Kaplan also pursued the idea that linguistic complexity will be best modelled
through (possibly complex) interactions of different (relatively simple) compo-
nents, different representational dimensions, inspired by Simon (1962).
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In this section I will consider how LFG addresses the core aims of a generative
grammar, and how it has done so according to certain key foundational proper-
ties which set it apart from the procedural approach which has characterized the
GB/MP approach led by Chomsky.

2.1 Levels of adequacy

One way to approach how a given framework takes up the agenda for Genera-
tive Grammar is to consider how the framework concerns itself with Chomsky’s
successive levels of adequacy:

To summarize briefly, there are two respects in which one can speak of
“justifying a generative grammar.” On one level (that of descriptive ade-
quacy), the grammar is justified to the extent that it correctly describes its
object, namely the linguistic intuition – the tacit competence – of the na-
tive speaker. In this sense, the grammar is justified on external grounds,
on grounds of correspondence to linguistic fact. On a much deeper and
hence much more rarely attainable level (that of explanatory adequacy), a
grammar is justified to the extent that it is a principled descriptively ade-
quate system, in that the linguistic theory with which it is associated selects
this grammar over others, given primary linguistic data with which all are
compatible. In this sense, the grammar is justified on internal grounds, on
grounds of its relation to a linguistic theory that constitutes an explanatory
hypothesis about the form of language as such. The problem of internal
justification – of explanatory adequacy – is essentially the problem of con-
structing a theory of language acquisition, an account of the specific innate
abilities that make this achievement possible. (Chomsky 1965: 26–27)

Since the GB era, Chomsky has taken explanatory adequacy to be the focus of
syntactic theorizing (Rizzi 2016; D’Alessandro 2019). Yet to do this presupposes
that there is a core of facts and generalizations so that there is a stable set of
grammars which satisfy descriptive adequacy. Hornstein (2018: 55) presents a
list of structural properties that syntacticians might agree are the “mid-level gen-
eralizations” of grammar; see also D’Alessandro (2019: 8) for a summary. For
instance, data as in (3)–(4), from Chomsky (1973: 261), lead to well-established
generalizations to classify verbs as being raising or control predicates, and bind-
ing conditions on anaphors and pronouns:

(3) a. They appeared to John to like each other.
b. * They appealed to John to like each other.
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(4) a. * We appeared to John to like us.
b. We appealed to John to like us.

At the level of what facts and what kinds of facts are in the domain of syntax –
such as those just given – frameworks such as GB/MP, LFG, and HPSG (Pollard
& Sag 1987, 1994) are roughly commensurate, and so can be compared as to how
they embody descriptive adequacy. Of course the formal details of a syntactic
system which is intended to have a good “correspondence to linguistic fact” vary
between each framework, but these are the easiest points of comparison. I take
up this kind of comparison in Sections 3 and 4 below.

LFG is a frameworkwhich has been developed to address descriptive adequacy,
and which can be part of broader cognitive or computational approaches to hu-
man language, following the first Chomsky quote above. In this sense, it perhaps
could be argued that LFG committed 40 years ago to what has become known in
the MP literature as Chomsky’s “third factor” (Chomsky 2005: 6) for explaining
the format of grammatical knowledge:

(5) “… we should, therefore, be seeking three factors that enter into the
growth of language in the individual:

1. Genetic endowment, apparently nearly uniform for the species,
which interprets part of the environment as linguistic experience,
…

2. Experience, which leads to variation, within a fairly narrow range,
…

3. Principles not specific to the faculty of language …
– principles of data analysis that might be used in language

acquisition
– principles of structural architecture
– principles of efficient computation”

The GB perspective on the language faculty put a great burden on an innate
Universal Grammar which is essentially a parameterized blueprint for any in-
dividual grammar. This corresponds to Chomsky’s first factor. Over the last 25
years, the trend in the development of the MP has been to reduce reliance on
this purely innate component of grammar, in favor of the third factor. The refer-
ence in that factor to principles of data analysis and of structural architecture is
quite salient as these are the principles at the basis of the considerations I raise
in the next subsection, though of course this is not to imply that frameworks
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such as LFG deny that there are any ‘first factor’ properties or principles of our
language capacity. However, as O’Grady (2012: 498) comments: “… the shift of
focus to third-factor effects in generative grammar marks a milestone of sorts.
Not because the idea is new, for it is not. Broadly speaking, the rest of the field
has been committed to the primacy of third-factor explanations for decades.”

2.2 Foundational properties of syntactic systems

What kinds of property are fundamental to syntax, to be emergent from a theory
which “constitutes an explanatory hypothesis about the form of language”, as in
Chomsky’s notion of explanatory adequacy? From the Minimalist perspective,
the key notion here is the binary merge of abstract syntactic elements – ‘Exter-
nal Merge’ for initial structure-building, and ‘Internal Merge’ for movement from
an existing position to another one. The structure is built up incrementally, with
steps in the derivation driven by categorial requirements of combination or by
features (see Section 3.2 and Section 4.2 below); the terminal nodes of the struc-
ture are spelled out morphologically after the syntactic operations have taken
place.

LFG has taken a different starting point as to what the key properties of syntax
are; in the rest of this subsection I highlight the consequences of a few examples
which determine the ‘lexicalist’ and ‘functional’ (that is, information-based) as-
pects of LFG.

2.2.1 Lexicalist

LFG is a lexicalist framework, built on the assumption that the terminals in the
phrase structure are word-level entities, the X0s of X′-theory. The roots of this
approach are in the Lexicalist Hypothesis of Chomsky (1970). Chomsky argued
that the shared properties of different words based on the same lexeme could
be accounted for without recourse to transformation (a nominalization transfor-
mation for the specific examples considered in that paper), and he introduced
X′-theory to account for structural similarities across categories. LFG, like other
declarative frameworks, expands on this perspective, using other syntactic in-
formation not directly represented in the phrase structure (cf. (2)) to capture the
appropriate similarities. An X0 may be internally complex, carrying the same
kinds of information as may be expressed by other elements or configurations
in the syntax, but formed according to its constraints on morphology, not on
syntax.
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The following Swedish example from Müller & Wechsler (2014: 29) illustrates
several properties which motivate the lexicalist analysis. It involves coordination
of an active and a passive verb:

(6) Swedish
Golfklubben
golf.club.def

begärde
requested

och
and

beviljade-s
granted-pass

marklov
ground.permit

för
for

banbygget
track.build.def

efter
after

en
a

hel
whole

del
part

förhandlingar
negotiations

och
and

kompromisser
compromises

med
with

Länsstyrelsen
county.board.def

och
and

Naturvårdsverket.
nature.protection.agency.def

‘The golf club requested and was granted a ground permit for track
construction after a lot of negotiations and compromises with the County
Board and the Environmental Protection Agency.’

Müller and Wechsler argue that this example does not involve Right-Node
Raising, but rather coordination of two finite verbs at the X0-level (begärde och
beviljades). Each verb is a syntactic word, marked for past tense (the de part of
each), and the second one is marked for passive (the s). Hence the voice alterna-
tion active/passive is represented on single words, and does not involve spans
of structure involving separate heads such as V, v, and Voice. Additionally, the
second verb is a straightforward counterexample to the ‘Mirror Principle’ (Baker
1985), which is supposed to diagnose a close relationship between syntactic struc-
ture and word-internal morpheme structure. Swedish passive -s always appears
external to other tense or aspectual suffixes on the word, even though in an ex-
panded MP-style clausal structure the Voice head would be taken to be lower
than and therefore closer to the lexeme stem with respect to Aspect or Tense
heads.

The French example in (7) also motivates both the lexicalist approach, as well
as the design feature that agreement is not directional.

(7) French
Je
I

suis
am

heureuse.
happy.f.sg

‘I am happy.’ (spoken by a female)

Neither the subject pronoun je nor the inflected verb suis are categorized or
marked for gender – as in English and many other languages – yet the predi-
cate adjective is marked as feminine (and singular). The non-formal linguistic
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intuition that the adjective agrees with its subject, or “agrees with a noun”, has
been the basis of many formalized linguistic analyses: the predicate adjective is a
target and the subject should be its controller. Yet there is no plausible source in
the lexical content of (7) for a feminine gender specification except for the adjec-
tive. It is certainly true of the sentence (7) that it expresses a meaning involving
a feminine subject, but the morphosyntactic basis of that meaning could not be
je or suis, under any plausible analysis of those words.

This example is very powerful. From it, it follows then that heureuse is a lexi-
cal item marked for feminine gender independently of the syntactic structure in
which it appears, as there is no source for feminine in the rest of the structure.
This entails the Lexicalist Hypothesis, as each X0 in the syntactic structure has
properties that do not refer to any other X0 in the structure – usually referred to
as ‘Lexical Integrity’ (e.g. Bresnan 2001: 92; Bresnan et al. 2016: 92).

2.2.2 Information-based clausal representation

Next, from the same example, it follows that “agreement” is the name we give to
a situation in which two or more syntactic elements put constraints on a single
informational unit, but that there is no priority of one element over the other(s).
In (7), all three such elements (the words in this case) put constraints on what
the subject is; and as the combination of those constraints is not contradictory,
the example is well-formed. The f-structure contribution of each word is shown
in (8). (9) shows the f-structure for the full example.

(8)

a. [pred ‘pro’
pers 1
num sg

] = je

b.

⎡⎢⎢⎢⎢⎢⎣
subj [pers 1

num sg]
tense pres
pred ‘be〈(↑ subj)(↑ xcomp)〉’
xcomp [subj [ ]]

⎤⎥⎥⎥⎥⎥⎦
= suis

c. [subj [gend fem]
pred ‘happy〈(↑ subj)〉’] = heureuse
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(9) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj
⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
num sg
gend fem

⎤⎥⎥⎥⎦
tense pres
pred ‘be〈(↑ subj)(↑ xcomp)〉’
xcomp [subj [ ]

pred ‘happy〈(↑ subj)〉’]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Local syntactic relationships indicated by the structure-sharing seen above are

typically located in a predicate – these will involve what kind of arguments the
predicate takes, possibly specifications of case, whether it is a raising or con-
trol predicate, agreement information, and so on. The apparent directionality of
agreement seen in canonical examples has nothing to do with “agreement” itself
– as a mechanism of agreement does not exist – but rather comes from the second
property of suis, that it is effectively a raising predicate, and so whatever is true
of its complement’s subject is true of its subject. In (9) the information shown as
the value of subj is the minimal amount of which the constraints coming from
each of the entries in (8) is true.

With regard to the implications for explanatory adequacy, this simple exam-
ple shows that the format of grammars is only consistent with those that lack
derivation and directionality – in other words, if the hypothesis space is re-
stricted to declaratively stated grammars, we expect that languages will quite
generally show examples like (7). In Section 4.3, I take up in more detail the key
information-based properties of what we informally refer to as “agreement”.

Other examples also show the importance of the information that an item
carries over its phrase structure properties. (10) (originally from Hudson 1977;
see also Gazdar et al. 1985: 64; Bresnan 2001: 19, Bresnan et al. 2016: 14) illustrates
one of the “paradoxes of movement”:

(10) a. * I aren’t happy.
b. Aren’t I happy?

An initial positioning of an internally-negated auxiliary is taken as evidence
inmovement analyses that the auxiliary has undergone several movements, com-
bining with Neg and then with T[ense] before moving to C. However, from the
notional analytic source I am not happy there is no pre-T-to-C version *I amn’t
happy, as in (standard) English there is no form amn’t, and (10a) is also ungram-
matical. In this use, then, the form aren’t is a word which can only appear in the
C, or inverted-aux, position, but not in any other position. In terms familiar from
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the early days of transformational grammar, (10b) would have to be analyzed as
a grammatical example derived from an ungrammatical source.

The contrast in (10) shows that the syntactic properties that an item has (be-
ing a tensed negated auxiliary in this case) are not inexorably associated with
structural derivations which aggregate information. A movement-based account
of (10) would have to assume that the syntactic features of aren’t can be assem-
bled on T, and from there moved to C, but that there is no lexical item which can
spell out those features on T, but only on C. In other words, what actually mat-
ters is the surface position of the realization of a set of syntactic properties, not
where (or where else) those properties came from. This is exactly what a declara-
tive framework such as LFG provides, with the same implication for explanatory
adequacy – if an element in a higher position must correspond to a derivation-
ally related version of itself in a lower position, pairs like (10) should not exist.
But they do exist, and they show that the format of grammars should recognize
that words have bundles of features which are associated with (sets of) syntactic
positions. Within the broader Miminalist approach, the realizational account of
morphology in the Distributed Morphology framework (Halle & Marantz 1993;
see Bobaljik 2017 for a recent overview) has the same sensitivity to syntactic po-
sition: for aren’t, a rule of vocabulary insertion could be made sensitive to the
collection of relevant syntactic features in the context of C, but not of T.

2.3 Rules and representations

As syntactic frameworks have developed since the 1980s, they have diverged as
to whether the focus is on constraints stated on representations, or on steps in a
procedural derivation. Government-Binding theory has a mix of properties: con-
ditions on rule application and conditions on representations. For instance, the
examples above in (3)–(4) involve appear as a raising predicate which requires an
operation of the rule Move-𝛼 , while appeal is a control predicate which requires
a representational check involving a pro subject (see e.g. Haegeman 1994 for a
summary of GB). More recently, the “movement theory of Control” (e.g. Horn-
stein & Polinsky 2010) eliminates the representational condition on the empty
category subject in favor of a derivational analysis similar in the relevant ways
to the one for the raising predicate.

The GB Binding Theory Principles A and B were originally each stated as
a condition on a representation. For instance, Principle A looks for a specific
relationship of coindexing between antecedent and anaphor within a certain do-
main; reinterpreted as a condition on rule application, the principle must involve
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an operation of movement up to (near) the antecedent, within a certain domain,
following an idea first proposed in Lebeaux (1983).

In the development of the MP, Chomsky has taken the view that as some as-
pects of the grammar are procedural, and so require conditions on rule applica-
tion, parsimony would dictate that all grammatical conditions are of that type,
with no conditions on representation. Hence the levels of GB over which rep-
resentational conditions were stated were eliminated. The MP is an attempt to
deconstruct GB along purely procedural aspects (see e.g. Hornstein 2018: 54) –
in the limit, there is no “stopping off” at any point to evaluate a representation.
In fact, though, each step in a derivation must involve a local representation –
but one within which or to which some further operation should take place. The
proposed operation of ‘Minimal Search’ for the operation Agree (Chomsky 2007:
9) must inspect a structure to find something within it – here, an element W
probing within a structure Z – and the outcome of that will constrain what (pro-
cedurally) can happen next: “SinceW contains all information relevant to further
computation involving Z, W is also necessarily the probe that selects a goal in
any internal modification of Z. Minimal search conditions limit the goal of the
probe to its complement, the smallest searchable domain.”

The output of syntax is fed to the ‘interfaces’. On the semantic side, the end of
the syntactic derivation corresponds to the GB level of Logical Form (LF), which
feeds to the ‘conceptual-intentional’ interface. On the phonetic side, the overt
output of the derivation is spelled-out to Phonetic Form (PF), which feeds to the
interface known as ‘articulatory-perceptual’ or ‘sensorimotor’ (see e.g. Chomsky
1995: 2, Chomsky 2007: 5). One leading idea of the Minimalist Programme is
that LF and PF have no properties specific to them; rather, any apparent well-
formedness conditions are due entirely to properties of the interfaces.

Within the core domain of syntax, there seem to be several phenomena which
bear on the issue of rules vs. representations, and which appear to favor the lat-
ter – because their analysis seems irreducibly representational. I will mention
two different instances and then go on to two others in more detail. First, as
just noted, the MP operation of Agree has to access a representation, in order
to establish a relation between Probe and Goal (see also Section 4.2). Second,
the approach to case marking known as ‘Dependent Case’ (e.g. Baker 2015) cal-
culates the case values of NPs by referring to larger structure – the underlying
intuition being that in a clause containing two NPs, a subject c-commanding an
object, the marked case value of Accusative for the object is the value assigned
to an NP c-commanded by another, and in a typologically different system, the
marked case value of Ergative for the subject is the value assigned to an NP
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which c-commands another. Hence the computation of case values must refer to
a structural representation.

I now go in more depth into two instances which illustrate a different kind of
representational condition – a negative condition. It is difficult to imagine how
such conditions could successfully be captured procedurally. Returning to the
binding conditions of GB, for Principle A, there have been different proposals to
reinterpret it derivationally, for instance Lidz & Idsardi (1998), Hornstein (2001)
and Boeckx et al. (2007), though others take a more traditional view, such as
Safir (2008) and Charnavel & Sportiche (2016). While Principle A requires two
elements to have a certain relationship, Principle B forbids two elements from
having a certain relationship – it is a negative condition. A procedural reinterpre-
tation does not seem directly possible for Principle B, as it requires disjointness
(unless perhaps the system of recording contra-indexing of Chomsky 1980 is re-
vived), though Reuland (2011) presents a revised Binding Theory which refers to
properties of predicates and semantic constraints on the interpretation of their
arguments.

Principles A and B as they apply to English are familiar. In some languages,
with anaphoric systems more complex than that found in English, conditions
on the various elements of the system may involve both positive and negative
constraints – such as in Norwegian (Dalrymple 2001: 279–288, Bresnan et al. 2016:
259–261). Norwegian has four relevant anaphor/pronoun forms, shown in (11)
with their LFG binding properties. The content of the binding properties is given
in (12):

(11) Featural analysis of Norwegian pronouns:
a. seg [+sbj, −ncl]
b. ham [−ncl]
c. seg selv [+sbj, +ncl]
d. ham selv [−sbj, +ncl]

(12) a. [+sbj, −ncl] – The antecedent must be a subject in the minimal finite
domain outside of the minimal nucleus containing the pronoun.

b. [−ncl] – The antecedent must be outside of the minimal nucleus
containing the pronoun.

c. [+sbj, +ncl] – The antecedent must be a subject in the minimal
nucleus containing the pronoun.

d. [−sbj, +ncl] – The antecedent must be a nonsubject in the minimal
nucleus containing the pronoun.
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The negative conditions here seem to refer crucially to representations – to
check that a relationship does not hold in a certain local domain, or to check that
a relationship does hold, but not with a subject.

A different consideration about the role of representations comes from the dis-
tribution of the depictive sisxoli ‘alone’ in Tsez, a language of the Caucasus which
has an ergative-absolutive case marking system. The depictive may be associated
with a preceding NP, but may not itself precede its NP associate (Polinsky 2000).
Hence the depictive has two possible associates in (13a), one in (13b), and none
in (13c).

(13) Tzez
a. kid-bā

girl-erg
ziya
cow.abs

sisxoli
alone

bišer-si
feed-pst.evid

‘The girl𝑖 alone𝑖 fed the cow.’
‘The girl fed the cow𝑖 alone𝑖.’

b. kid-bā
girl-erg

sisxoli
alone

ziya
cow.abs

bišer-si
feed-pst.evid

‘The girl𝑖 alone𝑖 fed the cow.’
*‘The girl fed the cow𝑖 alone𝑖.’

c. * sisxoli
alone

kid-bā
girl-erg

ziya
cow.abs

bišer-si
feed-pst.evid

The linear precedence condition is reinterpreted as one of c-command in later
discussions of these same examples in Polinsky & Potsdam (2006) and Fukuda
(2008) – the associate must c-command the depictive.

The distribution of the depictive becomes more interesting in the context of
raising and control predicates. In Tsez the predicate yoq- ‘begin’ is ambiguous
between control and raising, and in fact is a backward control predicate in its
control use or a forward raising predicate in its raising use (Polinsky & Potsdam
2006). In LFG, the higher and lower subj values of control or raising are structure-
shared in f-structure, and as discussed in Sells (2006) that f-structure property is
consistent with c-structure expression of the relevant argument in the matrix
clause (‘forward’) or in the embedded clause (‘backward’). (14a) is an interesting
example regarding the syntax of the depictive, as it is grammatical even though
the depictive apparently precedes its associate. Polinsky & Potsdam (2006) ana-
lyze this as a backward control structure: a null (absolutive) subject of ‘begin’,
indicated by ∅ in (14b), controls the lower (ergative) subject of ‘feed’. ∅ is used
here as a notation to suggest the analysis of the example, but it has no actual
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correspondent in the c-structure, as is standard in the LFG analysis of control
and raising. In this example, it is the null matrix argument indicated by ∅ which
is the associate of the depictive, and both are constituents of the main clause (see
the f-structure in (17) below):

(14) Tzez
a. sisxoli

alone
kid-bā
girl-erg

ziya
cow.abs

bišra
feed

yoq-si
begin-pst.evid

(backward control)

‘The girl𝑖 alone𝑖 began to feed the cow.’
*‘The girl began to feed the cow𝑖 alone𝑖.’

b. ∅𝑖 sisxoli
alone

[kid-bā𝑖
[girl-erg

ziya
cow.abs

bišra]
feed]

yoq-si
begin-pst.evid

The other use of yoq- is as a regular forward raising predicate. Its subject is
in absolutive case as the predicate is not formally transitive, and the subject in
the lower clause is the empty position, again indicated here by ∅. As seen in
(15a), with the syntactic analysis in (15b), the same order of elements as in (14a) is
ungrammatical in this instance, as the depictive does indeed precede its associate:

(15) Tzez
a. * sisxoli

alone
kid
girl-abs

[ziya
[cow.abs

bišra]
feed]

yoq-si
begin-pst.evid

(forward raising)

b. * sisxoli
alone

kid𝑖
girl-abs

[∅𝑖
[

ziya
cow.abs

bišra]
feed]

yoq-si
begin-pst.evid

The LFG account of these data requires the concepts of f-command, which
is like c-command but stated on f-structure, and of f-precedence (see Glossary
for f-command and f-precedence). This latter concept makes reference to the
c-structure expression(s) – if any – of f-structure elements. Crucially, an ele-
ment such as a null argument which is present only in f-structure, but not in
c-structure, has no (f-)precedence relations defined on it (Bresnan 2001: 195; Bres-
nan et al. 2016: 213). The LFG analysis of the Tsez depictive can be stated simply
as in (16):

(16) a. The associate and the depictive f-command each other.
b. The depictive must not f-precede the associate.
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(16a) is essentially a clause-mate condition, and (16b) is a negative condition.
It does not require that the associate f-precede the depictive, but rather that the
depictive does not f-precede the associate.

The f-structure of (14) is shown in (17), leaving out the case values of the argu-
ments, which would formally conflict under straightforward structure-sharing
(i.e. formal equality in LFG terms). The case values require a slightly nuanced
analysis, whatever the framework (see Polinsky & Potsdam 2002, Sells 2006). For
presentational purposes, I assume here that the formal relation between depic-
tive and associate is that they share an index value. Their GFs which f-command
each other are indicated by the boldface GF names, in the matrix nucleus. The
matrix subj is structure-shared with the embedded subj as the predicate is back-
ward control. While there is a matrix subj in f-structure, it has no c-structure ex-
pression (there is no ‘∅’ in the c-structure); only the embedded subject is present
in c-structure. Consequently, limited to the matrix f-structure in which the asso-
ciate and depictive f-command each other, no precedence relation is defined on
the boldface subj, and so the condition in (16b) is also satisfied.

(17) F-structure of (14), ignoring the case values. adj does not f-precede subj:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘begin〈(↑ subj)(↑ xcomp)〉’
tense past
subj [ ]
adj [pred ‘alone’

index 𝑖 ]
xcomp

⎡⎢⎢⎢⎢⎢⎢⎣
subj

⎡⎢⎢⎢⎣
pred ‘girl’
pers 3
num sg
index 𝑖

⎤⎥⎥⎥⎦
obj [pred ‘cow’]
pred ‘feed〈(↑ subj)(↑ obj)〉’

⎤⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In contrast, for (15), involving a forward raising use of the predicate, the con-

straint in (16b) is not satisfied, because the subj is overt in the matrix clause, and
so f-precedes the depictive adj.
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(18) F-structure of (15), ignoring the case conflict. adj f-precedes subj:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘begin〈(↑ xcomp)〉(↑ subj)’
tense past

subj
⎡⎢⎢⎢⎣
pred ‘girl’
pers 3
num sg
index 𝑖

⎤⎥⎥⎥⎦
adj [pred ‘alone’

index 𝑖 ]
xcomp

⎡⎢⎢⎣
subj [ ]
obj [pred ‘cow’]
pred ‘feed〈(↑ subj)(↑ obj)〉’⎤⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The Minimalist account in Polinsky & Potsdam (2006) (see also Fukuda 2008)

is stated in terms of positive conditions, of which (19b) is the important one.

(19) a. The associate and the depictive are clause-mates.
b. The associate c-commands/binds (≡ precedes) the depictive.

What is interesting about (19b) is that it can only be successfully interpreted
representationally. Suppose that at one point in the derivation, the associate
(whether overt or covert) c-commands the depictive, and the relevant syntac-
tic relationship is established, satisfying (19b). However, what is to prevent some
later operation which scrambles the depictive higher, so that it c-commands its
associate, in violation of (19b)? To prevent this possibility, (19b) must be inter-
preted as an output condition on the “final” representation, regardless of when
during the derivation the relation between associate and depictive has been es-
tablished. Hence even though (19b) is a positive condition, not a negative one, it
is necessarily representational.

In the LFG analysis, (16b) is necessarily a negative condition, as the null sub-
ject in backward control is only represented in f-structure (14), and so could
never be evaluated against a positive precedence condition like (19b). Evidence
from other languages supports the position that null arguments are present in f-
structure but absent from c-structure. Null pronouns in Malayalam are not sensi-
tive to f-precedence conditions, unlike overt pronouns (Mohanan 1983: 664–665).
Kameyama (1985) presents a similar argument for Japanese (summarized in Dal-
rymple 2001: 171ff. and 288ff.). For Malayalam, Mohanan observes that an overt
pronoun may not precede its antecedent – compare (20) and (21a) with (21b) –
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while a null pronoun (indicated for presentational purposes by pro in (21b)) may
‘precede’ its antecedent:

(20) Malayalam
a. [kuṭṭiyute

[child.gen
ammaye]
mother.acc]

awan
he.nom

n̲uḷḷi
pinched

‘He𝑖 pinched the child𝑖’s mother.’
b. * [awante

[he.gen
ammaye]
mother.acc]

kuṭṭi
child.nom

n̲uḷḷi
pinched

‘The child𝑖 pinched his𝑖 mother.’

(21) Malayalam
a. [awan

[he.nom
aanaye
elephant.acc

n̲uḷḷiyat̲inə
pinched.it

sēeṣam]
after]

kuṭṭi𝑖
child.nom

uraŋŋi
slept

‘The child𝑖 slept [after he∗𝑖/𝑗 pinched the elephant].’

b. [pro
[

aanaye
elephant.acc

n̲uḷḷiyat̲inə
pinched.it

sēeṣam]
after]

kuṭṭi𝑖
child.nom

uraŋŋi
slept

‘The child𝑖 slept [after he𝑖,𝑗 pinched the elephant].’

The overt pronoun ‘he’ in (21a) may not take ‘child’ as its antecedent, as the for-
mer precedes the latter, but this restriction is not there with the null pronoun in
(21b). Why would overt and null pronouns have different precedence conditions
on them? Mohanan (1983: 664) proposes that the correct analysis is that a pro-
noun cannot precede its antecedent, where precedence is defined on c-structure
elements, such as overt pronouns, but is not defined for null pronouns, which
are present only in f-structure.

Consider the c-structure relationships of the relevant parts of the examples,
shown in (22a), with the f-structure of the example shown in (22b). The subscript
numbers show the c-to-f-structure correspondences:

(22) a. C-structure:
(pronoun1) pinched2 child3

b. F-structure:⎡⎢⎢⎢⎢⎢⎢⎢⎣

subj [pred ‘child’]3
pred ‘sleep〈(↑ subj)〉’
tense past

adj
⎡⎢⎢⎣
pred ‘pinch’
subj [pred ‘pro’]1
… …

⎤⎥⎥⎦2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
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In both examples in (21), the adjunct clause 2 f-precedes 3, ‘child’, because the c-
structure correspondent(s) of 2 precede the correspondent(s) of 3. However with
regard to 1 and 3, 1 f-precedes 3 only if 1 is present in c-structure, which is only
the case in (21a). Hence the apparently different binding properties of pronouns
reduce to their different properties in different parts of the syntactic analysis.

The implications of this analysis are far-reaching: if certain syntactic elements
can have a range of grammatical properties without being represented in phrase
structure – and the above is positive evidence that they are not represented in
phrase structure – then every aspect of grammatical analysis which can or must
refer to those properties must also be independent of any phrase structure rep-
resentation, including phenomena such as subjecthood, agreement, binding, and
so on.

Declarative frameworks have different dimensions of analysis – such as c-
structure and f-structure as described below – but not different levels in the sense
that GB had (e.g. D-structure, S-structure). As there are no rules or operations,
there are no conditions on rules, and so all conditions are stated over represen-
tations, as constraints.

3 Phrase Structure

3.1 Heads and headed structures

LFG c-structures have some similarities with the S-structures of late GB. A canon-
ical clause (for an SVO language) is structured around what I refer to as a ‘skele-
ton’ with a ‘spine’ (Sells 2001: 17). (24) below shows the skeleton, and the spine
corresponds to all the non-argumental parts, V, I, C and their projections. These
are separate categories which participate in the familiar clausal extended pro-
jection (Grimshaw 2000: 116ff. Bresnan 2001: 100), often now referred to as the
‘Hierarchy of Projections’ (Adger 2003).

The formal relation in the c-structure between V and I and C is usually devel-
oped from the idea of ‘extended projection’ of Grimshaw (2000); see also Bresnan
(2001: 100–101), Bresnan et al. (2016: 103). The clausal categories are all projec-
tions of the category verb, which is specified by the traditional labels [+V, −N]
(Chomsky 1970).

(23) Extended Projections
a. V = [+V, −N, P0] (the zeroth-level projection of V)
b. I = [+V, −N, P1] (the first-level projection of V)
c. C = [+V, −N, P2] (the second-level projection of V)
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The outline clause structure has specifiers of CP and IP, and complement po-
sition(s) within VP, schematized here with the placeholder label Complement.

(24) CP

XP C′
C IP

NP I′
I VP (dashed lines represent information flow)

V Complement

⎡⎢⎢⎢⎣
subj […]
tense …
pred …
… …

⎤⎥⎥⎥⎦

Each node in the c-structure is annotated as to how it contributes to the f-
structure. The formal annotations on nodes are not shown in (24), for simplic-
ity, but the dashed lines represent the way that information flows from the c-
structure to the f-structure.

Every node in the clausal spine contributes its information to the main f-
structure, as can be seen from the several lines converging on the outer f-struc-
ture, which represents the grammatical information of the clause (again for sim-
plicity, I omit lines from the X′ nodes). The other nodes, XP, NP, and Comple-
ment, have different annotations on them, as they contribute to parts of the over-
all f-structure. For instance, the annotation on the nodeNPwould indicate that its
contribution is as the subject – in other words, NP as specifier of IP is the subject
position. This is indicated by the dashed line going from NP in the c-structure to
the value of subj in the f-structure.

As far as clausal information is concerned, the verb itself contributes identi-
cally to the clause whether it is in V or in I or in C, a property usually referred
to as ‘head mobility’ (see e.g. Bresnan 2001: 126ff. Bresnan et al. 2016: 129ff.). For
instance, unless extra information is associated with the C node in (25b), both
c-structures in (25) would determine the same f-structure:
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(25) a. IP

(↑ subj)=↓
NP

Maria

↑=↓
I′

↑=↓
I

is

↑=↓
VP

(↑ xcomp)=↓
AP

↑=↓
A

happy

b. CP

↑=↓
C′

↑=↓
C

is

↑=↓
IP

(↑ subj)=↓
NP

Maria

↑=↓
I′
↑=↓
VP

(↑ xcomp)=↓
AP

↑=↓
A

happy

Head mobility can be illustrated with the c-structures above. On the assump-
tion that the only VP can be the c-structure complement of I, then for the example
Maria is happy in (25a) the VP lacks a c-structure head V, for the verb is is in I;
and in (25b), for the string Is Maria happy, both IP and VP lack their X0 heads. In
these structures the finite form of be acts as an auxiliary verb, and so does not
head a surface VP, but appears in a higher functional head position (in contrast
be as a non-finite form would head VP, as in Maria could [be happy]).

Formally, the theory requires that every XP either has a c-structure head in
the standard X′ sense, or that it maps to an f-structure shared with at least one
YP which is headed in c-structure. Such a Y0 is known as the ‘extended head’
of XP (the notion is originally due to Zaenen & Kaplan 1995: 221, revised to the
formulation given here by Bresnan 2000: 353). So in (25a), I is the extended head
of VP, and in (25b), C is the extended head of IP and of VP, leading to the illusion
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that the head is “moving”. Different verbal categories may be restricted, though,
to particular c-structures positions: finite auxiliaries in English may only appear
in I or C, not in V; finite non-auxiliaries must appear in V. Hence finite auxiliaries
have the category [+V, −N, P>0] and finite verbs have the category [+V, −N, P0].

The discourse in the MP literature over the past 25 years as to whether head
movement exists or whether it is part of ‘narrow syntax’ (see e.g. Roberts 2011;
Harizanov & Gribanova 2019 for overviews) is quite puzzling from the perspec-
tive of declarative frameworks such as LFG or HPSG, as heads are central to the
syntactic analysis. The issue arose in the development of the MP as position-
occupying head movement does not obey the Extension Condition of Chomsky
(1995), requiring that every operation of Merge extends the root node of the cur-
rent tree. Head movement violates this condition, as it formally involves adjunc-
tion to a node lower than the root node (in contrast to XP adjunction, which
does adjoin at the root). Consequently Chomsky raised the issue of the status of
head movement (e.g. Chomsky 2000: 136–137; Chomsky 2001: 38) within the MP
approach.

As the mapping from c-structure to f-structure in LFG suggests, the crucial
fact about a clausal spine is that head positions share information, each being a
functional co-head (see e.g. (25)). This is directly evidenced in various core cases
of multiple expresssion of the same grammatical information in a single domain,
as first described in LFG by Niño (1997). The same properties of clausal informa-
tion are expressed on more than one head (see also Sells 2004, Lødrup 2014). The
Finnish examples in (26) and (27) (Niño 1997: 135, 137) show the phenomenon:

(26) Finnish
Äl-kää
neg.imp-imp.2.pl

puhu-ko.
speak-imp

‘Don’t (you pl.) speak!’

(27) Finnish
a. Ei

neg.3.sg
ol-lut
prf-pst.ptcp.sg

sano-ttu
say-pass.pst.ptcp.sg

‘It has not been said.’
b. Ei

neg.3.sg
ol-ttu
prf-pass.pst.ptcp.sg

sano-ttu
say-pass.pst.ptcp.sg

‘It has not been said.’

(26) involves a special form of negation restricted to imperatives, as well as
imperative marking on both the auxiliary and the main verb. In (27), singular
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marking appears on all three words: the negative, which is a kind of auxiliary;
another auxiliary; and the main verb. These examples also indicate that ‘passive’
is a feature in f-structure which can be accessed – see also Lødrup (2014) for
evidence in Norwegian for the same conclusion. (27b) is a colloquial variant of
(27a), in which the passive marking on the main verb also appears on the medial
auxiliary. The c- and f-structure of (27b) are shown in (28). It can easily be seen
that the constraints coming from each of the words in (27b) – using the glosses
as a guide – are satisfied by this f-structure:

(28) IP

I

ei

VP

V

ol-ttu

VP

V

sano-ttu

⎡⎢⎢⎢⎢⎢⎢⎢⎣
subj [pers 3

num sg]
tense pres
neg +
asp perf
pass +
pred …

⎤⎥⎥⎥⎥⎥⎥⎥⎦
The co-head approach of LFG allows for different sources of the same con-

straint (e.g. that the value of num is sg) which will be true of just a single ob-
ject (e.g. the subject). Hence feature exponence may be distributed or apparently
multiplied. In the MP approach, each feature necessarily originates in only one
position in the structure, and then must be copied or spread onto other positions,
for data such as that above. In MP analyses, ‘imperative’ corresponds to a high
position in the clause, so the imp feature in (27) must spread downwards. How-
ever in (27b), the pass feature would originate on the lowest verb, the only one
marked in (27a), and so would have to spread upwards.

The distribution of morphological exponence is probably not related to direc-
tion of spreading, but rather concerns morphological constraints on each type of
word as to what features it must express, might express, or cannot express. This
can be seen clearly in the examples in (30) from Livonian (Niño 1997: 131), which
obey the generalizations in (29):

(29) a. verbs are marked for number
b. participles are not marked for person
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(30) Livonian
a. ä-b

neg-1
u-m
be-1.sg

and-ên-∅
give-pst.ptcp-sg

‘I have not given.’
b. ä-b

neg-1
ù-om
be-1.pl

and-ên-d
give-pst.ptcp-pl

‘We have not given.’
c. ä-d

neg-2
ù-od
be-2.sg

and-ên-∅
give-pst.ptcp-sg

‘You have not given.’
d. ä-d

neg-2
ù-ot
be-2.pl

and-ên-d
give-pst.ptcp-pl

‘You have not given.’

(31) shows the c- and f-structure of (30d). Again following the gloss, it can be
seen that the pers value of the subject is identically constrained by the first two
words, while the num value is constrained by the last two words:

(31) IP

I

ä-d

VP

V

ù-ot

VP

V

and-ên-d

⎡⎢⎢⎢⎢⎢⎢⎢⎣
subj [pers 2

num pl]
tense pres
neg +
asp perf
pred …
… …

⎤⎥⎥⎥⎥⎥⎥⎥⎦
These patterns of multiple expresssion extend beyond simple clauses, into var-

ious kinds of complex predicate (see e.g. Sells 2004, Lødrup 2014), which might
require a more nuanced syntactic analysis than simple embedding of f-structure
nuclei – as argued for on the basis of entirely different data by Andrews & Man-
ning (1999). The multiple expression data could profitably be analyzed in a real-
izational framework (as suggested in Sells 2004) – every informational element
within a certain domain must have at least one rule of realization applying to
it (this idea is formalized explicitly in Crysmann & Bonami 2016), but in certain
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circumstances one piece of information can be referred to more than once, as
the generalizations in (29) suggest. Crucially, again, it is not that one piece of
morphological exponence on a c-structure head is copied to another head, but
rather that different (co-)heads are acting as exponents of the same grammatical
information.

3.2 The MP approach to phrase structure: Merge

The legacy of the Government-Binding model of syntax into the MP is a proce-
dural approach to structure and structure-building. Binary structures are built
up by Merge of two elements, often known as External Merge or ‘first merge’.
The GB idea of movement is reinterpreted in the MP as Internal Merge – one el-
ement from within a given structure is (re-)merged near the top of the structure.
As noted in Section 1, the argument structure of the predicate is represented in
a vP-VP structure, above which there are further projections such as TP and CP.
By the time the structure has built up at least to TP, this structure effectively
codes clausal information.

Strictly speaking, the syntactic derivation is abstract, with syntactic relation-
ships referring to the structural notion of c-command but not linear order, which
comes in the mapping from syntax to Phonetic Form (PF). The relevant terminal
nodes of the structure are spelled out as words via the principles of Distributed
Morphology (for an overview of this framework, see Harley & Noyer 2003 or
Embick & Noyer 2007). Consider the derivation in (32) of the example several
prizes were awarded, which will also feature later on:

(32) TP

DP
[Case:Nom]

several prizes

T′
T

T
[Tns:Past]
[Pers:3]
[Num:Pl]

Pass

be

PassP

Pass

<be>
vP

v

v
[Infl:Pass]

V

award

VP

V

<award>
DP

<several prizes>
1942



40 LFG and Minimalism

The internal argument of a transitive verb is merged with V (a kind of root)
within VP, at the lower right of the structure. The structure builds from the bot-
tom up via successive applications of Merge. The VP is immediately the comple-
ment of a “little v” vP, which introduces the external argument in a canonical
transitive. The particular example here is a passive, with the external argument
suppressed. The two components of the verb, V and v, are combined by head
movement of V to v, as the structure shows. The notation <award> indicates the
original position of V before movement.

The passive is indicated here by PassP, following the analysis of English aux-
iliaries in Adger (2003). The Pass head be merges with vP as its complement.
Next, above that, a T′ is created with a formative for past tense in its T head. The
auxiliary verb be also undergoes head movement, to combine with T. Finally, fol-
lowing X′-theory, T′ has a specifier which hosts the surface subject. In the case
of a passive example, a DP is raised from a VP-internal position to fill the subject
position.

The arrows in (32) indicate movement. Standardly in the Minimalist approach,
movement leaves behind a “copy” of the moved constituent (Chomsky 1995),
which the notation such as <award> etc. is intended to convey. Principles of
realization at PF determine which copy is overt (pronounced) – usually the high-
est copy, as in the earlier versions of transformational grammar where moved
constituents leave behind a trace, which is by definition unpronounced. The for-
malization of MP syntactic derivations due to Collins & Stabler (2016) captures
the ‘copy’ idea by treating each operation of movement as creating a multidom-
inance structure from a single terminal element; that formalization is extended
to head movement by Bleaman (2021). However, for presentational purposes, I
show the more familiar movement-with-copies structures here.

There are complex heads in T and v in (32), both formed via head movement.
They also have a representation of the various features which are present or
which are valued during the course of the derivation (see Section 4.2). These
complex heads will realize their lexical and featural information as the words
were and awarded.

Hence, the phrase structure derivation in the Minimalist approach represents
all the clausal information, somewhat like LFG’s f-structure, which is then spelled
out as the overt form, which corresponds to some extent to LFG’s c-structure.

3.3 Phrase structures are not isomorphic to clausal information

One difference between LFG and MP concerns how far the phrase structure is
a direct representation of the clausal information. As just noted, the representa-
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tion of clausal information in aMinimalist approach is encodedwithin the phrase
structure (in its configuration and its derivation), while in LFG the relation be-
tween f-structure and c-structure is fundamentally more flexible. The Mandarin
Verb Copy Construction (Li & Thompson 1981, Huang 1982) serves as a good ex-
ample of how clausal information at f-structure can exist independently of any
particular c-structure property. Postverbal arguments and adjuncts appear to be
in competition within a single VP: in order to express an argument and an ad-
junct, the main verb must be duplicated to form a second VP, as in (33b).

(33) Mandarin
a. * Zhangsan

Zhangsan
tan
play

gangqin
piano

de
lnk

hen
very

hao
well

‘Zhangsan plays piano very well’
b. Zhangsan

Zhangsan
tan
play

gangqin
piano

tan
play

de
lnk

hen
very

hao
well

‘Zhangsan plays piano very well’

Huang (1982) proposed a phrase structure filter which essentially disallows
arguments and adjuncts in the same VP. Fang & Sells (2007) note that both ar-
guments of a ditransitive verb appear in the first VP (underlined in (34a)), and
that an object may be displaced from within the first VP, otherwise preserving
the phrase structure:

(34) Mandarin
a. wo

I
song
give

tatatatatatatatatatatatatatatatata
him

zhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwu
this cl gift

song
give

de
lnk

hen
very

hao
well

‘I gave him this gift and it turned out to be a very good idea.’
b. zhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwuzhe jian liwu

this cl gift
wo
I

song
give

ta
him

song
give

de
lnk

hen
very

hao
well

‘This gift, I gave (it) him and (it turned out to be) very good.’

However, if an object is displaced from a monotransitive VP, verb “copying” is
no longer an option (also see Huang 1982: 53):

(35) Mandarin
a. * gangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqin

piano
Zhangsan
Zhangsan

tan
play

tan
play

de
lnk

hen
very

hao
well
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b. gangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqingangqin
piano

Zhangsan
Zhangsan

tan
play

de
lnk

hen
very

hao
well

‘The piano, Zhangsan played (it) very well.’

If we take (36) to be the basic f-structure of what should be expressed in one
structure of (33), given the constraint that arguments and adjuncts cannot be in
the same c-structure VP, it follows that (33b) is the only possible expression.

(36)

⎡⎢⎢⎢⎣
pred ‘play〈(↑ subj)(↑ obj)〉’
subj [pred ‘Zhangsan’]
obj [pred ‘piano’]
adjunct [pred ‘very well’]

⎤⎥⎥⎥⎦
On the other hand, if ‘piano’ appears as a structural topic, in clause-initial po-

sition, only a single VP is required to express the in-situ material, which consists
of the pred and its adjunct in (37), as in example (35b). The identification of
topic and obj takes place only at f-structure (Kaplan & Zaenen 1989).

(37)

⎡⎢⎢⎢⎢⎢⎣
topic [pred ‘piano’]
pred ‘play〈(↑ subj)(↑ obj)〉’
subj [pred ‘Zhangsan’]
obj [ ]
adjunct [pred ‘very well’]

⎤⎥⎥⎥⎥⎥⎦
Examples such as (35b) show that the competition between arguments and

adjuncts for the same VP is a phrase-structure phenomenon, and is not relevant
for the level of clausal grammatical information: a verb inMandarin can perfectly
well have a full array of arguments and any adjuncts, but only some of those can
be expressedwithin a single VP. Following a careful survey of the research on this
topic, Bartos (2019) proposes an MP analysis which has to appeal to haplology
of V to derive (35b) from (35a) (already suggested in Huang 1982: 99), but this is
merely symptomatic of an underlyingmisanalysis, for the core relations between
a predicate and its arguments and adjuncts are not isomorphically represented
in phrase structure.

4 Features and agreement

4.1 Feature theory and LFG

LFG is built on the foundation that featural specifications in morpho-syntax are
of the form [attribute value], and that well-formedness requires every attribute in
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a given representation to have an appropriate value. The attribute-value format
is used in LFG to represent functional structure, which represents the relational
and featural content of a clause, but not constituent structure. F-structure is delib-
erately designed to not look like a phrase structure, to signify that it represents
a different kind of syntactic information, and also that the parts within it are
unordered. (The concept of f-precedence in LFG (see Glossary) crucially makes
reference to the c-structure realization of f-structure elements.)

Adger (2010) considers features and the format of features in MP. He also con-
cludes that features should be represented as attribute-value pairs, but rejects
the idea that feature names can have structured values, because that re-creates
the hierarchical structure within the phrase structure (e.g. a structured value for
subj corresponds to a DP in the phrase structure with internal constituency). Of
course, there is no claim in LFG that every attribute in f-structure is the name
of a feature – ‘f’ stands for ‘functional’, not ‘feature’. Hence the closest compari-
son will be the atomically-valued attributes in f-structure, which will correspond
most closely to features in MP, and which also accord with the general notion of
morpho-syntactic features. More precisely, these will be the ‘syntactic’ features
identified by Sadler & Spencer (2001) (see also Spencer 2013), which are the tar-
get of morpho-syntactic exponence (as in the discussion of Finnish and Livonian
above in Section 3.1). In this subsection I compare the LFG and MP approaches
to such features. An extended discussion of features in the MP in comparison to
other frameworks can be found in Asudeh & Toivonen (2006: 409–420).

Featural information associated with each word introduces constraints on the
well-formedness of the whole structure, within a ‘monotonic’ system: informa-
tion cannot be selectively ignored, nor can it be changed. Hence declarative
frameworks such as LFG necessarily have a property which has come to feature
in MP discourse – the ‘No Tampering Condition’ (Chomsky 2007), which does
not allow information on an item to be changed as it is merged in as part of the
derivation (see also Section 5).

For instance, (38) is ungrammatical as not all the constraints coming from the
lexical items can be satisfied simultaneously, and no part of the information can
be ignored:

(38) * You am happy.

In this example, you will specify the value of person of the subject as 2, but
am will specify that same value as 1. There is no way to satisfy the requirements
of these first two words in a single structure.
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LFG introduces featural information either via lexical items or by the rules
which license phrase structure. Everywell-formed feature specification in f-struc-
ture is of the form [attribute value], by definition (see e.g. Kaplan & Bresnan 1982:
181–182). If any lexical item specifies a feature but without a value, that is an
‘unvalued feature’; some other element in the structure must introduce the value
for that feature, or else the overall structure will be ill-formed. Unvalued features
play a significant role in MP analyses (because their function goes beyond that
of simply representing information; see Section 4.2); they also find their place in
declarative analyses, as described below, although valued features tend to be the
norm.

The basic way for information to be specified is as a defining equation – for
instance the information carried by the appropriate lexical entries to give the
f-structures in (8). There is another kind of informational contribution, the con-
straining equation of LFG. Kaplan & Bresnan (1982: 207–209) motivate constrain-
ing equations with familiar facts such as those in (39), with their proposal for
analysis in (40):

(39) A girl is handing (*is hands, *is handed) the baby a toy.

(40) is: (↑ xcomp participle) =𝑐 present
The VP complement of is has the grammatical function xcomp in the LFG anal-

ysis, and within that, the grammatical form handing would provide the value
‘present’ for the attribute participle. That fulfils the requirement in (40). The
important move to a constraining equation over a defining one concerns the un-
grammatical variants in (39). For instance, as a finite form, hands is not specified
at all for the attribute participle, and so does not provide the information that
(40) needs. However, if that information in (40) were specified as defining infor-
mation, it would be unified in with the information from hands, and – at least
on that count – the sequence *is hands would not be ungrammatical, as nothing
would be inconsistent. Kaplan and Bresnan note that in a unification-based sys-
tem, constraining equations have the important consequence that negative-value
specifications for otherwise unnecessary features can be avoided. (For more on
features see Kaplan 2019b.)

Accounts involving a constraining-type analysis are common. This is the sit-
uation that is modelled in MP analyses with an ‘uninterpretable’ feature – two
elements between which there is some dependency have the same feature speci-
fications, but only one such specification is the ‘real one’. An MP analysis of the
English auxiliary system by Aelbrecht & Harwood (2015) involves the same idea
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as in (40), proposing that uninterpretable but valued features match between the
governed verb and the higher auxiliary which governs it.

The use of a constraining equation can be further illustrated in the case of a
strict Negative Polarity Item (NPI) – an item that must appear in the context of
negation, but is not the expression of negation itself. Such an NPI constrains its
syntactic environment to have the neg feature with the value + (see e.g. Sells
2000); this information must be present, but supplied by some other element,
namely overt negation. From the MP perspective, Zeijlstra (2015) discusses an
analysis of NPIs in which they “carry some uninterpretable negative feature
[uneg] that must be checked against a higher, semantically negative element
that carries an interpretable formal negative feature [ineg].” Again, in the rele-
vant sense, this is a valued feature which is contentful on one element, and is on
another for the purpose only of establishing an abstract syntactic relation.

Returning to the case of an attribute introduced without a value, this is an
existential constraint on f-structure (see Kaplan & Bresnan 1982: 210ff. and Dal-
rymple 2001: 112–114). For instance, the complementizer that in English intro-
duces a clause which is tensed, but it places no restriction on the value of tense.
Hence part of the functional information associated with that will be the exis-
tential constraint (↑ tense). This constrains the f-structure of the clause to have
the attribute tense, and any well-formed f-structure must have a value for that
attribute. The value is not supplied by that, so that information must come from
elsewhere in the clause introduced by that.

In summary, the notions of ‘unvalued’ and ‘uninterpretable’ featureswhich are
important inMP analyses – see immediately below– have formalized equivalents
in LFG, and in LFG, neither can by itself lead to a well-formed f-structure: an f-
structure cannot contain an attribute without a value, and the contribution of a
constraining equationmust bematched by the contribution of a (valued) defining
equation. In keeping with the character of the differences between the LFG and
MP approaches, a clausal f-structure in LFG is never partial nor ill-formed, unlike
stages in an MP derivation. Rather, each element in the c-structure in a given
example contributes to a set of constraints which the overall f-structure must
satisfy. If those constraints conflict, there is no f-structure which satisfies them,
and the example is thereby ungrammatical.

4.2 Features in the MP

Features are put to at least three uses in MP analyses (see Adger 2010: 200–212).
The first is to represent information, the second is to establish a relationship,
and the third is to make something happen. The representational aspect usu-
ally involves valued features, and might involve unvalued ones. The second use
involves the notion of interpretable and uninterpretable features, which is the
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mechanism for establishing a relationship known as ‘Agree’ between a Probe
and a Goal (Chomsky 2000: 101).

For instance, Adger (2010: 189) gives the following illustrative example of a
feature that is unvalued, and also uninterpretable. The idea that some features
are uninterpretable was originally introduced by Chomsky (1995: 277–278). In
(41), the first group of features are features of the subject DP, and the second
group are features on the T head of TP.

(41) {D, definite, plural} … {T, past, uplural}

The DP is definite and plural, and T is past and also marked as plural, but
the prefix notation u indicates that the plural feature, though present on T, is
uninterpretable on it. Adger describes (41) as follows:

The idea is that a feature like [plural] only has an interpretation when spec-
ified on a category which can be potentially interpreted as plural (e.g. on a
noun), otherwise an instance of this feature will be uninterpretable: inter-
pretability is detectable from a feature’s syntactic/semantic context. The for-
mal property of features (the u prefix) which enables them to enter into de-
pendency relations is thus linked to the interpretation of features … (Adger
2010: 189)

The [plural] feature is not interpretable on T – the interpretation of tense never
makes reference to singular/plural – but the matching occurence of [plural] on
the subject DP establishes the Agree relation between these two groups of fea-
tures. After it has been checked by a matching interpretable feature, [plural] is
then eliminated on T.

From the perspective of LFG, the equivalent of [uplural] in (41) would be as in
(42).

(42) (↑ subj num) =𝑐 pl
Just as with (41), a structure described by (42) will only be well-formed if some

other element (e.g. the subject) specifies the pl value for the feature, but it repre-
sents a different approach to the role of features. In (41), the feature on T is under-
stood to convey “I am plural”, which is uninterpretable; but the specification in
(42) conveys “my subject’s number is plural”, which is actually straightforwardly
interpretable.

The third use of features in the MP is to trigger an operation. Such features do
not seem to overlap with the features considered above, and exist solely to make
something happen. The canonical example is the ‘EPP-feature’ derived from GB,
but used in different ways to force either XP movement or X0 movement (head
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movement) in many MP analyses. This feature has been more recently cast as an
‘Edge Feature’ (e.g. Chomsky 2005). It is not clear formally what kind of feature
this is – it must be satisfied, as an instruction for some structure to be built, and
once satisfied, there are two options: either it becomes inactive, or it stays active,
allowing for multiple specifiers (Chomsky 2007: 11).

I now show in more detail how (un)valued and (un)interpretable features par-
ticipate in an MP derivation. What is shown here is based on the presentation in
Radford (2009: 284ff.), though using a slightly different representational format
which is more internally consistent and which will also be more transparent in
the context of the LFG approach to features described above. There is in fact a
close relation between valued and interpretable features, as will be evident in the
structures below. However, the two notions are formally distinct and can play
different roles in an overall syntactic analysis (see e.g. Aelbrecht & Harwood
2015). The structure in (43) underlies the fragment were awarded several prizes,
which is our illustrative example. The DP several prizes has interpretable features
of person and number (it is 3rd person plural), and in the syntax it will have a
value for case; but the case feature is initially unvalued, as the particular value
of case will depend on the syntactic context of the DP. The v which ultimately
hosts award has an Infl feature (sometimes referred to as vform in LFG), which
will also be valued according to the syntactic context of the verb. Finally, the
head T is specified as past tense, and it also hosts agreement features for person
and number, which are unvalued at this initial stage. In the structure, the fea-
tures shown in bold are those which are interpretable, and they also are the ones
which are valued.

(43) T′
T

T
[Tns:Past]
[Pers: ]
[Num: ]

Pass

be

PassP

Pass

<be>
vP

v

v
[Infl: ]

V

award

VP

V

<award>
DP

several prizes
[Pers:3]
[Num:Pl]
[Case: ]
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Formally, Agree establishes a relation between two nodes, a Probe and a Goal,
one of which has an interpretable feature, with the other having a (matching)
uninterpretable feature. In the simple example here, the uninterpretable features
are the unvalued ones, and so they will become valued once Agree takes place.
For instance, the Pass head be in (43) enters into an Agree relation with v and
values the Infl feature as Pass(ive). The T head enters into an Agreement rela-
tion with the DP several prizes, valuing the Case on DP as Nom, and at the same
time taking the values of person and number from that DP. Hence, after these
Agree relations are established, all features are valued, as in (44), and these fea-
ture specifications will be relevant for morphological realization (e.g. the surface
form of be will bewere). Nevertheless, the non-bold (formerly unvalued) features
are classed as uninterpretable, and must delete by the end of the syntactic deriva-
tion, Logical Form. Finally, (44) also shows one more feature on T, [EPP], which
is discussed immediately below.

(44) T′
T

T
[Tns:Past]
[Pers:3]
[Num:Pl]
[EPP]

Pass

be

PassP

Pass

<be>
vP

v

v
[Infl:Pass]

V

award

VP

V

<award>
DP

several prizes
[Pers:3]
[Num:Pl]

[Case:Nom]

T in (44) has the [EPP] feature mentioned above, which has the effect that at
the next step of the derivation a specifier must be created. This feature, then,
does not represent a ‘featural’ property of the clause (unlike, say, ‘past tense’),
but represents a structural property. One option for satisfying this feature is to
merge in an expletive placeholder, there:
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(45) TP

DP

there

T′
T

T
[Tns:Past]
[Pers:3]
[Num:Pl]
[EPP]

Pass

be

PassP

Pass

<be>
vP

v

v
[Infl:Pass]

V

award

VP

V

<award>
DP

several prizes
[Pers:3]
[Num:Pl]

[Case:Nom]

Once the specifier is merged, the EPP feature is thereby satisfied, indicated in
(45) by the strikethrough. Another way of satisfying this feature from the stage
in (44) is to raise the object DP to the subject position, as a canonical passive:

(46)
TP

DP

several prizes
[Pers:3]
[Num:Pl]

[Case:Nom]

T′
T

T
[Tns:Past]
[Pers:3]
[Num:Pl]
[EPP]

Pass

be

PassP

Pass

<be>
vP

v

v
[Infl:Pass]

V

award

VP

V

<award>
DP

<several prizes>
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4.3 Agreement and the direction of Agree

The second use of features in the MP noted above is that they participate in the
process of Agree (Chomsky 2000), which is a prerequisite to establishing a re-
lation in the syntax. The exemplar syntactic relation is that of agreement – say
between a subject and a finite verb. As with canonical agreement (e.g. Corbett
2006), there is assumed to be a controller of agreement and a target for agree-
ment, a directional or asymmetric relationship, formally instantiated as a Probe
and a Goal in the MP. There is considerable debate in the MP literature as to the
‘directionality’ of Agree – is it upwards, or downwards? – as well as to whether
feature valuation passes from the higher element to the lower one, or vice versa.
For instance, Polinsky & Preminger (2019) make a linguistic argument about the
direction of agreement (specifically, 𝜙-feature agreement); they argue that agree-
ment must be directional, looking downwards, but valuing features upwards. In
contrast, Bjorkman&Zeijlstra (2019) argue for amore complex system inwhich a
checking relation is first established, but only upwards, and then after that valua-
tion can take place, in either direction. Some examples which bear on these issues
are given below. These proposals are each ‘substantive’ proposals, motivated by
empirical observations, as there is nothing formally about the MP system which
requires a given directionality for Agree.

As noted above in Section 2.2.2, there is no sense in LFG in which agreement
can be directional, as “agreement” is the informal notion we apply to a situation
where more than one element provides featural information about some (other)
element. The Archi examples below show that the distinction between Controller
and Target, or between Probe and Goal, cannot be sustained anyway.

Polinsky & Preminger (2019) present examples such as (47) from Tsez, to sup-
port their claim that a Probe looks downwards to find a Goal – that the Probe
c-commands the Goal – and the relevant feature values from the Goal are then
valued upwards to the (previously incomplete) Probe. The key property of this
example is that it involves long-distance agreement, in which the matrix verb
does not agree with any local argument but rather agrees with the absolutive
argument (object) of the embedded clause. Tsez has an ergative-absolutive case-
marking system, and the verb agrees with an absolutive argument. The embed-
ded absolutive in (47) is ‘bread’, class iii, and both the local predicate ‘eat’ and
the higher predicate ‘know’ agree with it in class, shown in boldface in the gloss:

(47) Tsez
eni-r
mother-dat

[už-ā
[boy-erg

magalu
bread.iii(abs)

b-āc’-ru-ɬi]
iii-eat-pst.ptcp-nmlz]
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b-iy-xo
iii-know-pres
‘The mother knows that as for the bread, the boy ate it.’

The particular argument that Polinsky and Preminger make is based on the
observation that the opposite configuration appears to be unattested – we never
find a structure in which a verb in a lower clause agrees with an argument in a
higher clause. To rule out this logical possibility, they argue that syntactic the-
ory should only allow downwards Agree/upwards valuation. The detail of their
argument is not crucial here – what is relevant are the relative structural rela-
tions between the two elements in the agreement relationship. In (47), as the
absolutive controls agreement on the higher predicate ‘know’, I will categorize
this example as one in which the target must c-command the controller (hence,
valuation is upwards).

The rest of the examples in this section are taken fromArchi, another language
with an ergative-absolutive system. Archi has a wide range of potential targets
for agreement, but the controller is always the absolutive. (48) from Bond & Chu-
makina (2016: 67) shows various agreement targets (boldfaced in the gloss, each
corresponding to the exponent d-):

(48) Archi
[d-ez
[ii.sg-1sg.dat

χir]
behind]

d-e⟨r⟩qʕa-r-ši
ii.sg-⟨ipfv⟩go-ipfv-cvb d-i

ii.sg-be.pres
‘She follows me.’ (male speaking)

Both the main verb and the auxiliary ‘be’ show agreement with the absolu-
tive for gender and number. The gender system in Archi consists of four noun
classes, and in this example, the gender agreement is for class ii. The controller
of agreement is not overt – it is the implicit subject of the intransitive predicate,
formally in absolutive case. In addition, the first singular pronoun d-ez which is
the object within the directional PP headed by ‘behind’ agrees with the absolu-
tive of its clause, even though the pronoun is not a direct co-argument of the
absolutive in this example. The pronoun is itself first person singular, but it also
has an ‘external agreement’ slot for the clausal absolutive. Now that pronoun,
inside the PP, cannot c-command anything outside that PP, and yet the intuition
here is that it is the target of agreement: so for this example it must be the case
that the controller (a null subject absolutive) c-commands the target. Valuation,
if directional, should be downwards – exactly reversed from the Tsez example
(47).

The LFG analysis of Archi agreement in Sadler (2016) codes each agreeing el-
ement for the relevant features of the notional agreement controller – the argu-
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ment in absolutive case. As the GF of that argument could be subj or obj depend-
ing on the transitivity of the predicate, Sadler uses the designator piv, proposed
by Falk (2006). Sadler (2016: 161) also uses the template approach (Dalrymple et
al. 2004) to schematize over different agreement combinations. For the form in
(49), @ii.sg associates the gender and number agreement values with the word,
as in the second commentary enclosed in [ ]:

(49)
d-ez, Pronoun
(↑ pers) = 1
(↑ num) = sg [it is a first singular pronoun]
@ii.sg((gf ↑) piv) [its external agreement features are class ii singular]
…

For (48), (gf ↑) piv instantiates as (obl obj ↑) subj. The f-structure of the ex-
ample is shown in (50), where the external agreement path for the first person
pronoun – the inner [pred ‘pro’] – follows this instantiation and specifies values
for gender and number, shown in boldface:

(50) F-structure of (48); agreement of the pronoun with the absolutive
((obl obj ↑) subj) must be: class ii, num sg⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj

⎡⎢⎢⎢⎢⎣
pred ‘pro’
pers 3
num sg
class ii
case abs

⎤⎥⎥⎥⎥⎦
tense pres
pred ‘go〈(↑ subj)(↑ obl)〉’
obl

⎡⎢⎢⎢⎢⎣
pred ‘behind〈(↑ obj)〉’
obj

⎡⎢⎢⎢⎣
pred ‘pro’
pers 1
num sg
case dat

⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Note that the first person pronoun itself does not have any “agreement slot”

within its own feature structure: it has no agreement feature specification which
is supposed to match or be copied somewhere else in the (f-)structure.

The informal notions of controller and target have no embodied representa-
tion, which ultimately proves to be an important fact about the LFG analysis –
because there are examples in which ‘controller’ and ‘target’ are the same single
syntactic element. There are different types of example in Archi where an abso-
lutive argument “agrees with itself” – a given syntactic element has an external
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agreement slot, to agree with the absolutive of its clause, but that element hap-
pens to be the absolutive itself. (See also Corbett 2006: 68–69, Borsley 2016: 137.)
In these examples, the distinction between controller and target – as two dis-
tinct elements in an asymmetric relationship – is invalid, but on a co-description
account of the kind illustrated by (49) the examples work out straightforwardly.

(51) is one such example. A reflexive pronoun in Archi has two slots for agree-
ment – one for the features of its antecedent, as is familiar, and another one for
the features of the absolutive of the clause. In (51) (from Bond & Chumakina 2016:
70) the subject is the pronoun ‘I’, in dative case, and the object is the reflexive,
in absolutive case, and it is class ii, signifying a female referent. The subject pro-
noun, main verb and auxiliary verb each agree in class with the absolutive, as
does one of the slots in the reflexive – the whole form is 1sg, agreeing with the
subject antecedent, and there is also an infixed class ii agreement, again agreeing
with the absolutive, which is the reflexive itself.

(51) Archi
d-ez
ii.sg-1sg.dat

zona⟨r⟩u
1sg.refl.abs⟨ii.sg⟩ d-ak:u-r-šiii.sg-see-ipfv-cvb

d-i
ii.sg-be.prs

daχon-n-a-š
mirror(iv)-sg.obl-in-el
‘I am seeing myself in the mirror.’

So here, (gf ↑) piv instantiates as (obj ↑) obj, one of the logical possibilities.
The f-structure is shown in (52):

(52) F-structure of (51); agreement of the reflexive with the absolutive
((obj ↑) obj) must be: class ii, num sg⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

subj

⎡⎢⎢⎢⎢⎣
pred ‘pro’
pers 1
num sg
class ii
case dat

⎤⎥⎥⎥⎥⎦
tense pres
pred ‘see〈(↑ subj)(↑ obj)〉’
obj

⎡⎢⎢⎢⎢⎢⎣
pred ‘pro’
refl +
pers 1
num sg
class ii
case abs

⎤⎥⎥⎥⎥⎥⎦
obl [ “mirror” ]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Like other aspects of the grammar, the correct account of “agreement” does
not involve moving something – in this case, featural information – from one
place to another, but rather is a partial specification of featural information in a
larger structure.

5 Conclusion

LFG takes up the challenges of accounting for human language precisely as
Chomsky first articulated them, yet continuing with a view quite different from
his as to what the core non-negotiable properties of the syntactic system should
be. It was developed as a systematic and coherent framework for the represen-
tation of grammatical information, based on certain key design features. While
these design features give these frameworks a very different character from a pro-
cedural framework such as the MP, many of the components of analysis which
MP has developed are already present in declarative frameworks (see Section 4),
as is the convergence of interest in exploring ‘third factor’ considerations (see
(5)).

As Chomsky has noted, the choice between grammatical frameworks can be
understood in terms of the “extra burdens” that an over-exuberant approach will
entail (Chomsky 2007: 10–11). From a declarative perspective, any procedural
approach creates such burdens, as the necessary mechanisms are either too pow-
erful or are not well-founded. If those mechanisms can change or even delete
syntactic information or syntactic substance, it is necessary to constrain those
destructive operations with the ‘No Tampering Condition’ – indeed, a very nat-
ural property of a grammatical system, but one that should be intrinsic to it.

The ‘copy theory’ of movement (Chomsky 1995) is a way of expressing the
intuition that some information is shared. However, copies involve duplication
of substance, which amounts to more than the sharing of information. The dis-
cussion of structure in Section 3 provides a perspective on two kinds of further
burden that necessarily arise in a copy-based approach. First, with regard to head
mobility, the LFG view is that the issue is one of alternative positions, rather than
successive positions which exist to provide hosts for position-occupying move-
ment. The head is indeed only “in” one head position, but it makes the same con-
tribution that it would have made from any of its alternative possible positions,
and so might appear as if it were contributing from each position. The evidence
from multiple expression of clausal information supports this view. A recent MP
account of the syntax of heads by Arregi & Pietraszko (2021) associates only the
informational part of a given head with several head positions, effectively reca-
pitulating the LFG analysis of head mobility through various operations to create
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the right representations. Second, the facts of Mandarin verb copying show that
certain parts of the syntactic analysis indeed call for a duplication of substance
(when there are both in-situ arguments and adjuncts in Mandarin), while other
parts involve more abstract syntactic information (the notion of a verb having
arguments and having adjuncts). If that abstract information is conflated with
the phrase structure substance, the system generates too much, and then extra
operations have to be invoked, pruning or conflating substance.

The formalization of the MP by Collins & Stabler (2016) is designed in part to
address the No Tampering Condition, and the apparent duplication of substance.
Instead of creating copies, in this formalization, successive movements of a given
element create new multidominance relations from that single element, which
therefore does not change during the derivation. Their formalization is extended
to head movement by Bleaman (2021). This particular formalization might make
MP derivations slightly closer in nature to f-structures, in that each object in the
derivation is a single informational unit which may have multiple grammatical
relations and phrase-structural relations (e.g. a topicalized object is both an object
and a topic, but with just one overt realization, in topic position).

A different kind of burden of potential complexity falls on the feature sys-
tem of the MP, as features are used to do more than represent information (see
Section 4). It becomes necessary to posit “bad” feature specifications, such as un-
interpretable features, which by design are not interpretable on their hosts, and
which must be eliminated during the derivation. LFG has constraints of a dif-
ferent character for checking that certain grammatical relationships exist, and
which do not involve recourse to local pockets of uninterpretability.
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LFG and Role and Reference Grammar have in common the goals of developing
a formal model for the grammars of natural languages that both accommodates
typological diversity and avoids syntax-centred derivationality. That said, the two
frameworks differ in their choice of conceptual primitives and in the way the dif-
ferent components interact. In the present chapter we explore those differences
in particular with respect to core sentence structure, information structure, cross-
linguistic patterns and variety, and diachrony.

1 Historical Context

Both LFG and RRG emerged in the 1970’s and 1980’s in the context of the gen-
eral reconsideration of possible models of grammar that took place at that time.
These developments were driven in part by a concern to rethink the best way to
capture the interaction between syntax, semantics and pragmatics, in part by a
desire to reflect the typological diversity of natural languages and avoid a bias
towards the sorts of structure found in ‘standard average European’, and in part
by considerations of psychological plausibility and computational tractability. At
the same time, the two frameworks differ in the relative priority to be assigned
to these different lines of argument and evidence.

In the case of RRG the two principal motivating questions were the follow-
ing: (a) What would a linguistic theory look like if it were based on the analysis
of Lakhota, Tagalog and Dyirbal, instead of English? (b) How can the interplay
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Mary Dalrymple (ed.), Handbook of Lexical Functional Grammar, 1967–2027. Berlin:
Language Science Press. DOI: 10.5281/zenodo.10186048
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of syntax, semantics and pragmatics in different grammatical systems best be
captured and explained? (Van Valin 2009: 704). Constraining the framework are,
therefore, not only the classic Chomskyan criteria of descriptive and explanatory
adequacy (on which see Rizzi 2016), but also those of typological and psycholog-
ical adequacy, since in the words of Austin & Bresnan (1996: 263) ‘theoretical
economy and explanatory elegance are unreliable guides to truth’. Typological
adequacy requires that the theory should grasp commonalities between differ-
ent languages without attributing to a given language any features for which
that language provides no evidence. Psychological adequacy, as formulated by
Dik (1991: 248), states that a theory should be compatible with the results of
psycholinguistic research on the acquisition, processing, production, interpreta-
tion and memorization of linguistic expressions. This is not to say that there are
no postulated universal principles either in LFG or RRG, but rather that within
neither framework is there the presumption of an innate, syntactically defined
U(niversal) G(rammar).

This concern for psycholinguistic plausibility was shared with LFG, as dis-
cussed for example by Bresnan & Kaplan (1982), where it was linked to issues
about the length and complexity of syntactic derivations within the transforma-
tional approach. Whereas at that time generative syntax was — and indeed still
is — built on an exclusively categorial set of primitives, LFG and RRG in their
different ways sought to explore in addition the use of relational concepts. Influ-
ential here had been, on the one hand, Relational Grammar with its definition
of structures in terms of changing grammatical functions like subject and ob-
ject, albeit while still retaining a derivational approach, and, on the other hand,
Fillmorean Case Grammar with its set of semantically defined roles like agent
and patient. For LFG this led to a much reduced, monostratal categorial compo-
nent (c-structure) linked to but not derived from a set of grammatical relations
(f-structure). RRG, by contrast, goes a step further and in addition sets aside no-
tions like subject and object as also being in danger of biassing the system to-
wards particular types and families of languages and opting instead for a core
set of semantically defined relations. Despite these differences, RRG and LFG
have in common the fact that, once the analytical burden is shared between cat-
egories and relations, grammatical structures are no longer required to respect
the principles of endocentricity and binary branching which have become key
parts of current Minimalist, cartographic and nanosyntactic approaches. A sen-
tence can be represented simply as S rather than needing to be CP, TP or the like
and if a language does not provide ready evidence of configurational structure,
none needs to be imposed (Austin & Bresnan 1996; Van Valin & LaPolla 1997b:
Chapter 2).
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We move now to an overview of RRG (Section 2) before returning to a more
detailed comparison of the two frameworks (Section 3) and consideration of the
way they deal with issues involving language change, processing and acquisition
(Sections 4, 5 and 6).

2 RRG: An overview

For RRG, grammar is a system in a traditional structuralist sense. However, RRG
is not only interested in the syntagmatic and paradigmatic relations that charac-
terize syntax, but also in the combinatorial relations between units of meaning
within and out of context. This framework is, thus, like LFG, a parallel architec-
ture theory (Jackendoff 2002: Chapter 5), which relies on three independent, al-
beit interacting, levels of analysis: discourse, lexical semantics and syntax.1 Much
of what other syntactic frameworks would explain in terms of syntactic deriva-
tion or movement is captured in RRG in terms of the mapping of these three
dimensions. This reflects the assumption that grammatical structure can only be
understood and explained with reference to the expressive and communicative
functions of language.

Since it seeks explanation outside of the boundaries of syntax, RRG could
thus be thought to lie on the functional side of the formalist-functional divide
in theories of language (Butler 2005, 2006, Mairal Usón et al. 2012), and indeed
Newmeyer (1998: 14-16) cites it as an example of what he calls ‘external function-
alism’, adducing the description by Van Valin (1993: 1) of RRG as a ‘structuralist-
functionalist theory of grammar’. However, a preference for the explanation of
linguistic phenomena in terms of meaning and external context by no means im-
plies an absence of a formal notation. And indeed within RRG each of the levels
of analysis is conceived of in terms of an articulated formalism and there are
explicit constraints on the interaction of the three levels. In addition, in the last
ten to fifteen years, an increasing number of scholars have attempted to apply
RRG to language processing, both in the computational and the neurolinguis-
tic domain. Such attempts have resulted in the development of new formalisms,
which use the RRG framework as their basis (see Section 5 below).

The basic architecture of RRG is illustrated in Figure 1.While the two arrows in
themiddle show the bidirectionality of the semantics-syntax linking, the position
of discourse-pragmatics with respect to this mapping indicates that discourse

1A striking comparison in this connection is Sadock’s independent realisation that a language
like Greenlandic calls for a parallel or ‘modular’ architecture (Sadock 1991: ix–xi), which in
turn led to his own model of Autolexical Syntax.
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can be relevant at every step in the linking (Bentley 2023 and Section 3.5 below).
Specifically, discourse-related meaning (for example, the distinction between the
information that has already been given and the new information that is provided
with the utterance) is not only expressed syntactically, but also in prosody, mor-
phology and even in lexical choices. In fact, the encoding of discourse-related
meaning in syntax varies across languages in important ways and this variation
has been the object of much research in RRG (see among others Van Valin 1999,
Shimojo 1995, 2008, 2009, 2010, 2011, Bentley 2008).

S R

S R

Linking
Algorithm

Constructional
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Parser

Lexicon

Syntactic
Inventory

D
isco
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rse P
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atics

Figure 1: Organization of RRG (based on Van Valin 2005: 134)

We return to other properties of the linking at the end of Section 2.

2.1 The structure of the sentence and of reference phrases

There is a single syntactic representation for a sentence, which corresponds to
the surface form of the sentence and appears in the Constituent Projection. As
noted above, there is no requirement that the structure of the clause should be
binary branching; the syntax of the sentence must be adequately represented in
configurational and non-configurational, dependent-marking and head-marking
languages alike. In clausal structure, a distinction is drawn between the semanti-
callymotivated positions, which are assumed to be universal, and other positions,
which tend to be associated with particular pragmatic roles and are not universal.
Together the two types of position form the Layered Structure of the Clause (see
Figure 2).

There is no verb phrase in the Layered Structure of the Clause because not all
languages offer evidence for it (for comparable considerations in LFG see Börjars
et al. 2019: 5-6). The Nucleus hosts the predicate, while the arguments drawn
from the semantic representation of the predicate, called core arguments, figure
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Figure 2: The Layered Structure of the Clause (from Van Valin 2023b)

within the Core and are labelled RPs (Reference Phrases).2 No phonologically
null elements are allowed in RRG syntax.3 Neither the Nucleus nor the RP nodes
are restricted to any particular lexical category, given that in some languages,
such as Nootka and Tagalog, expressions that are verbs in categorial terms can
have a referential function in the clause, in which case they behave as arguments,
while nouns can have a predicative function (Van Valin 2008: 170).4 In English too
the predicate in the Nucleus can be an adjective, a noun phrase, or a prepositional
phrase, although a verb is needed for the proper formation of the Nucleus of the
clause. The Nucleus and the Core are taken to be universal positions because

2Within core arguments, RRG distinguishes between direct core arguments, which are un-
marked or marked by case alone, and oblique ones, which are adpositionally marked.

3Genuine zero anaphora, i.e., the complete failure of expression of an argument, whether as
a pronoun or in inflection, is dealt with in a system of direct mapping from discourse to the
semantic representation of the clause, and vice versa, with the argument being represented
in both of these domains, but not in syntax (see Section 3.5). Zero morphemes are, however,
admitted in RRG in morphological paradigms, the key difference between these and phono-
logically null syntactic elements being that the latter type of element is redundant, on the
assumption that the linking can occur directly from the semantic representation to discourse.

4This is not to say that nouns and noun phrases have no status in RRG. On the contrary, nouns
and verbs are taken to be universal lexical categories, by contrast with adjectives, which are
not found in all languages.
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all languages predicate and refer. Any adjuncts that modify the nucleus, or the
core, or indeed any of the more external syntactic layers figure in a Periphery as
M(odifier) P(hrases). Every syntactic layer (Clause, Core, Nucleus) can have its
own Periphery.

Both the core-internal positions and the peripheries of the various layers of
the clause can host constituents with particular discourse roles. To give but one
example, to the extent that they are overt, topical subjects normally occur in the
core-initial pre-nuclear position in SVO languages. However, these positions are
not defined in pragmatic terms, but rather in terms of the referential and pred-
icative functions of language. The more external positions, instead, tend to be
associated with pragmatically salient functions. The Pre- and Post-Core Slot nor-
mally host foci, although there can be language-specific restrictions on the kinds
of foci that they admit. In a large number of languages the Pre-Core Slot hosts
pre-verbal wh-words and the same position has been claimed to be involved in
contrastive focus fronting in some Romance languages (Bentley 2008). The Pre-
Core Slot hosts topics, as well as foci, in languages with a V2 constraint on word
order (Diedrichsen 2008). The Post-Core Slot is the position of secondary foci
which non-canonically occur in post-verbal position in Japanese, a verb-final lan-
guage (Shimojo 1995). The Pre-Detached Position (formerly called Left-Detached
Position) is the position of detached topics and can iterate, thus allowing the ut-
terance to have several topics, while the Pre- and Post-Core Slot cannot be re-
peated.5 The Post-Detached Position (formerly called Right-Detached Position)
hosts afterthoughts or topics.6 The pragmatically salient positions are not univer-
sal: the languages that provide no evidence for these positions are not assumed
to have them. The building blocks of the Layered Structure of the Clause are
the building blocks of complex predicates and clauses, as will be explained in
Section 3.4.

The structure of the RP and of adpositional phrases is built following the same
principles as the structure of the clause (see Cortéz-Rodríguez 2023, Ibáñez Cerda
2023.). Thus, RPs have their own Constituent Projection, with Nucleus and Core,
and their respective peripheries. RPs also have their Operator Projection, which
defines the scope of the functional categories of definiteness, deixis, quantifica-
tion, and number.

5This raises the question of the position of initial sequences of wh-words in languages which
allow them, for example Bulgarian, an issue which to our knowledge has only been addressed
from an RRG perspective by Eschenberg (1999).

6The reason for the relabelling of the Left- and Right-Detached positions is that these names
reflect a bias towardswestern languages, which arewritten from left to right. The problem does
not arise with Pre-Detached and Post-Detached, which reflect the before and after dimensions
of speech.
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In RRG the functional markers of closed-class grammatical categories such as
aspect, modality, tense and illocutionary force are not mapped to the Constituent
Projection, but rather to the Operator Projection, and hence the framework does
not incorporate an inventory of functional heads. The Operator Projection is
the mirror image of the Constituent Projection because RRG assumes that the
order of themorphemes that express grammatical categories is a function of their
syntactic and semantic scope (Foley & Van Valin 1984, Bybee 1985). Thus, the
Nucleus comes first, in the Operator Projection, as the domain of aspect, nuclear
negation and directionals. Core negation and root modality have scope over the
Core. Finally, status (epistemic modality), tense, evidentials, and illocutionary
force have scope over the Clause.

SENTENCE|
CLAUSE|
CORE|

NUCLEUS|
PRED|
V

NUCLEUS
Aspect
Negation
Directionals

CORE

Directionals
Event quantification
Modality
Negation

CLAUSE

Status
Tense
Evidentials
Illocutionary Force

SENTENCE

Figure 3: The operator projection in the layered structure of the clause
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The Constituent Projection is not built incrementally in the linking. Rather,
the syntactic structure of the clause, and of the RPs and PPs contained in it, are
drawn as templates from the syntactic inventory of the given language at the
relevant stage in the linking. The selection of syntactic templates in the linking
is governed by the Syntactic Template Selection Principle (Van Valin & LaPolla
1997b: 324, Van Valin 2005: 130) and by discourse considerations (Section 3.6),
to which we return below. The syntactic inventory of a language comprises all
the templates that are necessary to form grammatical sentences in that language.
It reflects universal linearization principles concerning the position of the extra
clausal positions shown in Figure 2, as well as the word order preferences of
the language: primarily, its branching directionality, in the sense of Dryer (1992).
Broad typological properties, such as head and dependent marking, and configu-
rationality, also play a role in word order. Instead, the position of the operators
in the clause largely depends on their semantic scope (see Figure 3). The syn-
tactic inventory complements the lexical inventory as well as an inventory of
constructional schemas, to which we shall also return.

2.2 Logical Structures, semantic roles and macroroles

The lexicon is an important component of grammar in RRG, since the semantic
representation of the clause is based on the semantic representation of the verb
and any other predicating elements figuring in it, for example, any predicative
adpositional phrases. The semantic representation, or Logical Structure, of a verb
is based on a theory of lexical decomposition which relies on Vendler’s (1967: 97-
121) Aktionsart types state, activity, achievement and accomplishment, to which
VanValin& LaPolla add the distinction between plain and active accomplishment
(see below) and Van Valin (2005: 32) adds the non-Vendlerian class of semelfac-
tives (Smith 1997: 55-58). State and activity are the basic types upon which all the
others are built. Both states and activities are [−telic] and [−punctual]. However,
states describe static situations, whereas activities describe dynamic ones, that is,
situations that involve change, albeit not of the type leading to a result state. We
provide below the semantic representations of the states ‘red’ and ‘know’ and of
the activities ‘march’ and ‘sing’.

(1) States
a. be′(x, [red′]) ‘red’
b. know′(x, y) ‘know’
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(2) Activities
a. do′(x, [march′(x)]) ‘march’
b. do′(x, [sing′(x, (y))]) ‘sing’

Predicates are presented in bold, followed by a prime, and English is the metalan-
guage used to represent them; be′ figures in the Logical Structure of attributive,
identificational and specificational states, alongside the constant identifying the
given state. Instead, do′ marks the Logical Structure of all activities.

Achievements and accomplishments are [+telic], which means that they de-
scribe change leading to the attainment of a result state. The former predicate
type, being [+punctual], does not include a PROC(ess) component (cf. (3)), which
instead characterises the latter (cf. (4)).7 PROC and the other Logical Structure
components in capital letters are operators, or markers of templatic facets of
meaning, which combinewith the constants representing the idiosyncraticmean-
ing of individual lexical items. The RRG theory of lexical decomposition stands
out from others in differentiating accomplishments from active accomplishments
(cf. (5)). These are built on the basis of the logical structures of an activity plus
an accomplishment. The process that is part of the accomplishment is simulta-
neous with the activity, and both are followed by the attainment of a result state
(Van Valin 2018). Simultaneity is represented with the notation ∧, whereas the
symbol & stands for “and then”.

(3) Achievements
a. INGR appear′(x) ‘appear’
b. INGR be-at′(x) ‘arrive’

(4) Accomplishments
a. PROC INGR dead′(x) ‘die’
b. PROC INGR know′(x, y) ‘learn’

(5) Active accomplishments
a. do′(x, [run′(x)]) ∧ PROC cover.path.distance′(x, (y)) &

INGR be-at′(path.endpoint, x) ‘run to a location’
b. do′(x, [write′(x, y)]) ∧ PROC create′(y) &

INGR exist′(y) ‘write (tr.)’

7See Bentley (2019) and Van Valin (2023b) for proposals on the differentiation of quantized and
non-quantized change in the Logical Structure of accomplishments.
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Semelfactives (Smith 1997: 55–58) describe repeatable punctual events, which
may be [+static] or [+dynamic] (cf. (6a) vs. (6b)), and do not lead to a result state,
as testified by the absence of result state participles of these verbs in attributive
function in the noun phrase.

(6) Semelfactives
a. SEML see′(x, y) ‘glimpse’
b. SEML do′(x, [cough′(x)]) ‘cough’

There are standard diagnostics to determine the Aktionsart of the predicate
of a clause, based on Dowty’s (1979) seminal work. No a priori assumption is
made as to whether verbs describing comparable eventualities should belong to
the same Aktionsart type across languages, although it is acknowledged that
there are striking cross-linguistic similarities of this kind, whose rationale can
be captured on the basis of a system of lexical decomposition like the RRG one.

The predicate types discussed above have causative counterparts, which in
principle combine any logical structure 𝛼 with any logical structure 𝛽 by means
of the operator CAUSE. The causal event may, however, remain unspecified, as
is shown in (7b), which is built upon (7a).

(7) Accomplishment vs. causative accomplishment
a. PROC INGR dead′(x) ‘die’
b. [do′(x, ∅)] CAUSE PROC INGR dead′(y) ‘kill’

Traditional thematic role labels, like theme or patient, are mere mnemonics for
the position which an argument occupies in Logical Structure as determined by
applying the standard tests for the Aktionsart of the predicate. It is purely on the
basis of its position that a core argument derives its thematic role (Jackendoff
1976; Van Valin & LaPolla 1997b: 82-138). There are five relevant positions.

(8) Semantic positions which are relevant to the linking

Arg of DO 1st arg of 1st arg of 2nd arg of arg of state
do′(x, ...) pred′(x,y) pred′(x,y) pred′(x)

Following Van Valin & Wilkins (1996), RRG draws a distinction between agen-
tivity as an entailment and as an inference. The first argument of verbs which
entail agentivity (e.g., murder) is named ‘Arg of DO’, whereas the first argument
of verbs which merely lend themselves to inferences of agentivity (e.g., kill) is
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represented as ‘1st arg of do′’. These argument positions are found in the Logi-
cal Structure of activities, the latter one alone, the former in combination with
the latter. The other positions are found in the Logical Structure of bivalent (1st
and 2nd argument of predicate′(x,y)) and monovalent (argument of state pred-
icate′(x)) states. As can be seen in (3) to (7) these positions combine with each
other and with operators of cause, semelfactivity, process and change.

Importantly, the positions in (8) are not grammatically salient per se, but only
to the extent that they determine which generalized semantic role, or macrorole,
an argument is assigned in the linking. The relation between argument positions
and macroroles is captured by the Actor-Undergoer Hierarchy in (9), while the
macrorole assignment principles are spelled out in (10).

(9) The Actor - Undergoer Hierarchy and its mapping onto argument
positions (Van Valin 2005: 61)

ACTOR UNDERGOER

Arg of DO 1st arg of
do′(x,...) 1st arg of

pred′(x, y) 2nd arg of
pred′(x, y) Arg of state

pred′(x)
[‘→’ = increasing markedness of realization of argument as macrorole]

(10) Default Macrorole Assignment Principles (Van Valin 2005: 63)
a. Number: the number of macroroles a verb takes is less than or equal

to the number of arguments in its logical structure.
i. If a verb has two or more arguments in its logical structure, it will

take two macroroles.
ii. If a verb has one argument in its logical structure, it will take one

macrorole.
b. Nature: for verbs which take one macrorole,

i. If a verb has an activity predicate in its logical structure, the
macrorole is actor.

ii. If a verb has no activity in its logical structure, the macrorole is
undergoer.

Actor and undergoer are the two primary arguments of transitive predications.
Two-place verbs belonging to different Aktionsart types, say an active accom-
plishment (e.g., write a book) and a state (e.g., know the answer), are not differen-
tiated in terms of macrorole assignment: both take an actor (the highest or left-
most argument in Logical Structure) and an undergoer (the lowest or rightmost
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argument in Logical Structure). There is, however, a fundamental asymmetry be-
tween the two macroroles, in that the highest core argument will always be the
actor, whereas the lowest one is only the default choice for undergoer. Indeed,
variable selection of the undergoer from the two lower arguments of three-place
predicates is allowed in some languages. This is exemplified by English present
(as in present a gift/prize to someone) in (11). In addition, two-place predicates may
be intransitive, in which case this is specified in the lexicon, as exemplified with
English belong (to) in (12).

(11) a. [do′(x, ∅)] CAUSE [INGR have′(y, z)]
b. x presents z to y
c. x presents y with z

(12) have′(x, y) [MR1] ‘belong (to)’

In (11b) z is the undergoer, whereas in (11c) the undergoer is y. The actor is x
in both cases. As for (12), [MR1] lexically specifies that this verb only takes one
macrorole despite being bivalent. Finally, whether the only core argument of a
one-place predicate is an actor or an undergoer is established by the principles
in (10b).

An important claim of RRG is that no subcategorization requirements need to
be specified for a verb, other than the argument positions in its Logical Structure
and its transitivity, which is defined as the number of macroroles it takes. The
prepositions that mark the oblique arguments required by some verbs (e.g., load
x with y, load y on x) are argued to be predictable from general principles, for
which we refer to Van Valin & LaPolla (1997b: 376-384).

Macrorole assignment plays a key role in the linking, allowing RRG to capture
how syntactically different, but semantically comparable, structures are related.
Thus, starting from the assumption that languages with nominative-accusative
alignment select the actor, whereas languages with ergative-absolutive align-
ment select the undergoer, as the default privileged grammatical relation (Sec-
tion 2.3), passive and antipassive are constructions with the marked macrorole
selection as the privileged grammatical relation: undergoer in the passive and
actor in the antipassive. We return below to the notion of subject, which is not
considered to be a universal of grammar in RRG.

Macrorole assignment, or failure thereof, also captures the different syntax of
verbs with the same number of arguments. Consider (13a) and (13b).
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(13) Italian
a. Mario,

Mario
la
the

matematica,
maths.fsg

l’
acc.cl.fsg

ha
has

sempre
always

amata.
love.ptcp.fsg

b. (A
to

Mario),
Mario

la
the

matematica
maths.fsg

gli
dat.cl

è
is

sempre
always

piaciuta.
please.ptcp.fsg

‘Mario, maths, he always loved/liked it.’

The contrast between nominative and dative experiencer verbs (e.g., Italian ama-
re ‘love’ vs. piacere ‘please, like’) depends on whether both arguments are as-
signed a macrorole, with the result being a transitive structure, as testified by
the accusative clitic and the perfect auxiliary ‘have’ in (13a), or the experiencer
being denied macrorole status, in which case the structure has a single macrorole
and is intransitive, as testified by the selection of a different auxiliary, ‘be’, and
the dative clitic in (13b).

2.3 Grammatical relations

RRG rejects the traditional notions of subject and object as primitives or univer-
sals of syntactic theory. Following Durie’s (1985, 1987) analysis of Acehnese, an
Austronesian language, Van Valin & LaPolla (1997b: 255-260) claim that there are
languages which group arguments in terms of their macrorole status without
assigning them a syntactic function. In Acehnese, all actors are marked in the
same way, as illustrated by the proclitic pronoun in (14a)-(14b), whereas under-
goers are marked differently, as illustrated by the ungrammaticality of (14c) and
the optional enclitic pronoun in its grammatical counterpart in (14d).8

(14) Acehnese (Van Valin & LaPolla 1997b: 255-256)
a. (Gopnan)

(3sg)
geu-mat
3-hold

lôn.
1sg

‘(S)he holds me.’
b. Geu-jak

3-go
(gopnyan).
(3sg)

‘(S)he goes.’
c. *(Lôn)

1sg
lôn-rhët.
1sg-fall

8The reader should note, on the one hand, that Acehnese is a head-marking language and, on
the other, that the Logical Structure of the verb ‘go’, in this and other languages, includes
an activity. Therefore, the macrorole assigned to the direct core argument is actor, following
(10b-i).
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d. Lôn
1sg

rhët(-lôn).
fall-1sg

‘I fall.’

The contrast between (14a)-(14b) and (14c)-(14d) suggests that arguments are only
grouped in terms of their macrorole, as is the case with active-vs.-inactive align-
ment, and there is no marking that defines a syntactic function. Acehnese also
has no voice constructions, such as passive or antipassive, which follows from
the absence of grammatical relations.

From this it also follows that if a grammatical relation is to be postulated for
a given language or construction, evidence will be required of restricted neu-
tralizations of semantic roles for grammatical purposes (see LaPolla 2023 for an
in-depth discussion of this point). Such neutralizations can be, and indeed often
are, found at the level of specific constructions, although the well-known Indo-
European languages tend to be consistent across constructions. With reference
to the Acehnese examples in (14a)-(14d), the fact that the obligatory pre-verbal
clitic only cross-references the actor indicates that this type of cross-referencing
involves no such neutralization, but merely a restriction to actor. Contrastingly,
the controller of person and number agreement on the English verb can be char-
acterized as a restricted neutralization, specifically [A, S, d(erived)-S], because
only the actor of a transitive (cf. (15a)), the actor or undergoer of an intransitive
(cf. (15b)-(15c)) or the derived intransitive S of a passive (cf. (15d)) can control
this kind of agreement. The undergoer of a transitive structure cannot (contrast
(15a)-(15d) with (15e)).

(15) a. Maryi (A) hasi eaten all the biscuitsj (U).
b. Maryi (Sa) hasi eaten.
c. Maryi (Su) hasi fallen.
d. All the biscuitsj (d-S) werej eaten by Maryi (A).
e. *Maryi (A) havej eaten all the biscuitsj (U).

The fact that the grouping [A, S, d-S] is insensitive to the distinction between
Sa and Su indicates that the control of person and number agreement on the Eng-
lish verb neutralizes the semantic role of the controller. The fact that the under-
goer of a transitive (U) is banned from this syntactic function, and indeed a spe-
cial voice construction, the passive, is needed for this argument to control agree-
ment as a d-S, indicates that the neutralization under discussion is restricted.
RRG calls this kind of restricted neutralization a privileged syntactic argument
(PSA).
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Importantly, there are languages that provide no evidence for such restrictions.
Thus, Mandarin Chinese (LaPolla 1990, 1993, 1995, 2023) has no conventionalized
associations between syntactic position, agreement on the verb, case marking on
the noun, etc. and particular semantic roles. The claim in RRG is, therefore, that
Mandarin Chinese is a language which does not have any grammatical relations.

PSAs can have the syntactic functions of controller or pivot. The latter is the
missing argument in a construction, whereas the controller is the argument that
supplies its interpretation. Observe that the pivot of the English construction
with want is defined as [A, S, d-S].

(16) a. Maryi [CONTROLLER] wants i [PIVOT, A] to eat the biscuits.
b. Maryi [CONTROLLER] wants i [PIVOT, Sa] to eat.
c. Maryi [CONTROLLER] wants i [PIVOT, Su] to die.
d. Mary [CONTROLLER] wants i [PIVOT, d-S] to be loved.
e. *Maryi [CONTROLLER] wants you to love i [PIVOT, U].

Similar considerations are valid for the missing argument in conjunction re-
duction. This suggests that English is consistent in how it constrains the PSA
across constructions. Nonetheless, there are English constructions in which dif-
ferent restrictions apply. For instance, the controller of the non-finite comple-
mentation with persuade is the undergoer, and cannot be the actor (cf. (17)).

(17) a. Maryj persuaded Pauli [CONTROLLER] i/*j [PIVOT] to stay.
b. Pauli [CONTROLLER] was persuaded by Maryj to i/*j [PIVOT] to

stay.

Given that there is a restriction in (17), but no neutralization, this is a case of
semantic control, comparable to the control of the pre-verbal clitic in Acehnese.

While being comparable to English, in that they have restricted neutralizations
of the kind described above, other languages define the PSA differently. Thus,
Kalkatungu, an Australian aboriginal language (Blake 1979), provides evidence of
the restricted neutralization [U, S, d-S], which defines ergative-absolutive align-
ment. The participial construction exemplified below illustrates this kind of PSA.

(18) Kalkatungu (Van Valin 2005: 97-98)
a. T̲uaṭu

snake.erg
pa-ji
that-erg

maṛapai-∅
woman-abs

icaji
bite

[iŋka-ʎ-iŋka-cin-∅].
go-lnk-go-ptcp-abs

‘The snake bit the womani [as i was walking along].
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b. [Jaṛikajan-ati-ɲin-tu]
hungry-vblz-ptcp-erg

caa
here

ŋa-t̲u
1sg-erg

l̲aji
kill

∅
3sg.abs

‘[ i Being hungry] Ii killed it.’
c. Kuntu

neg
caa
here

ḷuŋa-n̲a
cry-pst

∅
3sg.abs

[ŋa-t̲u
1sg-erg

l̲a-ɲin-ka-∅]
hit-ptcp-suff-abs

‘Hei didn’t cry [when I hit i].’
d. *Nga-t̲u

1sg-erg
ṇaɲa
saw

macumpa-∅
kangaroo-abs

[aṛi-ɲin-∅
eat-ptcp-abs

kat̲ir-∅]
grass-abs

‘I saw the kangarooi [ i eating grass].’

The pivot or missing argument of the Kalkatungu participial construction can
be an intransitive S (Sa in (18a) and Su in (18b)) or a transitive U (cf. (18c)), but
it cannot be the actor of a transitive structure (A) (cf. (18d)). Therefore, there is a
neutralization of semantic macroroles in this construction and this is restricted
to S and U, leaving out A. In fact, if the verb in the participial construction is
antipassivized, then the construction is grammatical.

(19) Kalkatungu (Van Valin 2005: 98)
Nga-t̲u
1sg-erg

ṇaɲa
saw

macumpa-∅
kangaroo-abs

[aṛi-li-ɲin-∅
eat-antip-ptcp-abs

kat̲ir-ku]
grass-dat

‘I saw the kangarooi [ i eating grass].’

The data in (19) indicate that d-S is also admitted in the Kalkatungu participial
construction. The PSA of this structure is thus to be defined as [U, S, d-S].

It should further be noted that some languages do not have special voice con-
structions, in which case they may have the restricted neutralizations [A, S] or
[U, S], although the latter is claimed to be very rare. In addition, in other lan-
guages, the PSA need not be a macrorole argument. We refer to Van Valin &
LaPolla (1997b: 352-363) for relevant discussion.

The RRG conception of grammatical relations poses very strong constraints on
the analysis of correspondences such as the ones that other frameworks conceive
of as relations between active objects and passive subjects or between transitive
objects and unaccusative subjects. Not only is it not possible to rely onmovement
or derivation, but the very construct of object is not available either. As was
briefly mentioned above, the passive, as well as the antipassive, are captured in
terms of the PSA selection hierarchy that is at work in the linking in a given
language, or a given construction. Starting from the ranking of arguments in
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(20), which reflects the argument positions in Logical Structure (cf. (8) and (9)),
the default PSA is selected in accordance with the two main principles in (21).9

(20) Arg of DO > 1st arg of do′ > 1st arg of pred′(x,y) > 2nd arg of pred′(x,y)
> arg of pred′(x)

(21) PSA Selection Principles
a. Accusative construction: the default PSA is the highest-ranking

direct core argument in terms of (20).
b. Ergative construction: the default PSA is the lowest-ranking direct

core argument in terms of (20).

The principle in (21a) captures the fact that, in English andmany other languages,
the actor is the PSA of a transitive construction, whereas (21b) captures the selec-
tion of undergoer as default PSA in Dyirbal transitive constructions. Conversely,
the marked PSA selection found in the English passive is undergoer, while the
marked PSA selection found in the antipassive is actor. The principles in (21)
mention direct core arguments (see footnote 2), as opposed to macroroles, be-
cause of the existence of languages in which non-macrorole arguments can be
PSAs (Icelandic, Georgian, Japanese, etc.). In the present context, however, we
will not dwell on this difference.

At this point we should mention constructional templates or schemas (Van
Valin & LaPolla 1997b: 430-436; Van Valin 2005: 132-135). These are constella-
tions of syntactic, morphological, semantic and pragmatic instructions, which,
while making reference to the general principles of grammar, complement them
with the language-particular information that is necessary to form and parse the
constructions of a given language. In the formation of the English passive, it is
the passive constructional schema that specifies that the PSA is not chosen in
accordance with the default PSA selection principle (cf. (21a)), usually owing to
discourse-pragmatic factors. In addition, the constructional schema establishes
that the actor cannot occur within the syntactic Core, although it can be ex-
pressed in a by-phrase, and that the verb carries special, passive, morphology.
In wh-questions, it is a constructional schema that instructs the speaker on the
default position of the wh-word in the given language and whether the wh-word
is subject to any restricted neutralizations (Van Valin 2005: 132-133). In languages

9The Logical Structure of the predicate in the clause is ascertained by applying a number of
standard tests, which include Dowty’s (1979) ones, as mentioned above. Therefore, there are
independent criteria to establish the status of the candidates for PSA-hood vis-à-vis the hier-
archy in (20).
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that have different PSAs in different constructions (for example Jakaltek), con-
structional schemas specify what the PSA is in the given construction.

To return to grammatical relations, in the absence of a notion of object, the
correlation between the functions that in other frameworks are the transitive
object and the unaccusative subject is captured in RRG in terms of the thematic
properties of the PSA, with some unaccusative patterns being restricted to un-
dergoers and others to the lowest ranking argument, regardless of whether this
is assigned a macrorole or the status of PSA. Thus, unaccusative subjects in RRG
are not underlying objects, but rather PSAs which are linked from the two right-
most positions in (20), similarly to passive PSAs.10 It is to the linking that we
now turn, as the final topic of Section 2.

2.4 The linking

As can be seen in Figure 4, the linking is bidirectional, to account for both lan-
guage production and language comprehension, and includes both universal and
language-specific steps. Whereas logical structures and macrorole assignment,
which is based on the hierarchy in (9) and the principles in (10), are universal,
languages differ substantially in how arguments link to syntax.

The linking is governed by the Completeness Constraint, which ensures that
there is a match between the referring expressions in the clause and the argu-
ments in the semantic representation of the clause.

(22) Completeness Constraint
All the arguments explicitly specified in the semantic representation of a
sentence must be realized syntactically in the sentence, and all the
referring expressions in the syntactic representation of a sentence must
be linked to an argument position in a logical structure in the semantic
representation of the sentence.

The semantic representation of the sentence is built on the basis of the Logi-
cal Structures of the predicators in the clause (including the predicating adposi-
tions of adjunct modifiers). These Logical Structures are drawn from the lexicon,
although the semantics of the predicate is also subject to compositional rules,
which we omit here for the sake of brevity.11 In the mapping from semantics to

10It would not be possible to review here to the wide range of crosslinguistic variation in unac-
cusativity. We refer to Centineo (1986, 1995), Van Valin (1990), Bentley (2006), among others,
for some of the RRG treatments of this topic.

11We refer here to alternations between activities and active accomplishments which depend
on whether the activity in the Logical Structure of the predicate combines with the Logical
Structure of an adpositional phrase describing an endpoint.
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SYNTACTIC FUNCTIONS: PSA                Direct Core Arguments            Oblique Core Arguments

Privileged Syntactic Argument [PSA] Selection:

Highest ranking MR = default (e.g. English)

Lowest ranking MR = default (e.g. Dyirbal)

SEMANTIC MACROROLES:

ACTOR                                                                      UNDERGOER

Arg of     1st arg of    1st arg of       2nd arg of      Arg of state

DO           do´ (x,...      pred´ (x, y))  pred´ (x, y)     pred´ (x)

Transitivity = No. of Macroroles[MR𝛼]

    Transitive = 2

    Intransitive = 1

    Atransitive = 0

Argument Positions in LOGICAL STRUCTURE

STATE                                          predicate´ (x) or (x, y)

ACTIVITY                                  do´ (x, [predicate' (x) or (x, y)])

ACHIEVEMENT                          INGR predicate´ (x) or (x, y)

SEMELFACTIVE                         SEML predicate´ (x) or (x, y)

PROCESS                                     PROC predicate´ (x) or (x, y)

ACCOMPLISHMENT                 BECOME predicate´ (x) or (x, y)

ACTIVE ACCOMPLISHMENT  

do´ (x, [predicate1´ (x, (y))]) & INGR predicate2´ (z, x) or (y)

CAUSATIVE                                 𝛼 CAUSE 𝛽, where 𝛼, 𝛽 are LSs of any type  

Verb Class                                   Logical Structure
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Figure 4: The linking of semantic and syntactic representation (Van
Valin & LaPolla 1997b: 177)

syntax, the information in the semantic representation of the clause is key for
the retrieval of the appropriate syntactic templates from the syntactic inventory.
The selection of the core template is governed by the principle in (23a).

(23) a. Syntactic Template Selection Principle
The number of syntactic slots for arguments and argument-adjuncts
within the core is equal to the number of distinct specified argument
positions in the semantic representation of the core.12

12An argument-adjunct is an adposition which introduces an argument of the verb, at the same
time contributing its semantics to the clause. The locative adposition required by put is an
argument-adjunct, since it is part of the valence of the verb, and hence is an argument, but it
can vary independently of the verb (e.g., put the book on/under/next to, etc. the desk) in the same
way an adjunct can (e.g. dance on/next to/beside, etc. the desk). The semantic representation of
x puts y in z ([do′(x, [act.on′(x, y)])] CAUSE [INGR be-in′ (z, y)]) reflects the argument sharing
between the verb and the adposition in a way that the semantic representation of x dances on
y does not: in be-on′(y, [do′(x, [dance′(x])])) the Logical Structure of the adjunct on modifies
the Logical Structure of dance taking this as one of its arguments, but there is no argument
sharing between the two predicates.
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b. Language-specific qualifications of the Principle in (23a):
i. All cores in the language have a minimum syntactic valence of 1.
ii. Argument-modulation voice constructions reduce the number of

core slots by 1.
iii. The occurrence of a syntactic argument in the Pre-/Post-Core

Slot reduces the number of core slots by 1 (may override 23b-i).

The Principle in (23a) follows from the Completeness Constraint and is uni-
versal, whereas the qualifications in (23b) are language-specific (though they all
apply to English). An additional, universal, qualification of (23a) is needed to cap-
ture non-subordinate complex constructions, andwe refer to Van Valin & LaPolla
(1997b: 546) and París (2023) for this.

In the syntax to semantics linking the syntactic representation of the clause
is created by a Parser on the basis of the overt syntactic structure of a sentence.
The Parser appears alongside the syntactic inventory in the general architec-
ture of RRG shown in Figure 1 (Van Valin 2005: 131). The constructional schemas
also appear in the RRG architecture, since they play a key role in providing
language- and construction-specific information in both directions of the link-
ing. The step-by-step procedures that characterize the linking, in both directions,
are detailed in the Linking Algorithm(s), which are rather complex, to capture
language-specific variation (Van Valin 2005: 136-158).

Having introduced how RRG is conceived and how the parts of the model fit
together, in the next sections we shall engage in a more detailed comparison of
the different ways things are done within RRG and LFG.

3 LFG and RRG compared

As noted above, both LFG and RRG fall within the class of linguistic models de-
fined as parallel correspondence or level-mapping. There are nonetheless signif-
icant differences between them with respects to various dimensions of linguistic
analysis and description. We consider some of these differences in a little more
detail in the present section.

3.1 Grammatical relations and control

A, perhaps the, key difference between the two frameworks concerns the status
of grammatical relations like subject and object. These are at the heart of LFG,
where they constitute the ingredients of f-structure, a level which stands as a cru-
cial point of intersection between lexical argument structure, sentential syntax
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and meaning. By contrast, as we have seen, RRG regards grammatical relations
as construction and language particular instantiations of possible argument re-
lations and as such to be defined at the level of individual grammars rather than
as an intrinsic part of the cross-linguistically applicable theoretical framework.
Within LFG this reliance on functional structure has meant that the inventory
of functions has had to be extended to include (x)comp and (x)adj in order to
accommodate the full range of embedded or subordinate clauses. Although the
desirability of such as extended inventory has not gone unchallenged — see for
example the discussion of comp in Patejuk & Przepiórkowski (2016) — the fact
remains that some f-structural account of all the parts of a sentence is required
in LFG but not in RRG, where the semantically defined primitives suffice.

One place where this difference can be seen is in the treatment of control. The
RRG treatment of these constructions has its roots in Foley & Van Valin’s (1984:
307-308) theory of obligatory control, which is defined in semantic terms:

1. Causative and jussive verbs have undergoer control.

2. All other (M-)transitive verbs have actor control.13

Examples of causative verbs are make, force and cause, whereas tell, persuade
and order are examples of jussive verbs, the latter group being distinct from the
former in that it describes an eventuality that relies on verbal means. Examples
with persuade were provided in (17). Here we provide an example with tell. The
fact that the controller remains the same regardless of passivization (cf. (24b))
indicates that this construction has a semantic controller (undergoer).

(24) a. Mary told Pauli [CONTROLLER] i to leave.
b. Pauli [CONTROLLER] was told by Maryj i/*j to leave.

The control constructions with transitive verbs that are neither causative nor
jussive also have a semantic controller, although here the controller is the actor:

(25) Pauli [CONTROLLER] promised Maryj i/*j to leave.

13M(acrorole-)transitivity is the number of macrorole arguments that a verb takes. It is syntacti-
cally more salient than S(yntactic-)transitivity, which is the number of direct core arguments
a verb takes. The difference between the two is clear in the case of activity verbs with active
accomplishment counterparts (eat/eat the cake). Whereas the active accomplishments (eat the
cake) are M-transitive (and therefore also S-transitive), the activities can have an inherent ar-
gument that has nomacrorole status (eat pasta), in which case they are S-, but not M-transitive.
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The intuition behind the theory of control introduced above is that the lexical
semantics of the verbs providing the controller determines the type of seman-
tic control. Indeed, the theory is also valid in syntactically ergative languages
(for example, Dyirbal), languages with active-inactive alignment (Acehnese) and
head-marking languages (Lakhota) (Van Valin 2005: 241). In addition, if a verb
can have causative and non-causative or jussive and non-jussive semantics (see,
for example, ask) the semantics of the controller varies accordingly. If the verb
providing the controller is intransitive, as for instance is the case with try, there
is no issue of selection.

(26) Pauli [CONTROLLER] tried i to leave.

The controlled missing argument, or pivot, on the other hand, is a PSA in all of
the constructions above, in that it is characterized by the restricted neutralization
[A, S, d-S].

(27) Mary told Pauli / Pauli promised Mary / Pauli tried i to leave / i to
see a doctor / i to be seen by a doctor / *a doctor to see i.

An important feature of control constructions is highlighted by the ungram-
maticality of passivization of the first verb when this is neither causative nor
jussive (cf. (28) vs. (24b)).

(28) *Paul was promised by Mary to leave.

The finding in (28) is explained by the type of semantic control that the structure
requires (actor), combined with the type of syntactic linkage that the structure
involves. This is a non-subordinate core juncture (Section 3.4), which indepen-
dently requires that an argument of the second core be shared with — and real-
ized within — the first core. The latter requirement is the additional, universal,
qualification of the Syntactic Template Selection Principle (cf. (23)), which was
mentioned in passing above (Van Valin & LaPolla 1997b: 546, Van Valin 2005:
244-245, París 2023).

(29) Universal qualification of (23a)
The occurrence of a core as the linked core in a non-subordinate core
juncture reduces the number of core slots by 1.
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The actor of the passive is independently claimed not to occur within its core in
RRG, and, therefore, the specific argument sharing required cannot take place in
(28). This results in a violation of the Completeness Constraint in the linking (cf.
(22) in Section 2) and, hence, in ungrammaticality.

Raising to subject/raising to object/Exceptional Case Marking constructions
are called Matrix Coding constructions in RRG. We give an example of matrix
coding as PSA in (30a) and of matrix coding as non-PSA in (30b).14

(30) a. Mary seems to like football.
b. John believes Mary to like football.

Although these structures are characterized by the sharing of an argument be-
tween two cores, similarly to control constructions, the shared argument is not a
pivot. In matrix coding to PSA, the matrix verb is bivalent, but atransitive, which
means that it takes no macroroles. An example is seem′(x, y) [MR0], where x is
an optionally realized experiencer and y is a propositional argument. In English,
if seem is followed by a finite complement (It seems that Mary likes football), a
non-argumental expletive pronoun (it) fills the initial position in the core of seem,
satisfying the language-specific requirement of a nominative-marked RP in that
position.15

Whether finite or non-finite, the propositional argument as such is not as-
signed a macrorole or a grammatical relation in RRG. Instead, the individual ar-
guments within the propositional argument havemacrorole status and play a key
role in the linking in the matrix coding construction with a non-finite proposi-
tional argument (cf. (30a)). This construction coordinates two cores in the syntax:
the core of seem and that of like in (30a) (see Section 3.5 and Figure 5). The pred-
icate in the second core contributes an argument to the first core in the linking.
This takes the place of the direct core argument in the first core, satisfying the
universal qualification in (29), as well as the language-specific requirement of
a nominative RP in the core-initial position. If an argument of the second core
were not linked to the first core, the Completeness Constraint would be violated,
given that, to satisfy (29), an argument specified in the Logical Structure of the
verb in the second core could not have any syntactic expression.

14Although other epistemic predicates figure in matrix coding as PSA (for example, be likely, be
certain) this structure is not in principle limited to epistemic predicates: modality impersonal
(be necessary, must) and factitives (be sad, be fascinating) are also known to figure in matrix
coding crosslinguistically (Kimenyi 1980; Bentley 2003).

15The optionally expressed experiencer argument cannot satisfy this requirement because it is
not a direct core argument and hence it cannot be marked with nominative.
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SENTENCE

CLAUSE

CORE

RP

Mary

NUC

V

seems

LM

to

CORE

NUC

V

like

RP

football

seem′ (∅, [like′ (Mary, football)])

Figure 5: Semantic and syntactic representations of (30a)16

As for matrix coding to non PSA, the relevant verbs (believe, expect, find, con-
sider, etc.) are M-transitive: an example is believe′(x, y). The second argument
can be an NP or a proposition, i.e., a full clause (John believes that Mary likes foot-
ball) or a core (cf. (30b)). In the latter case, an argument provided in the Logical
Structure of the verb in the second core is linked to the first core to satisfy (29),
again avoiding a violation of the Completeness Constraint.

Therefore, in RRG, argument sharing in matrix coding is captured by an in-
dependent property of non-subordinate core junctures, i.e., (29). The difference
between the two matrix coding constructions is a function of the lexical proper-
ties of the verbs occurring in the first core. Matrix coding as PSA characterizes
two-place verbs which have no direct core argument to satisfy the requirement
of a nominative RP in core-initial position. With these verbs, (29) is satisfied by
an argument from the predicate in the second core taking the function of PSA in
the first core. The other type of matrix coding characterizes M-transitive verbs
which provide an argument of their own as PSA. With these verbs, (29) is satis-
fied by an argument of the second core taking the second argument slot in the
matrix core.

In more general terms, the contrast between control and matrix coding con-
structions depends on the lexical properties of the verbs involved in them, with

16LM in Figure 5 and following figures stands for Linkage Marker.
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like
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football

believe′ (John, [like′ (Mary, football)])

Figure 6: Semantic and syntactic representations of (30b)

the function of the shared argument, as well as actor or undergoer control, being
determined lexically.17 Syntactically, all of these constructions are non-subordi-
nate core junctures and they all abide by the constraints on this type of linkage.

By contrast, control in LFG makes fundamental use of the relations subj and
xcomp (see Dalrymple et al. 2019: Chapter 15 and Vincent 2023 [this volume]).
To take two classic instances, the entries in (31) are those proposed by Bresnan
(1982a) for the functional control verbs seem and try, the difference between the
two lying in the fact that for seem the subj function is not at the same time a
semantic argument whereas for try it is. That said, the crucial equivalence of the
embedded and matrix subj is formally the same in both cases.

(31) a. seem V (↑ pred) = ‘seem〈xcomp〉subj’
(↑ subj) = (↑ xcomp subj)

b. try V (↑ pred) = ‘try〈subj, xcomp〉’
(↑ subj) = (↑ xcomp subj)

17The same is true of the structure that is commonly known as tough-movement. This involves
matrix coding as PSA with propositional attitude adjectives, which only have a propositional
argument (it is easy to please Mary, Mary is easy to please), and control with psych action
adjectives, which have a nominative RP of their own (Mary is eager to please) (see Van Valin &
LaPolla 1997a: Chapter 9, exercise 6).
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At the same time we should emphasise that in neither framework are the par-
ticular analyses necessarily unchallenged or unchallengeable. Although it would
clearly go against the principles of LFG for an analysis not to be mediated by
grammatical functions, just as it would not be consistent within RRG for direct
reference to be made to subject or object, the preferred account may vary from
scholar to scholar. Thus, Dalrymple et al. (2019: 561-566) offer the alternative
entry for try as in (32):

(32) try V (↑ pred) = ‘try〈subj, comp〉’
(↑ comp subj pred) = ‘pro’

On this version, try is considered to be an instance of obligatory anaphoric con-
trol rather than functional control, and hence the second argument is comp rather
than xcomp. This in turn means that the pred value of the embedded subject is
pro; in other words a kind of null function whose value is interpreted by refer-
ence to another argument in the clause. We return to the issue of null arguments
in Section 3.3 below.

3.2 Predicate types and theta roles

The presence vs. absence of grammatical relations is also evident in the differ-
ent way the two models characterise the individual lexical predicates. In LFG
the lexical entry for a given item includes mention of the grammatical relations
with which it is associated, which in turn are related to the appropriate theta
roles by means of lexical mapping. In RRG, by contrast, the lexical entries are
stated directly in logico-semantic terms (see Section 2), and it is these which are
then linked to the argument structure as indicated in (8) and (9) above. Moreover,
RRG adopts a distinct theory of theta roles which incorporates the two macro-
croles Actor and Undergoer, which are defined in terms of positions in Logical
Structure. These are generalizations across argument types and have no direct
analogue in LFG, or indeed in any other framework which we are familiar with.
Macroroles constitute the primary interface between logical structure and syntax,
and their assignment is governed by universal principles, and no further argu-
ment structure is postulated. Meanwhile, the logical structure based on Dowty’s
and Vendler’s approach to Aktionsart types allows for a more fine-grained clas-
sification of predicates than is to be seen in LFG, while at the same time allowing
the argument structure to emerge from the logical structure rather than having
to be defined in a separate structural dimension.

One consequence of the decision within RRG not to admit as theoretical prim-
itives a separate set of grammatical functions means that the question of how to
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relate these to semantic roles does not arise. In short there is no RRG equivalent
of lexical mapping theory.

3.3 Argument realization

So far we have discussed for the most part issues relating to the content side,
whether syntactic or semantic, of arguments. There are, however, differences
between the two approaches when it comes to the way those arguments and
associated clausal structure are given realization. One case in point concerns the
treatment of null arguments, or so-called pro-drop, as in the contrast between
French il/elle arrive beside Italian arriva ‘he/she/it arrives’. Here LFG and RRG
agree on rejecting the categorial solution but LFG has instead recourse to the null
function seen above in the analysis of control. A verb form such as Italian arriva
will have pro as the value of its subj function with the person/number values
being determined by the appropriate features which are independently required
by the language’s system of verbal inflection. Not surprisingly in the literature
this kind of account has been labelled ‘pronoun incorporation’ (Börjars et al. 2019:
68-75, Toivonen 2023 [this volume]). At the same time it is also possible for the
same verb form to have an overt argument as in Italian arriva Giorgio ‘George
is arriving’ and hence the pro value for the subj constitutes an optional part
of the verb’s lexical entry triggered only when there is no overt argument. In
other languages such as Chicheŵa this optionality also extends to the obj, but
the formal mechanism is the same in both instances. For further discussion and
exemplification, see Dalrymple et al. (2019: 179-85, 500-502) and Bresnan et al.
(2016: Chapter 8).

In RRG, when the argument is not expressed independently of the verb, the
verb inflection bearing its person/number features is linked to the Constituent
Projection, similarly to the verbal affixes of head-marking languages (Van Valin
& LaPolla 1997b: 331-332). In cases of extensive discourse-driven zero anaphora,
found in Thai, Mandarin and Japanese, pro-drop is dealt with as a direct link-
ing from discourse to Logical Structure, and, following Van Valin (2005: 171-174),
Kamp & Reyle’s (1993) Discourse Representation Theory has been adopted to
formalize this linking.

A different issue concerns the treatment of long-distance dependencies as in
wh-questions. There is considerable cross-linguistic variation here (for a typo-
logical survey see Mycock 2006) but the crucial point is that the questioned item
need not occur in the position of the corresponding answer. Within derivational
models this can be straightforwardly handled by a rule of wh-movement which
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shifts the relevant item to the initial position in the clause in a language like Eng-
lish, while a language like Chinese has no such rule and therefore question and
answer occupy the same slot. For RRG the position of the wh-item depends on
a language-specific aspect of the linking, which is specified in a constructional
schema (Section 2.3), and is directly activated with the selection of an appro-
priate syntactic template (Section 2.4). LFG relies instead on a further function
focus with the functional value of the questioned item being set as equivalent
to the focus and therefore being realised in that slot wherever in the language
that may occur. In this way it is possible to accommodate not only languages like
English with a single initial slot or Chinese where the interrogative item remains
in situ but also languages like Bulgarian which allow several different wh-items
to occur in sequence at the beginning of the clause.

More generally then, as we have noted in various places, LFG tends where
possible to avoid the proliferation of functional heads which is a characteristic
of cartographic and nanosyntactic approaches. Thus, for example, although re-
course is standardly had to CP to label clauses with a fronted question word or
an embedded complementizer, there is no automatic assumption that all simple
main clauses are CP, nor is there any attempt to split C into separate functional
heads to host topics and other fronted elements. And while some LFG accounts
incorporate K as the category to be associated with items such as the Hindi-Urdu
ergative particle ne (Dalrymple et al. 2019: 102-103), this is not the general prac-
tice (see Vincent 2021 and Przepiórkowski & Patejuk 2021 for further discussion
and exemplification). By contrast, such analytical strategies have no analogue
within RRG, where the categorial inventory is reduced to a minimum and func-
tional heads do not figure at all.

Finally, in this connection, an instructive case concerns the treatment of the
phenomenon of co-subordination (on which see Section 3.5 below). This is a con-
cept unique to RRG and which has no analogue either in traditional grammar or
in LFG, both of which distinguish simply co-ordination, marked by items such as
and and or, and subordination, signalled by various kinds of finite and non-finite
complementation patterns. Foley (2010) argues against the necessity of postulat-
ing such a third mode of clause combining and offers instead an account within
LFG based on a categorial distinction between the functionally headed IP and the
plain S or small clause. A response by Van Valin (2021) argues against Foley’s ac-
count and more generally against the postulation of categorial solutions to what
are functional/semantic problems.
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3.4 Syntax and configurationality

Another dimension of linguistic realization concerns constituency and configu-
rationality. In the various versions of Minimalism and cartography all structures
are by definition configurational, and thus data such as the following Warlpiri
example (cited from Austin & Bresnan 1996, example (1)) are problematic.

(33) Warlpiri
kurdu-jarra-rlu
child-dual-erg

=ka-pala
pres-3du.sbj

maliki
dog-abs

wajili-pi-nyi
chase-npst

wita-jarra-rlu
small-dual-erg

‘Two small children are chasing the dog.’

According to Hale (1983), after whom this example is cited, native speakers ac-
cept any order of the words here provided that the auxiliary element (highlighted
in bold) is cliticised to the first item. Moreover, the adjective ‘small’ and the noun
‘child’ may, but do not have to, go together and if they do they can count as a
constituent and occupy first position before the cliticised auxiliary. A fully con-
figurational model can only handle this kind of data by postulating one structure
as underlying and deriving the other options by movements to predetermined
slots, some of which will inevitably be unfilled. In addition, the arguments of the
verb in Warlpiri may remain unexpressed if derivable from context. In that case
the relevant position in the tree is still present but is filled by a null pro. However,
in a model such as LFG, once f-structure and c-structure are separated and not
required to map onto each other in a one-to-one fashion, as Austin & Bresnan
(1996) show, it is a straightforward matter to distinguish the argument structure
from the way those arguments are realised in terms of linear order. Strict con-
figurationality is then a requirement of particular languages such as English or
Arabic, but it is not a property of universal grammar.

Within RRG the thinking is very similar. Not only is endocentricity not a prin-
ciple of RRG, but there is also no expectation that the components of individual
constituents, or units of meaning within the clause, should be contiguous. The
flat structure of the RRG Layered Structure of the Clause (Section 2.1), therefore,
caters straightforwardly for non-configurational languages, as in its own way
does LFG by not requiring all constituents to be endocentric and thus arriving at
flat structures by a different but equally satisfactory route.

3.5 Predicate and clause linkage

The RRG theory of predicate and clause linkage relies on the key notions of nexus
and juncture. Nexus is the relationship established between two layers of the Lay-
ered Structure of the Clause (Section 2.1): instead of the traditional coordination
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vs. subordination dichotomy, RRG makes a trifold distinction between coordina-
tion, co-subordination, and subordination. Each of these types of nexus can in
principle occur at three levels of juncture, nucleus, core, or clause, as can be seen
in Table 1, although it is not the case that all languages exhibit all the possible
nexus-juncture types.

Table 1: Nexus-juncture combinations

Juncture Nexus

Nucleus Coordination
Co-subordination
Subordination

Core Coordination
Co-subordination
Subordination

Clause Coordination
Co-subordination
Subordination

Nuclear junctures involve a single core containing two or more nuclei, core
junctures normally feature two cores within a clause, and, finally, clausal junc-
tures are typically characterised by two clausal nodes within a sentence. We dis-
cuss below some more complex constructions whereby a core joins with a clause.
Since the operators expressing grammatical categories such as aspect, modality
and tense are assumed to have scope over specific layers of the clause, operator
scope is an important criterion to diagnose the level of juncture of a linkage.

We will not discuss each nexus-juncture type in detail (for exhaustive treat-
ments see Van Valin & LaPolla 1997b: 441-492, Ohori 2023). Instead, we shall first
deal with co-subordination, which is not a construct of LFG, andwe shall contrast
it with coordination, exemplifying at the same time the key diagnostics of linkage
used in RRG. Then, we shall move on to subordination, which is subdivided into
the complement and the adverbial type, in accordance with assumptions made
in other frameworks.

The notion of co-subordination originated with scholarship on Papuan lan-
guages, where a type of clause linkage was found which can neither be analysed
as coordination nor as subordination: on the one hand, the linked clauses cannot
stand alone and are dependent on a matrix clause for the expression of clausal
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operators; on the other hand, they fail to exhibit the marking of subordination
that obligatorily occurs elsewhere. We provide here some exemplification from
Chuave (Thurmann 1975).

(34) Chuave (Papuan, Van Valin & LaPolla 1997b: 448)
Yai
man

kuba
stick

i-re
get-seq.sp

kei
dog

si-re
hit-seq.sp

fu-m-e.
go-3sg-ind

‘The man got a stick, hit the dog, and went away.’

Although (34) translates as a coordination in English, it is not a coordination
in Chuave because the first two clauses cannot stand alone, which would be ex-
pected if they were coordinated main clauses, and because they lack their own
illocutionary force morpheme. Every independent utterance requires an illocu-
tionary force marker in Chuave (see -e in (34), which is glossed as indicative),
and the fact that this marker is shared by the clauses in (34) suggests that they
are not coordinated, but rather stand in a dependence relation.

RRG thus distinguishes co-subordination from coordination, assuming that
the former nexus type involves operator sharing. Specifically, the non-matrix
unit(s) must depend on the matrix unit for the expression of at least one operator
at the relevant level of juncture. An important corollary of this assumption is that
when nuclei, cores, and clauses are joined together in a co-subordinate nexus, the
first node that joins them is not of the higher type, but rather constitutes the same
layer as the linked layers, as shown in Figure 7, which contrasts with Figure 8,
representing coordination.

Nuc

Nuc Nuc

Core

Core Core

Clause

Clause Clause

Figure 7: Nuclear, core and clausal co-subordination

Core

Nuc Nuc

Clause

Core Core

Sentence

Clause Clause

Figure 8: Nuclear, core and clausal coordination

We refer to Van Valin & LaPolla (1997b: 455) for exemplification of all the co-
subordination and coordination linkages that are available in English. Here we
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should mention that since there are no sentence-level operators, sentences allow
coordination and subordination (Van Valin 2005: 192), but not co-subordination.
Sentential coordination and subordination can thus be added to the nexus-junc-
ture types shown in Table 1, although, again, it is not predicted that all languages
will allow these types of linkage.

The contrast between co-subordination and coordination emerges in non-finite
complementation. Compare the English constructions in (35).

(35) a. Mary tried to open the door.
b. Mary told Paul to open the door.

In both cases the relevant level of juncture is the Core, as suggested by the
fact that in neither structure do the two predicates share the nuclear, aspectual,
operators: the perfect and progressive operators only have scope over try and,
respectively, tell, in (36a) and (36b).

(36) a. Mary has been trying to open the door.
b. Mary has been telling Paul to open the door.

Sharing of all the arguments, as evidenced by passivization, would also indi-
cate a nuclear juncture, but in both constructions the door is an argument of open
alone (*The door is tried to open by Mary, *The door is told Paul to open by Mary).

The two predicates do share one argument (Mary and, respectively, Paul),
which is suggestive of a Core juncture. Yet, there is a key difference between
the two constructions. The non-matrix predicate depends on try for the expres-
sion of deontic modality in (35a), and, therefore, (37a) can be read as (37b).

(37) a. Mary must try to open the door.
b. Mary must open the door.

Although must cannot be embedded under tell for independent reasons (it
rejects the to infinitive), importantly, the same operator sharing as in (37) does
not apply to the structure with tell in (35b).

(38) Mary must tell Paul to open the door ≠ Mary must open the door.

In light of the above evidence, the linkage with English try is analysed in RRG as
a case of core co-subordination, as opposed to the one with tell, which is a case
of core coordination.

Similarly to the construction in (35a), the one in (39a) illustrates core co-subor-
dination, as testified by operator sharing at the level of the core. Not only does the
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embedded predicatewaiting depend on thematrix predicate sit for the expression
of deontic modality (see (35b)), but a deontic modal operator and core negation
with scope on the matrix predicate can also have scope on the embedded one
(see (39c)-(39d)). In addition, the two predicates share one argument, Mary.

(39) a. Mary sat waiting for your call.
b. Mary sat (*must) wait(ing) for your call.
c. Mary must sit waiting for your call > Mary must wait for your call.
d. Mary didn’t sit waiting for your call > Mary didn’t wait for your call.

In nuclear junctures all arguments of the linked predicates are pulled together as
the arguments of a single nucleus. In Italian, this is evidenced by the occurrence
of accusative or locative clitics to the left of the matrix predicate, even though
such clitics express arguments of the second predicate. This structure is referred
to as clitic climbing in frameworks which allow movement.

(40) Italian
a. Maria

Mary
lo
obj.cl

è
be.3sg

tornata
return.ptcp

a
to

prendere.
get

‘Mary went back to get it.’
b. Maria

Mary
ci
loc.cl

è
be.3sg

cominciata
start.ptcp

ad
to

andare.
go

‘Mary started to go there.’

Since Rizzi (1976), the structures in (40a)-(40b) have been known to be mono-
clausal. In RRG, they must be considered to be nuclear junctures, since the two
predicates share all their arguments. The selection of the perfect auxiliary essere
‘be’ in (40) would at first seem to suggest that these are nuclear co-subordinations,
whereby the non-matrix predicate depends on the matrix one for the expression
of the perfect operator. This is clearly the case with (40a), since transitive pren-
dere ‘take’ would otherwise select the perfect auxiliary avere ‘have’.

(41) Italian
Maria
Mary

lo
obj.cl

ha
have.3sg

preso.
take.ptcp

‘Mary took it.’

The case in (40b) is more puzzling, since it is andare ‘go’ that selects essere
‘be’ in the perfect, whereas cominciare ‘begin, start’ would select either auxiliary
essere ‘be’ or avere ‘have’, when occurring alone, and, in fact, it would not occur
with ‘be’ with an animate PSA.
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(42) Italian
a. Lui

he
è
be.3sg

cambiato?
change.ptcp

– Ha
have.3sg

cominciato.
started

‘Has he changed?’ – ‘He has started.’
b. Il

the
film
film

è
be.3sg

cominciato.
start.ptcp

‘The film has started.’

In Bentley (2006: 82-83), we proposed that the structure in (40b) is a case of
ad(verbial)-nuclear subordination, where cominciare ‘start’ is not a predicate be-
cause it does not contribute any arguments of its own, but merely an aspectual
operator. This is represented with a Nucleus which lacks a predicate node but
links to the Operator Projection to contribute aspectual information (see Fig-
ure 9). In the Constituent Projection, this Nucleus occurs in the periphery of the
predicative Nucleus of the clause.

Constituent Projection

Core|
Periphery Nuc| |

Nuc LM Pred| |
V V| |

cominciata ad andare|
V } Operator Projection|

ASP Nuc

Figure 9: Ad-nuclear subordination with cominciare ‘begin’ in Italian

It is not uncommon for aspectuals, modals and indeed other classes of predi-
cates to enter into more than one nexus-juncture type with other predicates in a
given language.
RRG thus understands ad(verbial)-subordination as a structurewhereby a given

layer of the Layered Structure of the Clause has a peripheral modifier. While
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in (40b), the peripheral modification occurs at the level of the Nucleus, clausal
ad-subordination — or ad-clausal subordination, as it is normally called — is il-
lustrated in (43), which would also be analysed as a structure with an adverbial
subordinate clause in other frameworks, including LFG. In this case, the subordi-
nate clause because you arrived occurs in the Periphery of the main clause Mary
left.

(43) Mary left because/even though you arrived.

Observe that, in contrast with the cases of ad(verbia)-subordination illustrated
above in (40), the subordinate clause in (43) has a full-fledged predicate, which
contributes its argument to the clause. It should not be assumed that by defini-
tion ad-subordination requires a modifier that lacks a predicate of its own. This
can, but need not, be the case and it certainly is not the case with ad-clausal
subordination.

Different semantic classes of verbs lend themselves to different nexus-juncture
types (see Van Valin 2005:205-213 for a discussion of the rationale of the rele-
vant patterns). To give but one important example: crosslinguistically, perception
verbs lend themselves to forming less cohesive linkage types than causative verbs.
No predictions are made in RRG on the exact nexus-juncture type that each pred-
icate class will require in a given language. However, building upon Silverstein
(1976) and Givón (1980), RRG has developed the Interclausal Relations Hierarchy
(Van Valin & LaPolla 1997b: 481-483, Van Valin 2005: 209), which juxtaposes a
scale of semantic relations with a range of nexus-juncture types, both being ar-
ranged in decreasing order of cohesion. The mapping between the two sides of
the Interclausal Relations Hierarchy is many to one. However, RRG makes the
strong falsifiable prediction that the tightest syntactic linkage realizing a particu-
lar semantic relation in a given language should be higher than, or as high as, the
tightest syntactic linkage realizing lower semantic relations on the hierarchy in
the same language. Although this prediction has been tested in work on specific
languages (see, e.g., Casti 2021 on Sardinian), it ought to be further investigated
in future work.

Where RRG has developed an innovative system of clausal organization and
inter-clausal relations, LFG has remained more closely linked both to traditional
grammar andwork over the years in the generative tradition. Complex sentences
involve the embedding of the c-structure of the subordinate clause within that
of the matrix clause, but both are defined in terms of syntactic categories and
in particular the concept of CP has been taken over wholesale from work in the
Minimalist framework. It is true that the proliferation of functional heads within
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the clause has been avoided through recourse to the new grammatical relations
(x)comp and (x)adj, but, as noted above, categorial structure is still central in a
way that it is not within RRG.

3.6 Pragmatics and information structure

The treatment of information structure in RRG and LFG is comparable, insofar as
both frameworks consider it to be a module of grammar in its own right, which
is independent from, but interacts with, the other modules. Both RRG and LFG
allow information structure to be encoded in syntax (the layered structure of the
clause, and, respectively, c-structure), morphology (Shimojo 1995), or prosody
(see O’Connor 2006 for LFG and O’Connor 2008 for RRG). In addition, in RRG,
the organization of grammar explicitly acknowledges the pervasive role of infor-
mation structure at all stages of the bidirectional linking (see Figure 1). Broadly
defining information structure as the organization of information in grammar,
in this section we will address two principal issues, placing particular emphasis
on RRG: (a) which information structure notions are adopted, and how they are
defined, and (b) the place of information structure in the architecture of gram-
mar.

Starting with the key notions, Zaenen 2023 [this volume] draws a distinction
between information structure proper, or the sentence-internal organization of
information, and discourse structure, which is concerned with the packaging
of information in larger textual units. This contrast does not find a parallel in
RRG. While in both frameworks Lambrecht’s (1994) notions of presupposition
and assertion play a key role in the definition of topic and focus (Van Valin 2005:
68-73 and Zaenen 2023 [this volume]), various different feature decomposition
analyses have been developed in LFG to capture the nuances of salience, topic-
worthiness, and contrastiveness (see Zaenen 2023 [this volume] and references
therein). RRG, instead, does not make use of feature decomposition, which is not
to say that it does not attempt to capture the gradualness of the relevant notions,
as will be explained in due course.

In RRG there is general consensus on which notions are relevant and how
they should be labelled. The framework relies heavily on Lambrecht’s (1994: 49)
distinction between relational and non-relational constructs in information struc-
ture. The non-relational constructs are concerned with the status of the denotata
of the discourse referents in the minds of the discourse participants: whether a
given referent is already established or new for the hearer or both interlocutors,
and, if it is new, whether it can be uniquely individuated or, alternatively, related
to other referents. Although a referent is by definition brand-new, when it is first
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introduced into discourse, it may be possible for the interlocutors to identify it,
in which case it is normally encoded as definite, in languages with overt mark-
ing of definiteness (e.g., This morning I saw your sister / the Head of Department /
the student you were taking about). Otherwise it is unidentifiable and encoded as
indefinite. Following Prince (1981) and Chafe (1987), RRG assumes that unidentifi-
able discourse referents can be anchored, i.e., related to established referents (e.g.,
This morning I saw a student from the Physics Department), or, otherwise, unan-
chored (e.g., This morning I saw a student). Once a referent has been introduced,
it becomes identifiable: if it is in the current focus of attention, it will be active;
otherwise, it can be textually, inferentially or situationally accessible, or, alterna-
tively, temporarily outside the focus of attention. The last type of discourse status
is called inactive. Researchers in RRG have over the years investigated the gram-
matical correlates of the aforementioned notions in a large variety of languages
(see, for example, Shimojo 1995, 2009, 2010, 2011; Pavey 2001; Belloro 2004, 2015;
Matić et al. 2014; Latrouite & Riester 2018; Balogh 2021a, among others). The set
of non-relational constructs which are universally adopted in the RRG treatment
of information structure is illustrated in Figure 10, although we should note that
other pragmatic states have been investigated by individual RRG researchers, for
example saliency, or persistence in discourse (Shimojo 2009).

Referential

identifiable

active accessible

textually situationally inferentially

inactive

unidentifiable

anchored unanchored

Figure 10: The cognitive states of referents in discourse (Van Valin &
LaPolla 1997b: 201)

As for the relational notions, following Gundel (1988) and Lambrecht (1986,
1994, 2000), RRG defines topic as what the speaker wants to request information
about, or increase the addressee’s knowledge of, or get the addressee to act with
respect to (Van Valin 2005: 68). The definition of topic is, therefore, inherently
relational, in that it makes reference to the information unit about which new in-
formation is being requested or conveyed in the utterance. Importantly, the topic
is also traditionally assumed to be part of the pragmatic presupposition, or the
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set of relevant propositions, and ultimately the information which is shared by
speaker and hearer prior to the utterance. Drawing on Reinhart (1981), Frascarelli
& Hinterhölzl (2007), Cruschina (2012), among others, in recent years, a distinc-
tion has been introduced in the framework between referential and aboutness
topics, the first type being referentially old and part of the presupposition, the
latter being introduced anew with the utterance, but nonetheless relational, in
that it can be defined as what the utterance increases the addressee’s knowledge
about (see Bentley et al. 2015, Bentley (2023)).

The gradualness of the notion of topic is captured in RRG at the interface
with the non-relational notions mentioned above. In particular, it is assumed
that topics align with active discourse referents, as can be seen in Figure 11.

Active Most acceptable
Accessible ⟷Inactive
Brand-new anchored
Brand-new unanchored Least acceptable

Figure 11: The Topic Acceptability Scale (Van Valin & LaPolla 1997b:
204)

The morphosyntactic correlates of the alignment shown in Figure 11 are cap-
tured in Figure 12, which expresses the likelihood that the topic is marked by
means of strategies that code referents in terms of their degree of accessibility.

Zero Clitic/
bound
pronoun

Pronoun
[−stress] Pronoun

[+stress]
Definite NP Indefinite NP

Markedness of occurrence as topic

Figure 12: Coding of referents as topic (adjusted from Van Valin &
LaPolla 1997b: 205)

Focus is defined in RRG as the part of a declarative utterance that is asserted
(i.e., the component of that utterance whereby the assertion differs from the pre-
supposition) or, in an interrogative utterance, the part that is questioned (Van
Valin 2005: 69). The distinction between broad and narrow focus is made in the

2004



41 LFG and Role and Reference Grammar

context of Lambrecht’s (1994: 221-238) theory of focus structure, which has been
extremely influential in RRG scholarship.

Focus structure can be defined as the conventional association of information
meanings with sentence forms or the way that presupposed and asserted infor-
mation are packaged in the sentences of a given language. While all grammars
have strategies to differentiate sentences which provide new information on an
established topic from sentences which occur out of the blue, and would seem
to be topicless, there is a great deal of crosslinguistic variation in such strategies,
and such variation has received attention in connection with the broader issue of
the relative language-specific flexibility of the syntactic positions of predicates
and arguments, and of focal information units (Van Valin 1999, Bentley 2008, etc.).
Although Lambrecht’s (1994) tripartition into predicate-, argument- and sentence
focus is generally adopted (argument focus being renamed as narrow focus), the
assumption that sentence focus lacks a topic altogether has been challenged, in
light of Erteschik-Shir’s (1997) theoretical work, which finds empirical support in
the study of a number of seemingly topicless constructions, such as existentials
and presentationals (Bentley et al. 2015, Bentley 2018).

An important distinction made in RRG is that between the Potential Focus Do-
main, which is the syntactic domain in the sentence of a given language in which
focus can occur, and the Actual Focus Domain, which is the syntactic component
of a given sentence that is in focus. The Potential Focus Domain differs across
languages, as is clearly shown by the comparison of languages that heavily rely
on prosody for the encoding of focus (e.g., English, see Vallduví 1992, Van Valin
1999) with languages that rely on syntactic position (e.g., Sicilian) or on the con-
structional choices (e.g., French). The Actual Focus Domain differentiates the
three principal types of focus structure mentioned above.

To conclude the discussion of the relational notions that have received atten-
tion in RRG, we should mention contrastiveness. This is orthogonal to the no-
tions of topic and focus, in that the alternatives that are contrasted can be se-
lected from the presupposition or introduced anew within the assertion. Impor-
tantly, topical and focal contrasted units exhibit the same marking in some lan-
guages, whether by syntactic or morphological means (see Shimojo 2009, 2010,
2011 for Japanese and De Cia 2019 for North-Eastern Italo-Romance). In Japanese,
for example, contrastive units can be marked as topics with -wa. To capture the
inherent informational complexity of contrastiveness, Shimojo (2011) borrows
Erteschik-Shir’s (1997, 2007) notion of subordinate f(ocus) structure. The essence
of his claim is that -wa marked contrastive units in Japanese are foci, because
they are selected or highlighted from a finite set, but they are embedded in and
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selected from a topical, contextually available, set. A Japanese clause with con-
trastive -wa marking of the argument is thus represented as follows (Shimojo
2011: 275): [{xfoc, y}top]-watop [predicate]foc.

As for the place of information structure in the architecture of grammar, RRG,
similarly to LFG, considers information structure to be an independent mod-
ule of grammar. In terms of how this view is represented in each framework,
King (1997) (cited in Zaenen 2023 [this volume]) introduced an information struc-
ture projection in LFG, i-structure, and various proposals were subsequently ad-
vanced to model the flow of information from the other modules to i-structure.
Similarly to LFG, RRG has a separate Speech Act Projection, which, however,
does not participate in the flow of information, but rather represents the Poten-
tial and Actual Focus domain, and hence the focus structure, of an utterance in
a given language.

In RRG the accessibility status of the discourse referents is conventionally rep-
resented in Logical Structure, the idea being that this status is significant in the
construction of themeaning of the sentence. To give but one example, we showed
in Figure 11 that an active referent lends itself more readily to the role of topic
than an inactive or unidentifiable one. The topicworthiness of an active discourse
referent may thus play a role in the selection of a specific lexical item as the pred-
icate. Consider the lexical pair fear vs. frighten, or its rough Italian counterpart,
temere vs. spaventare: an active stimulus will tend to be construed as the topic,
which in turn will favour the choice of the frighten member of the pair in lan-
guage production.

The activation status of the discourse referents also plays a role in the construc-
tion of meaning in language comprehension. Consider the case of an utterance
which lacks an overt expression for one of the arguments of the predicate. Zero
marking suggests that the position of that argument in Logical Structure can only
be filled with an argument value that denotes an active discourse referent, or a
referent that is textually, inferentially or situationally accessible. This referent
must be retrieved from discourse.

The flow of information from the discourse context to linguistic expression
is modelled in RRG by means of the tools offered by Discourse Representation
Theory (Kamp & Reyle 1993), particularly in the analysis of zero anaphora phe-
nomena, such as pro-drop (Section 3.3), in the absence of relevant morphological
exponence, but also in the case of the silent predicates of Japanese and other lan-
guages. Importantly, the flow is supposed to occur directly between discourse
and Logical Structure, without the intervention of syntax (or the Constituent
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Projection), given that empty syntactic arguments and positions are disallowed
in RRG.

As should be clear from Figure 1, information structure plays a key role in the
bidirectional linking of RRG. This view has already been illustrated in the discus-
sion of the lexical choices for predicators and the filling of silent positions in Log-
ical Structures. PSA choice, alongside voice alternations, is also heavily affected
by the informational status of the arguments, as is the morphological marking
of topics and foci. To conclude, we will briefly mention the stage in the linking
which requires the selection of a syntactic template for the sentence. This stage
involves language-specific considerations regarding a number of pragmatically-
motivated positions: the Pre- and Post-Core Slot and the Pre- and Post-Detached
Position (see Section 2.1 and Balogh 2021b for further, language-specific, posi-
tions of Hungarian).

3.7 Semantic structure

Both LFG and RRG pay explicit attention to sentence semantics and, unlike Mini-
malism, neither theory requires the meaning of a sentence to be constructed one-
to-one off syntactic heads and phrases. However, they differ in the way semantic
and syntactic structure are integrated and in the type of semantic framework de-
ployed. Within LFG, there is a separate dimension of s(emantic)-structure, which
connects directly to f-structure rather than via c-structure. Although there is no
strict directionality involved, it is nonetheless the case that f-structures, in turn
built on the basis of the functional representations associated with lexical items,
are input to the meaning construction, which is similar to the way, as described
above, lexical semantics within RRG determines both the structure and overall
meaning of the clause. At the same time two differences between the frameworks
stand out. First, as we have seen, RRG does not use grammatical functions as an
intermediary point of analysis between argument structure and sentential mean-
ing. Second, RRG relies solely on classical predicate logic and builds the seman-
tic representation of a sentence in the lexical phase of the semantics-syntax (or
syntax-semantics) linking, retrieving the meanings of the predicates from the
lexicon and combining them without recourse to specific instructions other than
the rules of predicate logic. There is no linear or resource logic equivalent to the
role of Glue within LFG and thus RRG corresponds more closely to what Findlay
(2021: 346) describes as the ‘pre-Glue’ stage in the development of LFG.
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4 LFG, RRG and diachrony

Within LFG there has been relatively little historical work to date (for recent
overviews see Börjars & Vincent 2017 and Booth & Butt 2023 [this volume]) and
in RRG even less (though see Ohori 1992, Eschenberg 2005, and the contributions
to Kailuweit et al. 2008 and Matasović 2023). However, both approaches have
much to offer in the diachronic as well as the synchronic domain, as will be
explored and exemplified in this section.

Given the traditional distinction between linguistic form/signifiant and con-
tent/signifié, changes can be broadly classified into three types: changes in form,
changes in content and changes in the relation between the two. As far as the
first is concerned, simple change of form or sound change, neither LFG nor RRG
have anything special to say. Let us start then with the last and in particular
the way these changes play out in the development of the Romance causatives,
and where we can detect some instructive differences in the LFG-based account
in Börjars & Vincent (2017: 651-655) compared to the RRG version in Kailuweit
(2008: 79-83). The basic facts are fairly straightforward. Most Romance languages
have a causative construction invoving the do verb + infinitive (see Labelle 2017,
Alsina 2023 [this volume]) as in the French example (44).

(44) French
Je
I

ferai
make.fut.1sg

manger
eat.inf

les
the.pl

gâteaux
cake.pl

à
to

Jean
John

‘I’ll make John eat the cakes’

This structure, which has parallels across the whole of Romance from the ear-
liest attestations (Vincent 2016) is monoclausal, as evidenced among other things
by the fact that if the arguments are clitics they precede the higher verb (je les
lui ferai manger ‘I will make him eat them’) and that the structure cannot be
iterated (*je ferai faire manger les gåteaux à Jean à ses enfants – contrast the bi-
clausal English causative I will make John make his children eat the cakes). In
other terms, what we have here is a complex predicate construction. There are
similar examples in early Romance and late Latin texts.
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(45) Old French (Chanson de Roland 852, 12th cent.)
en
in

Sarraguce
Saragossa

fait
make.prs.3sg

suner
sound.inf

ses
his

taburs
drum.pl

‘in Saragossa he makes his drums sound’

(46) Latin (Vulgate, Numbers 11.24, late 4th cent. CE)
quos
who.acc.mpl

stare
stand.inf

fecit
make.pst.3sg

circa
around

tabernaculum
tabernacle.acc

‘who he made stand around the tabernacle’

However, if we go back further to an earlier stagewe find a biclausal accusative
and infinitive construction as in:

(47) Latin (Lucilius 1224, 2nd cent. CE)
purpureamque
purple.acc-and

uvam
grape.acc

facit
make.prs.3sg

albam
white.acc

pampinum
vine.acc

habere
have.inf

‘and it (the sun) causes the pale vine-shoot to have purple grapes’

That this is biclausal is evidenced by the fact that there are two accusatives
here, one for the actor of the embedded clause and one for the undergoer, whereas
in examples like (44) the embedded actor is marked by the preposition à, that is to
say the usual marker of the non-macrorole core argument of ditransitive verbs.

Two questions now arise:

1. how do the two frameworks model such constructions?

2. what diachronic trajectories do these synchronic analyses imply?

For example (44), Van Valin (2009: Figure 28.13) proposes the following struc-
ture:18

18Kailuweit (2008: 81) has essentially the same structure but with the verbal arguments dom-
inated by [ARG [NP]] rather than, as here, by RP. Nothing of essence for the present issue
hangs on this difference.
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(48) Constituent projection of (44):

SENTENCE

CLAUSE

CORE

RP

je

NUC

NUC

PRED

V

ferai

NUC

PRED

V

manger

RP

les gâteaux

PP

à Jean

By contrast, the LFG representation in c-structure would be:

(49) C-structure of (44): S

NP

je

VP

V

V

ferai

V

manger

NP

les gâteaux

PP

à Jean

And to this would be linked an f-structure, where there is a single pred value
for the verbal complex: pred ‘faire.manger〈subj,obj,obj𝜃 〉’ with the three argu-
ments respectively je.subj, les gâteaux.obj and Jean.obj𝜃 . The most appropriate
c-structure for Romance causatives has been a matter of some discussion within
the LFG literature ever since the early work of Alsina (1997) and is discussed
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in Alsina 2023 [this volume] and Andrews 2023 [this volume]. The structure in
(49) is the one put forward in Börjars & Vincent (2017: 652) and is modelled on
the proposal for Urdu complex predicates advanced by Butt (1997). The crucial
property is that the ‘make’ verb and its dependent infinitive constitute a complex
lexical item within a monoclausal construction and in this way account for the
non-iterability of Romance causatives when compared to their English counter-
parts.

By contrast, the LFG tree for an example such as (47) would be as follows:

(50) C-structure and f-structure of (47): ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pred ‘facere〈subj,comp〉’

topic [pred ‘uva’
case acc
adj {[pred ‘purpurea’]}]

comp

⎡⎢⎢⎢⎢⎢⎣
pred ‘habere〈subj,obj〉’

subj [pred ‘pampinus’
case acc
adj {[pred ‘alba’]}]

obj

⎤⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
S

NP

purpureamque
uvam

V

facit

S

NP

albam
pampinum

V

habere

A comparison of the two LFG representations shows that the change here has
been modelled at the level of f-structure; where in the Latin example there were
two separate predicates facere ‘do’ and habere ‘have’, in French we have rather
a single complex predicate faire manger. In other words, there is a shift from
a biclausal to a monoclausal pattern modelled through the changing functional
structures of the relevant predicates. In the RRG account by contrast there is a
change from core juncture to nuclear juncture (see Section 3.4), that is to say a
similar pattern of structural conflation but achieved without reference to gram-
matical functions.

There are, then, parallels between the accounts within the two systems of both
the earlier biclausal and the later monoclausal structures, but when it comes to
describing and explaining the change from the one to the other over time there is
a striking difference. As Börjars & Vincent (2017: 659) note, LFG has no inherent
means of accounting for the directionality of change compared to for example the
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Minimalist framework. The latter includes a constraint that derivational move-
ment, in the synchronic sense, is always upwards. Since the layers of functional
structure always dominate the lexical layers, it follows that shifts can only be
from lexical to functional exactly as the data from studies of grammaticalization
predict. RRG by contrast, rather than relying on an abstract distinction between
functional and lexical heads, incorporates the semantic-syntactic directionality
directly into its overall structure via the Interclausal Relations Hierarchy (see
Section 3.4 and Van Valin 2005: 209, Van Valin 2009: Fig 28.20, Matasović 2008).
According to this view, there is an inherent link between semantic type and
clausal structure. It is predicted therefore that a pattern containing the ingre-
dients of causativity, if it is not already monoclausal, should move in that direc-
tion, exactly as the data we have reviewed above suggest. What neither model
easily accounts for is the reversion to bicausality that is attested in some mod-
ern Romance varieties. The example in (51) is from the Piedmontese dialect of
Borgomanero:

(51) Borgomanero (Tortora 2014: 155, ex. 154d)
al
sbj.cl

farissa
make.cond.3sg

vônga-ti
see.inf-you.sg

lü,
he

la
def

strija
witch

‘He would make you see the witch.’

In standard Italian or in French the clitic subject ti ‘you’ of ‘see’ would pre-
cede the causative in a monoclausal construction, while the fact that is attached
here to the embedded infinitive leads Tortora (2014) to propose a biclausal ac-
count. Davies (1995) adduces similar evidence from modern Spanish and con-
trasts it with the monoclausal patterns found in the earlier stages of the language.
Changes such as this suggest that it is not necessary to expect all diachronic
developments to follow from asymmetries built into particular analytic frame-
works, but some changes may be due to independently motivated external fac-
tors.

That said, diachrony does frequently show directionality, as is clear from the
third type of change, namely those patterns that fall within the domain of gram-
maticalization. The emergence of grammatical markers such as tense/aspect aux-
iliaries, (in)definite articles and the like from former lexical items suggests that
there are inherent links between different types of meaning, though the ques-
tion remains open as to whether these should be attributed to forces external
to language rather than to inherent properties of particular models. In this con-
nection, Eschenberg (2005: Chapter 6), basing herself on earlier work by Rankin
(2004), documents a striking series of changes in a set of particles in Umonhon

2012



41 LFG and Role and Reference Grammar

(Omaha), which serve as both articles within the NP and evidentials within the
clause. Here is not the place to go into detail but Figure 13 (Eschenberg 2005: 186)
demonstrates the two functions of the item kʰe as a marker of deixis and subse-
quently as indicating the evidential basis for the speaker’s assertion. She con-

SENTENCE|
NP CLAUSE| |

COREN CORE| |
NUCN NUC| |
REF PRED| |
N NP V| | |

Nuzhinga zhon kʰe. Nuzhinga ∅-zhon kʰe.
boy 3.lie the boy 3-lie evid| |
N V| |

NUCN QUALITY NUCLEUS| |
COREN CORE| |

NP DEICTIC CLAUSE EVIDENTIALS

Figure 13: The marker kʰe in Umonhon (Omaha) (Eschenberg 2005: 186)

cludes that the structural parallels which an account along RRG lines suggests
open up the potential for grammaticalization, though in fact no directionality is
predicted and indeed over time some items within this class show a shift from
auxiliary to article and back to auxiliary. The general conclusion, therefore, is
that whatever the analytical framework, historical and synchronic data can and
do complement each other.

5 Computational linguistics

Computational work has been a key component of LFG right from the outset
(see the chapters in Part 5 of the present volume). By contrast, in the early stages
the implementations of RRG were traditionally fewer, although there have been
many relevant proposals in the last few years, and RRG now aims to offer an
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explanatory framework for the study of computational linguistics. While both
approaches have been interested in parsing and sentence comprehension, the
goal of developing more or less complete computational grammars of a range of
languages has been a specific focus of LFG work, particularly but not exclusively
via the ParGram project (Forst & King 2023: 3 [this volume]). The languages that
figured within this project are typologically varied and in addition to the initial
choice of English, French and German, the project has now been extended to in-
clude not only other Indo-European languages such as Norwegian, Polish, Urdu
and Welsh but also a representative selection of languages from other families
and parts of the world such as Georgian, Tigrinya, Japanese and Wolof. Com-
parable to the LFG ParGram project, albeit smaller in scale, are the RRG par-
bank project, a parallel treebank under development, which currently covers a
small text corpus of German, English, Farsi, French, and Russian (Arps et al. 2021)
and the RRG Biblical Hebrew treebank project (Cany Højgaard & Nielsen 2021).
Moreover, Guest (2008) developed a parser which has been used to analyse a
large corpus of English sentences and a somewhat smaller corpus of Dyirbal sen-
tences (see also Nolan 2023). In addition, the cognitive scientist John Ball has,
in the last decade, applied RRG in various Artificial Intelligence domains (see
https://medium.com/pat-inc for details).

6 Psycho- and neurolinguistics

Language acquisition and processing are domains in which RRG and LFG line up
with each other in the sense that neither requires, nor finds evidence for, an in-
nate UG (Pinker 1989, Van Valin 2002, Weist 2023 and references therein). When
it comes to acquisition both argue for the importance in the first instance of recur-
rent semantic patterns with syntactic structures only emerging at a later stage.
Pinker (1982, 1989) in particular used LFG as a framework for the investigation
and modelling of language acquisition, while Van Valin (1994, 1998, 2001, 2002)
offers case studies from the perspective of RRG.

As for neurolinguistic research, RRG has been used as the grammar compo-
nent of a sentence comprehension model developed in Bornkessel et al. (2004)
and Bornkessel & Schlesewsky (2006). Van Valin (2023a) uses the RRG machin-
ery to explain the ability of split-brain patients to provide grammaticality judge-
ments with their isolated right hemisphere, developing a proposal which could
potentially also capture the decoupling of grammaticality judgements and inter-
pretation in agrammatic aphasics. For an overview of the relevant LFG-inspired
work see Dalrymple et al. (2019: 726-728). Jones (2019) develops a new line of
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thinking for an ‘incremental’ version of LFG which addresses issues in relation
to language processing and artificial intelligence.

7 Concluding remarks

In our introduction we alluded to the fact that both RRG and LFG share a commit-
ment to formal architectures involving parallel structures and no derivations. In
terms of the threefold classification of models proposed by Francis & Michaelis
(2003) — (a) derivational, (b) licensing, as with the various kinds of construction
grammar, and (c) level-mapping, in which each level has its own structures and
theoretical primitives — LFG and RRG both fall into their third class. At the same
time, in his comments on an earlier draft of this chapter, Van Valin observes that
‘RRG could be considered a kind of (generic) construction grammar, given its
construction-specific theory of grammatical relations and use of constructional
schemas to represent language-specific information’. That said, it must be noted
that constructions are only deemed to be necessary in RRG when the general
principles of the linking algorithm allow scope for variation, and thus can be
applied in a construction-specific way. In similar vein, within LFG although pro-
posals exist for integrating specific constructional types and idioms (see for ex-
ample Asudeh et al. 2013), the model as a whole remains solidly based on words
and phrases. The allusion to the sound-meaning link also suggests another di-
mension along which theories can be compared, namely the scale from syntax
through semantics to pragmatics. At one extreme, there is cartography/nanosyn-
tax with its insistence on the centrality of syntactic configurations and features
while at the other there lies a purely pragmatics-driven model such as Dynamic
Syntax (Kempson et al. 2016, 2017), which was set beside LFG in the workshop
reported in Vincent (2009). Both LFG and RRG fall between these two extremes,
but with LFG, given the importance of c-structure and the grammatical functions
of f-structure, sitting nearer the syntactic end of the spectrumwhile RRG is more
firmly based in semantic territory. However, there are signs of moves towards
a larger role for semantics within LFG, as evidenced by Dalrymple et al. (2019:
Chapter 8) and Asudeh 2023 [this volume] and in a different way by Findlay
2023 [this volume]. Only time will tell what the outcome of such a rapproche-
ment might be.
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LFG and Simpler Syntax
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The theories of Lexical Functional Grammar (LFG) (Kaplan & Bresnan 1982)
and Simpler Syntax (SiSx) (Culicover & Jackendoff 2005) both emerged out of a
dissatisfaction with the conceptual and formal assumptions of Mainstream Gen-
erative Grammar (MGG) (Chomsky 1957, 1965, 1981, 1995). Due to their similar
origins, LFG and SiSx have a lot in common: the reduced role of phrase-structure
in the explanation of linguistic phenomena, the adoption of constraint-based for-
malisms and the recognition of autonomous representations for grammatical func-
tions. But there are also crucial differences between the two approaches that relate
to some of the most lively issues in linguistics: e.g. the nature of the lexicon and the
role of formal grammar in explaining linguistic judgments. The goal of this chap-
ter is to compare these two alternatives to MGG, highlighting their differences and
similarities with respect to theoretical and empirical issues.

1 Introduction

The goal of this chapter is to provide a comparison between Lexical Func-
tional Grammar (LFG) and Simpler Syntax (SiSx). Historically, both theories
were born out of a dissatisfaction with the conceptual and formal assumptions
of Mainstream Generative Grammar (MGG) (Chomsky 1957, 1965, 1981, 1995).
Due to their similar origins, LFG and SiSx have a lot in common: the reduced role
of phrase-structure in the explanation of linguistic phenomena, the adoption of
constraint-based formalisms and the recognition of autonomous representations
for grammatical functions, to name a few. But there are also crucial differences
that relate to some of the most lively issues in linguistics: e.g. the nature of the
lexicon and the role of grammar in explaining linguistic judgments.
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book of Lexical Functional Grammar, 2029–2067. Berlin: Language Science Press. DOI:
10.5281/zenodo.10186052

https://doi.org/10.5281/zenodo.10186052


Giuseppe Varaschin

In Section 2, I offer a short summary of the Simpler SyntaxHypothesis (SSH).
In Section 3, I lay out some goals and architectural assumptions that SiSx and
LFG share, as well some important theoretical differences between the two ap-
proaches. Section 4 deals with the motivations for the constructional lexicon
assumed in SiSx, which does not adhere to LFG’s Lexical Integrity Princi-
ple (Bresnan & Mchombo 1995). Section 5 examines the role of constraints that
are not part of the grammar, comparing SiSx with an LFG alternative. Section 6
wraps up discussing what LFG and SiSx can learn from each other.

Throughout this chapter, I will assume basic familiarity with the LFG side of
the comparison and focus mainly on explaining the SiSx approach. The basic
source for the latter is Culicover& Jackendoff (2005), but I will also draw freely on
Jackendoff (2002, 2010), Jackendoff & Audring (2019) and Culicover (2009, 2013b,
2021).

2 The Simpler Syntax Hypothesis

Like other syntactic theories, SiSx is an attempt to describe and explain the lan-
guage user’s ability to establish a correspondence between meaning and sound
or gesture. What defines it is the claim that this correspondence should be as
minimal as possible – i.e. that syntax should only be invoked when other factors
(e.g. semantics, prosody, processing) are insufficient to explain the phenomena
at hand. This claim is embodied in the Simpler Syntax Hypothesis (Culicover &
Jackendoff 2005: 5):

(1) The Simpler Syntax Hypothesis (SSH)
The most explanatory syntactic theory is one that imputes the minimum
structure necessary to mediate between phonology and meaning.

Assuming Chomsky’s (1965) notions of descriptive and explanatory adequacy,
what the SSH says is that, given a set of descriptively adequate grammars of a
language 𝐿, the one the theorist should choose (i.e. the more explanatory one) is
the one that assigns less structure to the expressions of 𝐿. The SSH favors, thus,
representational economy (Chomsky 1991, Trotzke & Zwart 2014) over other no-
tions of simplicity, such as minimizing the class of possible grammars or the
number of principles in particular grammars. The latter two goals are the main
driving forces of MGG since the advent of the Principles and Parameters frame-
work (Chomsky 1973, 1981, 1995).

As an example, contrast the relatively flat constituent structure SiSx assigns to
the English sentence Hector might give the cake to Bianca in (2b) with the MGG
variant in (2a), which is based on the widely adopted VP-shell analysis (Larson
1988, Kratzer 1996, Hale & Keyser 1993, Chomsky 1995):
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(2) a. IP

DP
Hector1 I′

I
might

VoiceP

DP𝑡1 Voice′
Voice
give2 VP

DP
the cake

V′
V𝑡2 PP

to Bianca

b. S

NP
Hector

Aux
might

VP

V
give

NP
the cake

PP
to Bianca

MGG opts for structures like (2a) because the grammar that generates them in-
volves fewer principles (and is allegedly more restrictive) than the one that yields
(2b).1 The idea is that (2a) follows a universal blueprint for structure-building that
is virtually invariant across languages – one that imposes strict binary branch-
ing, endocentricity and a rigid order among heads. Moreover, the hierarchical
organization of phrases in (2a) is semantically transparent, reflecting a univer-
sal thematic hierarchy, in which agents are higher than themes, themes are
higher than goals and goals are higher than modifiers (see Baker 1997).

The structure itself, however, is clearly much simpler in (2b): (2b) has fewer
degrees of embedding (just two), no empty functional projections (e.g. VoiceP)
and no phonetically null elements (traces or deleted copies). Given a suitably
flexible interface, (2a) can also be placed in correspondence with a level of Se-
mantic Structure (Jackendoff 1990). The semantic properties that (2a) purports
to reflect can be more naturally represented in this level, which is independently
required to explain inferences that go well beyond what narrow syntax can ex-
press.2 Thus, between representations (2a) and (2b) – the former illustrating sim-
plicity of principles and the latter simplicity of structure – SSH recommends (2b).

1The suggestion that (2a) implies a more restrictive grammatical formalism is probably not true.
As Kornai & Pullum (1990) show, as soon as empty elements are introduced, X′-theory becomes
equivalent to an arbitrary context-free grammar that can generate structures like (2b). Similar
considerations apply to minimalist descendants of X′-theory (cf. Chomsky 1995).

2Even the rich structure in (2a) fails to encode the inference that Hector is the Source of the cake
(in addition to the Agent of give), or that cakes are artifacts typically used for eating. The latter
influences the interpretation of evaluative adjectives: a good cake is a cake that is good to eat
(Pustejovsky 1995). The phrase-structure formalism has no natural way to represent this.
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A theoretical reason for pursuing the SSH (as opposed to other measures of
simplicity) is that it approximates syntactic structures to what is directly infer-
able from input, thereby reducing the task of the language learner (cf. Culicover
1998, 1999, Jackendoff 2011a). The child has no direct evidence for the traces and
empty elements assumed in (2a). As Chomsky (1982: 19) notes, this raises poverty-
of-stimulus issues, which call for the invocation of a richer Universal Grammar
(UG). Insofar as SiSx posits more concrete structures, it contributes to the mini-
malist project of a leaner UG (cf. Chomsky 2005, Hornstein 2009).

Aside from being more explanatory, the option for simpler structures is also
more descriptively adequate than accounts based on rich uniform representations
like (2a). Classic constituency tests, for example, only provide motivation for
the major constituent divisions shown in (2b): VPs, PPs, NPs, etc. The empirical
virtues of the SSH also manifest in accounts of specific linguistic phenomena
(some of which will be mentioned in Sections 4 and 5). Most arguments for SiSx
analyses have the following form:

[G]iven some phenomenon that has provided putative evidence for elabo-
rate syntactic structure, there nevertheless exist numerous examples which
demonstrably involve semantic or pragmatic factors, and in which such fac-
tors are [...] impossible to code uniformly into a reasonable syntactic level
[...]. Generality thus suggests that, given a suitable account of the syntax–
semantics interface, all cases of the phenomenon in question are accounted
for in terms of the relevant properties of semantics/pragmatics; hence no
complications are necessary in syntax. (Culicover & Jackendoff 2005: 5)

As this makes clear, the SSH eschews any kind of covert structure that is mo-
tivated exclusively in order to provide a uniform mapping onto semantics. This
means that SiSx rejects the syntactocentric architecture ofMGG– i.e. the view
that syntax is solely responsible for the combinatorial richness of language (Culi-
cover & Jackendoff 2005: 17) –, as well as the assumption of Interface Unifor-
mity – i.e. the view that the interface between syntax and semantics is perfectly
transparent (Culicover & Jackendoff 2005: 47).
As an alternative, SiSx adopts the ParallelArchitecture of Jackendoff (2002),

according to which linguistic structure is determined by (at least) three indepen-
dent formal systems: phonology, syntax and semantics. In addition, SiSx borrows
fromLFG the idea of a separate syntactic layer for representing grammatical func-
tions: the GF-tier (Culicover & Jackendoff 2005: chapter 6). Each one of these
systems is defined by its own characteristic primitives and formation rules and
is connected to the others by means of more or less “messy” interfaces:
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Phonological
Structure

Syntactic
Structure

GF-tier
Semantic
Structure

Figure 1: The Parallel Architecture of SiSx

A well-formed sentence must be well-formed in each level, in addition to hav-
ing well-formed links among the interfaces.3 A toy example is shown in (3),
where natural numbers indicate interface links between the components:4

(3) ⎡⎢⎢⎢⎣
PHON mɛəri1#kɪs2+d3#ʤɒn4
SYN [S NP1 [VP V2 - past3 NP4]]
GF [pred GF1 > GF4]2
SEM past′3(kiss′2(agent:mary1, patient:john4))

⎤⎥⎥⎥⎦
The structure in (3) represents the sentenceMary kissed John. Themost opaque

aspect of the formalism is likely the GF-tier. The basic units of this level are preds
(short for syntactic predicates), which contain a sequence of ranked positions for
syntactic arguments (excluding adjuncts). These positions are not explicitly la-
beled with grammatical function names, like subject or object. For reasons that
will become clear in Section 4, these notions are relationally defined as first GF
of pred, second GF of pred, etc. The ranking of GFs is determined according the
functional hierarchy, which has its roots in Relational Grammar (Perlmutter
& Postal 1977, 1983) and Keenan and Comrie’s (1977) work.

Note, furthermore, that there is nothing in SYN that signals that NP1 in (3)
corresponds to the string Mary – this information is phonological, and, as such,
it is only represented in PHON. The terminal strings in a tree like (2b) are, thus,
not strictly speaking part of the syntactic structure. A similar division between

3An interface link is well-formed iff it instantiates some lexeme or construction in the grammar:
e.g. the links indicated by subscript 1 in (3) conform to what is stipulated by the lexical entry
of Mary. The way SiSx represents lexemes and constructions is discussed in Section 4.

4Throughout this chapter, I will use the AVM notation adopted in Culicover (2021) for repre-
senting linguistic objects and the constraints that such objects must satisfy. For convenience,
the formalism for SEM will be a simplified version of Montague’s (1974) PTQ appended with
an (implicit) event semantics. The thematic predicates (agent, patient, etc.) are abbreviations
for relations between individuals and the events they partake in, as in Parsons (1990). The SEM
tier in (3) is, thus, equivalent to ∃𝑒[kiss′(𝑒)& Agent′(𝑒,mary)& Patient′(𝑒, john)&past′(𝑒)].
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phonological, syntactic and semantic forms is anticipated in Distributed Mor-
phology (Halle & Marantz 1994, Marantz 1997) as well as in variants of Catego-
rial Grammar that build on Curry’s (1963) phenogrammar vs. tectogrammar
distinction (e.g. Oehrle 1994, Mihaliček & Pollard 2012).

In order to capture the inner workings of the subsystems of language as well
as how these systems interact with each other, SiSx abandons the formal device
of derivations in favor of constraints (or, in the terminology of Jackendoff &
Audring (2019), schemas). This and many of the other points mentioned above
are shared with LFG, as we will see in the next section. SiSx also draws a lot from
HPSG (Pollard & Sag 1994, Müller et al. 2021, Przepiórkowski 2023 [this volume]),
as will become particularly clear in Section 4.

3 Goals and assumptions

Among all non-transformational syntactic theories, SiSx and LFG are probably
the most closely related ones as far as programmatic aspirations and architec-
tural assumptions are concerned. Most of these stem from the adherence to what
Jackendoff (2007b: chapter 2) identifies as two founding themes of Generative
Grammar: mentalism and combinatoriality.

Mentalism is the view that language is a product of the mind/brain of individ-
ual speakers. SiSx and LFG are committed to a particularly strong version of this,
which Bresnan&Kaplan (1982) and Kaplan& Bresnan (1982), following Chomsky
(1965: 9), dub the Competence Hypothesis. This is the suggestion that the same
body of knowledge underlies every type of language-related behavior (e.g. speak-
ing, reading, learning). In this approach, the linguist’s theoretical constructs are
not only psychologically real in an abstract sense, but must be integrated to an
account of how language is actually processed and acquired by real speakers.

The second founding theme of Generative Grammar shared by LFG and SiSx
is combinatoriality: i.e. the view that knowledge of language is instantiated as
a finite system of rules that define (or “generate”) an unbounded array of struc-
tured expressions. The linguist’s explicit formulation of these rules (i.e. the gram-
mar) must, ideally, entail well-formedness for all sentences judged acceptable
by speakers – making no principled distinction between pure manifestations of
“core grammar” and “peripheral data” (Culicover 1999).

In line with these commitments, LFG and SiSx seek to characterize the human
language capacity in a way that is: (i) psychologically plausible, seeking a
graceful integration of linguistic theory with what is known about the structure
and function of mind/brain (Bresnan 1978, Jackendoff 2011b); and (ii) formally
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and descriptively adequate, representing generalizations of varying granu-
larities with sufficient precision. Different aspects of these objectives are em-
phasized by LFG and SiSx (e.g., LFG is much more preoccupied with the formal
underpinnings and SiSx with the psychological and biological foundations). The
remainder of this section summarizes some of the ways the theories converge
and diverge in implementing these goals.

3.1 The structure of the grammar

The commitments to mentalism and combinatoriality lead SiSx and LFG to
similar conclusions regarding the overall structure of grammar. Compare Figure
1 above, which contains the architecture of SiSx, with the LFG architecture below:

phonology c-structure f-structure s-structure
𝜋 𝜙 𝜎

Figure 2: LFG Architecture

The most striking similarity between the two architectures above is that they
abide by Representational Modularity, as defined by Jackendoff (1997):5

The overall idea is that the mind/brain encodes information in some fi-
nite number of distinct representational formats or “languages of the mind.”
Each of these “languages” is a formal system with its own proprietary set of
primitives and principles of combination, so that it defines an infinite set of
expressions along familiar generative lines. For each of these formats, there
is a module of mind/brain responsible for it. (Jackendoff 1997: 41)

In both theories, the primitives of phonology are things like segments (or fea-
tural decompositions thereof) and syllables. Constituent structure in syntax is
built from syntactic categories (e.g. V, N, VP, and Aux) and their dominance and
precedence relationships, as in a context-free grammar. The basic units of the
GF-tier and f-structure are syntactic predicates and their arguments. Semantics
is composed of entities, events, properties and relations (at least). These modules

5There are actually different versions of LFG’s general architecture going back to Kaplan (1987)
(Asudeh 2006, Findlay 2016, Dalrymple & Findlay 2019, among others), but all agree on the
essentials of Figure 2. The most striking omission from Figure 2 is the separate component for
a-structure proposed in Butt et al. (1997) and subsequently adopted by most researchers within
LFG.
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are connected to one another via systematic correspondences. In this sense, the
architectures in Figures 1-2 can be called correspondence architectures.

The correspondence architecture sets LFG and SiSx apart from sign-based the-
ories like HPSG (Pollard & Sag 1994, Przepiórkowski 2023 [this volume]) and
SBCG (Sag 2012). The latter use the same kind of data structure to model all
aspects of linguistic objects: i.e. typed features organized in AVMs. Different
types of information are not related by means of modular correspondences, but
in virtue of being values assigned to different attributes of the same sign. The
design of HPSG/SBCG does not make it clear that phonology, syntax and seman-
tics are autonomous combinatorial systems. Combinatoriality only exists at the
level of signs as a whole (e.g. in features like dtrs, which take lists of signs as
values, instead of syntactic nodes).

Even though SiSx follows HPSG/SBCG in using AVMs to represent all aspects
of linguistic objects, its basic ontology is much closer to LFG’s: each linguistic
level is conceptualized as an autonomous formal system in its own right. Just
as in LFG, this requires positing correspondence principles to link the objects
independently defined by each of these systems.

However, LFG and SiSx construe these correspondences in different ways. In
LFG, structures of different types are related to each other in virtue of the pro-
jection functions 𝜋 , 𝜙 and 𝜎 of Figure 2. This sort of mapping allows descriptions
of elements in the range of a function to be defined in terms of elements in its
domain. For instance, the function 𝜙 – whose domain and range are, respectively,
c-structure nodes and f-structures – allows properties of f-structures to be “read
off” from c-structure configurations.

This is crucially exploited in LFG’s annotated phrase-structure rules. An ex-
ample is given in (4), where “∗” stands for the node that matches the element
above it in the rule and 𝑀 is the mother-of function (Kaplan 1995: 18):

(4) S → NP VP(𝜙(𝑀(∗))subj) = 𝜙(∗) 𝜙(𝑀(∗)) = 𝜙(∗)
This rule allows one to deduce from the c-structure of Anna wrote books (as-

suming the annotations on lexical entry of Anna) the correspondences in (5):

(5) S

NP
Anna

VP

wrote books

[subj [pred ‘Anna’]]
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Since 𝜙 is a (total) function, it requires that all elements in its domain be
mapped into elements in its range. This entails that every c-structure node – even
nodes corresponding to adjuncts – must be assigned a particular f-structure.

In SiSx, on the other hand, correspondences between structures of different
types are not functional, but merely relational. Therefore, there is no sense in
which the properties of any level are “projected” fromproperties of any other, like
f-structure is projected from c-structure in LFG. From the point of view of SiSx,
this looks like a residue ofMGG’s syntactocentrism. Consider the SiSx equivalent
to LFG’s annotated phrase-structure rule in (4) (italics indicate that the element
is a variable and not a concrete member of its respective category):

(6) [SYN [S NP1 VP2]3
GF [predGF1 >...]2,3]

Like (4), (6) expresses the information that the sister of VP corresponds to a
subject (i.e. the highest ranked GF in a pred). But, unlike (4), (6) is not a phrase-
structure rule: it is a correspondence rule, which is defined over independently
well-formed representations on SYN and the GF-tier. No level has primacy over
the others, as suggested by the symmetry of the coindexing notation. Since lev-
els of structure are allowed more independence, the mapping between them can
also be seen as only partial. This avoids the implication that all nodes in SYN
must correspond to units on the GF-tier. I will come back to some positive con-
sequences of this looser requirement below.

Regardless of these differences, LFG and SiSx both benefit from the general
advantages of correspondence architectures, which are better suited for integra-
tion with theories of other cognitive faculties than syntactocentric models (this
point is hinted at by Bresnan (1993: 45), but see Jackendoff (2007a, 2011b) for full
versions of the argument). It is a given that the mind includes relations between
non-linguistic representations. For instance, visual and haptic information relate
to amodality-independent understanding of the spatial structure of objects (Marr
1982). This spatial structure, in turn, relates to language in a way that allows us
to talk about what we perceive (Jackendoff 1987, Landau & Jackendoff 1993). Ac-
tions are also spatially guided, requiring an interface between spatial structure
and schemas encoding action patterns. It does not make any sense to think of
any of these representations as being algorithmically derived from any other –
they are, rather, related in virtue of modular correspondences.

In this sense, the correspondence architectures of LFG and SiSx see the internal
components of language as “connected to each other in the sameway as language
is connected with the rest of the mind, and in the same way as other faculties of
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mind are connected to each other” (Jackendoff & Audring 2019: 8). Though many
details about how such connections work remain unknown, LFG and SiSx seem
better suited for fruitful cross-disciplinary dialogue with cognitive science than
MGG, which opts for a syntactocentric derivational design.

3.2 The role of grammatical functions

In any theory, grammatical functions (GFs) serve as abstract “relators” between
a class of surface syntactic properties (e.g. linear order, case marking) and se-
mantic roles. MGG assumes that these abstract GFs are represented in the same
format as syntactic groupings – i.e. GFs are treated as epiphenomena of con-
stituent structure configurations. An early statement of the MGG view is found
in Chomsky (1965: 68–74), who claims that notions like subject and object are
universally definable in terms of the structural positions in (7):

(7) S

NP
subject

VP
predicate

VP

V
main verb

NP
object

LFG and SiSx both reject this configurational design of UG for similar
reasons. Consider what it implies for the English sentence in (8):

(8) Brad seems to like Janet.

In (8), Brad behaves like the subject of two predicates: the one headed by
seem (where it establishes agreement) and the one headed by like (where it gets
interpreted semantically). The configurational design requires that each of these
GFs be realized in different positions, which Brad has to occupy simultaneously.
This, however, is technically impossible in a typical phrase-structure system,
since it entails multi-dominance. The alternative is to posit a sequence of phrase-
markers in which these positions are occupied at separate stages, as in (9):

(9) seems [S Brad [VP to like Janet]]⇒ [S Brad𝑖 [VP seems [S 𝑡𝑖 to like Janet]]]

The configurational design thus calls for operations that map phrase-markers
onto phrase-markers – i.e. syntactic transformations (Chomsky 1957: 44). Note,
however, that these mappings are simply a way to encode the effects of multi-
dominance in a system that does not naturally allow for it.

Though this might seem plausible for English (where subjects typically corre-
spond to the configuration in (7)), it is less appealing for languages like Russian,
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where word order is freer and GFs are signaled mainly by case endings on nouns.
A derivation for the Russian OVS sentence (10) would have to look like (11):

(10) Russian
Vaz-u
vase-acc

razbila
broke

Olj-a
Olya-nom

(Kallestinova 2007: 30)

‘Olya broke the vase’

(11) [S Olja [VP razbila vazu]] ⇒ [S′[VP razbila vazu]𝑖 [S Olja 𝑡𝑖]]⇒ [S″ vazu𝑘 [S′ [VP razbila 𝑡𝑘]𝑖 [S Olja 𝑡𝑖]]]
The subject and object in (11) are base-generated in the positions signaled in

(7) and then scrambled to where they are actually pronounced via roll-up move-
ments (cf. Bailyn 2003). The resulting structure is a representation of “several
types of information that seem quite dissimilar in nature” (Kaplan & Zaenen
1989: 137): on the one hand, GFs like subject and object and, on the other, lin-
ear order, dominance relations and syntactic categories.

LFG and SiSx reject this on the grounds of representational modularity.
Dominance, order and syntactic categories are naturally represented in a phrase-
structure system but the organization of GFs has different formal properties (e.g.
multi-dominance) that justify positing a separate component. This is the GF-tier
in SiSx and f-structure in LFG. A SiSx analysis of (8) is sketched in (12) (from now
on, tenses will be ignored and PHON will be simplified as orthography):

(12) ⎡⎢⎢⎢⎣
PHON Brad1 seems2 to like3 Janet4
SYN [S NP1 V2 [VP V3 NP4]]
GF [pred GF1]2[pred GF1 > GF4]3
SEM seem′2(like′3(experiencer:brad1, theme:janet4))

⎤⎥⎥⎥⎦
In the GF-tier, GF1 (which corresponds to Brad) is doubly dominated by the

pred linked to seem and the one linked to like. This direct encoding of multi-
dominance – which is also central to LFG’s functional control analysis of raising
(see Bresnan 1982a) – makes transformations like (9) unnecessary.

Likewise, the autonomy of GFs in SiSx and LFG also makes it possible to state
mappings between GFs and SYN without specifying syntactic configuration or
linear order. So, for dependent-marking languages like Russian, GFs can be linked
directly to Ns with the appropriate case morphology, as in (13) (Culicover 2009:
154).

(13) a. [SYN [S ... N -nom1 ... ]2
GF [pred GF1 > ...]2 ] b. [SYN [S ... N -acc3 ... ]4

GF [pred GF > GF3...]4]
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This proposal avoids abstract ad hoc MGG derivations like (11), opening the
possibility of licensing flat structures. A SiSx analysis for (10) in this spirit could
be something like (14). Note that configuration does not play a role in determin-
ing GFs in this case. (This does not mean that it cannot play a role in defining
information structure properties, which are not being represented in (14).)

(14) ⎡⎢⎢⎢⎣
PHON Vaz-u3 razbila2 Olj-a1
SYN [S N-acc3 V2 N-nom1]
GF [pred GF1 > GF3]2
SEM break′2(agent:olya1, patient:the-vase3)

⎤⎥⎥⎥⎦
The idea that word parts can carry information about GFs bypassing syntax is

shared with LFG (Bresnan 2001). The proposal sketched in (13–14) bears a partic-
ularly close resemblance to Nordlinger’s (1998) constructive case theory.

Notwithstanding their similar motivations, LFG’s f-structures and the GF-tier
in SiSx have very different formal properties. The most striking of these is the
fact that GFs in SiSx are unlabeled; hence, notions like subject and object are
not primitives of the theory. They are defined relationally in terms of a hier-
archy of arguments, as in Relational Grammar (Perlmutter & Postal 1977, 1983)
– the most direct inspiration for the GF-tier, according to Jackendoff (personal
communication). A motivation for this will be given in Section 4.6

Another peculiarity of the GF-tier is that it lacks the unlimited embedding
found in LFG’s f-structures. Each pred in the GF-tier is represented as a self-
contained unit. There is no sense in which the pred that corresponds to like
in (12) is embedded under the one that corresponds to seem. The f-structure LFG
assigns to the same sentence, on the other hand, virtuallymirrors the hierarchical
organization of the c-structure from which it is projected:

(15) 𝑓1:⎡⎢⎢⎢⎢⎢⎣
pred ‘seem⟨xcomp⟩ subj’
subj 𝑓2:[pred ‘brad’]
xcomp 𝑓3:[pred ‘like⟨subj, obj⟩’

subj 𝑓2
obj 𝑓4: [pred ‘janet’]]

⎤⎥⎥⎥⎥⎥⎦
6Patejuk & Przepiórkowski (2016) argue that a similar move is advantageous for LFG aswell. Fol-
lowing Alsina (1996), they show that most GF labels redundantly represent information already
available in morphosyntax and s-structure. Borrowing ideas from HPSG (Przepiórkowski 2023
[this volume]), they propose to replace GF attributes by a single ordered deps list which looks
a lot like SiSx’s GF-tier. This also allows a direct encoding of the functional hierarchy, which
is used in LFG analyses of binding (Falk 2001) and control (Bresnan 1982a).
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Moreover, since SiSx is not committed to an exhaustive mapping from SYN
nodes to the GF-tier, the inventory of GFs can be much smaller than in LFG.
Only elements whose morphosyntactic forms are unrevealing about their seman-
tic roles – e.g. direct NP or CP arguments – actually need a representation on the
GF-tier (Culicover 2021: chapter 6). This is not the case for adjuncts and (most)
obliques, whose 𝜃-roles are transparent in the morphology or choice of prepo-
sition. In English, for instance, PPs headed by near and under are always loca-
tions while those headed by during and after are invariably interpreted as times.
Correspondence rules for these elements can, thus, be stated directly as relations
between SYN and SEM, circumventing the GF-tier (as anticipated in Figure 1).

The GF-tier in SiSx is, therefore, restricted to LFG’s core GFs (Bresnan 2001:
96): subj, obj and obj2 (relations 1, 2 and 3 in Relational Grammar). These are the
GFs that most strongly justify a tier for GFs in the first place, because they are
the typical targets for phenomena like agreement, raising, passive, and structural
case-marking– none of which can be stated in terms of direct correspondences
between SEM and SYN (Culicover & Jackendoff 2005: 188–189). LFG’s non-core
functions (e.g. adj, obl𝜃 , comp, xcomp) are not necessary in SiSx.

What this shows is that, all in all, most of the richness that is present in SYN
and SEM is absent from the GF-tier, which ends up being a much simpler level
than LFG’s f-structure. This derives from the fact that SiSx builds upon a more
radical version of representational economy than the one LFG assumes – one
that applies not only to phrase structure, but to all levels of grammar. If some
correspondences can be stated as direct relations between SYN and SEM, SiSx
can do this without invoking an intermediate mapping through the GF-tier.

This, however, is only possible because SiSx also abandons the assumption of
Interface Uniformity (discussed in Section 2), which is pervasive in MGG and
survives – albeit in a much lighter fashion – in LFG’s version of the correspon-
dence architecture in Figure 2. It is the idea that the mapping to semantics is
established uniformly on the basis of GFs that forces LFG to populate f-structure
with semantically relevant c-structure information.

SiSx’s more sparing use of GFs is partly motivated by the commitment to what
Jackendoff (2011a) calls the evolutionary constraint – namely, the idea that
the architecture of grammar should be compatible with a plausible evolutionary
scenario. Proponents of SiSx concurwithmainstream evolutionary psychologists
in assuming that the emergence of human language was gradual, involving a se-
ries of incremental steps (protolanguages), each of which offered some adaptive
advantage over the previous one (Pinker & Bloom 1990, Corballis 2017, Dennett
2017, Fitch 2017, Boeckx 2017, Martins & Boeckx 2019, de Boer et al. 2020).
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Given the absence of a fossil record, one of the main ways to investigate the
particular stages of this incremental process is reverse-engineering: i.e. asking
what components of language are advantageous without the whole system in
place (Jackendoff 1999, Jackendoff & Pinker 2005, Progovac 2016). In this spirit,
Jackendoff (2002: 261) speculates that the GF-tier is probably “the latest develop-
ing part of the architecture”, since its properties are asymmetrically dependent
upon the existence of articulated systems of constituent structure and semantics
– i.e. the latter two components can exist without the GF-tier, but not vice-versa.
It is hard to reconcile the LFG architecture – where f-structures are essential to
the mapping between c-structure and semantics – with these considerations.

Regardless of these differences, the point remains that autonomous levels for
GFs (as we see in LFG and SiSx) contribute to the overall simplification of the
grammar. Insofar as these levels liberate syntax from encoding GFs configu-
rationally, constituent structure can become more concrete. The next section
shows that this is an advantage for theories that take psychological plausibility
as a goal.

3.3 Surface-oriented and model-theoretic grammars

LikeHPSG (Przepiórkowski 2023 [this volume]) and Construction Grammar (Ma-
tsumoto 2023 [this volume]), LFG and SiSx are surface-oriented. A model of
grammar is surface-oriented if it posits syntactic structures that are directly
associated with observable word strings, with a minimum of empty elements and
degrees of embedding. In LFG and SiSx, this WYSIWYG flavor is a consequence
of the correspondence architecture – which provides other levels for encoding
GFs and semantic relations – along with principles that enforce representational
economy on phrase-structure representations: Economy of Expression in LFG
(Bresnan 2001: 91) and the SSH in SiSx.

Surface-orientation is driven by matters of psychological plausibility. Empty
elements are not easily detectable from linguistic input. This raises the question
of how they come to be learned (as discussed above in connection to the SSH)
and inferred in real-time language processing (see Sag & Wasow 2011). The com-
mon conclusion is that they are not learned, but constitute part of UG. Though
this move does solve the learnability problem (albeit by raising the more diffi-
cult question of how these elements evolved in humans), it hardly addresses the
concern over language processing.

However, learnability and processing issues do not arise if empty elements
can be inferred on the basis of language-internal evidence. This is arguably the
case in situations where invisible structure systematically alternates with visible
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material, such as gaps in unbounded dependency constructions (see Kluender &
Kutas 1993, Clark & Lappin 2011).7 In these cases LFG and SiSx do allow them as
a kind of “last resort” to maintain the generality of the mapping between form
and meaning (Bresnan 2001: 193; Culicover & Jackendoff 2005: 304).

The status of empty elements in LFG and SiSx is very different from their status
in MGG: they are not leftovers of transformations, but directly licensed by con-
straints. This distinction reflects the contrast between the proof-theoretic
design of MGG and the model-theoretic flavor of SiSx, LFG and many other
syntactic theories (Pullum & Scholz 2001, Pullum 2013). A proof-theoretic
grammar (PTG) relies on the technology of stepwise algorithmic derivations to
recursively enumerate the infinite set of grammatical expressions in a language.
A model-theoretic grammar (MTG), on the other hand, formulates its basic
statements as declarative constraints. The objects that satisfy the constraints (i.e.
their models, in the logician’s sense) are the expressions licensed by the gram-
mar.

The manner of characterizing expressions in PTGs invites the dynamic and
procedural metaphors that are routinely employed in the MGG literature. The
problem with such locutions is that it is unclear what they should mean in terms
of real-time processing. The practical consequence of this has been a gradual stiff-
ening of the competence/performance distinction through the history of MGG.

The MTG formalism avoids all such problems, lending itself to a much more
direct relation to processing models (Sag &Wasow 2011, Jackendoff 2007a, 2011b).
Since constraints have no inherent directionality, they can be invoked in any or-
der. Starting with a fragment of phonology, one can pass through its mappings
to syntax and semantics and do the same the other way around. This accounts for
the fact that the processor is “opportunistic” and uses diverse types of informa-
tion as soon as they become available (Acuña-Fariña 2016). It also makes MTGs
neutral with respect to production (which goes from semantics to phonology)
and comprehension (which goes from phonology to semantics).

Moreover, constraints also yield amonotonic mapping from form tomeaning –
i.e. there are no destructive operations that throw out information inferable from
parts of a structure. This makes MTGs suitable to deal with the grammaticality
of linguistic fragments and with the incremental nature of parsing – yet another

7For most of these scenarios, it can also be shown that grammars with empty elements are ex-
tensionally equivalent to grammars without them. This effectively reduces empty elements to
notational devices for stating generalizations more directly and reducing the overall complex-
ity of the grammar (see Müller (2018: chapter 19) for discussion). If one assumes a simplicity-
based evaluation metric like the one in Chomsky (1951), this notational choice actually has
empirical consequences for language acquisition (see Chomsky (1965: 45) for a similar point).
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desirable property in light of psychological adequacy (Cahill & Way 2023 [this
volume]).

SiSx and LFG can both be naturally stated as MTGs (cf. Blackburn & Gardent
1995, Pullum 2019 for some caveats). This has practical consequences for the gen-
eral architecture of the grammar. As we will see below, in a full-blown MTG, it
is no longer necessary to uphold a rigid distinction between the lexicon and the
grammar, because both can be stated in the same format: i.e. as constraints.

4 The structure of the lexicon

Up to now, I have talked mostly about how SiSx and LFG represent the structure
of linguistic objects. This section turns to the kinds of constraints that are
responsible for licensing these objects. A widespread assumption is that these
constraints fall into two radically different classes, depending on whether they
apply to words and their internal parts or to larger phrasal units. This view is
famously expressed in LFG’s lexical integrity principle (LIP):

(16) The Lexical Integrity Principle (Bresnan & Mchombo 1995: 181):
Words are built out of different structural elements and by different prin-
ciples of composition than syntactic phrases.

LFG enforces LIP by separating the lexicon from the rules of (phrasal)
grammar. The latter are responsible for the organization of novel phrases while
the former is supposed to register idiosyncrasies as well as capture some partial
regularities among stored items (in the form of lexical rules).8

SiSx argues that there is much to be gained by abandoning this distinction.
The first step of the argument involves asking what the lexicon is. Due to the
mentalist commitment, SiSx frames this issue in essentially psycholinguistic
terms, taking the lexicon to be whatever the language user has to learn and store

8In its contemporary form, this distinction dates back to Chomsky’s (1970) lexicalist hypoth-
esis. In that framework, however, the divide between lexical rules and rules of grammar
overlapped with the distinction between constraints and algorithms. In a MTG – where
all rules are stated as constraints – these two kinds of rules can only be distinguished by
the types of variables they contain: variables on lexical constraints range over word-like ele-
ments and the ones on grammatical constraints range over phrases. LIP is, then, a requirement
that constraints containing different types of variables involve fundamentally different rela-
tions (i.e. “different principles of combination”): e.g. constraints on word formation should not
mention long-distance relationships between items, like the ones found in phrasal grammar.
Though this is requirement is formulable in a MTG setting, it is not clear whether it can be
empirically justified. See Bruening (2018) for some relevant discussion.
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in long-term memory. The argument then goes on to show that a lexicon thus
conceived must contain entries of such variety that a sharp distinction between
lexical items and grammatical rules becomes artificial (see Jackendoff 1997, Culi-
cover et al. 2017, Jackendoff & Audring 2019, among others). The slippery slope
from words to rules of grammar prompts SiSx to view the latter as part of the
lexicon, as in Construction Grammar (Goldberg 1995, Sag 2012). This looks nat-
ural under an MTG design, where lexicon and grammar are equally stated as
constraints.

A typical instance of a lexical item is an individual word like cow. SiSx, follow-
ing the Parallel Architecture in Figure 1, treats this as an interface rule, linking a
small piece of phonology, a syntactic category and a meaning, as in (17):

(17) [PHON cow1
SYN N1
SEM 𝜆𝑥[cow′1(𝑥)]]

The same format can be used to represent items with idiosyncratic subcatego-
rization properties that do not follow from general linking rules. The verb depend,
for example, subcategorizes for an NP within a PP headed by on, as in (18):

(18) [PHON depend1 on2 𝜑3
SYN [VP V1 [PP P2 NP3]]
SEM 𝜆𝑦[𝜆𝑥[depend′1(experiencer:𝑥, theme:𝑦)]](𝜎3)]

Italicized elements and Greek letters represent typed variables that must be
contextually instantiated in order for the item to be licensed (Culicover 2021).
They are what give lexical items their combinatoric potential. Productive mor-
phology receives a similar treatment. Since regular forms can be computed online
– and must be so computed in agglutinative languages like Turkish (Hankamer
1989) – we cannot require every one of them to be stored in the lexicon (Jack-
endoff 1997, 2002). Therefore, regular affixes must have their own lexical entries
with variables specifying the phonology, category and semantics of their puta-
tive roots – as was also assumed in American Structuralist models of immediate
constituent analysis (Bloomfield 1933). (19) is an entry for the English past suffix.

(19) [PHON 𝜑2-ed1
SYN [VV2-past1]
SEM past1(𝜎2) ]

Note that, as far as SiSx is concerned, there is no deep formal distinction be-
tween the syntactic combinatoriality of the verb in (18) and the morphological
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combinatoriality of the affix in (19). The only difference has to do with the na-
ture of the variable in SYN: NP3 in (18) is phrasal and V 2 in (19) is not. So SiSx,
unlike LFG (see Sadler & Spencer 2004), has no separate morphological com-
ponent.

A lexicon conceived in these terms should also contain a variety of multiword
entries (Culicover et al. 2017). Among these are idioms with fully specified mate-
rial on all tiers, such as kick the bucket. In SiSx, these expressions can be stored
as whole phonological/syntactic units, linked to noncompositional semantics, as
in (20). We know that this particular idiom instantiates the canonical syntactic
structure of an English VP because kick inflects just like an ordinary verb (e.g.
John kicked the bucket, John will kick the bucket, etc.).

(20) [PHON kick1 the2 bucket3
SYN [VP V1 [NP Det2 N3]]4
SEM 𝜆𝑥[die′4(patient:𝑥)] ]

Like the verb in (18) and the affix in (19), some idioms have variables that grant
them combinatorial potential of their own. These are cases like stab NP in the
back, put NP on ice and catch NP’s eye. Here is a lexical entry for this last one:

(21) [PHON catch1 𝜑2’s3 eye4
SYN [VP V1 [NP NP2-genitive3 N4]]
SEM 𝜆𝑥[notice′(experiencer:𝜎2, theme:𝑥)]]

The entries in (20) and (21) pose a kind of ordering paradox for theories that
assume a radical separation between grammar and lexicon, as prescribed by the
LIP. The information that kick the bucket and catch NP’s eye are VPs has to
be stated in the lexicon, because their semantics is idiosyncratic. However, the
phrase-structure rule that generates VPs can only apply outside the lexicon.

In addition to these cases, the lexicon also has to include a class of construc-
tional idioms that use normal syntax to unusual (i.e. noncompositional) seman-
tic ends (Jackendoff 1997, 2002). An example is the sound+motion construc-
tion in (22) (Levin & Rappaport Hovav 1995, Goldberg & Jackendoff 2004):

(22) The car [VP rumbled past Sue].
go′(theme:the-car, path:past-Sue, effect:rumble′(the-car))

Syntactically, the VP in (22) is merely a sequence of a verb followed by a PP. Its
semantics is unusual because the verb is not interpreted as a functor over the PP,
but as specifying the effect of a motion that is not codified by any of the words
in the sentence. The effect of the motion, is, moreover, predicated of whoever is
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interpreted as the theme (i.e. the entity undergoing the motion). A lexical entry
with these properties is sketched in (23).

(23) sound+motion construction (adapted from Culicover 2013b: 42):[SYN [𝑉𝑃 𝑉1 𝑃𝑃2]
SEM 𝜆𝑥[go′(theme:𝑥, path:𝜎2, effect:𝜎1(𝑥))]]

What is peculiar about constructional idioms is that the SYN tier in their lexical
entries consists entirely of variables that are completely unlinked to phonology.9

This makes them much more rule-like than word-like.10 However, since their
interpretation does not follow from general principles, they have to be explicitly
learned and stored just like words are (see Culicover 1999).

Two other examples of constructional idioms along with the relevant lexical
entries proposed in the SiSx literature are given below: (24) represents the di-
transitive construction (Jackendoff 1990, Goldberg 1995, Asudeh et al. 2014);
and (25) represents the proxy construction (Nunberg 1979, Jackendoff 1997,
Varaschin 2020), wherein the meaning of NP is coerced into a proxy of its literal
denotation.

(24) ditransitive construction (adapted from Culicover 2021: 40):
a. Brad kicked Janet the ball.

b. [PHON 𝜑1 𝜑2 𝜑3
SYN [𝑉𝑃 𝑉1 𝑁𝑃2 𝑁𝑃3]
SEM 𝜆𝑥.transfer′(source:𝑥, goal:𝜎2, theme:𝜎3,means:𝜎1(𝑥))]

(25) proxy construction (adapted from Varaschin 2020: 11):
a. I put ⟨ book-by ⟩ Keynes on the top shelf.

9The existence of “defective” lexical items lacking terms in some level is not surprising in a
correspondence architecture. Jackendoff (1997: 94) notes that there are words with phonology,
syntax and no meaning (e.g. expletives), others with meaning, phonology and no syntax (hello,
ouch, yes) and even sequences with nothing but phonology (e-i-e-i-o, inka-dinka-doo, tra-la-la).
All of these are clearly stored in long-term memory and recognized in the same way typical
words are. Moreover, they fit into the phonotactic and stress patterns of English. This indicates
that, though some of them have no syntax, they are still part of language. The only reason for
excluding them from the lexicon is syntactocentrism – which is abandoned in SiSx and LFG.

10This is what drives Asudeh et al. (2013) to propose that idioms like (23) are not derived from
lexical entries, but from phrase-structure rules annotatedwith templates. Other idioms, like the
way construction (e.g. Sue laughed her way out of the restaurant), would be lexically encoded
by individual words (in that case, by way). However, it is not clear how this account extends
to idioms like (20–21), which are specified by discontinuous portions of morphosyntax. Space
prevents me from exploring further details of LFG’s template-based accounts of constructions.
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b. [SYN NP1
SEM proxy′(𝜎1)]

Language turns out to be full of constructional idioms like these (see Gold-
berg 1995, Jackendoff 1997, 2008, Culicover 1999). However, insofar as recogniz-
ing their existence commits us to syntactically complex lexical items without
phonology, nothing stops us from seeing general syntactic and interface rules –
usually thought of as part of the grammar – in the same way. The context-free
rule for a transitive VP can be construed as a declarative schema for licensing a
particular configuration of labeled nodes, as in (26):

(26) transitive vp construction (adapted from Jackendoff 2002: 180):[SYN [VP V NP ]]
As far as SiSx is concerned, this is simply one of the possibilities allowed by the

system: a lexical item with no idiosyncratic phonology or semantics, just syntac-
tic category variables arranged in a particular configuration. In this respect, SiSx
deviates from variants of Construction Grammar which require every syntactic
configuration to be paired with a meaning (e.g. Goldberg 1995).

Default principles of compositional type-driven interpretation can also be rep-
resented as lexical items which license a maximally general correspondence be-
tween syntactic variables and meaning variables of the appropriate type. (27)
represents the two possible scenarios of Heim & Kratzer’s (1998) Functional Ap-
plication rule (where X, Y and Z are variables over syntactic categories).11

(27) compositionality constructions:

a. [SYN [X Y 1 Z2]
SEM 𝜎1(𝜎2) ] b. [SYN [X Y 1 Z2 ]

SEM 𝜎2(𝜎1) ]
Likewise, the main intuition guiding linking hierarchies – such as the one in

LFG’s Lexical Mapping Theory (Bresnan & Kanerva 1989) – can also be formal-
ized, within SiSx, as constructions that establish a correspondence between GF
variables and SEM variables. (28) represents the rule that says that the highest
thematic argument maps to the first GF.

11These general constraints on form and interpretation do not need to be instantiated by all
grammatical expressions in a language. Many of them are not satisfied in idioms, for instance.
For a linguistic object to be licensed in SiSx, it suffices that each of its terms and correspon-
dences fully instantiate some constraint (Culicover 2021). This entails that a linguistic object
can fail to satisfy a given constraint and still be grammatical as long as there is some other
constraint in the grammar which it satisfies. For instance, the idiom in (22) fails to meet the
compositional constructions in (27). Since there is another (more specific) construction which
it satisfies (the sound+motion construction in (23)), SiSx predicts that (22) is grammatical.
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(28) linking construction (adapted fromCulicover & Jackendoff 2005: 185):[GF [pred GF1 (> ...)]2
SEM 𝜎2(𝜃 :𝜎1, ...) ]

Correspondences between GFs and SYN – which are accomplished by func-
tional annotations in LFG – can be stated as abstract lexical items as well. The
canonical correspondence for subjects and (transitive) objects in English are
(29a) and (29b), respectively:

(29) argument structure constructions:

a. [SYN [S NP1 VP2]3
GF [pred GF1(> ...)]2,3] b. [SYN [VP V 2NP1]3

GF [predGF >GF1]2,3]
In this set-up, the passive can be seen as a more complex strategy for linking

the GF-tier to SYN, as in (30) below. The same applies to relation-changing con-
structions in other languages (e.g. applicatives, anti-passives) (Culicover 2009).

(30) passive construction (adapted fromCulicover & Jackendoff 2005: 203):[PHON 𝜑1 (by2 𝜑3)
SYN [... V -passive1 ([PP P2 NP3])]4
GF [predGF3>[pred GF]1,4] ]

The construction in (30) looks very much like a non-derivational version of
the Relational Grammar account of passivization (Perlmutter & Postal 1977). It
expresses two fundamental intuitions: (i) that the first GF (i.e. the “logical sub-
ject”) is “demoted” to an optional by-phrase (without disrupting the link between
this GF and its 𝜃-role, as defined by (28)); and (ii) that the second GF gets mapped
to SYN like a typical subject would in virtue of (29a). This last result is accom-
plished by adding a second pair of brackets around the second GF.12 A concrete
example of a linguistic object which instantiates (30) is given in (31):

(31) ⎡⎢⎢⎢⎣
PHON The-cake1 was-eaten2 by3 Hector4
SYN [SNP1[VPV-passive2[PPP3NP4]]5]
GF [pred GF4 >[pred GF1]2,5]
SEM eat′2,5(agent:hector4, theme:the-cake1)

⎤⎥⎥⎥⎦
12This also happens to be the main technical reason why GFs in SiSx are unlabeled. If GFs were
defined in terms of substantive roles (e.g. subj, obj), as in LFG, a constructional account of
relation-changing rules like passive would involve replacing one function name by another.
This would violate monotonicity and Kaplan & Bresnan’s (1982) direct syntactic encoding
principle. LFG avoids this problem by stating passive as a lexical rule (Bresnan 1982c). For
evidence that lexical accounts of argument structure (like the one found in LFG) are superior
to the SiSx constructional account sketched here, see Müller (2013, 2018). For a lexical account
of passive in SiSx (which resembles the LFG one), see Culicover (2021).
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SiSx’s rule-like lexical entries can play two roles in the grammar: a genera-
tive role, where they are used in on-line processing to derive novel structures
via unification with other lexical entries; and a relational role, where they
function like nodes in an inheritance hierarchy, “lending” their structure to other
independently stored items (Jackendoff & Audring 2019).

The relational role of lexical entries can be defined in terms of entailment
between separate constraints stored in the lexicon. A lexical entry 𝛼 entails an
entry 𝛽 iff every linguistic object which is a model of 𝛼 is a model of 𝛽 . When a
specific lexical entry 𝛼 entails a more general entry 𝛽 we can say that 𝛼 inherits
structure from 𝛽 . In this sense, the kick the bucket idiom in (20) inherits structure
from the more general VP construction in (26), which, in turn, inherits from a
more abstract head-complement construction, akin to the head-complement
schema of HPSG (Pollard & Sag 1994: 33–34; Przepiórkowski 2023: 1867–1868,
1878 [this volume]).

Likewise, if particular passive or past tense verbs happen to be overtly stored
due to high frequency, they will inherit from the past tense and passive schemas
in (19) and (30). These relational links can be represented in an inheritance hi-
erarchy, where the more dominated nodes entail the less dominated ones. SiSx
assumes that, other things being equal, a lexical item with relational links should
be easier to store and learn than one without such links (see Jackendoff 1975).

There is an obvious connection between this relational function of lexical en-
tries and the use of templates in LFG and constructions in HPSG/SBCG (Sag et al.
2003, Dalrymple et al. 2004, Asudeh et al. 2013). These devices all do the work
of lexical rules in earlier approaches going back to Chomsky (1970). But there is
a difference: since many of SiSx’s abstract entries can also be used generatively,
unmarked lexical properties (e.g. regular morphology, subcategorization) can, in
principle, be kept out of individual lexemes. There is no need to list separately
the active, passive and regular past tense forms for all verbs. These forms can
be “built” by unification with abstract items like (29b), (30) and (19) (respectively)
(Culicover & Jackendoff 2005: 188). In LFG terms, it is as if schemas like (29b), (30)
and (19) were, at once, templates that can be invoked in particular lexical entries
and rules to license novel structures that are not in the lexicon.

The SiSx view, is, in sum, that rules of grammar are lexical items. There is a
continuum from stereotypical words, which specify fully linked phonology, syn-
tax, and semantics (cf. (17)), through idioms with a few variables (cf. (21)), con-
structional idioms with nothing but variables (cf. (23–25)) to fully general rules
(cf. (26–30)), from which many constructions can inherit structure. All of these
things are stated in the same format: as declarative schemas, either licensing
structures at a single level (e.g. (26)) or establishing correspondences between
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various levels (e.g. (17)). Theories like LFG, which adopt a rigid lexicon/grammar
distinction, must draw an artificial line somewhere in this continuum.

5 Constraints outside of the grammar

If language is indeed integrated into the larger ecology of the mind, it is expected
that grammatical constraints are not all there is to explain the (un)acceptability of
sentences. Since Miller & Chomsky (1963), the influence of extra-grammatical
factors on linguistic judgments has been a major topic of investigation – one that
is verymuch relevant to the pursuit of the SSH. In this section, I explore this issue
in connection with the phenomena of unbounded dependencies (UDs).

The hallmark of UDs is the presence of a gap, by means of which a constituent
in a non-canonical position (i.e. a filler) acquires its semantic role. In SiSx – as
in HPSG (Pollard & Sag 1994: 161) – the effect of a gap can be reproduced by a
lexical item that establishes a correspondence between an arbitrary phonological
sequence containing the empty string (𝜀), a constituent containing an XP and
a property which results from 𝜆-abstraction over whatever semantics the XP
would have (see Muskens 2003 for a similar proposal in Categorial Grammar):

(32) gap construction: (adapted from Culicover 2021: chap.7)[PHON /... 𝜀 ... /2
SYN [... XP ...]2
SEM 𝜆𝑧[𝜎2(𝑧)] ]

SiSx also needs a phrase-structure construction akin to (26) in order to license
fillers in the left-periphery of clauses. (33) accomplishes this effect:

(33) filler construction:[SYN [𝑆′ YP S ]]
Consider how this works in the simple case of topicalization in (34) (I ignore

the GF-tier and the information structure status of topics). The construction in
(32) licenses an empty NP as the complement of Janet kissed, which, in turn,
gets interpreted as a property (i.e. 𝜆𝑧[kiss′(agent:janet, theme:𝑧)]). (33) licenses
a filler (i.e. Brad) in sentence-initial position. In virtue of the compositional
construction in (27b), the property attained by (32) is applied to the semantics
of the filler, yielding the right interpretation.

(34) [PHON Brad1, /Janet2 kissed3 𝜀/4
SYN [S′ NP1 [S NP1 [VPV3 NP]]4]
SEM 𝜆𝑧[kiss′3,4(agent:janet2, theme:𝑧)](brad1)]
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A similar structure is ascribed to the wh-question in (35). I follow Culicover
(2021) in positing a quantifier-like entry for the wh-word, as in (36).

(35) [What𝑖 [did [Sue say Don bought 𝑡𝑖]]]?
(36) [PHON what1

SYN NP1
SEM 𝜆𝑃[WH𝑥1(𝑃(𝑥))]]

The gap construction licenses a property interpretation for the portion of
(35) which excludes the wh-phrase (Sue say Don bought 𝜀). This property, in turn,
is fed as an argument to the WH quantifier (licensed in initial positon by (33)),
which ends up binding a variable corresponding to the gap. (37) illustrates the𝛽-reductions in the SEM tier of (35):

(37) 𝜆𝑃[WH𝑥(𝑃(𝑥))](𝜆𝑧[say′(agent:sue, theme:buy′(agent:don, theme:𝑧))])→ WH𝑥(𝜆𝑧[say′(agent:sue, theme:buy′(agent:don, theme:𝑧))](𝑥))→ WH𝑥(say′(agent:sue, theme:buy′(agent:don, theme:𝑥)))
The constructions (32–33) and standard principles of type-driven interpreta-

tion are all SiSx needs to model the syntactic and semantic effects of UDs.13 The
dependency between the filler and the gap is represented as variable-binding,
while a null XP in SYN guarantees that the subcategorization requirements of
the head that licenses the filler are locally satisfied.

However, since this mechanism assumes that gaps can be freely introduced
into representations, it does not explain why sentences like (38) are bad:

(38) * Who𝑖 does that Brad admires 𝑡𝑖 disturb Janet?

It is entirely possible to derive a perfectly well-formed structure for (38) given
the principles laid out so far. Most approaches to UDs take this “overgeneration”
to be a flaw and attempt to encode into the grammar restrictions that prevent
gaps from occurring in island environments like (38) (Ross 1967).

Kaplan & Zaenen’s (1989) LFG account of island constraints exemplifies this
tendency. Their proposal represents UDs in terms of functional identity in f-
structure (Kaplan 2023 [this volume]). So, for the sentence (35) above, the iden-
tification between the focalized wh-word and the obj of buy is accomplished by
the equivalence (𝑓 focus)=(𝑓 comp obj). This expression is an instantiation of a

13Note incidentally that the type-driven rules in (27) make the presence of subject gaps in sen-
tences like Who sang? unnecessary. In those cases, the WH quantifier can combine directly
with the bare property semantics of the VP, with no need to invoke the gap construction.
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more general functional uncertainty equation which is annotated to the phrase-
structure rule that introduces discourse functions (namely topic or focus). The
particular equation Kaplan & Zaenen (1989: 153) suggest for English is (39).

(39) (𝑓 df) = (𝑓 {comp, xcomp}* gf−comp)

What (39) says is that the f-structure for any discourse function (df) will be
identical to a subordinate f-structure somewhere along a (possibly empty) path
of comp and xcomp functions, as long as that path terminates in a GF function
which is not a comp. The specifications on the body (i.e. the middle) and on the
bottom of uncertainty paths like (39) are how LFG records restrictions on UDs.

For example, an identification between the filler and the gap in (38) requires
passing through subj, which is not specified as a possible attribute in the body of
(39). This accounts for subject island violations in general. Likewise, complex
NP islands like (40) are also covered, because relmod (the GF Kaplan & Zaenen
(1989) assign to relative clauses) is not designated on the body of (39) either.

(40) * What castle𝑖 does Janet know the strange man [who owns 𝑡𝑖]?
From the point of view of SiSx, the functional uncertainty formalism is unob-

jectionable as a device to model UDs. However, it is not clear whether it should
really embody substantive restrictions to account for the unacceptability of UDs
in syntactic terms. Upon closer examination, there does not seem to be a purely
grammatical characterization of precisely the contexts in which certain patterns
of UDs are ruled out by speakers. The explanation for most (if not all) island
constraints must, therefore, lie outside of the grammar, in pragmatics, discourse
structure or in processing complexity. A growing body of literature points to
this conclusion (Hofmeister et al. 2007, Hofmeister & Sag 2010, Hofmeister et al.
2013, Kluender 1991, 1992, 2004, Kluender & Kutas 1993, Sag et al. 2007, Chaves
2013, Chaves & Dery 2014, 2019, Culicover 2013a,b). In what follows, I briefly
summarize some of the empirical evidence against grammatical theories of is-
lands. Space limitations prevent me from getting into the details of particular
performance-based alternatives.

The suspicion that something is amiss in purely grammatical accounts of is-
land phenomena comes from the observation that concrete proposals tend to be
both too weak and too strong. The constraint in (39), for example, is too weak
because it fails to explain real contrasts like (41–42), originally due to Erteschik-
Shir (1973: 84).

(41) a. What𝑖 did Janet claim that veganism can do 𝑡𝑖 for you?
b. ?? What𝑗 did Janet transcribe that veganism can do 𝑡𝑗 for you?
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(42) a. What𝑖 did Frank say that Brad would like 𝑡𝑖 for lunch?
b. ?? What𝑗 did Frank snarl that Brad would like 𝑡𝑗 for lunch?

The equation in (39) predicts the b-cases to be just as good as the a-cases since,
in both of them, the value for the focus attribute is identified with the value of
obj through a path consisting of a single comp – exactly as in (35). That is, the
a-cases and b-cases both contain (𝑓 focus)=(𝑓 comp obj) in their f-descriptions.

It is, of course, possible to assign different GFs to the complement of tran-
scribe and snarl other than comp (something like islandcomp). In this case (41b)
and (42b) would be excluded due to the body constraint in (39). But this move is
simply a stipulation – one that is hard to imagine how a child could learn. The
ultimate explanation might be related to the lexical semantics of the verbs (i.e.
UDs are impossible with verbs that specify manner of speaking) or simply to fre-
quency (claim and say aremore frequent than transcribe and snarl).Whatever the
ultimate truth is, no apparent syntactic difference – in f-structure or otherwise
– can be identified for pairs such as (41–42).

There are also cases in which grammatical principles that purport to account
for island phenomena are too strong – i.e. they exclude sentences that are actually
acceptable. I observed above that (39) derives the effects of subject islands and
complex NP islands. However, UDs whose gaps are contained within Subjects
and Complex NPs are reasonably acceptable under suitable conditions (Kluender
2004, Sag et al. 2007, Chaves 2013), as the b-cases in (43–44) show:

(43) a. * Who𝑗 does [that you baked ginger cookies for 𝑡𝑗] irritate you?
b. Who𝑖 does [baking ginger cookies for 𝑡𝑖] irritate you?

(44) a. * Who𝑖 did Phyllis hear the claim [that Bob is dating 𝑡𝑖]?
b. Who𝑗 did Phyllis make the claim [that Bob is dating 𝑡𝑗]?

The equation in (39) rightly excludes (43a) and (44a). The problem is that, by
the same token, it also bars (43b) and (44b). Since the a-b pairs are functionally
indistinguishable – the bracketed strings map to the same GFs (subj in (43) and
relmod in (44)) – the real explanation for the contrasts must lie elsewhere.

Kluender (2004) argues that the contrast in (43) is due to a difference in the
amount of discourse referential processing. In (43a), the subject is a finite clause,
which introduces the reference to a temporal event. This reference is absent for
the non-finite form in (43b), which makes the sentence in question less complex
in processing terms (see Gibson (2000) for a similar account).

For (44), Culicover & Jackendoff (2005) suggest an explanation along the lines
of Kroch (1998): (44a) presupposes the existence of the claim while (44b) doesn’t.
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The unacceptability of (44a) follows from a general principle which says that a
gap cannot be referentially dependent on an operator if its reference is part of
a presupposition in the discourse. This principle extends to contrasts like (45),
which are also hard to account for in purely syntactic terms.

(45) a. * Who𝑖 did he buy that picture of 𝑡𝑖? (presupposes there is a picture)
b. Who did he buy a picture of 𝑡𝑖? (no presupposition)

The debate on whether all island constraints reduce to extra-grammatical fac-
tors is still very much ongoing (see Newmeyer (2016) for a useful survey). What
this section meant to illustrate is that the SiSx view – which might seem too un-
constrained at first glance – could turn out to be just what the data requires. If
there is no grammatically coherent characterization of when UDs are unaccept-
able, then island constraints should not be built into the rules that license UDs
(in SiSx terms, they should not be registered as conditions on the gap construc-
tion). On this view, sentences that incur island violations are not technically
ungrammatical, but merely unacceptable for performance-related reasons.14

The overall view SiSx ends up with is this: Explanations about our intuitions
regarding which structures are possible divide between grammatical constraints
(as recorded in the lexicon) and extra-grammatical factors (pragmatics, process-
ing, etc.). The former tend to correlate with sharp judgments, while the latter
tend to show more variability and dependence on contextual factors (see Culi-
cover 2013c). Sources of universals are mostly confined to extra-grammatical fac-
tors and to the pressure to reduce constructional complexity (Culicover 2013b).
These correspond to the third factor properties of Chomsky (2005).

This leads to a very minimalist conception of UG – as it happens, one that
conforms (in an unorthodox way) to what Baker (2008: 353) calls the Borer-
Chomsky Conjecture: the hypothesis according to which all parameters of vari-
ation among languages are attributed to individual properties of lexical items. In
this respect, SiSx is closer to MGG than to LFG. But the difference between SiSx
and MGG is that, as discussed in Section 4, lexical items are highly structured

14Extra-grammatical accounts of island constraints have a long history in SiSx. They go as far
back as Jackendoff & Culicover (1972), In this early paper, the authors propose that “perceptual
strategy constraints on acceptability” explain otherwise puzzling contrasts like (i):

(i) a. Who𝑖 did John give a book to 𝑡𝑖?
b. *? Who𝑗 did John give 𝑡𝑗 a book?

Note that (i) is also not explained by Kaplan & Zaenen (1989), since the equation required
to establish the dependency in (ib) – i.e. (𝑓 focus) = (𝑓 obj) – satisfies the constraint in (39).
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and include what are traditionally thought of as rules of grammar. The result is
that most aspects of speakers’ knowledge of language end up being potentially
subject to variation.

6 What can SiSx and LFG learn from each other?

The purpose of this chapter was to survey the theoretical landscape of SiSx and
compare it to LFG. This exercise revealed that both approaches seek to reconcile
formal theories of grammar and psychological reality – a common goal that leads
them to adopt similar architectures and analyses for particular phenomena.

However, despite these programmatic and architectural similarities, the two
theories differ in important respects. Many of these differences stem from SiSx’s
radical commitment to representational economy, which is sustained even when
this entails messier and less systematic interfaces. Another source of discrepan-
cies is the explicit recognition, on the part of SiSx, of extra-grammatical influ-
ences on linguistic judgments, as discussed in Section 5.

Insofar as SiSx posits fewer constraints and fewer representational devices,
less knowledge about abstract linguistic structure (of all kinds) is attributed to
learners. This reduces the impulse to posit rich principles of UG, which, in turn,
alleviates some of the burden on evolutionary accounts of the language faculty
(Jackendoff 1999, 2002, Jackendoff & Pinker 2005). A similar concern with evo-
lutionary adequacy drives current Minimalist work in MGG (Hornstein 2009,
Berwick & Chomsky 2015). This does not seem to be much of a worry in LFG,
which is more preoccupied with providing a formally precise and computation-
ally tractable framework.

There is sometimes a trade-off between formal refinement and the general
goal of unification with other sciences. As we saw in Section 3, the fact that the
mapping from form to meaning can bypass the GF-tier in SiSx helps integrat-
ing the theory into gradualist scenarios of language evolution, given that it is
implausible that stages of protolanguage had anything like abstract GFs (Jack-
endoff 1999, 2002, Progovac 2016). Since LFG makes the mapping to semantics
critically dependent on f-structure, it is hard to imagine a story of how these sim-
pler sound-meaning pairings could have existed in the evolutionary antecedents
of language. On the other hand, LFG’s rich conception of f-structure lends itself
to a much more complete and computation-friendly formalization, which makes
the theory more easily testable.

SiSx and LFG can, therefore, learn a lot from each other. LFG can profit from
SiSx’s more ambitious aspiration of connecting linguistics to human biology.
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This implies seeking theories of languagewhich are not only descriptively and ex-
planatorily adequate, but which also offer the prospect of integration with plau-
sible evolutionary scenarios. Simpler Syntax, in turn, can benefit from a number
of the virtues found in LFG, such as: (i) the development of a formally precise and
fully explicit architecture which can feed computational applications and simula-
tions; (ii) the great variety of typologically oriented work which constantly sub-
mits the theory’s formal assumptions to the test of descriptive adequacy (Part VI).

Once SiSx and LFG assimilate each other’s merits, some of the differences be-
tween them might diminish and some others might become even sharper. Re-
gardless of the outcome, the process of cross-theoretical comparison is a fruitful
one, as it often leads to formal innovations and surprising discoveries about the
foundations of linguistic theory.
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Chapter 43

LFG and Tree-Adjoining Grammar
Jamie Y. Findlay
University of Oslo

This chapter gives an introduction to Tree-Adjoining Grammar (TAG) and draws
some comparisons with Lexical Functional Grammar (LFG). It is primarily aimed
at those familiar with LFG who are looking to learn about TAG and see where the
two formalisms differ/overlap, but the comparisons will also be of interest to those
coming from a TAG background. After introducing TAG, the chapter considers
questions of generative capacity, lexicalisation, and the factoring of redundancies
from grammars. It then concludes by illustrating the potential for combining LFG
and TAG, and discusses the theoretical implications of doing so.

1 Introduction and roadmap

The purpose of this chapter is to give an introduction to some of the properties of
Tree-Adjoining Grammar (TAG: Joshi et al. 1975, Joshi & Schabes 1997, Abeillé &
Rambow 2000, Joshi 2005; Kallmeyer 2010: ch. 4) and to draw some comparisons
with Lexical Functional Grammar (LFG: Kaplan & Bresnan 1982, Bresnan et al.
2016, Dalrymple et al. 2019; Belyaev 2023b [this volume]). It is primarily aimed
at those familiar with LFG who are looking to learn about TAG and see where
the two formalisms differ/overlap, but the comparisons will also be of interest
to those coming from a TAG background (although details of the LFG formalism
will not be covered – the interested reader is directed to the references above and
other chapters in this volume).

A TAG is a mathematical formalism for describing a set of trees, just as a
context-free grammar (CFG) is a mathematical formalism for describing a set
of strings. Unlike a CFG, which generates or recognises a string by repeatedly
rewriting symbols until the target string is produced, a TAG does so by com-
bining members from a starting set of elementary trees using two operations

Jamie Y. Findlay. 2023. LFG and Tree-Adjoining Grammar. In Mary Dalrymple (ed.),
Handbook of Lexical Functional Grammar, 2069–2125. Berlin: Language Science Press.
DOI: 10.5281/zenodo.10186054
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(called substitution and adjunction) until a tree whose yield is the target
string is produced. This gives TAGs a greater generative capacity than CFGs,
which is why they are of particular interest to researchers in natural language
syntax: since Shieber (1985), we have known that the complexity of natural lan-
guage syntax exceeds the context-free space which CFGs are capable of describ-
ing. In Section 2, I will briefly discuss this finding and the choice it has forced
modern linguistic theories to make regarding their formal foundations. Section 4
delves more deeply into the generative power of TAG and compares it to that of
LFG.

When TAG is used in a linguistic capacity, a number of properties are generally
added to the basic formalism in order to better align it with certain theoretical
assumptions and to enable more natural or transparent analyses of particular
grammatical phenomena (e.g. the inclusion of feature structures on nodes to fa-
cilitate an analysis of agreement). In Section 3, I introduce some of the details
of the TAG formalism along with these linguistically-motivated theoretical as-
sumptions.

One important property generally assumed in linguistic applications of TAG is
known as lexicalisation, the property whereby each of the basic structures of
a grammar is associated with a single lexical item. Lexicalised grammars purport-
edly have a number of desirable traits, and I discuss lexicalisation in more detail
in Section 5. This property sets TAG apart from CFG-based formalisms such as
LFG, since the latter cannot in general be lexicalised – a perhaps surprising result
given the lexical focus of LFG.

Section 6 briefly compares the TAG and LFG approaches to the factoring out
of redundancies from grammars. TAG makes use of a so-called metagrammar,
a formal system used to produce grammars, which can capture high-level gen-
eralisations and make grammar engineering easier. LFG uses templates, which
are part of the grammar proper, and allow pieces of linguistic description to be
given names and reused.

Lastly, Section 7 considers the possibility of incorporating a TAG into the LFG
architecture, replacing the standard CFG-based description of c-structure. This
offers fertile new analytical possibilities, and has pleasing consequences for the
descriptive power of LFGmore generally, since it allows templates to be extended
to the domain of phrase structure, opening the door to a fully constructional LFG.

2 Moving beyond context-free grammars

Context-free grammars have played (and continue to play) a major role in the
development of syntactic theory at least since their formal elaboration in the
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1950s (Chomsky 1956), with their conceptual roots going back even further (at
least to e.g. Harris 1946, Wells 1947). However, there was also always a sneaking
suspicion that natural language syntax was formally more complex than CFGs
could describe. Nevertheless, by the early ’80s there had been no successful proof
of this fact (Pullum & Gazdar 1982). Bresnan et al. (1982) demonstrated that the
presence of cross-serial dependencies means that the dependency structure of
Dutch requires more than context-free power to describe, although owing to
the lack of morphological marking of such dependencies, the string language of
Dutch remains context free. It turns out, however, that Swiss German exhibits
the same cross-serial dependencies, but its nouns are case-marked, and since dif-
ferent verbs can assign different cases to their objects, this means that the depen-
dencies show up in the string language as well. Thus, greater-than-context-free
power is definitely needed to describe Swiss German (Shieber 1985). Since there is
no reason to suspect that speakers of Swiss German are biologically distinct from
speakers of other languages, or that some people would be intrinsically unable
to learn Swiss German as a first language, this means that the human language
faculty generally allows for languages which require greater than context-free
power to describe, and so CFGs alone are inadequate as the basis of a grammati-
cal formalism.

Given this fact, there are two different kinds of response for the syntactic the-
orist. We can either

1. replace the CFG with something more powerful; or

2. beef up the CFG with something extra, so that the combination is more
powerful.

Chomskyan generative grammar had already taken the second approach from
the start: the addition of transformations to a CFG base pushes the formalism
well beyond context-freeness, into the space of Type-0, unrestricted grammars
(Peters & Ritchie 1973). LFG similarly adds something extra to the CFG compo-
nent: in this case, a separate level of representation, f(unctional)-structure; the
combination of the two takes the formalism as a whole at least into the Type-1,
context-sensitive space (Berwick 1982 – although see Section 4).

However, in order to account for cross-serial dependencies, we do not need
a full-blown context-sensitive (or even more powerful) grammar. Instead, we
only need amoremodest mildly context-sensitive grammar (Joshi 1985). Such
grammars have the useful property, shared with context-free grammars, of being
parsable in polynomial time, unlike the (worst case) exponential parsing time
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of context-sensitive grammars (Joshi & Yokomori 1983, Vijay-Shanker & Joshi
1985), though they still go beyond the expressive power of CFGs in permitting
the description of cross-serial dependencies. Responses to the challenge of the
non-context-freeness of natural language which take approach number 1 above,
and replace the CFGwholesale, tend to do so with a formalismwhich is explicitly
mildly context sensitive, therefore, rather than anything more powerful. One ex-
ample of this is Combinatory Categorial Grammar (CCG: Steedman 1987, 2000);
another is TAG.1

3 An introduction to TAG

A TAG is a tree rewriting system which consists of a set of elementary trees
and the two operations of substitution and adjunction for combining them.
Substitution simply inserts one tree at the frontier of another (at a non-terminal
node), while adjunction inserts a tree inside another, attaching it at a non-frontier
node (more formal definitions of these processes will be given below).2

Most linguistic work in TAG now assumes a lexicalised version, LTAG (Sch-
abes et al. 1988), in which each tree is anchored by, i.e. has as its terminal node(s),
a single lexical item (which may still consist of several words, as in the case of
phrasal verbs, idioms, etc.). Similarly, while trees in a TAG (qua mathematical
formalism) can be of any size, in linguistic applications the general principle
applied is that trees should correspond to the extended maximal projection
(Grimshaw 2000, 2005) of a lexical item, i.e. the syntactic projection which in-
cludes all functional heads and the full argument structure of the item. Some
examples of elementary trees matching these restrictions are given in Table 1. In
this chapter, I will use “TAG” to refer specifically to this sub-class of lexicalised,

1In fact, things are a little more complex than this. In some definitions of mild context sensi-
tivity (e.g. Kallmeyer 2010: 23–24), “permutation-complete” languages like MIX (the language
consisting of the subset of {𝑎, 𝑏, 𝑐}∗ with an equal number of 𝑎s, 𝑏s, and 𝑐s; see Bach 1981) are
included (Salvati 2015, Nederhof 2016); in others (e.g. Joshi et al. 1991), they are not (Kanazawa
& Salvati 2012). TAG and CCG are in the class which does not contain MIX, and so Steed-
man (2019: 415) suggests they should be called slightly non-context-free to distinguish
them from the larger class which does contain MIX. Nothing in this chapter hinges on this
distinction, so I continue to use the more traditional “mildly context sensitive”, without taking
a position on whether or not this refers to the class of languages containing MIX or not.

2In the original formulation (Joshi et al. 1975), TAG only has one combining operation – ad-
junction. The addition of substitution, however, improves the descriptive capabilities of the
framework, making it easier to use for linguistic purposes, while leaving its formal expressive
power the same, since adjunction can be used to simulate substitution (Abeillé 1988: 7). In this
chapter I will therefore continue to assume that both operations are used.
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Table 1: Some elementary trees

Initial trees Auxiliary trees

NP

N

Benjamin

S

NP↓ VP

V

loves

NP↓
VP

AdvP

Adv

really

VP*

S

NP↓ VP

V

thinks

S*

linguistically-constrained TAG rather than merely to the mathematical formal-
ism, except where otherwise indicated.

Elementary trees come in two types, illustrated in Table 1. An initial tree is
one where all of the frontier nodes are either terminals or non-terminals marked
as substitution sites using the down arrow (↓).3 Substitution sites indicate
arguments of a predicate. An auxiliary tree is like an initial tree except that
one of the frontier nodes, called the foot node, shares the same label as the root,
and is marked with an asterisk (*). Auxiliary trees are combined with other trees
via adjunction, to be described below. When two elementary trees have been
combined, we have a derived tree, which can then be further manipulated just
like an elementary tree.

In the next two subsections, I introduce the two operations used to combine
trees in TAG: substitution and adjunction.

3.1 Substitution

When the root of a tree has a label which matches that of a non-terminal frontier
node in another tree, the first tree can be inserted at that frontier node in the
second; this is called substitution, and is the process normally used to combine a
predicate and its arguments. Example (1) shows this process schematically, while

3In fact, every non-terminal frontier node can serve as a substitution site, so the ↓-annotation
is formally redundant. Nevertheless, it is often included in expository text (if not in compu-
tational implementation) to make it clear at a glance that a tree does not represent a fully
completed derivation.
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(2) gives a linguistic example involving two cases of substitution: the derivation
for Benjamin loves Kasidy.

(1) Substitution (after Abeillé & Rambow 2000: 5)

A↓
S A ⇒

A

S

A

(2) S

NP↓
NP

N

Benjamin

VP

V

loves

NP↓
NP

N

Kasidy

⇒ S

NP

N

Benjamin

VP

V

loves

NP

N

Kasidy

A tree rewriting grammar which makes use of substitution alone is called a
Tree Substitution Grammar (TSG), and is at least weakly equivalent to a CFG
– that is, such grammars describe the same set of string languages (weak equiva-
lence), although there are some tree languages which can be described by a TSG
for which an equivalent CFG does not exist (so strong equivalence is not guaran-
teed).4 This is easy to see if we imagine converting a CFG into a TSG: all we do

4Any CFG can easily be converted into a TSG by simply turning each phrase-structure rule
into a tree rooted in the left-hand symbol with the right-hand symbols as daughters, as will be
illustrated in the text. But to convert a TSG into a CFG, it may be necessary to relabel some
nodes, since the dependency between a mother and its daughters may be tree-specific, and so
not hold generally (for example, it might be the case that only trees anchored by transitive
verbs have a VP dominating both a V and an NP node) – so the CFG might have to have more
non-terminal symbols than the TSG (e.g. VPtrans and VPintrans instead of just VP).
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is replace each phrase-structure rule with the equivalent tree which it describes
(cf. McCawley’s 1968 conception of phrase-structure rules as node admissibility
conditions, i.e. descriptions of trees). For example, the CFG in (3) corresponds to
the TSG in (4):

(3) S ⟶ NP VP
NP ⟶ Miles
VP ⟶ V
V ⟶ sighs

(4) S

NP↓ VP↓
NP

Miles

VP

V↓
V

sighs

Although TSGs and CFGs are formally very close (at least weakly equivalent),
there is an important theoretical difference between them: TSGs have an ex-
tended domain of localitywith respect to CFGs. Every rule in a CFG describes
a tree of depth 1, but trees in a TSG can be of arbitrarily large size, which means
that certain grammatical dependencies, like agreement or extraction, can be de-
scribed locally in a TSG (i.e. in a single elementary tree) when they cannot be in
a CFG (i.e. they cannot be described in a single rule). For example, the TSG in
(5) is equivalent to that in (4), except that now the verb and its subject are in the
same elementary tree, and so the agreement relationship between the two could
be described locally.

(5) S

NP↓ VP

V

sighs

NP

Miles

Many possibilities exist as to how to describe such a dependency – for example,
by using complex categories in the style of GPSG (onwhich seeGazdar et al. 1985),
or by using feature structures (on which see Section 3.3); but the point is that
however one chooses to represent this relationship, it can be described locally
in a TSG when it can only be described indirectly in a CFG, e.g. by percolating
features up from V to VP, thus making them visible to the S → NP VP rule which
introduces the subject.
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3.2 Adjunction

If we add adjunction, a second type of combining operation, to a TSG, we obtain
a TAG. While substitution allows a tree to be inserted at a frontier node of an-
other tree, adjunction allows insertion at a non-frontier node: the adjoining tree
expands the target node around itself. A tree which adjoins into another tree,
called an auxiliary tree, must therefore have at least one frontier node with the
same label as its root – this is called the foot node. The process of adjunction is
represented schematically in (6):

(6) Adjunction (after Abeillé & Rambow 2000: 9)

S

A

A

A∗ ⇒
A

S

A

A

Because of the requirement that the root and foot of an auxiliary tree have
the same label, such trees can be seen as factoring recursion out of the grammar.
Rather than having a cyclic path through the rewrite rules (as in a CFG), we have
a tree which directly encodes such a cycle (in (6), an A contained within an A),
which can then be added into a structure via adjunction. For this reason, such
auxiliary trees are used to model the recursive aspects of natural language syntax
– most notably modification and sentential embedding.

Modifiers such as adjectives and adverbs, but also e.g. relative clauses, are rep-
resented as auxiliary trees. For example, really is a VP-adverb which appears to
the left of the VP it modifies, and so is represented by the tree in (7):

(7) VP

AdvP

Adv

really

VP*
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To see this in use, consider the derivation for the sentence Benjamin really
loves Kasidy: after the substitutions shown above in (2) to generate Benjamin
loves Kassidy, we can then adjoin the tree from (7) at the VP node in the clause,
as in (8):

(8) S

NP

N

Benjamin

VP

V

loves

NP

N

Kasidy

VP

AdvP

Adv

really

VP∗
⇒ S

NP

N

Benjamin

VP

AdvP

Adv

really

VP

V

loves

NP

N

Kasidy

Of course, such a process can be repeated indefinitely many times, since there is
always still a tree-internal VP node available to be adjoined to, as in (9):

(9) S

NP

N

Benjamin

VP

AdvP

Adv

really

VP

V

loves

NP

N

Kasidy

VP

AdvP

Adv

really

VP∗
⇒ S

NP

N

Benjamin

VP

AdvP

Adv

really

VP

AdvP

Adv

really

VP

V

loves

NP

N

Kasidy

This accounts for the iterability of modifiers like really.
Another, perhaps more theoretically interesting, area of recursion in the gram-

mar is in the domain of subordination, i.e. sentential embedding. Verbs which
take sentential complements are represented as auxiliary trees, as in (10), for ex-
ample:
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(10) S

NP↓ VP

V

thinks

S∗

Notice that this means that sentential arguments are treated rather differently
from other arguments in TAG: while arguments are normally combined with
their governors by means of the former being substituted into the latter, sen-
tential arguments combine with their governors by means of the latter being
adjoined into the former – this is shown in (11):

(11)

S

NP

N

Benjamin

VP

V

loves

NP

N

Kasidy

S

NP

N

Jake

VP

V

thinks

S∗
⇒

S

NP

N

Jake

VP

V

thinks

S

NP

N

Benjamin

VP

V

loves

NP

N

Kasidy

For simple declarative sentences this is a rather unnecessary complication,
since the same effect could be achieved by making the foot node of the sentential-
embedding verb a substitution site instead. However, the factoring of recursion
into auxiliary trees interacts with another TAG principle – the local representa-
tion of syntactic dependencies. Owing to their extended domain of locality, it is
possible to represnt many kinds of syntactic dependencies locally (i.e. in a single
elementary structure) in TAG that would require some additional mechanism in
other frameworks. This principle extends to filler-gap relations as well, such as
that between a fronted focus phrase and its verbal governor, as in (12):

(12) Kassidy Benjamin loves (whereas Kira he merely likes).
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The tree in (13) represents the appropriate form of the verb loves, with its object
extracted:5

(13) S′
NP𝑖 ↓ S

NP↓ VP

V

loves

NP

𝑡𝑖
Through substitution alone, this can be used to derive (14):

(14) S′
NP𝑖
N

Kassidy

S

NP

N

Benjamin

VP

V

loves

NP

𝑡𝑖
But of course the distance between the fronted phrase and the gap can span
multiple clauses, and can be arbitrarily large, as shown in (15):

(15) Kassidy [Jadzia knows [Jake thinks … [Benjamin loves]]].

5The use of a trace in object position here is not an essential part of the TAG analysis, though
in practice it is common. One reason for this, as argued for by Kroch (1987) and Kroch & Joshi
(1985), is that empty elements allow for easier specification of some constraints on extraction in
terms of the topology of trees, rather than necessitating additional mechanisms, like functional
uncertainty and off-path constraints in LFG. A reviewer points out that traces are also useful in
the metagrammar (see Section 6 on this concept), since they allow tree fragments to be reused
more easily.

2079



Jamie Y. Findlay

Since sentential embedding verbs are treated as auxiliary trees, this poses no
problem – they are adjoined to the internal S node, and thus extend the distance
between the gap and the filler:

(16)

S′
NP𝑖
N

Kassidy

S

NP

N

Benjamin

VP

V

loves

NP

𝑡𝑖

S

NP

N

Jake

VP

V

thinks

S∗
⇒

S′
NP𝑖
N

Kassidy

S

NP

N

Jake

VP

V

thinks

S

NP

N

Benjamin

VP

V

loves

NP

𝑡𝑖
What is more, this can clearly be repeated: other trees can be adjoined at the

topmost S node, further increasing the distance between the filler and the gap.
Thus, a potentially quite radically non-local dependency, between the fronted
expression and its governing verb, can be expressed locally in the grammar, in
a single elementary tree, because the operation of adjunction allows for the dis-
tance between nodes in a tree to grow over the course of a derivation. This same
process can be applied to other kinds of filler-gap dependencies, such as wh-
questions and relative clauses, though for ease of exposition I have chosen not to
illustrate these here (since for these we must also account for things like subject-
auxiliary inversion and do-support).6 The TAG approach is in contrast to that of
many other syntactic theories which instead derive or infer the relation between
filler and gap via some additional syntactic mechanism, be that movement or, in
the case of LFG, a functional uncertainty path.

3.3 Expressing constraints

Adjunction of an auxiliary tree, which has a root and foot node with the same
label, captures the effects of recursion in other formalisms. However, once an
auxiliary tree has been adjoined in, there will be two nodes with the same la-
bel where there was previously just one. This means that if we adjoin the same

6The interested reader should consult the detailed analyses of these and other constructions in
English provided by the XTAG project (XTAG Research Group 2001).
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tree again (e.g. as in (9), where we adjoin really twice), there are two distinct
possible targets (and after that adjunction there will be three, etc.). This has the
potential to dramatically complicate parsing, since there will be multiple distinct
possible derivations for the same tree (without there also being a genuine am-
biguity of interpretation), and so we would like a means of controlling where
adjunction takes place. TAG originally did this by using local constraints on ad-
junction (Joshi 1987: 100ff.), annotations added to the nodes of elementary trees
indicating which auxiliary trees can be adjoined there. If the list of adjoiners is
empty, we have a null adjunction (NA) constraint, which prohibits adjunction
at the node. If the list is non-empty, then we have a seletive adjunction (SA)
constraint, which limits the trees which can adjoin. There are also obligatory
adjunction (OA) constraints, which are like SA constraints except that one of
the listed trees must be adjoined at the annotated node. In classic TAG, this is
achieved simply by a diacritic indicating that the constraint is an OA one rather
than an SA one. We will see below how this can be achieved in a less stipulative
way by making use of feature structures.

Using these constraints, we can avoid having multiple possible parses for sen-
tences by marking the foot node of auxiliary trees with an NA constraint (as is
done in the XTAG grammar of English, for example – XTAG Research Group
2001). This means we do not add an extra potential target for adjunction each
time such a tree is adjoined in, since only the root of the auxiliary tree is avail-
able for further adjunction.

In addition to this practical motivation, adjunction constraints play a crucial
theoretical role: they are a vital part of what makes TAGmildly context sensitive.
Without adjunction constraints, the formalism is still more powerful than a CFG,
but there are several mildly context-sensitive languages which it cannot express,
such as the copy language {𝑤𝑤 | 𝑤 ∈ Σ∗}, or the language {𝑎𝑛𝑏𝑛𝑐𝑛 | 𝑛 ≥ 0}, also
called count-3 (Kallmeyer 2010: 27, 58; we return to count-3 in Section 4).

Let us now consider an example illustrating the linguistic utility of selective
and obligatory adjunction constraints. Vijay-Shanker (1987: 134–135) considers
non-finite sentential complements such as (17):

(17) John tried [PRO to leave].

Assuming the subordinate clause has the tree in (18), our analysis needs to do two
things: ensure that such clauses cannot appear on their own as full sentences –
as illustrated in (19) – and ensure that they can be embedded only under verbs
that select for infinitival forms – as illustrated in (20).
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(18) S

NP

PRO

VP

to leave

(19) *To leave.

(20) a. John tried to leave.
b. *John imagined to leave.

In other words, something must be adjoined into the root node S (an OA con-
straint), and that something must only be a sentential embedding verb that se-
lects for a non-finite complement clause (an SA constraint).
Originally, these constraintswere simply seen as listings of (permitted/required)

auxiliary trees, but this is not particularly linguistically illuminating, and also
difficult to maintain for a grammar writer. This is remedied in later TAG work
through the use of feature structures. It is common to associate nodes with fea-
ture structures in CFG-based grammars (e.g. in GPSG – Gazdar et al. 1985) in
order to represent grammatical features such as case, number, tense, etc. Indeed,
this is what LFG’s f-structures do too (although there multiple structures from
different nodes are merged into one). However, in a TAG, we cannot guarantee
the integrity of each node in the tree: through adjunction, it may be split up into
two nodes, corresponding to the root and foot nodes of an auxiliary tree. For this
reason, in feature structure-based TAG (FTAG: Vijay-Shanker 1987: ch. 5; Vijay-
Shanker & Joshi 1988), each node is associated with a pair of feature structures,
called the top and bottom feature structures. The top features refer to the rela-
tion of the node to its siblings and its ancestors, i.e. the view from above the node
in a tree. The bottom features refer to its relation to its descendants, i.e. the view
from below (Vijay-Shanker 1987: 129). Ultimately, the top and bottom features
of a node must unify, to give a single description of the properties of that node.
However, during the course of a derivation, adjunction may split up the node so
that it is now two nodes instead; in that case, its top features will be unified with
the top features of the root of the auxiliary tree involved, and its bottom features
will be unified with the bottom features of the auxiliary tree’s foot node. This is
shown schematically in (21):
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(21) Adjunction in FTAG (after Vijay-Shanker 1987: 130)

S

A𝑡𝑛𝑏𝑛
A𝑡root𝑏root
A
𝑡foot𝑏foot

⇒ S

A𝑡root ⊔ 𝑡𝑛𝑏root
A
𝑡foot𝑏foot ⊔ 𝑏𝑛

Substitution is simpler, since the root node of the substituted tree is simply iden-
tified with the substitution site, and so both top and bottom feature structures
unify, as shown in (22):7

(22) Substitution in FTAG

A𝑡𝑛𝑏𝑛

S A𝑡𝑚𝑏𝑚 ⇒
A

S

A𝑡𝑛⊔ 𝑡𝑚𝑏𝑛⊔ 𝑏𝑚
These feature structures can be used to enforce various linguistic constraints.

For example, we can enforce subject agreement in initial trees for verbs by speci-
fying number and person features on the subject NP position. More interestingly,
we can use features to account for the constraints on adjunction discussed above.
Because the features associated with whatever tree is adjoined at a node have to
unify appropriately with its top and bottom features, we can control which trees
are compatible by giving them (mis)matching features which make unification
possible or not. What is more, we can give a more principled account of obliga-
tory adjunction constraints by making the top and bottom features of a particu-
lar node incompatible with one another. This means that unless adjunction takes
place and the node is split up, unification will be impossible, and the derivation
will fail. Returning to our example from above, (23) shows the tree from (18) with
two added feature annotations:

7The diagram in (22) follows Vijay-Shanker’s (1987) original formulation, where substitution
sites also contain bottom features. In much other work using FTAG, this is not the case, so 𝑏𝑛
in (22) would be absent, and the final bottom features of A in the derived tree would simply be𝑏𝑚 (XTAG Research Group 2001: 13). This is of course equivalent to (22) with 𝑏𝑛 instantiated as
the empty feature structure.
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(23) S[tense+][tense−]
NP

PRO

VP

to leave

Since these features are incompatible and cannot unify, we have achieved the
first of our goals, which is to ensure that this tree cannot appear on its own –
i.e., to implement an OA constraint. Owing to the feature mismatch, this tree is
illicit unless something adjoins to the root node. To achieve the SA constraint,
we need to consider the elementary trees of verbs like tried and imagined. In (24)
and (25) we present them with just the relevant features added:

(24) S[tense+]
NP↓ VP

V

tried

S∗[tense−]

(25) S[tense+]
NP↓ VP

V

imagined

S∗[tense+]

The difference between the two verbs is that tried selects for a non-finite, un-
tensed, complement clause, whereas imagined selects for a tensed one – this is
indicated by the top features on their foot nodes. If we attempt to adjoin imagined
into the tree for the subordinate clause in (23), then we end up with mismatching
features on the foot node, which means they cannot unify, and the tree remains
illicit, as shown in (26):
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(26) S[tense+][tense+]
NP↓ VP

V

imagined

S[tense+][tense−]
NP

PRO

VP

to leave

If we adjoin the tree for tried, however, then there is no mismatch, and the deriva-
tion succeeds.

If we allow a fully-fledged unification-based feature system in FTAG, with re-
cursive feature structures of potentially unbounded size, then FTAG becomes
undecidable (Vijay-Shanker 1987: 155f.). This is a very bad result given the empha-
sis that TAG places on tractable, polynomial parsing. For this reason, the feature
structures in FTAG are more restricted, and do not permit recursion/re-entrancy,
which makes them quite unlike LFG’s f-structures.

3.4 Derivation trees and dependencies

In a CFG as classically conceived, the familiar phrase-structure tree is in fact a
representation of the derivation, i.e. of the process by which the output, namely
the string, was produced. TAGs also have these derivation trees, representing
the way in which trees were combined during a derivation – but, of course, in
a TAG, the output of the derivation is already a tree, called the derived tree to
set it apart. The derived tree represents word order, constituency, and category
information, like LFG’s c-structure. So what linguistic information does a TAG
derivation tree encode? Since each elementary tree in a (lexicalised) TAG corre-
sponds to a lexical item, the derivation tree actually represents relations between
lexical items, and so has much in commonwith a dependency grammar represen-
tation of the sort illustrated by Meaning-Text Theory (Mel’čuk 1988), the more
contemporary Universal Dependencies project (UD: Nivre et al. 2016), or, indeed,
an LFG f-structure (on the relationship between dependency grammars and LFG,
see also Haug 2023b [this volume]).
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A derivation tree for Benjamin really loves Kasidy, the derivation for which
was shown in (2) and (8), is given in (27) (cf. Joshi & Schabes 1997: 74ff.):

(27) love

Benjamin Kasidy really

1
2.2

2

Here nodes are labelled with the lexeme corresponding to the elementary tree
in question. Whenever a tree is substituted or adjoined into another tree, it be-
comes its daughter in the derivation tree. The derivation tree in (27) shows that
three trees, corresponding to Benjamin, Kasidy, and really, were combined with
the tree for love. Each edge is also labelled, standardly with a node address which
indicates where the tree was substituted or adjoined.8 However, we can equally
well use different labels, such as assigning grammatical function names to ar-
gument positions and then treating other positions as adj (cf. Rambow & Joshi
1997: 175). This would give us the derivation tree in (28) instead of (27), making
the parallel with dependency structures quite explicit:

(28) love

Benjamin Kasidy really

subj
obj

adj

Rambow & Joshi (1997) discuss the relationship between TAG and dependency
grammars in more detail.

Unfortunately, the TAG treatment of sentential embedding somewhat under-
mines the neat parallel between derivation trees and dependency structures (Ram-
bow et al. 1995, 2001). Recall that arguments are normally substituted into their
governors, but that clausal complements have their governors adjoined into them.
This reverses the normal dependency relations, andmeans that “(standard) LTAG
derivation trees do not provide a direct representation of the dependencies be-
tween the words of the sentence, i.e., of the predicate-argument andmodification
structure” (Rambow et al. 2001: 117, emphasis in original). To see why this is so,
consider the derivation tree for (11), Jake thinks Benjamin loves Kasidy:

8These are so-called Gorn addresses (Gorn 1967). The root has the address 0 (or sometimes 𝜖,
i.e. the empty string), the 𝑘th child of the root (reading left-to-right) has the address 𝑘, and for
all other nodes, the 𝑞th child of a node with address 𝑝 has the address 𝑝.𝑞 (Joshi & Schabes
1997: 75).
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(29) love

Benjamin Kasidy think

Jake

In (30) think is a dependent of love, because the think tree is adjoined into the
love tree, when of course in any real dependency grammar the relation would be
reversed:

(30) think

Jake love

Benjamin Kasidy

There are technical means of handling this unhappy result (see e.g. Joshi &
Vijay-Shanker 2001, Kallmeyer & Kuhlmann 2012), but it nevertheless makes the
parallel with dependency structures rather less direct. All the same, we might be
tempted to see the division of labour between derived trees and derivation trees
in TAG as analogous to that between c-structure and f-structure in LFG, where
the former represents constituency, word order, and category information, and
the latter encodes a sentence’s dependency structure. This is certainly true to
a point, but the parallel is imperfect, because f-structure also represents other
information beyond the dependency structure of a sentence – syntatic features
like person, number, tense, aspect, etc., which in TAG are encoded in the fea-
ture structures associated with each node instead. Still, one thing that derivation
trees and f-structures have in common is that they are both seen as the appro-
priate level of representation to serve as input to the semantic component of the
grammar.

3.5 Semantics

There have been a variety of different proposals for interfacing TAG with a se-
mantic theory, and space precludes a full presentation here. Nonetheless, this
section gives a (superficial) overview of the relevant literature, so that the inter-
ested reader can investigate further.
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An early proposal for doing semantics with TAG makes use of Synchronous
TAG (STAG: Shieber & Schabes 1990). In STAG, elementary trees from one gram-
mar are paired with those from another, and links are established between indi-
vidual nodes in those trees. Then, when adjunction or substitution applies in one
grammar, it must also take place in the other, at the linked node, and using the
equivalent, paired tree. By pairing a TAG grammar with a tree-based semantic
representation, we can therefore implement a “rule-to-rule” approach to seman-
tic derivation (to use Bach’s 1976 terminology).9 Nothing requires the paired trees
to be isomorphic, so on the syntactic side it is the structure of the derivation tree,
not the derived tree, which determines the meaning. Although this approach
has largely fallen out of favour in TAG circles, see Nesson & Shieber (2006, 2007,
2008) for a modern revival.

Another approach which uses the derivation tree as the basis for semantic in-
terpretation is that of Joshi & Vijay-Shanker (2001). Here elementary trees are
associated with triples of semantic expressions, the first of which specifies the
main variable of the predication, the second of which gives the predicate with its
arguments, and the third of which specifies which argument variables are asso-
ciated with which nodes in the tree. When a tree is substituted into another tree,
its main variable is identified with the corresponding argument variable in the
target tree’s semantics (special consideration has to be made for adjunction, as
discussed above: the order of dominance in the derivation tree will be different
for sentential vs. non-sentential complements – see Joshi & Vijay-Shanker 2001:
152f.). Since this makes use of a unification-based semantics, the order of combi-
nation of the elementary trees is irrelevant, and the derivation tree thus offers an
appropriate level of representation, since it abstracts away from order, and sim-
ply says how and where trees were combined. This unification-based approach
has been developed more recently by Laura Kallmeyer and colleagues, introduc-
ing a new focus on underspefication (Gardent & Kallmeyer 2003, Kallmeyer &
Joshi 2003, Kallmeyer & Romero 2004, 2008). This has also been integrated with
Frame Semantics (Kallmeyer & Osswald 2013).

In LFG, the de facto standard approach to the syntax-semantics interface is
Glue Semantics (Asudeh 2023 [this volume]). Observing that, for example, the
operation of function application as used in natural language semantics is order
insensitive, and that quantifier scope ambiguities show that semantic interpreta-
tion does not (always) respect the constituent structure of a sentence (see Asudeh
2012: ch. 5), Glue rejects c-structure as the appropriate level of input to seman-
tics, and uses (a projection of) f-structure instead (where order is irrelevant and

9Alternatively, by pairing two TAG grammars from different languages, we can implement a
machine translation system – see Abeillé et al. (1990).
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many c-structure hierarchies are collapsed). Thus, as in TAG, it is the dependency
structure, not the phrasal structure, which is taken as relevant for semantic in-
terpretation. Interestingly, however, one of the only examples of TAG theorists
criticising the derivation-tree-based approach to semantic interpretation is when
Glue Semantics has been combinedwith TAG (Frank& vanGenabith 2001). Frank
& van Genabith argue that the derivation tree is not suitable as the input to se-
mantic interpretation, mostly on the basis that, as discussed above, it provides
the wrong dependency structure, and they instead make use of the derived tree
in their Glue-based framework.

3.6 The big picture

Linguistic theories based on TAG have two key properties (Joshi & Schabes 1997:
95f.):

1. Extended domain of locality: Since TAG elementary trees encompass
the whole extended projection of a lexical item, dependencies which in
a simple CFG-based grammar would be spread across multiple rules, e.g.
agreement, can be expressed “locally” in a TAG (i.e. in the same elementary
structure). This is what enables a TAG to lexicalise a CFG (see Section 5).

2. Factoring recursion from the domain of dependencies: Relatedly, the
elementary trees are the structures over which the vast majority of depen-
dencies are stated, and that includes filler-gap relations. Such dependencies
are therefore local in nature, but can become long distance via the adjunc-
tion operation. Recursion is thereby factored out of the domain over which
these dependencies are initially stated.

This approach is summed up by Bangalore & Joshi (2010: 2) in the slogan “com-
plicate locally, simplify globally”. That is, local, elementary representations are
where almost all linguistic constraints are stated, meaning that they can become
quite complex, but the payoff is that the composition of elementary trees can be
achieved by just two, very general, operations: substitution and adjunction. This
also means that cross-linguistic variation is entirely a matter of what elementary
trees a grammar contains, a position very much in keeping what Baker (2008:
353) calls the Borer-Chomsky Conjecture, after Borer’s (1984) proposal and
Chomsky’s (1995) later adoption of it, whereby parametric variation is restricted
to the lexicon.

How does this compare with LFG? The second property certainly divides the
frameworks: LFG grammars include recursive c-structure rules, and filler-gap
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dependencies are expressed syntactically, not lexically. This means, moreover,
that the lexicon is not the only source of complexity in LFG grammars; many
constructions are analysed as instantiating complex annotated phrase structure
rules (see e.g. the analysis of long-distance dependencies in Dalrymple et al. 2019:
ch. 17). There is more overlap between the two frameworks when it comes to the
first property. Via the parallel projection architecture (see Belyaev 2023b: sec. 5
[this volume]), LFG does obtain an extended domain of locality: for example,
agreement can be encoded locally in the agreement controller’s lexical entry via
the use of paths through f-structure (see Haug 2023a [this volume]). However,
since c-structure is generated by a CFG, any non-local dependencies between c-
structure nodes (i.e. those spanning more than one “generation” in the tree) can
only be expressed indirectly via other levels of representation. That is, we have
no extended domain of locality at c-structure per se, only parasitically via other
levels. To the extent that phrasal constructions larger than a tree of depth 1 are
objects we want to be able to represent in the grammar, this is a shortcoming.
We return to this point in Section 7.2.

Construction Grammar (CxG: Fillmore et al. 1988, Goldberg 1995, 2006, Kay
& Fillmore 1999, Boas & Sag 2012, Hoffmann & Trousdale 2013, i.a.) of course
considers such objects as basic to linguistic theorising, and for this reason it has
been argued that TAG is a natural means of formalising CxG (Lichte & Kallmeyer
2017). For example, among the properties of constructions listed by Fillmore et al.
(1988: 501), one is that they “need not be limited to a mother and her daughters,
but may span wider ranges of the sentential tree” – precisely the enlarged defi-
nition of locality which a TAG provides, and which LFG denies (at least directly).
TAG has a natural means of representing both “formal” and “substantive” idioms,
to use Fillmore et al.’s (1988) classification: formal idioms can be included in the
set of trees associated with each lexical item of the appropriate class (Lichte &
Kallmeyer 2017: 208f.), and substantive idioms can be represented as elementary
trees in their own right (Abeillé 1995). While LFG can quite well represent for-
mal idioms at the more schematic end of the scale (see e.g. Asudeh et al. 2013), it
struggles with substantive idioms, precisely because it lacks an extended domain
of locality at c-structure (Findlay 2023: sec. 4).

4 Generative capacity

TAG was designed specifically as a formalism with only mildly context-sensitive
power (in the technical sense of Joshi 1985). Thismeans there are languages out of
the reach of context-free grammars that TAGs can describe, but also that there are
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languages properly considered context sensitive which TAG cannot. Such a con-
strained expansion into the context-sensitive space enables parsing algorithms
for TAG to preserve the computationally appealing property of a polynomial run
time.

As a simple demonstration of the increased generative capacity of a TAGwhen
compared to a CFG, consider the artificial formal language {𝑎𝑛𝑏𝑛𝑐𝑛 | 𝑛 ≥ 0}, also
known as count-3 – that is, the language which contains all strings consisting
of some number of 𝑎s followed by the same number of 𝑏s, then the same number
of 𝑐s. Partee et al. (1990: 497) demonstrate through application of the pumping
lemma for context-free languages that count-3 is not context free. By contrast,
there is a quite straightforward TAG grammar for count-3, shown in (31):10

(31) S

𝜖
SNA

a S

b S∗NAc

So, we can see that TAGs are more powerful than CFGs. They are not, however,
very much more powerful. There are many kinds of language which they cannot
describe, including those which it has been shown can be described by similarly
modest extensions to context-free grammars. One example of this is the language
MIX (Bach 1981), mentioned in footnote 1, which consists of all permutations
of each string in the set {𝑎𝑛𝑏𝑛𝑐𝑛 | 𝑛 ≥ 0}, i.e. any number of 𝑎s, 𝑏s, and 𝑐s, in
any order, provided there is the same number of each. Salvati (2015 – originally
circulated as a technical report in 2011) showed thatMIX is in the class of multiple
context-free languages, where a multiple context-free grammar (MCFG) is itself
a mildly context-sensitive grammar formalism, for which the parsing problem is
also decidable in polynomial time. However,MIX is not a tree-adjoining language,
as conjectured by Joshi et al. (1991) and proved by Kanazawa & Salvati (2012): so
there are languages which are only slightly within the context-sensitive space
and which are still not describable by a TAG. More generally, although count-3
and count-4 (i.e. {𝑎𝑛𝑏𝑛𝑐𝑛𝑑𝑛 | 𝑛 ≥ 0}) are tree-adjoining languages, count-5 is not
(Joshi 1985: 223f.).

10Recall that a node annotated with “NA” bears a null adjunction constraint – see Section 3.3. As
mentioned above, without adjunction constraints, TAG becomes less expressive, and cannot
describe count-3: see Kallmeyer (2010: 222) for a proof.
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The carefully constrained computational complexity of TAG is in marked con-
trast to the situation in LFG (although see below for attempts to constrain the
power of the LFG formalism). Whereas the class of tree-adjoining languages is
equivalent to that of the mildly context-sensitive languages (or, perhaps, the
slightly non-context-free languages: see fn. 1), the languages described by LFGs
are equivalent to the class of recursively enumerable languages (Nakanishi et al.
1992). This has the expected deleterious effect on computational complexity: the
parsing problem for LFGs is NP-complete (Berwick 1982), and so, in the worst
case scenario, computationally intractable (assuming P ≠ NP).

There have been attempts to remedy this situation, however. While the LFG
formalism as a whole may be computationally very complex, some of the proper-
ties responsible for this are not relevant for the description of natural languages
– this opens the possibility that the formalism could be constrained to allow
tractable parsing (i.e. in polynomial time) while still preserving its usefulness
as a tool for describing natural languages. Seki et al. (1993) propose one such re-
striction, which limits the kinds of functional annotations permitted on c-struc-
ture nodes, and the number of nodes which can correspond to a single f-structure.
This successfully buys tractability for the resulting formalism, but at a heavy the-
oretical cost: many staple aspects of LFG analyses are no longer available, includ-
ing the very common ↑ = ↓ head-sharing annotation, or functional control equa-
tions like (↑ xcomp subj) = (↑ subj). More recently, Wedekind & Kaplan (2020)
have addressed this limitation, describing amore expressive but still tractable ver-
sion of the LFG formalism, which is provably equivalent to a Linear Context-Free
Rewriting System (LCFRS), and therefore in the mildly context-sensitive space.
(See also Kaplan & Wedekind 2023 [this volume] and references therein for dis-
cussion of the formal and computational properties of LFG.) This approach only
covers the original LFG formalism of Kaplan & Bresnan (1982), however, and it
remains to be seen whether certain extensions to this basic formalism, such as
functional uncertainty (Kaplan et al. 1987, Kaplan & Zaenen 1989), can be accom-
modated as straightforwardly in this new approach.

One point worth noting is that even in the absence of a tractable version of
LFG, this contrast between TAG and LFG should not automatically be viewed as
a failing on the part of the latter. In fact, it reflects a rather deep meta-theoretical
question: do we want the formalism itself to say something interesting about
the class of natural languages? The view embodied by TAG is that we should
be interested in “finding a grammar formalism that, by itself, gives already a
close characterization of the class of natural languages” (Kallmeyer 2010: 7).11 By

11This view is also shared by Combinatory Categorial Grammar (CCG: Steedman 2000) and
Multiple Context Free Grammars (MCFGs: Seki et al. 1991), among others.
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contrast, the view embodied by LFG is that “it is the theory that imposes the
constraints, not the language in which the theory is expressed” (Pollard 1997:
9).12 In theoretical terms, at least, it does not seem obvious that one approach is
better than the other – they are merely different perspectives on the problem.13

5 Lexicalisation

I mentioned at the start of Section 3 that linguistic applications of TAG assume
that the grammar is “lexicalised”. Abeillé & Rambow (2000: 7) give the following
definition of this term (emphasis in original):

We will call a grammar lexicalised if every elementary structure is associ-
ated with exactly one lexical item (which can consist of several words), and
if every lexical item of the language is associated with a finite set of elemen-
tary structures in the grammar.

In contrast to (L)TAG, LFG grammars are not in general lexicalised, which is per-
haps somewhat surprising givenwhat the “L” in “LFG” stands for. Although there
is a focus in LFG on the lexicon as a richly structured respository of grammatical
information, there is no requirement that this information cannot be expressed
through non-lexical means. This section begins by sketching the potential for lex-
icalising CFG-based formalisms, like LFG, and then explores what the potential
advantages of lexicalised grammars are.

In general, CFGs are not lexicalised. For example, the toy grammar in (3), re-
peated below, is not lexicalised, since the first and third rules are not associated
with any lexical item – they consist purely of non-terminals.

(3) S ⟶ NP VP
NP ⟶ Miles
VP ⟶ V
V ⟶ sighs

12This view is also shared by Head-Driven Phrase Structure Grammar (HPSG: Pollard & Sag
1994) and Minimalism (Chomsky 1995), among others.

13Of course, from a more practical point of view, it matters very much whether a formalism is
tractable if it is to be used in some natural language processing task. However, there is already
a very successful computational implementation of LFG in the form of the Xerox Linguistic En-
vironment (XLE: Kaplan & Newman 1997; Crouch et al. 2011), which employs various “packed
computation” (Lev 2007) heuristics to ensure efficient parsing (Maxwell & Kaplan 1989, 1993,
1996). So whatever limitations may exist in principle, they do not necessarily apply in practice.
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Since LFG is based on a CFG, via c-structure, LFG grammars standardly make
use of many non-lexicalised rules like these, which means that LFG grammars
are generally not lexicalised.

It is possible to convert a non-lexicalised grammar into a lexicalised one, but
this can require a change to the formalism used. We can speak of one grammar
(weakly or strongly) lexicalising another if the former is (weakly or strongly)
equivalent to the latter, except that the former is lexicalised whereas the latter
is not.14 For example, the Tree Substitution Grammar shown above in (5), and
repeated below, strongly lexicalises the grammar in (3), since each elementary
object in (5) is associated with a lexical item, and the grammar describes the same
string and tree language as (3).

(5) S

NP↓ VP

V

sighs

NP

Miles

Sometimes it is possible to use a CFG to strongly lexicalise another CFG, but it
turns out that this cannot be guaranteed in principle. For, although there is a way
of converting any CFG into so-called Greibach normal form (Greibach 1965),
where the right-hand side of each rule begins with a terminal symbol – thereby
lexicalising the grammar – such grammars do not in general generate the same
set of trees as the grammars they normalise, since they will include different
(and many more) rules. That is, converting a CFG into Greibach normal form
only weakly lexicalises it. The extended domain of locality of a TSG/TAG allows
us to avoid this problem, however, and makes tree grammars like this “naturally”
lexicalised (Schabes et al. 1988: 579). In fact, to strongly lexicalise an arbitrary
CFG, we require a TAG, not simply a TSG (see Kallmeyer 2010: 22f. for a proof).
And although a TSG may be sufficient to lexicalise many linguistically relevant
CFGs, it places syntactically undesirable restrictions on the resulting grammar,

14Two (classes of) grammars are weakly equivalent if they describe the same (sets of) string
languages (though the corresponding (sets of) tree languages may differ). They are strongly
equivalent if they also describe the same (sets of) tree languages.
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and so a TAG is preferable here too (Schabes et al. 1988: 579; Schabes 1990: ch. 1).
But why should we care whether a grammar is lexicalised or not?

One early advantage touted for lexicalised grammars was based on parsing. In
a lexicalised grammar, a given sentence can contain at most as many elementary
structures as there are words in the sentence. Since each lexical item is associated
with a finite number of elementary structures, this also means that the number
of analyses for the sentence is finite, thus guaranteeing that the recognition prob-
lem is decidable (Schabes et al. 1988: 581f.). As Kallmeyer (2010: 21; emphasis in
original) puts it, “[l]exicalized grammars are finitely ambiguous, i.e., no sequence
of finite length can be analyzed in an infinite number of ways”. However, in prac-
tice, the dangers of non-terminating parses are virtually non-existent in sensibly-
written natural-language grammars, and so this advantage is not so great as it
may seem.15

A related claim is that lexicalised grammars assist parsing because “parsing
need consider only those trees of the grammar that are associated with the lexical
symbols in the input string” (Eisner & Satta 2000: 79f.), rather than searching the
whole grammar, and so the specific words used in a sentence “help to restrict
the search space during parsing” (Kallmeyer 2010: 20). Once again, however, this
argument carries less practical weight than it might seem, since parsing times for
TAG grammars are actually rather slow: the best parsing algorithms for TAGs
have a time complexity of 𝒪(𝑛6), as opposed to 𝒪(𝑛3) in the case of CFGs, for
example (Kallmeyer 2010: ch. 5).16

There are, however, more theoretical reasons to be interested in lexicalised
grammars. Firstly, it is by virtue of lexicalisation that the derivation tree of a
sentence corresponds to its dependency structure (Kuhlmann 2010: 4ff.), as dis-
cussed in Section 3.4. Because each elementary object in a lexicalised grammar
corresponds to a lexical item, by tracking the combination of those objects we are
in fact tracking the combination of lexical items. Especially given the recent in-
terest in dependency grammars prompted by the Universal Dependencies project
(Nivre et al. 2016), it is clearly advantageous if our formalism has a transparent
connection to dependency structures (see also Haug 2023b [this volume] on the
relationship between LFG and dependency grammars).

Secondly, a lexicalised grammar fits very well with a lexicalist view of syntac-
tic theory. Since the 1970s (at least since the publication of Chomsky 1970), there

15My thanks to Adam Przepiórkowski and Timm Lichte for discussion of this point.
16Although this is true of TAGs in general, if our only concern is lexicalising an existing CFG-
based grammar, then we could likely devise a parser specialised for TAG grammars that lex-
icalise CFGs which would have a complexity below 𝒪(𝑛6). My thanks to a reviewer for this
observation.
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has been a trend in linguistic theory towards giving lexical analyses of many phe-
nomenawhichwere previously treated as purely syntactic. Indeed, driven by this
trend, a plethora of linguistic frameworks have emerged which very deliberately
place the lexicon front and centre, treating it as a “richly structured” object, and
assuming “an articulated theory of complex lexical structure” (Dalrymple 2001: 3)
– this includes LFG, as well as (to a greater or lesser extent) Generalized Phrase
Structure Grammar (GPSG: Gazdar et al. 1985), Head-Driven Phrase Structure
Grammar (HPSG: Pollard & Sag 1994, Müller & Wechsler 2014), Combinatory
Categorial Grammar (CCG: Steedman 2000), Minimalism (Chomsky 1995), and
others. Such a focus on the richness of the lexicon is in stark contrast to the his-
torically more prominent view of it as a mere “collection of the lawless”, to use
Di Sciullo & Williams’s (1987: 4) term, where it is simply a repository of excep-
tions, “incredibly boring by its very nature”, about which “there neither can nor
should be a theory” (ibid.: 3f.). Given that a lexicalist syntactic theory assumes a
richly detailed lexicon, in its most parsimonious form this is all it would require,
the syntactic component being encoded in the lexical entries themselves. In fact,
this is just what lexicalisation provides: in TAG, for example, aside from the ba-
sic operations of adjunction and substitution, any other grammatical constraints
are described in the elementary trees of lexical items; that is, in the lexicon. In
a lexicalised grammar, the lexicon essentially is the grammar.17 This means that
every language shares the same computational component, and the only differ-
ences between languages are in the lexicon (cf. the Borer-Chomsky Conjecture,
mentioned above). This is unlike LFG, for example, where languages differ both
in their lexica and in the set of c-structure rules they employ.

6 Factoring out redundancies

Natural language grammars involve a large amount of redundancy: for example,
the TAG elementary trees for loves and thinks shown in Table 1 are identical ex-
cept for their lexical anchors and for the fact that loves takes an NP complement
where thinks takes an S complement. Similarly, all proper nouns will have ele-
mentary trees like Benjamin, and all VP adverbs will have elementary trees like
really, except they may follow rather than precede the VP they modify (i.e. the

17Note that it is possible to collapse the lexicon/grammar distinction without also collapsing
the word/phrase (or, equivalently, morphology/syntax) distinction: the processes which build
word forms, i.e. the leaf nodes of elementary trees in TAG, need not be the same as those which
build derived trees in the syntax. Thus, the formal language theory objections to Construction
Grammar presented by Asudeh et al. (2013: 4f.) are only objections to the most radical version
of the theory, and need not be taken as objections to constructional approaches generally.
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order of the foot node VP* and the AdvP node may be reversed). There is less re-
dundancy when it comes to trees in an LFG grammar, because elementary trees
are broken down into smaller-scale phrase-structure rules, but there is plenty of
repetition in functional descriptions, where, for example, all 3sg verbs in Eng-
lish will bear the same annotations describing the person and number of their
subjects.

Such redundancy or repetition is unavoidable, but it brings with it two undesir-
able properties: firstly, from a theoretical perspective, it means that certain gen-
eralisations may not be expressed; e.g. there are things that thinks and loves have
in common, such as requiring a 3sg subject, and so it is not a mere coincidence
that there is overlap in their TAG elementary trees or in their LFG functional de-
scriptions. But nowhere in either grammar is this generalisation expressed qua
generalisation. Secondly, from a grammar engineering perspective, this kind of
redundancymakes updating and extending grammars very difficult: if we change
how we analyse a particular phenomenon, we have to make sure we change ev-
ery instance of it in the grammar (e.g. change every transitive elementary tree);
and if we introduce a new feature to deal with some new phenomenon, we have
to make sure it is handled correctly in all the existing structures, by manually
adapting them one by one. This is clearly likely to lead to inconsistencies and
inaccuracies due to human error.

It is therefore desirable to find a means of factoring out redundancies from a
grammar, and expressing the generalisations they capture in a single place. Both
LFG and TAG have a means of achieving this. In TAG, it is common practice
to make use of a metagrammar, essentially a grammar responsible for gener-
ating grammars, where such redundancies can be described just once. Candito
(1996, 1999) was one of the first to develop such a metagrammar;18 her version
describes elementary trees along three dimensions: 1) subcategorisation (i.e. how
many arguments a verb selects for), including the canonical syntactic functions
of the subcategorised arguments; 2) valency alternations/redistribution of syntac-
tic functions; i.e. the actual syntactic function of the arguments; 3) the surface
syntactic manifestation of these functions. Each of these dimensions is described
by an inheritance hierarchy, and the classes of the metagrammar, corresponding
to specific linguistic constructions, such as the English by-passive, inherit from

18Candito’s approach was the first to make use of non-destructive inheritance hierarchies, a
move which has served as the basis for more modern metagrammar implementations (such as
XMG, to be introduced below), but it was not the first to tackle the question of factoring redun-
dancies from TAG grammars. Earlier approaches (Becker 1994 and Srinivas et al. 1994), how-
ever, make use of (destructive) lexical rules, which has made them less appealing to researchers
who prefer a monotonic approach (I thank a reviewer for bringing this to my attention).
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one of the terminal classes in the first dimension, one of the terminal classes in
the second dimension, and as many of the terminal classes in the third dimen-
sion as there are arguments to realise. Constructions can therefore be described
by listing the terminal classes they inherit from each of the three dimensions, a
label which Kinyon (2000) calls a hypertag (following from the notion of su-
pertag introduced by Bangalore 1997 – see also Bangalore & Joshi 2010).

The most recent implementation of the concept of metagrammar is the eX-
tensible MetaGrammar (XMG) of Crabbé et al. (2013). This does away with
Candito’s three explicit dimensions, and instead employs a highly expressive de-
scription language that enables linguistic structures to be given a single, complex
description, including multiple levels of representation (e.g. syntax and seman-
tics). It is also designed so that it can be extended to cover new phenomena or
linguistic formalisms, and so fewer theoretical assumptions are baked into the
formalism. XMG makes use of an inheritance hierarchy, but a single hierarchy
instead of Candito’s three: rather than taking the approach of describing default
syntactic function assignments (dimension 1) and then overriding themwith spe-
cific valency frames (dimension 2), which might vary, e.g. in the case of diathesis
alternations, XMGmakes heavy use of disjunctions between alternating descrip-
tions, which enables such alternations to be described fully declaratively, and in
just one place. For example, we can express the familiar active-passive diathesis
of English as in (32), where each term in italics refers to a class in the meta-
grammar’s inheritance hierarchy that gives a partial description of a (sub-)tree
(Crabbé et al. 2013: 616).

(32) TransitiveDiathesis → (Subject ∧ ActiveVerbForm ∧ Object)∨ (Subject ∧ PassiveVerbForm ∧ ByObject)∨ (Subject ∧ PassiveVerbForm)
Each of the disjuncts in (32) combines these descriptions to give a partial de-
scription of a full elementary tree schema (an elementary tree minus its lexical
anchor). For now I leave aside the details of how these classes actually describe
trees; a simplified version of the logical description language employed will be
introduced in the next section. The crucial observation here, and the move which
sets XMG apart from earlier approaches to metagrammatical analysis, is that the
description in (32) does not privilege one elementary tree/realisation of argu-
ments as basic, but simply describes all possible realisations simultaneously.

The terminal classes of the metagrammar are families of trees which are then
associated with lemmas, and represent all the different ways of realising that
lemma’s arguments (e.g. active vs. passive, wh-extraction, clefting, etc.). The
TransitiveFamily associated with a lemma like love might just consist of (32),
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while the DitransitiveFamily of a verb like give might inherit from the Transi-
tiveFamily but add an additional object argument:

(33) TransitiveFamily → TransitiveDiathesis
DitransitiveFamily → TransitiveDiathesis ∧ IndirectObject

This modular and structured approach to the metagrammar means that, for in-
stance, if the analysis of a particular phenomenon changes, we just need to mod-
ify the relevant class(es): when the grammar is compiled anew, all of the impli-
cated elementary trees will be altered accordingly. The choice of classes can also
have theoretical implications, and may shed light on important linguistic gener-
alisations.19

Although themetagrammatical approach has been used to generate LFG gram-
mars as well as TAGs (Clément & Kinyon 2003a,b), this is not common practice in
LFG work. Rather, since redundancies in an LFG grammar are far more abundant
in the functional descriptions associated with lexical entries than in phrase struc-
ture, the standard solution employed here is to make use of templates, a type
of macro which can be used to abbreviate pieces of functional description that
are re-used across lexical entries (Dalrymple et al. 2004, Crouch et al. 2011; see
also Belyaev 2023a: sec. 5.1 [this volume]). These templates can take arguments,
and can also call other templates, creating a hierarchical organisation – though
it should be noted that this is an inclusion hierarchy rather than an inheritance
hierarchy, since template calls can be negated (Asudeh et al. 2013: 18f.). The se-
mantics of template invocation (represented by prefixing the template namewith
a ‘@’ symbol) is substitution: the template name is replaced by its contents. This
means that a grammar without templates is extensionally equivalent to one with
them, but in the latter it will be possible to express generalisations that cannot
be expressed in the former.

By way of illustration, (34–35) present some templates which capture some
of the same information present in the XMG classes shown above. The Tran-
sitiveDiathesis template takes a predicate name as its argument, and consists
of a disjunction of three other templates; it will be called by the lexical entry of
any transitive verb which participates in the active/passive alternation in Eng-
lish. Each of the three templates it invokes provides a pred value for the verb in

19Although metagrammars of this sort can certainly be useful theoretical tools, this is not to say
that they are intended as models of how the human language faculty functions. As a reviewer
points out, it is perhaps implausible that, in the process of language acqusition, the language
learner has to recompile their entire grammar every time they make a change or add a new
observation. In this regard, LFG’s templates (to be introduced below), which are nothing more
than abbreviations, might seem more promising as a model of the learner’s competence.
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question, associating it with the correct set of grammatical functions, and also
provides mapping equations which link the GFs to argument positions at seman-
tic structure, or express the fact that the argument is not syntactically realised,
in the case of the short passive (this approach to mapping is described in Asudeh
& Giorgolo 2012 and Findlay 2016; see also Findlay et al. 2023: sec. 6.2 [this vol-
ume]).

(34) TransitiveDiathesis(𝑃) ≡
@ActiveTransitive(𝑃) ∨ @ByPassive(𝑃) ∨ @ShortPassive(𝑃)

(35) a. ActiveTransitive(𝑃) ≡ (↑ pred) = ‘𝑃⟨subj,obj⟩’(↑𝜎 arg1) = (↑ subj)𝜎(↑𝜎 arg2) = (↑ obj)𝜎
b. ByPassive(𝑃) ≡ (↑ pred) = ‘𝑃⟨subj,oblby⟩’(↑𝜎 arg1) = (↑ oblby)𝜎(↑𝜎 arg2) = (↑ subj)𝜎
c. ShortPassive(𝑃) ≡ (↑ pred) = ‘𝑃⟨subj⟩’(↑𝜎 arg1)𝜎−1 = ∅(↑𝜎 arg2) = (↑ subj)𝜎

One noteworthy difference between the use of a metagrammar and the use
of templates is that the latter but not the former are part of a grammar itself. A
metagrammar, as the name suggests, sits outside the grammar proper: it outputs
grammars, where the elementary objects do not (necessarily) contain informa-
tion about which metagrammar classes they instantiate. Templates, on the other
hand, are part of the description language of the grammar, although of course
they aremerely names for pieces of functional description, and so have no special
formal status themselves.

7 Combining LFG and TAG

Now that we have seen some of the key concepts of TAG, along with their moti-
vations and apparent benefits, we might wonder whether LFG could also benefit
from some of these boons if we were to combine the two approaches – most
naturally, by using a TAG instead of a CFG to describe LFG’s c-structure. Joshi
(2005: 496) described this idea as being “of great interest”, and it was previously
explored by Kameyama (1986) and Burheim (1996) – but unfortunately only in
unpublished work, which has proved impossible to track down. More recently,
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the idea has been revived by Findlay (2017a,b, 2019). In this section, I outline
two different approaches to achieving the goal of combining LFG and TAG, and
discuss some of the consequences of adopting such a merger.20

7.1 Two approaches

The most straightforward way of combining TAG and LFG is simply to take a
TAG grammar and add appropriate LFG annotations to the elementary trees. Of
course, once we have access to the whole tree, we gain a greater degree of flex-
ibility in how we express functional annotations. Most notably, we can refer to
any node in the tree directly, rather than being limited to the current node or
its mother – a consequence of TAG’s extended domain of locality. For example,
instead of relying on a sequence of ↑ = ↓ annotations to pass information from a
lexical item to the top of its extended projection, we can refer to the top directly.
For the sake of simplicity, let us use node labels as shorthand for the nodes them-
selves.21 Then the (↑ pred) = ‘love’ annotation on the verb loves, for example,
could be rewritten as (S𝜙 pred) = ‘love’, using S𝜙 to refer to the f-structure of
the clause directly, rather than indirectly via V𝜙 (the instantiation of ↑), which
is equated with both VP𝜙 and S𝜙 . Indeed, since we can use absolute rather than
relative labels for the nodes in the tree, there is no need to mark annotations
actually on the tree at all; instead, we can treat lexical entries as pairs consist-
ing of the tree on the one hand and the annotations on the other, which refer to
nodes in the tree. This arguably simplifies the process of determining an f-struc-
ture from an annotated c-structure, since many identities which would normally
have to be computed are instead already given in the descriptions. Table 2 shows
the elementary trees from Table 1 augmented in this fashion.

The trees then combine as usual for a TAG, using the operations of substitution
and adjunction, albeit understood in a particular fashion. Substitution involves
identifying two nodes, so that, e.g. if the tree for Benjamin were substituted into
the subject position of the tree for loves, NP and NP1 would be identified (and
therefore so would their f-structures, requiring the nodes to bear compatible an-
notations – and thereby accounting for the agreement facts, for example). Ad-

20One concern about replacing the CFG component of LFG with a more powerful TAG might be
that it makes the formalism as a whole more computationally complex. However, since TAGs
are strictly less powerful than LFGs (see Section 4), such a concern is ultimately baseless.

21Of course, in reality nodes and their labels are distinct: several nodes can bear the same label,
for example (e.g. there can be more than one NP in a tree). When this happens, I follow the
TAG convention of suffixing node labels with numbers (e.g. NP1 and NP2), but it should be
borne in mind that this is just a representational choice, and that in reality such nodes have
identical labels.
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junction involves three steps: first we excise a sub-tree rooted at the adjunction
site; next, we replace it with the adjoining auxiliary tree; finally, we unify the foot
node of the auxiliary tree with the root node of the excised sub-tree it replaced.22

This way, we identify the target of adjunction with the foot of the auxiliary tree,
and correctly distribute the annotations between the two “parts” of the expanded
node without the need for top and bottom feature structures.23,24

This first approach is much more in the spirit of TAG than of LFG, since the
c-structure component is derivational, making use of the combining opera-

22Note that it is particularly important in this setting that adjunction is only defined where the
adjoining tree’s root and foot nodes are of the same category. In some TAG settings this would
not need to be stated explicitly, depending on how adjunction is defined, but here the root of
the auxiliary does not unify with anything, and so there is nothing which formally requires
the root and foot nodes of such a tree to have the same category (I thank a reviewer for this
observation). Allowing trees with mismatched root and foot nodes to participate in adjunction
would have undesirable consequences: for example, we do not want the tree for loves in Table 2
to act as an NP modifier (e.g. *the Benjamin loves boy).

23A reviewer asks how obligatory adjunction can be implemented in this setting, since in FTAG
it exploits the possibility of mismatching top and bottom features (see Section 3.3). Ultimately,
the answer is that the greater expressive power of the LFG projection architecture means that
the effects of obligatory adjunction constraints will be captured in different ways in different
situations. Constraining equations will frequently be relevant: for example, returning to the
example of to leave from (18), to implement the SA constraint we might specify that tried
requires its comp to contain the feature [finite −], whereas imagined requires it to contain[finite+]; if to leave specifies that its f-structure contains [finite−], then it will be compatible
with the former but incompatible with the latter. If we wish to avoid to leave appearing on
its own (i.e. we rule out fragments), we might implement a general ban on root f-structures
containing [finite −], or we might rely on the resource sensitivity of Glue Semantics, since an
infinitive alone will not permit a linear logic proof terminating in the goal type of propositions.

24Findlay (2017a: 222, fn. 12) claims that we are forced to adopt the second proposal to be dis-
cussed below, using descriptions of trees, because adjunction means that the ↑ and ↓ chains in
annotations will be disrupted. This would be true if we were forced to refer to f-structures only
indirectly, via mother-daughter links, but fails to appreciate the additional freedom afforded
by being able to refer to nodes absolutely, as discussed above. There is, however, a small wrin-
kle when it comes to verbal trees for extraction constructions (e.g. wh-questions): if nothing
is adjoined to them, we want to unify the f-structures of the root S′ and the S node it imme-
diately dominates; but if a sentential embedding verb is adjoined there, we cannot identify
the two f-structures, or else we will end up with a cyclic f-structure which is its own comp.
All this shows us though is that we have to take care when writing the functional annotations.
Here, for example, we can solve the problem by actually reintroducing an element of relativity:
we identify the root node’s f-structure with the f-structure of its S daughter (e.g. by defining
a predicate CatDaughter(𝑛, 𝐶) which identifies the unique daughter of node 𝑛 which bears
label 𝐶 , and is undefined if there is none or more than one), regardless of which node that
actually ends up being. I omit the formal details of how this can be achieved, since ultimately
we will settle on the second approach to integrating TAG and LFG described below, but it is
important to note that this first approach is not unworkable.
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Table 2: Some elementary trees with associated LFG annotations

Initial trees

⟨
NP

N

Benjamin

, NP𝜙 = N𝜙(NP𝜙 pred) = ‘Benjamin’(NP𝜙 num) = sg(NP𝜙 pers) = 3 ⟩ ⟨
S

NP1↓ VP

V

loves

NP2↓ ,
S𝜙 = VP𝜙 = V𝜙(S𝜙 pred) = ‘love’(S𝜙 tense) = pres(S𝜙 subj) = NP1𝜙(S𝜙 obj) = NP2𝜙(NP1𝜙 num) = sg(NP1𝜙 pers) = 3

⟩
Auxiliary trees

⟨
VP1

AdvP

Adv

really

VP2* , VP1𝜙 = VP2𝜙
AdvP𝜙 = Adv𝜙(AdvP𝜙 pred) = ‘really’
AdvP𝜙 ∈ (VP1𝜙 adj) ⟩ ⟨

S1

NP↓ VP

V

thinks

S2*

,
S1𝜙 = VP𝜙 = V𝜙(S1𝜙 pred) = ‘think’(S1𝜙 tense) = pres(S1𝜙 subj) = NP𝜙(S1𝜙 comp) = S2𝜙(NP𝜙 num) = sg(NP𝜙 pers) = 3

⟩

tions of substitution and adjunction. Let us therefore call it LFG-TAG. But as
Kaplan (1995: 11) points out, this procedural, or constructive, approach to
grammatical analysis is in contrast to the descriptive (a.k.a. declarative or
model-based) approach which is the “hallmark of LFG” (ibid.). Findlay (2019:
ch. 5) therefore explores another way of combining the two frameworks which
is more in keeping with the LFG spirit. In brief, we associate lexical entries with
descriptions of trees, rather than with the trees directly, as is standard practice in
metagrammars, for instance.25 In the simplest cases there is a one-to-one corre-
spondence between a description and the (minimal) tree it describes, and so we
could straightforwardly translate LFG-TAG into a more LFG-like format. How-
ever, descriptions can also make use of negation, disjunction, or other operations
that go beyond simple conjunction of propositions, and in this case the relation
between descriptions and trees is no longer isomorphic (Kaplan 1995: 14).

25The use of tree descriptions has been discussed extensively in the context of TAG – see, for
instance, Vijay-Shanker (1992), Rogers & Vijay-Shanker (1994), Rambow et al. (1995, 2001),
Kallmeyer (2001).
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In order to add descriptions of trees to LFG lexical entries, we need a suitable
language to write the descriptions in. There are a variety of different possibilities,
but here we will assume a fairly simple language based on that used in XMG
(Crabbé et al. 2013: 599), which will consist of the following:26

(36) 1. a set N of node variables
2. a set P of unary labelling predicates, including all terminal and

non-terminal labels
3. the following binary predicates:

• →, immediate dominance (the mother-of relation)
• →∗, dominance (the transitive, reflexive closure of →)
• ≺, linear precedence27

The tree in (37) can then be described by the set of constraints in (38):28

(37) S

NP VP

V

loves

NP

(38) S(𝑛1) 𝑛1 → 𝑛2 𝑛2 ≺ 𝑛3
NP(𝑛2) 𝑛1 → 𝑛3 𝑛4 ≺ 𝑛5
VP(𝑛3) 𝑛3 → 𝑛4
V(𝑛4) 𝑛3 → 𝑛5
NP(𝑛5) 𝑛4 → 𝑛6
loves(𝑛6)

However, as it stands, the constraints in (38) are too rigid. Specifically, they
will not allow adjunction at the VP node, since then at least one statement in the

26We will also assume that sufficient axioms are in place to ensure the usual well-formedness
conditions on trees, e.g. that they are singularly rooted, that branches cannot cross, etc. Rogers
(1998: 15f.) gives one such set of axioms.

27Here this is to be understood as the transitive closure of immediate linear precedence, i.e. what
Crabbé et al. (2013: 599) represent as ≺+. In other words, a node linearly precedes everything
to its right, but does not linearly precede itself.

28In descriptions, we will assume that all node variables are ultimately existentially bound.
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description will no longer be true: if we identify the target 𝑛3 with the root of the
adjoining tree, then 𝑛3 → 𝑛4 will no longer hold (the foot node of the auxiliary
tree will dominate 𝑛4 instead), and if we identify it with the foot node of the
adjoining tree, then 𝑛1 → 𝑛3 will not be true instead. The basic problem is that
“[t]he composition operation of adjoining creates a new structure that does not
maintain all of the properties that held in the original (fully specified) structures
of which it is composed” (Vijay-Shanker 1992: 486). What this means is that we
cannot operate with fully specified descriptions, but must make use of partial
descriptions instead.

For each nodewhere adjunction can apply, we instead describe a pair of quasi-
nodes which stand in the dominance relation (Vijay-Shanker 1992: 486ff.). That
is, instead of (38), we have (40), which is represented schematically in (39) (where
a dashed line represents dominance rather than immediate dominance):

(39) S

NP VP

VP

V

loves

NP

(40) S(𝑛1) 𝑛1 → 𝑛2 𝑛2 ≺ 𝑛3
NP(𝑛2) 𝑛1 → 𝑛3 𝑛5 ≺ 𝑛6
VP(𝑛3) 𝑛3 →∗ 𝑛4
VP(𝑛4) 𝑛4 → 𝑛5
V(𝑛5) 𝑛4 → 𝑛6
NP(𝑛6) 𝑛5 → 𝑛7
loves(𝑛7)

As elsewhere in LFG, we take the solution to a set of constraints to be theminimal
structure (or structures) which satisfies all the constraints. Since the dominance
relation is reflexive, the minimal tree which satisfies (40) remains (37), i.e. one
where we equate 𝑛3 and 𝑛4. But, crucially, if something is adjoined here, the nodes
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can come apart, with the result that 𝑛3 is identified with the root of the auxiliary
tree and 𝑛4 with its foot node.

Now that we have a description of this tree, we can combine it with functional
descriptions to form a full LFG lexical entry:29

(41) S(𝑛1) 𝑛1 → 𝑛2 𝑛2 ≺ 𝑛3 𝑛1𝜙 = 𝑛3𝜙
NP(𝑛2) 𝑛1 → 𝑛3 𝑛5 ≺ 𝑛6 𝑛4𝜙 = 𝑛5𝜙
VP(𝑛3) 𝑛3 →∗ 𝑛4 (𝑛5𝜙 pred) = ‘love’
VP(𝑛4) 𝑛4 → 𝑛5 (𝑛5𝜙 tense) = pres
V(𝑛5) 𝑛4 → 𝑛6 (𝑛1𝜙 subj) = 𝑛2𝜙
NP(𝑛6) 𝑛5 → 𝑛7 (𝑛4𝜙 obj) = 𝑛6𝜙
loves(𝑛7) (𝑛2𝜙 num) = sg(𝑛2𝜙 pers) = 3

To parse a sentence, we just collect up all of the constraints associated with each
lexical item and find the minimal structures – both c-structure and f-structure –
which satisfy them.

Of course, (41) is not particularly readable, so we might prefer to collect some
parts of the description in various templates. For example, the tree for any transi-
tive verb will share most of the description in (41), so we can factor out this part
of the description, parametrising the only variable, namely the lexical anchor:

(42) TransitiveTree(𝑠, np1, vp1, vp2, v, np2, a, anchor) ≡
S(𝑠) 𝑠 → np1 np1 ≺ vp1 𝑠𝜙 = vp1𝜙
NP(np1) 𝑠 → vp1 𝑣 ≺ np2 vp2𝜙 = 𝑣𝜙
VP(vp1) vp1 →∗ vp2 (𝑠𝜙 subj) = np1𝜙
VP(vp2) vp2 → 𝑣 (vp2𝜙 obj) = np2𝜙
V(𝑣) vp2 → np2
NP(np2) 𝑣 → 𝑎
anchor(𝑎)

29Here I have kept to a more conservative annotation scheme than above, whereby e.g. lexical
contributions are associated with the f-structure of 𝑛5, i.e. the V node, rather than with that of
the root S. This is because adjunction may in principle alter the structure of the tree so that it is
no longer the case that the f-structure of the S node is the same as the f-structure of the V node.
In fact, with verbal trees like this, that will not be the case, because the only auxiliary trees
which target VPs in a TAG grammar will be auxiliary verbs or adverbial modifiers, neither
of which will break the link between V and S in terms of f-structure-identity. But it will, for
example, be relevant for verbal trees containing extraction sites, which can be targetted by
sentential embedding verbs, thereby separating the root’s f-structure from the head verb’s.
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We have to “expose” all nodes as parameters of the template, so that they can be
referred to by other constraints in the same lexical entry, thereby taking advan-
tage of the extended domain of locality afforded by having the description of the
whole tree in one place. However, since all of the parameters in (42) except the
lexical anchor will simply be node variables, I propose a shorthand: when calling
the template, all but the last parameter will be omitted (though, to repeat, when
defining it all the parameters must be specified); if we wish to refer to any of the
other parameters, we can do so by using the template name and suffixing it with
the appropriate parameter.30 For example, TransitiveTree.𝑠 refers to the first
parameter, a node variable which corresponds to the root node 𝑠 in (42). With
these conventions in place, we can write a more readable lexical entry for loves as
in (43), using a local name, %up, to refer to the verb’s f-structure – see Belyaev
2023a: sec. 3.2.5 [this volume] for the details on local names):31

(43) @TransitiveTree(loves)%up = TransitiveTree.𝑣𝜙(%up pred) = ‘love’(%up tense) = pres(%up subj num) = sg(%up subj pers) = 3
One theoretical advantage of this approach is that we can build up trees from

smaller parts by making use of nested template calls. This allows us to capture
connections between phrasal configurations in a way which CFG rules do not.
For example, there is no relationship between the two rules in (44), even though
the latter is obviously partially described by the former:32

30This is based on the conventions of XMG for exported variables (Crabbé et al. 2013: 602–604).
31Here I have reverted to describing the agreement constraints on the subject via the verb’s f-
structure rather than via the NP’s, to make this lexical entry closer to the LFG standard. But
of course the option is still open to us to describe it via the tree directly, by associating Tran-
sitiveTree.np1𝜙 with a name, e.g. %subj-np, and then declaring that (%subj-np num) = sg.
Although these options are extensionally equivalent here, there can be theoretical/descriptive
reasons to prefer one over the other. Cross-linguistically, for example, we might want to treat
subject agreement as the same kind of phenomenon both in languages where phrase-structure
position is a clear guide to grammatical function (like English) and in languages where it is
not (like Warlpiri); so it would make sense to retain the standard LFG approach of describing
agreement via f-structure. But in other cases it might make more sense to refer to a particular
phrase-structure position, and the integration of an extended tree description into the lexical
entry means we now have that choice.

32Of course, we can use the convention of surrounding optional nodes in parentheses, and then
we can express the relationship between the two rules within a single phrase-structure rule as
follows:
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(44) a. VP ⟶ V↑=↓ NP
(↑ obj) = ↓

b. VP ⟶ V↑=↓ NP
(↑ obj) = ↓ NP

(↑ obj𝜃 ) = ↓
On the other hand, if we have a template DitransitiveTree which calls the
TransitiveTree template (as well as another template which adds a secondary
object), then this containment relationship is made explicit, as shown in (45).

(45) DitransitiveTree(anchor) ≡ @TransitiveTree(anchor)
@SecondaryObject

Of course the TransitiveTree template can also be decomposed into a call of
an IntransitiveTree template plus a PrimaryObject one, and so on. By con-
tinuing along these lines, we can capture all the various generalities across trees
in a template inclusion hierarchy, recreating the class hierarchies of a TAGmeta-
grammar inside an LFG grammar itself.

7.2 Implications

Having now seen how LFG and TAG can be combined, let us consider the conse-
quences of such a merger. There are several potential gains which such a move
could bring, along with several unanswered questions which require further re-
search.

Firstly, the second approach described above offers a pleasing harmonisation
of LFG lexical entries. Standard LFG lexical entries contain descriptions of all
levels of the projection architecture, but since such lexical entries are really just
context-free phrase-structure rules, the description of c-structure is limited to
information about the word itself and its mother. In contrast, descriptions of all
other levels of structure can refer to arbitrarily distant elements (via functional
uncertainty). The inclusion of tree descriptions removes this irregularity from
the grammar, since now non-local elements of c-structure can also be included.

(i) VP ⟶ V↑= ↓ NP
(↑ obj) = ↓ ( NP

(↑ obj𝜃 ) = ↓)
However, once we move beyond simple examples like this, such an approach becomes un-
wieldy, with multiply nested parentheses and very complex disjunctions. Unlike the templatic
approach, which provides a readable front-end to the formal complexity, and allows us to rep-
resent the relationship(s) between sub-trees in an inclusion hierarchy, this approach forces us
to create fewer but more complex rules, which does nothing to aid human-readability.
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Secondly, we now have the opportunity to lexicalise an LFG grammar (indeed,
Findlay 2019: ch. 5 calls the description-based approach described above “Lexi-
calised LFG”). As outlined above, the extended domain of locality of a TAGmeans
that all dependencies, including long-distance ones, can be encoded locally in a
lexical entry. Lexicalisation seems a natural goal for a lexicalist theory like LFG,
and it is perhaps lamentable that it was not possible before.

Thirdly, we can now straightforwardly account for idioms (Findlay 2019: ch. 6).
These are problematic for the current leading account of constructions in LFG
(Asudeh et al. 2013), since they do not simply add additional constructional mean-
ing to existing lexical meaning, but rather replace the lexical meaning with an-
other, different meaning (that is, shooting the breeze involves neither shooting
nor a uniquely contextually salient breeze). This forces lexicalist theories like
LFG to adopt an approach which treats idioms as conspiracies of independent
lexical items that select for one another (see Findlay 2023: sec. 4.3). Such ap-
proaches face a host of problems, not least of which is that they singularly fail to
capture our intuitions about idioms – viz. that they are “things” (asWilliams 2007
puts it), and not mere epiphenomena of the grammar (see Findlay 2019: 58ff. for
discussion of various other problems). But now that we can have lexical entries
containing multiple, separable word forms, something which is not possible in
vanilla LFG, there is no obstacle to encoding multiword expressions in a single
place, thus enabling a much more satisfying analysis. Findlay (2019: ch. 3) pro-
vides detailed discussion of the need for this kind of constructional approach to
idioms, as well as arguments against other types of analysis.

Fourthly, in addition to idioms, we have a straightforward account of construc-
tional phenomena more broadly. Similar arguments can be made here about the
need for constructions to have some ontological status in the theory – to be
“things”.33 Admittedly, Asudeh et al. (2013) demonstrate that we do not need to
admit constructions as first-class entities in our theory in order to explain some
kinds of constructional effects, but they only consider constructionswhich can be
described by a single lexical entry or a single context-free phrase-structure rule,
and so the constructions in question can be described in a single place. Other
constructions require reference to wider spans of phrase structure, or require

33There is suggestive psycho- and neurolinguistic evidence that the way we process language
makes heavy use of prefabricated chunks (“prefabs”) (Pawley & Syder 1983, Wray 2002) and of
constructions more generally (Bencini & Goldberg 2000, Kaschak & Glenberg 2000, Goldwater
& Markman 2009, Pulvermüller 2010, Allen et al. 2012, Johnson & Goldberg 2012). Obviously
grammatical theory need not have anything to say about how language is processed in the
mind, but it might still be seen as an advantage if it at least makes available the kinds of
objects the mind seems to work with – e.g. constructions.
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the presence of multiple specific words, potentially in quite distant parts of the
phrase, and here the approach will once again have to rely on multiple interact-
ing lexical entries and phrase-structure rules which conspire to give the correct
constructional effects. Even if this gives the right results, one might, again, ob-
ject that it does so for the wrong reasons, since it fails to account for the unitary
nature of constructions as grammatical objects. By contrast, in the description-
based approach to merging TAG and LFG, although constructions are still not
added as new objects in the ontology of the theory, they nevertheless have a
kind of first-class status, since they can either be entire (complex) lexical entries
or be a part of a lexical entry in the form of a tree template which can be called
by all the different words which can fill the empty slots in the construction. See
Findlay (2023) for a broader discussion of the connection between LFG and Con-
struction Grammar, and for arguments that vanilla LFG is inadequate to give a
satisfactory analysis of certain multiword (substantive) constructions.

Alongside these advantages of combining LFG and TAG, there remain some
unexplored implications which are ripe for future work. Firstly, one of the parade
examples of LFG’s utility is in describing languages with highly flexible word or-
ders, such as Warlpiri (see e.g. Bresnan et al. 2016: ch. 1). With TAG’s focus on
configurational properties, we need to ensure that incorporating a TAG into LFG
does not undo its ability to describe these non-configurational languages. Given
the flatter tree structures generally assumed for such languages (Simpson 1991,
Austin & Bresnan 1996), a first pass solution in the present framework would
be to simply make use of looser tree descriptions, which, for example, lack lin-
ear precedence relations between a verb and its arguments, so that the the entry
for a verb does not describe a unique minimal tree, but rather several minimal
trees which represent the different orderings of arguments. Of course, these dif-
ferent orderings are not just random, and actually correspond to different infor-
mation structures, so simply allowing free choice between them is inadequate.
Instead, we should once again make use of disjunction, this time between the de-
scriptions corresponding to the different orderings of verb and arguments, where
each of the different word orders is also accompanied by the correct information-
structural annotations.

Such languages also often permit discontinuous constituents, and these will
require their own solution. For example, some adjuncts might be represented not
as auxiliary trees that induce a more articulated structure, but rather as simpler
trees whose root merely unifies with another node, such as the clausal root S,
adding the adjunct as a sister to the existing daughters. Obviously this sketch
needs to be developed into a fully fleshed-out proposal beforewe can be confident
that no analytical clout has been lost.
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Another open question arises from the fact that using a TAG as the basis of
the c-structure component means that we can employ adjunction to account for
long-distance dependencies. This then removes a foundational motivation for
functional uncertainty (Kaplan & Zaenen 1989), one of the major sources of for-
mal complexity in LFG. Unfortunately, this does not mean we can simply re-
move functional uncertainty from the formalism, since it has been employed
by researchers in various other domains beyond filler-gap dependencies – most
notably in LFG’s binding theory (e.g. Dalrymple 1993, Dalrymple et al. 2018). De-
termining whether these analyses can be reformulated so that functional uncer-
tainty could be done away with altogether remains a task for future work, per-
haps drawing on existing TAG analyses of binding (e.g. Ryant & Scheffler 2006,
Champollion 2008, Storoshenko et al. 2008, Storoshenko & Han 2013).

Lastly, including a description of a tree which incorporates the full extended
projection of a predicate in its lexical entry means that we can take a rather dif-
ferent view of argument structure. A predicate’s arguments and the possibilities
for their realisation can be encoded directly in its lexical entry, rather than rely-
ing on a separate level of representation like a-structure (on which see Findlay
et al. 2023 [this volume]). And alternative argument realisations, e.g. diathesis
alternations, can be expressed through disjunctive templates, as discussed above
in parallel with XMG, rather than through a separate mechanism of mapping
between a-structure and f-structure. Work on developing templatic approaches
to argument structure include Asudeh & Giorgolo (2012), Findlay (2016, 2020),
and Przepiórkowski (2017), but these do not take c-structure into account: with
the new TAG perspective, the phrase-structural effects of argument structure/
mapping phenomena can also be directly expressed.

8 Conclusion

Tree-Adjoining Grammar offers a rather different perspective on some gram-
matical phenomena from that of CFG-based formalisms.34 For instance, it allows
us to describe constraints on filler-gap relationships via the structure of the el-
ementary trees in the grammar rather than via an independent principle like
Subjacency. It also provides a natural account of the fact that many “lexical”
items in fact incorporate several distinct word forms (e.g. phrasal verbs, com-
pounds, idioms), and of constructional meaning, by virtue of its expanded con-
cept of locality. And, computationally speaking, it possesses just the right degree

34TAG has also played an important role outside of theoretical linguistics – specifically in both
computational linguistics (see e.g. Kallmeyer et al. 2008, Kasai et al. 2017, Koller 2017) and
psycholinguistics (see e.g. Ferreira 2000, Ferreira et al. 2004).
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of context-sensitivity to account for natural languages while remaining parsable
in polynomial time. Nonetheless, its representation of dependency structures is
imperfect, and its focus on the primacy of phrase structure leaves it somewhat
impoverished when compared to the richly expressive parallel projection archi-
tecture of LFG, which facilitates a much fuller view of the grammar as a whole.
Combining the two approaches might therefore offer a tempting opportunity to
acquire the best of both worlds. In Section 7 we saw how this could be achieved,
and the possibilities this affords for LFG, both in terms of descriptive power and
in terms of potentially further-reaching formal or architectural changes.

Acknowledgements

Much of this work stems frommyD.Phil. thesis (Findlay 2019), whichwas funded
by a UKArts and Humanities Research Council studentship (grant reference AH/
L503885/1), and for which I am indebted to my fantastic supervisors, Ash Asudeh
and Mary Dalrymple. The writing of this chapter was completed while I was em-
ployed under a Norwegian Research Council grant (number 300495, “Universal
Natural Language Understanding”), which I gratefully acknowledge.

References

Abeillé, Anne. 1988. Parsing French with Tree Adjoining Grammar: Some lin-
guistic accounts. In COLING ’88: Proceedings of the 12th Conference on Compu-
tational Linguistics, 7–12. Budapest. DOI: 10.3115/991635.991637.

Abeillé, Anne. 1995. The flexibility of French idioms: A representation with Lexi-
calized Tree Adjoining Grammar. In Martin Everaert, Erik-Jan van der Linden,
André Schenk & Rob Schreuder (eds.), Idioms: Structural and psychological per-
spectives, 15–42. Hove: Lawrence Erlbaum Associates.

Abeillé, Anne &Owen Rambow. 2000. Tree Adjoining Grammar: An overview. In
Anne Abeillé & Owen Rambow (eds.), Tree Adjoining Grammars: Formalisms,
linguistic analysis and processing, 1–68. Stanford: CSLI Publications.

Abeillé, Anne, Yves Schabes & Aravind K. Joshi. 1990. Using Lexicalized TAGs
for machine translation. In COLING ’90: Proceedings of the 13th Conference on
Computational Linguistics, vol. 3, 1–6. DOI: 10.3115/991146.991147.

Allen, Kachina, Francisco Pereira, Matthew Botvinick & Adele E. Goldberg. 2012.
Distinguishing grammatical constructions with fMRI pattern analysis. Brain
and Language 123(3). 174–182. DOI: 10.1016/j.bandl.2012.08.005.

2112

https://doi.org/10.3115/991635.991637
https://doi.org/10.3115/991146.991147
https://doi.org/10.1016/j.bandl.2012.08.005


43 LFG and Tree-Adjoining Grammar

Asudeh, Ash. 2012. The logic of pronominal resumption (Oxford Studies in The-
oretical Linguistics). Oxford: Oxford University Press. DOI: 10 . 1093 /acprof :
oso/9780199206421.001.0001.

Asudeh, Ash. 2023. Glue semantics. InMary Dalrymple (ed.),Handbook of Lexical
Functional Grammar, 651–697. Berlin: Language Science Press. DOI: 10.5281/
zenodo.10185964.

Asudeh, Ash, Mary Dalrymple & Ida Toivonen. 2013. Constructions with Lexical
Integrity. Journal of Language Modelling 1(1). 1–54. DOI: 10.15398/jlm.v1i1.56.

Asudeh, Ash & Gianluca Giorgolo. 2012. Flexible composition for optional and
derived arguments. In Miriam Butt & Tracy Holloway King (eds.), Proceedings
of the LFG ’12 conference, 64–84. Stanford: CSLI Publications.

Austin, Peter K. & Joan Bresnan. 1996. Non-configurationality in Australian abo-
riginal languages. Natural Language & Linguistic Theory 14(2). 215–268. DOI:
10.1007/bf00133684.

Bach, Emmon W. 1976. An extension of classical transformational grammar. In
Jerrold M. Sadock, David J. Dwyer, Seok C. Song & Emmon Bach (eds.), Prob-
lems in linguistic metatheory: Proceedings of the 1976 conference, 183–224. East
Lansing, MI: Michigan State University.

Bach, Emmon W. 1981. Discontinuous constituents in generalized categorial
grammars. In V. A. Burke & James Pustejovsky (eds.), Proceedings of the 11th an-
nual meeting of the North Eastern Linguistics Society, 1–12. Amherst: Graduate
Linguistics Student Association of the University of Massachusetts, Amherst.

Baker, Mark C. 2008. The macroparameter in a microparametric world. In
Theresa Biberauer (ed.), The limits of syntactic variation, 351–374. Philadelphia:
John Benjamins. DOI: 10.1075/la.132.16bak.

Bangalore, Srinivas. 1997. Complexity of lexical descriptions and its relevance for
partial parsing. University of Pennsylvania. (Doctoral dissertation).

Bangalore, Srinivas & Aravind K. Joshi. 2010. Introduction. In Srinivas Bangalore
& Aravind K. Joshi (eds.), Supertagging: Using complex lexical descriptions in
natural language processing, 1–31. Cambridge, MA: The MIT Press. DOI: 10 .
7551/mitpress/8370.003.0004.

Becker, Tilman. 1994. HyTAG: A new type of Tree Adjoining Grammars for hybrid
syntactic representations of free word order languages. Saarbrücken: Universität
des Saarlandes. (Doctoral dissertation). http://www.dfki.de/~becker/becker.
diss.ps.gz.

Belyaev, Oleg. 2023a. Core concepts of LFG. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 23–96. Berlin: Language Science Press. DOI:
10.5281/zenodo.10185936.

2113

https://doi.org/10.1093/acprof:oso/9780199206421.001.0001
https://doi.org/10.1093/acprof:oso/9780199206421.001.0001
https://doi.org/10.5281/zenodo.10185964
https://doi.org/10.5281/zenodo.10185964
https://doi.org/10.15398/jlm.v1i1.56
https://doi.org/10.1007/bf00133684
https://doi.org/10.1075/la.132.16bak
https://doi.org/10.7551/mitpress/8370.003.0004
https://doi.org/10.7551/mitpress/8370.003.0004
http://www.dfki.de/~becker/becker.diss.ps.gz
http://www.dfki.de/~becker/becker.diss.ps.gz
https://doi.org/10.5281/zenodo.10185936


Jamie Y. Findlay

Belyaev, Oleg. 2023b. Introduction to LFG. In Mary Dalrymple (ed.), Handbook
of Lexical Functional Grammar, 3–22. Berlin: Language Science Press. DOI: 10.
5281/zenodo.10185934.

Bencini, Giulia M. L. & Adele E. Goldberg. 2000. The contribution of argument
structure constructions to sentencemeaning. Journal of Memory and Language
43(4). 640–651. DOI: 10.1006/jmla.2000.2757.

Berwick, Robert C. 1982. Computational complexity and Lexical-Functional
Grammar. American Journal of Computational Linguistics 8(3–4). 97–109. DOI:
10.3115/981923.981926.

Boas, Hans C. & Ivan A. Sag (eds.). 2012. Sign-Based Construction Grammar. Stan-
ford: CSLI Publications.

Borer, Hagit. 1984. Parametric syntax: Case studies in Semitic and Romance lan-
guages (Studies in Generative Grammar 13). Dordrecht: Foris Publications.
DOI: 10.1515/9783110808506.

Bresnan, Joan, Ash Asudeh, Ida Toivonen & Stephen Wechsler. 2016. Lexical-
Functional Syntax. 2nd edn. (Blackwell Textbooks in Linguistics 16). Malden,
MA: Wiley-Blackwell.

Bresnan, Joan, Ronald M. Kaplan, Stanley Peters & Annie Zaenen. 1982. Cross-
serial dependencies in Dutch. Linguistic Inquiry 13(4). 613–635. https://www.
jstor.org/stable/4178298. Reprinted in Savitch, Bach, Marsh & Safran-Naveh
(1987: 286-319).

Burheim, Tore. 1996. Aspects of merging Lexical-Functional Grammar with Lex-
icalized Tree-Adjoining Grammar. Unpublished manuscript, University of
Bergen.

Candito, Marie-Hélène. 1996. A principle-based hierarchical representation of
LTAGs. In COLING ’96: Proceedings of the 16th Conference on Computational
Linguistics, 194–199. DOI: 10.3115/992628.992664.

Candito, Marie-Hélène. 1999. Représentation modulaire et paramétrable de gram-
maires électroniques lexicalisées : application au français et à l’italien. Université
Paris 7. (Doctoral dissertation).

Champollion, Lucas. 2008. Binding theory in LTAG. In Proceedings of the Ninth
International Workshop on Tree Adjoining Grammar and Related Frameworks
(TAG+9), 1–8. Tübingen: Association for Computational Linguistics. https://
aclanthology.org/W08-2301.

Chomsky, Noam. 1956. Three models for the description of language. IRE Trans-
actions on Information Theory 2(3). 113–124. DOI: 10.1109/tit.1956.1056813.

Chomsky, Noam. 1970. Remarks on nominalization. In Roderick A. Jacobs & Peter
S. Rosenbaum (eds.), Readings in English transformational grammar, 184–221.
Waltham, MA: Ginn.

2114

https://doi.org/10.5281/zenodo.10185934
https://doi.org/10.5281/zenodo.10185934
https://doi.org/10.1006/jmla.2000.2757
https://doi.org/10.3115/981923.981926
https://doi.org/10.1515/9783110808506
https://www.jstor.org/stable/4178298
https://www.jstor.org/stable/4178298
https://doi.org/10.3115/992628.992664
https://aclanthology.org/W08-2301
https://aclanthology.org/W08-2301
https://doi.org/10.1109/tit.1956.1056813


43 LFG and Tree-Adjoining Grammar

Chomsky, Noam. 1995. The Minimalist Program. Cambridge, MA: The MIT Press.
DOI: 10.7551/mitpress/9780262527347.001.0001.

Clément, Lionel & Alexandra Kinyon. 2003a. Generating LFGs with a MetaGram-
mar. In Miriam Butt & Tracy Holloway King (eds.), Proceedings of the LFG ’03
conference, 105–125. Stanford: CSLI Publications.

Clément, Lionel & Alexandra Kinyon. 2003b. Generating parallel multilingual
LFG-TAG grammars from a metagrammar. In Proceedings of the 41st annual
meeting of the Association for Computational Linguistics, 184–191. DOI: 10.3115/
1075096.1075120.

Crabbé, Benoît, Denys Duchier, Claire Gardent, Joseph Le Roux & Yannick
Parmentier. 2013. XMG: eXtensible MetaGrammar. Computational Linguistics
39(3). 591–629. DOI: 10.1162/COLI\_a\_00144.

Crouch, Richard,MaryDalrymple, RonaldM. Kaplan, TracyHollowayKing, John
T. III Maxwell & Paula S. Newman. 2011. XLE Documentation. Xerox Palo Alto
Research Center. Palo Alto, CA. https : / / ling . sprachwiss .uni - konstanz .de /
pages/xle/doc/xle_toc.html.

Dalrymple, Mary. 1993. The syntax of anaphoric binding. Stanford: CSLI Publica-
tions.

Dalrymple, Mary. 2001. Lexical Functional Grammar (Syntax and Semantics 34).
New York: Academic Press. DOI: 10.1163/9781849500104.

Dalrymple, Mary, Dag T. Haug & John J. Lowe. 2018. Integrating LFG’s binding
theory with PCDRT. Journal of Language Modelling 6(1). 87–129. DOI: 10.15398/
jlm.v6i1.204.

Dalrymple, Mary, Ronald M. Kaplan & Tracy Holloway King. 2004. Linguistic
generalizations over descriptions. In Miriam Butt & Tracy Holloway King
(eds.), Proceedings of the LFG ’04 conference, 199–208. Stanford: CSLI Publica-
tions.

Dalrymple, Mary, Ronald M. Kaplan, John T. III Maxwell & Annie Zaenen (eds.).
1995. Formal issues in Lexical-Functional Grammar. Stanford: CSLI Publica-
tions.

Dalrymple, Mary, John J. Lowe& LouiseMycock. 2019. The Oxford reference guide
to Lexical Functional Grammar. Oxford: Oxford University Press. DOI: 10.1093/
oso/9780198733300.001.0001.

Di Sciullo, Anna Maria & Edwin Williams. 1987. On the definition of word (Lin-
guistic Inquiry Monographs 14). Cambridge, MA: The MIT Press.

Eisner, Jason & Giorgio Satta. 2000. A faster parsing algorithm for Lexicalized
Tree-Adjoining Grammars. In Proceedings of the Fifth International Workshop
on Tree Adjoining Grammar and Related Frameworks (TAG+5), 79–84. Univer-
sité Paris 7. http://aclweb.org/anthology/W00-2011.

2115

https://doi.org/10.7551/mitpress/9780262527347.001.0001
https://doi.org/10.3115/1075096.1075120
https://doi.org/10.3115/1075096.1075120
https://doi.org/10.1162/COLI\_a\_00144
https://ling.sprachwiss.uni-konstanz.de/pages/xle/doc/xle_toc.html
https://ling.sprachwiss.uni-konstanz.de/pages/xle/doc/xle_toc.html
https://doi.org/10.1163/9781849500104
https://doi.org/10.15398/jlm.v6i1.204
https://doi.org/10.15398/jlm.v6i1.204
https://doi.org/10.1093/oso/9780198733300.001.0001
https://doi.org/10.1093/oso/9780198733300.001.0001
http://aclweb.org/anthology/W00-2011


Jamie Y. Findlay

Ferreira, Fernanda. 2000. Syntax in language production: An approach using
Tree-Adjoining Grammars. In Linda Wheeldon (ed.), Aspects of language pro-
duction, 291–330. Hove: Psychology Press.

Ferreira, Fernanda, Ellen F. Lau & Karl G. D. Bailey. 2004. Disfluencies, language
comprehension, and Tree Adjoining Grammars. Cognitive Science 28(5). 721–
749. DOI: 10.1207/s15516709cog2805_5.

Fillmore, Charles J., Paul Kay & Mary Catherine O’Connor. 1988. Regularity and
idiomaticity in grammatical constructions: The case of let alone. Language 64.
501–538.

Findlay, Jamie Y. 2016. Mapping theory without argument structure. Journal of
Language Modelling 4(2). 293–338. DOI: 10.15398/jlm.v4i2.171.

Findlay, Jamie Y. 2017a. Multiword expressions and lexicalism. In Miriam Butt
& Tracy Holloway King (eds.), Proceedings of the LFG ’17 conference, 200–229.
Stanford: CSLI Publications.

Findlay, Jamie Y. 2017b. Multiword expressions and lexicalism: The view from
LFG. In Proceedings of the 13thWorkshop on Multiword Expressions (MWE 2017),
73–79. Valencia, Spain: Association for Computational Linguistics. http : / /
aclweb.org/anthology/W17-1709.

Findlay, Jamie Y. 2019. Multiword expressions and the lexicon. Oxford: University
of Oxford. (D.Phil. Thesis).

Findlay, Jamie Y. 2020. Mapping Theory and the anatomy of a verbal lexical entry.
InMiriamButt & Ida Toivonen (eds.), Proceedings of the LFG ’20 conference, 127–
147. Stanford: CSLI Publications.

Findlay, Jamie Y. 2023. Lexical Functional Grammar as a Construction Grammar.
To appear in Journal of Language Modelling 11(2).

Findlay, Jamie Y., Roxanne Taylor & Anna Kibort. 2023. Argument structure
and mapping theory. In Mary Dalrymple (ed.), Handbook of Lexical Functional
Grammar, 699–778. Berlin: Language Science Press. DOI: 10 . 5281 / zenodo .
10185966.

Frank, Anette & Josef van Genabith. 2001. GlueTag: Linear logic based seman-
tics for LTAG – and what it teaches us about LFG and LTAG. In Miriam Butt
& Tracy Holloway King (eds.), Proceedings of the LFG ’01 conference, 104–126.
Stanford: CSLI Publications.

Gardent, Claire & Laura Kallmeyer. 2003. Semantic construction in feature-based
TAG. In Proceedings of the 10th conference of the European chapter of the ACL
(EACL ’03), vol. 1, 123–130. DOI: 10.3115/1067807.1067825.

Gazdar, Gerald, Ewan Klein, Geoffrey K. Pullum & Ivan A. Sag. 1985. Generalized
Phrase Structure Grammar. Cambridge, MA: Harvard University Press.

2116

https://doi.org/10.1207/s15516709cog2805_5
https://doi.org/10.15398/jlm.v4i2.171
http://aclweb.org/anthology/W17-1709
http://aclweb.org/anthology/W17-1709
https://doi.org/10.5281/zenodo.10185966
https://doi.org/10.5281/zenodo.10185966
https://doi.org/10.3115/1067807.1067825


43 LFG and Tree-Adjoining Grammar

Goldberg, Adele E. 1995. Constructions: A Construction Grammar approach to ar-
gument structure. Chicago: University of Chicago Press.

Goldberg, Adele E. 2006. Constructions at work: The nature of generalization in
language. Oxford: Oxford University Press.

Goldwater, Micah B. & Arthur B. Markman. 2009. Constructional sources of im-
plicit agents in sentence comprehension. Cognitive Linguistics 20(4). 675–702.
DOI: 10.1515/COGL.2009.029.

Gorn, Saul. 1967. Explicit definitions and linguistic dominoes. In John Francis
Hart & Satoru Takasu (eds.), Systems and computer science, 77–115. University
of Toronto Press. DOI: 10.3138/9781487592769-008.

Greibach, Sheila A. 1965. A new normal-form theorem for context-free phrase
structure grammars. Journal of the Association for Computing Machinery 12(1).
42–52. DOI: 10.1145/321250.321254.

Grimshaw, Jane. 2000. Locality and extended projection. In Peter Coopmans,
Martin Everaert & Jane Grimshaw (eds.), Lexical specification and insertion,
115–133. Amsterdam/Philadelphia: John Benjamins. DOI: 10.1075/cilt.197.07gri.

Grimshaw, Jane. 2005. Extended projection. In Words and structure, 1–74. Stan-
ford: CSLI Publications. Published version of 1991 manuscript by the same
name.

Harris, Zellig. 1946. From morpheme to utterance. Language 22(3). 161–183. DOI:
10.2307/410205. Reprinted in Joos (ed) (1957), Readings In Structural Linguistics,
University of Chicago Press, 142–153.

Haug, Dag. 2023a. Agreement. In Mary Dalrymple (ed.), Handbook of Lexical
Functional Grammar, 193–218. Berlin: Language Science Press. DOI: 10.5281/
zenodo.10185942.

Haug, Dag. 2023b. LFG and Dependency Grammar. In Mary Dalrymple (ed.),
Handbook of Lexical Functional Grammar, 1829–1859. Berlin: Language Science
Press. DOI: 10.5281/zenodo.10186040.

Hoffmann, Thomas&Graeme Trousdale (eds.). 2013. The Oxford handbook of Con-
struction Grammar. Oxford: Oxford University Press. DOI: 10.1093/oxfordhb/
9780195396683.001.0001.

Johnson, Matthew A. & Adele E. Goldberg. 2012. Evidence for automatic access-
ing of constructional meaning: Jabberwocky sentences prime associated verbs.
Language and Cognitive Processes 28(10). 1–14. DOI: 10 . 1080 /01690965 .2012 .
717632.

Joshi, Aravind K. 1985. Tree adjoining grammars: How much context-sensitivity
is required to provide reasonable structural descriptions? In David R. Dowty,
Lauri Karttunen & Arnold M. Zwicky (eds.), Natural language parsing: Psycho-

2117

https://doi.org/10.1515/COGL.2009.029
https://doi.org/10.3138/9781487592769-008
https://doi.org/10.1145/321250.321254
https://doi.org/10.1075/cilt.197.07gri
https://doi.org/10.2307/410205
https://doi.org/10.5281/zenodo.10185942
https://doi.org/10.5281/zenodo.10185942
https://doi.org/10.5281/zenodo.10186040
https://doi.org/10.1093/oxfordhb/9780195396683.001.0001
https://doi.org/10.1093/oxfordhb/9780195396683.001.0001
https://doi.org/10.1080/01690965.2012.717632
https://doi.org/10.1080/01690965.2012.717632


Jamie Y. Findlay

logical, computational, and theoretical perspectives, 206–250. Cambridge, UK:
Cambridge University Press.

Joshi, Aravind K. 1987. An introduction to Tree Adjoining Grammars. In Alexis
Manaster-Ramer (ed.), Mathematics of language: Proceedings of a conference
held at the University of Michigan, Ann Arbor, October 1984, 87–114. Amsterdam:
John Benjamins. DOI: 10.1075/z.35.07jos.

Joshi, Aravind K. 2005. Tree-adjoining grammars. In Ruslan Mitkov (ed.), The Ox-
ford handbook of computational linguistics, 1st edn., 483–498. Oxford: Oxford
University Press. DOI: 10.1093/oxfordhb/9780199276349.013.0026.

Joshi, Aravind K., Leon S. Levy & Masako Takahashi. 1975. Tree adjunct gram-
mars. Journal of Computer and System Sciences 10(1). 136–163. DOI: 10 . 1016 /
S0022-0000(75)80019-5.

Joshi, Aravind K. & Yves Schabes. 1997. Tree-Adjoining Grammars. In Grzegorz
Rozenberg & Arto Salomaa (eds.),Handbook of formal languages, vol. 3: Beyond
words, 69–123. Berlin: Springer.

Joshi, Aravind K. & K. Vijay-Shanker. 2001. Compositional semantics with Lex-
icalized Tree-Adjoining Grammar (LTAG): How much underspecification is
necessary? In Harry Bunt, ReinhardMuskens & Elias Thijsse (eds.),Computing
meaning, vol. 2 (Studies in Linguistics and Philosophy 77), 147–163. Dordrecht:
Springer. DOI: 10.1007/978-94-010-0572-2_9.

Joshi, Aravind K., K. Vijay-Shanker & David Weir. 1991. The convergence
of mildly context-sensitive formalisms. In Peter Sells, Stuart M. Shieber &
ThomasWasow (eds.), Foundational issues in natural language processing. Cam-
bridge, MA: The MIT Press.

Joshi, Aravind K. & Takashi Yokomori. 1983. Parsing of tree adjoining grammars.
Tech. rep. Department of Computer & Information Science, University of Penn-
sylvania.

Kallmeyer, Laura. 2001. Local tree description grammars. Grammars 4. 85–137.
Kallmeyer, Laura. 2010. Parsing beyond context-free grammars. Berlin: Springer.

DOI: 10.1007/978-3-642-14846-0.
Kallmeyer, Laura & Aravind K. Joshi. 2003. Factoring predicate argument and

scope semantics: underspecified semantics with LTAG. Research on Language
and Computation 1(1–2). 3–58. DOI: 10.1023/A:1024564228892.

Kallmeyer, Laura & Marco Kuhlmann. 2012. A formal model for plausible de-
pendencies in lexicalized tree adjoining grammar. In Proceedings of the 11th
International Workshop on Tree Adjoining Grammars and Related Formalisms
(TAG+11), 108–116. Paris. https://aclanthology.org/W12-4613.

2118

https://doi.org/10.1075/z.35.07jos
https://doi.org/10.1093/oxfordhb/9780199276349.013.0026
https://doi.org/10.1016/S0022-0000(75)80019-5
https://doi.org/10.1016/S0022-0000(75)80019-5
https://doi.org/10.1007/978-94-010-0572-2_9
https://doi.org/10.1007/978-3-642-14846-0
https://doi.org/10.1023/A:1024564228892
https://aclanthology.org/W12-4613


43 LFG and Tree-Adjoining Grammar

Kallmeyer, Laura, Timm Lichte, Wolfgang Maier, Yannick Parmentier, Johannes
Dellert & Kilian Evang. 2008. TuLiPA: Towards a multi-formalism parsing
environment for grammar engineering. In Stephen Clark & Tracy Holloway
King (eds.), Proceedings of the workshop on Grammar Engineering Across Frame-
works (GEAF08), 1–8. Association for Computational Linguistics. https://www.
aclweb.org/anthology/W08-1701.pdf.

Kallmeyer, Laura & Rainer Osswald. 2013. Syntax-driven semantic frame compo-
sition in Lexicalized Tree Adjoining Grammars. Journal of Language Modelling
1(2). 267–330. DOI: 10.15398/jlm.v1i2.61.

Kallmeyer, Laura & Maribel Romero. 2004. LTAG semantics with semantic unifi-
cation. In TAG+7: Seventh International Workshop on Tree Adjoining Grammar
and Related Formalisms, 155–162. Vancouver. https://aclanthology.org/W04-
3321.

Kallmeyer, Laura & Maribel Romero. 2008. Scope and situation binding in LTAG
using semantic unification. Research on Language and Computation 6(1). 3–52.
DOI: 10.1007/s11168-008-9046-6.

Kameyama, Megumi. 1986. Characterising Lexical Functional Grammar (LFG) in
terms of Tree Adjoining Grammar (TAG). Unpublished manuscript, Depart-
ment of Computer and Information Science, University of Pennsylvania.

Kanazawa, Makoto & Sylvain Salvati. 2012. MIX is not a tree-adjoining language.
In Proceedings of the 50th annual meeting of the Association for Computational
Linguistics, 666–674. Association for Computational Linguistics. https://www.
aclweb.org/anthology/P12-1070.

Kaplan, Ronald M. 1989. The formal architecture of Lexical-Functional Grammar.
Journal of Information Science and Engineering 5. 305–322. Revised version pub-
lished as Kaplan (1995).

Kaplan, Ronald M. 1995. The formal architecture of Lexical-Functional Grammar.
In Mary Dalrymple, Ronald M. Kaplan, John T. III Maxwell & Annie Zaenen
(eds.), Formal issues in Lexical-Functional Grammar, 7–27. Stanford: CSLI Pub-
lications. Earlier version published as Kaplan (1989).

Kaplan, Ronald M. & Joan Bresnan. 1982. Lexical-Functional Grammar: A formal
system for grammatical representation. In Joan Bresnan (ed.), The mental rep-
resentation of grammatical relations, 173–281. Cambridge, MA: The MIT Press.
Reprinted in Dalrymple, Kaplan, Maxwell & Zaenen (1995: 29–130).

Kaplan, Ronald M., John T. III Maxwell & Annie Zaenen. 1987. Functional uncer-
tainty. In CSLI Publications Monthly Newsletter. Stanford: Stanford University.

Kaplan, Ronald M. & Paula S. Newman. 1997. Lexical resource reconciliation in
the Xerox Linguistic Environment. In Proceedings of the ACL workshop on Com-

2119

https://www.aclweb.org/anthology/W08-1701.pdf
https://www.aclweb.org/anthology/W08-1701.pdf
https://doi.org/10.15398/jlm.v1i2.61
https://aclanthology.org/W04-3321
https://aclanthology.org/W04-3321
https://doi.org/10.1007/s11168-008-9046-6
https://www.aclweb.org/anthology/P12-1070
https://www.aclweb.org/anthology/P12-1070


Jamie Y. Findlay

putational Environments for Grammar Development and Engineering. Associa-
tion for Computational Linguistics.

Kaplan, Ronald M. & Jürgen Wedekind. 2023. Formal and computational proper-
ties of LFG. In Mary Dalrymple (ed.),Handbook of Lexical Functional Grammar,
1035–1082. Berlin: Language Science Press. DOI: 10.5281/zenodo.10185982.

Kaplan, Ronald M. & Annie Zaenen. 1989. Long-distance dependencies, con-
stituent structure, and functional uncertainty. In Mark Baltin & Anthony
Kroch (eds.), Alternative conceptions of phrase structure, 17–42. Chicago: Uni-
versity of Chicago Press. Reprinted in Dalrymple, Kaplan, Maxwell & Zaenen
(1995: 137–165).

Kasai, Jungo, Bob Frank, Tom McCoy, Owen Rambow & Alexis Nasr. 2017. TAG
parsing with neural networks and vector representations of supertags. In Pro-
ceedings of the 2017 Conference on Empirical Methods in Natural Language Pro-
cessing, 1712–1722. Copenhagen: Association for Computational Linguistics.
DOI: 10.18653/v1/D17-1180. http://aclweb.org/anthology/D17-1180.

Kaschak, Michael P. & Arthur M. Glenberg. 2000. Constructing meaning: The
role of affordances and grammatical constructions in sentence comprehension.
Journal of Memory and Language 43(3). 508–529. DOI: 10.1006/jmla.2000.2705.

Kay, Paul & Charles J. Fillmore. 1999. Grammatical constructions and linguistic
generalizations: The What’s X doing Y? construction. Language 75. 1–33.

Kinyon, Alexandra. 2000. Hypertags. InCOLING 2000: The 18th International Con-
ference on Computational Linguistics, vol. 1. DOI: 10.3115/990820.990885.

Koller, Alexander. 2017. A feature structure algebra for FTAG. In Proceedings of
the 13th International Workshop on Tree Adjoining Grammars and Related For-
malisms (TAG+13). https://www.aclweb.org/anthology/W17-6201.

Kroch, Anthony. 1987. Unbounded dependencies and subjacency in a Tree Ad-
joining Grammar. In Alexis Manaster-Ramer (ed.), Mathematics of language:
Proceedings of a conference held at the University of Michigan, Ann Arbor, Octo-
ber 1984, 143–172. Amsterdam: John Benjamins. DOI: 10.1075/z.35.09kro.

Kroch, Anthony & Aravind K. Joshi. 1985. The linguistic relevance of Tree Adjoin-
ing Grammar. Tech. rep. MC-CS-85-16. Department of Computer & Informa-
tion Sciences, University of Pennsylvania.

Kuhlmann, Marco. 2010. Dependency structures and lexicalized grammars: An al-
gebraic approach. Berlin: Springer. DOI: 10.1007/978-3-642-14568-1.

Lev, Iddo. 2007. Packed computation of exact meaning representations. Stanford:
Stanford University. (Doctoral dissertation).

Lichte, Timm & Laura Kallmeyer. 2017. Tree-Adjoining Grammar: A tree-based
constructionist grammar framework for natural language understanding. In
Proceedings of the AAAI 2017 Spring Symposium on Computational Construction

2120

https://doi.org/10.5281/zenodo.10185982
https://doi.org/10.18653/v1/D17-1180
http://aclweb.org/anthology/D17-1180
https://doi.org/10.1006/jmla.2000.2705
https://doi.org/10.3115/990820.990885
https://www.aclweb.org/anthology/W17-6201
https://doi.org/10.1075/z.35.09kro
https://doi.org/10.1007/978-3-642-14568-1


43 LFG and Tree-Adjoining Grammar

Grammar and Natural Language Understanding (Technical Report SS-17-02),
205–212. Association for the Advancement of Artificial Intelligence. https://
www.aaai.org/ocs/index.php/SSS/SSS17/paper/viewFile/15330/14536.

Maxwell, John T. III & Ronald M. Kaplan. 1989. An overview of disjunctive con-
straint satisfaction. In Proceedings of the 4th International Workshop on Parsing
Technologies (IWPT 1995), 18–27. Also published in Tomita (1991) as ‘A Method
for Disjunctive Constraint Satisfaction’, and reprinted in Dalrymple, Kaplan,
Maxwell & Zaenen (1995: 381–402).

Maxwell, John T. III & Ronald M. Kaplan. 1993. The interface between phrasal
and functional constraints. Computational Linguistics 19. 571–590.

Maxwell, John T. III & Ronald M. Kaplan. 1996. Unification-based parsers that
automatically take advantage of context freeness. In Miriam Butt & Tracy Hol-
loway King (eds.), Proceedings of the LFG ’96 conference, 1–31. Stanford: CSLI
Publications.

McCawley, James D. 1968. Concerning the base component of a transformational
grammar. Foundations of Language 4(3). 243–269.

Mel’čuk, Igor A. 1988. Dependency syntax: Theory and practice. Albany, NY: State
University of New York Press.

Müller, Stefan & Stephen Wechsler. 2014. Lexical approaches to argument struc-
ture. Theoretical Linguistics 40(1–2). 1–76. DOI: 10.1515/tl-2014-0001.

Nakanishi, Ryuichi, Hiroyuki Seki & Tadao Kasami. 1992. On the generative ca-
pacity of Lexical-Functional Grammars. IEICE Transactions on Information and
Systems E75-D(4). 509–516. https://search.ieice.org/bin/summary.php?id=e75-
d_4_509.

Nederhof, Mark-Jan. 2016. A short proof that O2 is an MCFL. In Proceedings of
the 54th annual meeting of the Association for Computational Linguistics, 1117–
1126. Association for Computational Linguistics. https : / /www.aclweb .org /
anthology/P16-1106.

Nesson, Rebecca & Stuart M. Shieber. 2006. Simpler TAG semantics through syn-
chronization. In Shuly Wintner (ed.), Proceedings of the 11th Conference on For-
mal Grammar (FG 2006), 129–142. Stanford: CSLI Publications. https : / / csli -
publications.stanford.edu/FG/2006/nesson.pdf.

Nesson, Rebecca & Stuart M. Shieber. 2007. Extraction phenomena in syn-
chronous TAG syntax and semantics. In Dekai Wu & David Chiang (eds.),
Proceedings of the Workshop on Syntax and Structure in Statistical Translation.
Rochester, New York, 26 April 2007.

Nesson, Rebecca & Stuart M. Shieber. 2008. Synchronous vector-TAG for natural
language syntax and semantics. In Proceedings of the Ninth International Work-

2121

https://www.aaai.org/ocs/index.php/SSS/SSS17/paper/viewFile/15330/14536
https://www.aaai.org/ocs/index.php/SSS/SSS17/paper/viewFile/15330/14536
https://doi.org/10.1515/tl-2014-0001
https://search.ieice.org/bin/summary.php?id=e75-d_4_509
https://search.ieice.org/bin/summary.php?id=e75-d_4_509
https://www.aclweb.org/anthology/P16-1106
https://www.aclweb.org/anthology/P16-1106
https://csli-publications.stanford.edu/FG/2006/nesson.pdf
https://csli-publications.stanford.edu/FG/2006/nesson.pdf


Jamie Y. Findlay

shop on Tree Adjoining Grammars and Related Formalisms (TAG+ 9). Tübingen.
http://tagplus9.cs.sfu.ca/papers/NessonShieber.pdf.

Nivre, Joakim, Marie-Catherine de Marneffe, Filip Ginter, Yoav Goldberg, Jan Ha-
jič, Christopher D. Manning, RyanMcDonald, Slav Petrov, Sampo Pyysalo, Na-
talia Silveira, Reut Tsarfaty & Daniel Zeman. 2016. Universal Dependencies v1:
A multilingual treebank collection. In Proceedings of the 10th International Con-
ference on Language Resources and Evaluation (LREC’16), 1659–1666. Portorož:
European Language Resources Association (ELRA). https://aclanthology.org/
L16-1262.

Partee, Barbara H., Alice ter Meulen & Robert E. Wall. 1990. Mathematical meth-
ods in linguistics. Dordrecht: Kluwer Academic Publishers. DOI: 10.1007/978-
94-009-2213-6.

Pawley, Andrew & Frances Hodgetts Syder. 1983. Two puzzles for linguistic the-
ory: Nativelike selection and nativelike fluency. In Jack C. Richards & Richard
W. Schmidt (eds.), Language and communication, 191–226. London: Longman.

Peters, Stanley&R.W. Ritchie. 1973. On the generative power of transformational
grammars. Information Sciences 6. 49–83. DOI: 10.1016/0020-0255(73)90027-3.

Pollard, Carl. 1997. The nature of constraint-based grammar. Linguistic Research
15. 1–18. http://isli.khu.ac.kr/journal/content/data/15/1.pdf.

Pollard, Carl & Ivan A. Sag. 1994. Head-Driven Phrase Structure Grammar.
Chicago: University of Chicago Press & CSLI Publications.

Przepiórkowski, Adam. 2017. A full-fledged hierarchical lexicon in LFG: The
FrameNet approach. In Victoria Rosén & Koenraad De Smedt (eds.), The very
model of a modern linguist – In honor of Helge Dyvik, 202–219. Bergen: Bergen
Language & Linguistics Studies (BeLLS). DOI: 10.15845/bells.v8i1.1336.

Pullum, Geoffrey K. & Gerald Gazdar. 1982. Natural languages and context-free
languages. Linguistics and Philosophy 4. 471–504. DOI: 10.1007/bf00360802.

Pulvermüller, Friedmann. 2010. Brain embodiment of syntax and grammar: Dis-
crete combinatorial mechanisms spelt out in neuronal circuits. Brain and Lan-
guage 112(3). 167–179. DOI: 10.1016/j.bandl.2009.08.002.

Rambow, Owen&Aravind K. Joshi. 1997. A formal look at dependency grammars
and phrase-structure grammars, with special consideration of word-order phe-
nomena. In Leo Wanner (ed.), Recent trends in Meaning-Text Theory (Studies
in Language Companion Series 39), 167–190. Amsterdam: John Benjamins.

Rambow, Owen, K. Vijay-Shanker & David Weir. 1995. D-Tree Grammars. In Pro-
ceedings of the 33rd annual meeting of the Association for Computational Lin-
guistics (ACL ’95), 151–158. DOI: 10.3115/981658.981679.

2122

http://tagplus9.cs.sfu.ca/papers/NessonShieber.pdf
https://aclanthology.org/L16-1262
https://aclanthology.org/L16-1262
https://doi.org/10.1007/978-94-009-2213-6
https://doi.org/10.1007/978-94-009-2213-6
https://doi.org/10.1016/0020-0255(73)90027-3
http://isli.khu.ac.kr/journal/content/data/15/1.pdf
https://doi.org/10.15845/bells.v8i1.1336
https://doi.org/10.1007/bf00360802
https://doi.org/10.1016/j.bandl.2009.08.002
https://doi.org/10.3115/981658.981679


43 LFG and Tree-Adjoining Grammar

Rambow, Owen, K. Vijay-Shanker & David Weir. 2001. D-tree substitu-
tion grammars. Computational Linguistics 27(1). 87–121. DOI: 10 . 1162 /
089120101300346813.

Rogers, James. 1998.A descriptive approach to language-theoretic complexity. Stan-
ford: CSLI Publications.

Rogers, James & K. Vijay-Shanker. 1994. Obtaining trees from their descriptions:
An application to Tree-adjoining Grammars. Computational Intelligence 10(4).
401–421. DOI: 10.1111/j.1467-8640.1994.tb00005.x.

Ryant, Neville & Tatjana Scheffler. 2006. Binding of anaphors in LTAG. In Pro-
ceedings of the Eighth International Workshop on Tree Adjoining Grammar and
Related Formalisms, 65–72. Sydney. DOI: 10.3115/1654690.1654699.

Salvati, Sylvain. 2015. MIX is a 2-MCFL and the word problem in ℤ2 is captured
by the IO and the OI hierarchies. Journal of Computer and System Sciences 18(7).
1252–1277. DOI: 10.1016/j.jcss.2015.03.004.

Savitch, Walter J., Emmon W. Bach, William Marsh & Gila Safran-Naveh (eds.).
1987. The formal complexity of natural language (Studies in Linguistics and Phi-
losophy). Dordrecht: Springer. DOI: 10.1007/978-94-009-3401-6.

Schabes, Yves. 1990. Mathematical and computational aspects of lexicalized gram-
mars. University of Pennsylvania. (Doctoral dissertation).

Schabes, Yves, Anne Abeillé & Aravind K. Joshi. 1988. Parsing strategies with
‘lexicalized’ grammars: application to Tree Adjoining Grammars. In COL-
ING ’88: Proceedings of the 12th Conference on Computational Linguistics, 578–
583. Stroudsburg, PA: Association for Computational Linguistics. DOI: 10.3115/
991719.991757.

Seki, Hiroyuki, Takahashi Matsumura, Mamoru Fujii & Tadao Kasami. 1991. On
multiple context-free grammars. Theoretical Computer Science 88(2). 191–229.
DOI: 10.1016/0304-3975(91)90374-b.

Seki, Hiroyuki, Ryuichi Nakanishi, Yuichi Kaji, Sachiko Ando & Tadao Kasami.
1993. Parallel multiple context-free grammars, finite-state translation systems,
and polynomial-time recognizable subclasses of Lexical-Functional Grammars.
In Proceedings of the 31st annual meeting of the Association for Computational
Linguistics, 130–139. Columbus, OH: Association for Computational Linguis-
tics. DOI: 10.3115/981574.981592.

Shieber, Stuart M. 1985. Evidence against the context-freeness of natural lan-
guage. Linguistics and Philosophy 8(3). 333–343. DOI: 10 . 1007 /978 - 94 - 009 -
3401-6_12.

Shieber, Stuart M. & Yves Schabes. 1990. Synchronous Tree Adjoining Grammars.
In Proceedings of the 13th International Conference on Computational Linguistics
(COLING ’90), 253–258. Helsinki.

2123

https://doi.org/10.1162/089120101300346813
https://doi.org/10.1162/089120101300346813
https://doi.org/10.1111/j.1467-8640.1994.tb00005.x
https://doi.org/10.3115/1654690.1654699
https://doi.org/10.1016/j.jcss.2015.03.004
https://doi.org/10.1007/978-94-009-3401-6
https://doi.org/10.3115/991719.991757
https://doi.org/10.3115/991719.991757
https://doi.org/10.1016/0304-3975(91)90374-b
https://doi.org/10.3115/981574.981592
https://doi.org/10.1007/978-94-009-3401-6_12
https://doi.org/10.1007/978-94-009-3401-6_12


Jamie Y. Findlay

Simpson, Jane. 1991. Warlpiri morpho-syntax: A lexicalist approach. Dordrecht:
Kluwer Academic Publishers.

Srinivas, Bangalore, Dania Egedi, Christy Doran & Tilman Becker. 1994. Lexi-
calization and grammar development. In Proceedings of KONVENS 94, Vienna,
Austria, September 1994, 310–319. DOI: 10.48550/ARXIV.CMP-LG/9410015.

Steedman, Mark. 1987. Combinatory grammars and parasitic gaps. Natural Lan-
guage & Linguistic Theory 5(3). 403–440. DOI: 10.1007/bf00134555.

Steedman, Mark. 2000. The syntactic process. Cambridge, MA: The MIT Press.
DOI: 10.7551/mitpress/6591.001.0001.

Steedman, Mark. 2019. Combinatory Categorial Grammar. In András Kertész,
Edith Moravcsik & Csilla Rákosi (eds.), Current approaches to syntax: A com-
parative handbook, 389–420. Berlin: De Gruyter Mouton.

Storoshenko, Dennis R. & Chung-hye Han. 2013. Using synchronous tree adjoin-
ing grammar to model the typology of bound variable pronouns. Journal of
Logic and Computation 25(2). 371–403. DOI: 10.1093/logcom/exs064.

Storoshenko, Dennis R., Chung-hye Han&David Potter. 2008. Reflexivity in Eng-
lish: An STAG analysis. In Proceedings of the Ninth International Workshop on
Tree Adjoining Grammar and Related Frameworks (TAG+9), 149–156. Tübingen.
http://www.aclweb.org/anthology/W08-2320.

Tomita, Masaru (ed.). 1991. Current issues in parsing technology. Dordrecht:
Kluwer Academic Publishers. DOI: 10.1007/978-1-4615-3986-5.

Vijay-Shanker, K. 1987. A study of Tree Adjoining Grammars. University of Penn-
sylvania. (Doctoral dissertation).

Vijay-Shanker, K. 1992. Using descriptions of trees in a Tree Adjoining Grammar.
Computational Linguistics 18(4). 481–517. http://dl.acm.org/citation.cfm?id=
176313.176317.

Vijay-Shanker, K. & Aravind K. Joshi. 1985. Some computational properties of
Tree Adjoining Grammars. In Proceedings of the 23rd annual meeting of the As-
sociation for Computational Linguistics, 82–93. Association for Computational
Linguistics. DOI: 10.3115/981210.981221.

Vijay-Shanker, K. & Aravind K. Joshi. 1988. Feature structure based Tree Adjoin-
ing Grammars. In Proceedings of the 12th Conference on Computational Linguis-
tics (COLING ’88), 714–719. Budapest: Association for Computational Linguis-
tics. DOI: 10.3115/991719.991783.

Wedekind, Jürgen & Ronald M. Kaplan. 2020. Tractable Lexical-Functional Gram-
mar. Computational Linguistics 46(2). 515–569. DOI: 10.1162/coli_a_00384.

Wells, Rulon S. 1947. Immediate constituents. Language 23(2). 81–117. DOI: 10 .
2307/410382.

2124

https://doi.org/10.48550/ARXIV.CMP-LG/9410015
https://doi.org/10.1007/bf00134555
https://doi.org/10.7551/mitpress/6591.001.0001
https://doi.org/10.1093/logcom/exs064
http://www.aclweb.org/anthology/W08-2320
https://doi.org/10.1007/978-1-4615-3986-5
http://dl.acm.org/citation.cfm?id=176313.176317
http://dl.acm.org/citation.cfm?id=176313.176317
https://doi.org/10.3115/981210.981221
https://doi.org/10.3115/991719.991783
https://doi.org/10.1162/coli_a_00384
https://doi.org/10.2307/410382
https://doi.org/10.2307/410382


43 LFG and Tree-Adjoining Grammar

Williams, Edwin. 2007. Dumping lexicalism. In Gillian Ramchand&Charles Reiss
(eds.), The Oxford handbook of linguistic interfaces, 353–382. Oxford: Oxford
University Press. DOI: 10.1093/oxfordhb/9780199247455.013.0012.

Wray, Alison. 2002. Formulaic language and the lexicon. Cambridge, UK: Cam-
bridge University Press. DOI: 10.1017/cbo9780511519772.

XTAG Research Group. 2001. A Lexicalized Tree Adjoining Grammar for English.
Tech. rep. IRCS-01-03. Philadelphia: Institute for Research in Cognitive Science,
University of Pennsylvania. https://www.cis.upenn.edu/~xtag/gramrelease.
html.

2125

https://doi.org/10.1093/oxfordhb/9780199247455.013.0012
https://doi.org/10.1017/cbo9780511519772
https://www.cis.upenn.edu/~xtag/gramrelease.html
https://www.cis.upenn.edu/~xtag/gramrelease.html




Appendix A:

Glossary
Mary Dalrymple
University of Oxford

↑ (‘up’) In an annotation on a daughter category in a phrase structure rule, the
f-structure corresponding to the mother node. See Belyaev 2023c: 4.2 [this
volume].↓ (‘down’) In an annotation on a daughter category in a phrase structure rule,
the f-structure corresponding to the daughter node on which the ↓ anno-
tation appears. See Belyaev 2023c: 4.2 [this volume].∗̂ In an annotation on a daughter node in a phrase structure rule, the mother
node in the constituent structure tree. See Belyaev 2023c: 4.2 [this vol-
ume].∗ In an annotation on a daughter node in a phrase structure rule, the daugh-
ter node on which the ∗ annotation appears. See Belyaev 2023c: 4.2 [this
volume].<∗ In an annotation on a daughter node in a phrase structure rule, the imme-
diate left sister of the daughter node on which the annotation appears. See
Belyaev 2023a: 4.2.1 [this volume].∗> In an annotation on a daughter node in a phrase structure rule, the imme-
diate right sister of the daughter node on which the annotation appears.
See Belyaev 2023a: 4.2.1 [this volume].← In an off-path constraint, the f-structure immediately containing the fea-
ture on which the annotation appears. See Belyaev 2023a: 3.2.2 [this vol-
ume].

Mary Dalrymple. 2023. Glossary. In Mary Dalrymple (ed.), Handbook of Lexical Func-
tional Grammar, 2127–2149. Berlin: Language Science Press. DOI: 10 .5281 /zenodo .
10186056
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→ In an off-path constraint, the f-structure value of the feature on which the
annotation appears. See Belyaev 2023a: 3.2.2 [this volume].>𝑓 See Functional precedence.=𝑐 See Constraining equation.⊸ See Linear implication.∧ See Conjunction.∣ See Disjunction.∨ See Disjunction.

/ At the end of the list of daughters in a phrase structure rule: see ‘Ignore’
operator.

\ Following an f-structure reference: see Restriction.

_ After a symbol: see Instantiated symbol.

, (comma) Between daughter categories in a phrase structure rule: see ID/LP
rule. Between sequences of categories enclosed by square brackets in a
phrase structure rule: see ‘Shuffle’ operator.𝜙 projection The 𝜙 projection is a projection function from nodes of the con-
stituent structure to their corresponding functional structures.−1 See Inverse correspondence function.𝜖 The empty string.

X0 In X-bar theory, a zero-level or lexical category, usually a single word. For
example, the noun horse is of category N0, and can appear as the head of
a phrase of category NP.

X′ In X-bar theory, a single bar level category, projected from the X head.

X̂ See Non-projecting word.

A-structure The linguistic representation of the information in argument
structure.
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adj The adjunct grammatical function. At functional structure, a feature
whose value is a set of f-structures.

Adjunct control A construction in which a control relation holds between an
argument in the matrix clause and an unexpressed argument in an adver-
bial subordinate clause. See Vincent 2023 [this volume].

Anaphoric control A control construction in which an argument of a matrix
clause is required to corefer with the subject of a closed clause such as
comp. See Vincent 2023 [this volume].

Annotated phrase structure rule A phrase structure rule in which the
daughter categories are annotatedwith constraints on the functional struc-
tures and other levels of representation to which they correspond. See Bel-
yaev 2023c: 4.2 [this volume].

Argument structure A level of linguistic structure which represents the as-
pects of meaning that are relevant for determining the syntactic role of
the argument of a predicate. Its representation is referred to as A-structure.
See Findlay et al. 2023 [this volume] and, for a historical perspective, Booth
& Butt 2023: 3.2 [this volume].

Atomic values Feature values which have no internal structure, as opposed to
complex values such as functional structures or semantic forms.

Attribute See Feature.

Attribute-value matrix See Attribute-value structure.

Attribute-value structure A structure containing attributes (features) and
values, usually represented graphically as a list in which each line contains
an attribute followed by its value, with the entire list enclosed in square
brackets. Functional structure is generally represented as an attribute-
value structure.

Backward control A control construction in which the controller appears
overtly in the embedded clause and the controlled argument is in the ma-
trix clause. See Vincent 2023 [this volume].

Backward raising A construction which shares all the distributional proper-
ties of a raising construction except that the embedded subject appears in
the embedded clause and not in the matrix clause. See Vincent 2023 [this
volume].
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C See CP.

C-command A relation between nodes of the constituent structure tree. Several
slightly different definitions of c-command have been proposed, but a com-
monly accepted one states that a node 𝑛1 c-commands a node 𝑛2 if and only
if all of the nodes which dominate node 𝑛1 also dominate node 𝑛2.

C-precedence The left-to-right precedence relation holding between nodes of
the constituent structure tree. See Belyaev 2023a: 3.2.6 [this volume] and
Rákosi 2023: 2.3 [this volume].

C-structure See Constituent structure.

CAT predicate A predicate relating a functional structure to the category labels
of the constituent structure nodes that correspond to it via the inverse
of the 𝜙 projection. CAT takes two arguments: an f-structure, and a set
of constituent structure category labels. The CAT specification requires
that at least one of the c-structure nodes corresponding to the specified
f-structure has one of the labels in the set. For instance, assume that an
f-structure 𝑓 is related via the inverse 𝜙 correspondence to c-structure
nodes labeled NP, N′, and N; in this case, all of the following predicates
hold: CAT(𝑓 , {NP, N′, N}); CAT(𝑓 , {NP}); CAT(𝑓 , {NP, AP}). The CAT pred-
icate is interpreted distributively and thus may help in describing unlike
category coordination: if 𝑓 is a set of f-structures representing a coordi-
nation, each f-structure in 𝑓 must correspond to at least one node with
a label in the set. For example, the specification CAT(𝑓 , {AP, PP}) allows𝑓 to correspond to a conjunction of APs, a conjunction of PPs, or a con-
junction of unlike categories composed of APs and PPs. See Patejuk 2023
[this volume]. A related definition is sometimes assumed: in Belyaev 2023c
[this volume], Bond 2023 [this volume], and Sadler 2023 [this volume],
CAT is a function over f-structures, returning the set of labels of the c-
structure nodes to which the f-structure corresponds. According to this
definition, if 𝑓 is related to c-structure nodes with categories NP, N′, and
N, CAT(𝑓 )={NP, N′, N}.

clause-type Feature whose value is the type of the clause. Typical values are
decl for declarative, imp for imperative, and int for interrogative. Some-
times as cltype.

cltype See clause-type.
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Codescription The simultaneous description of more than one level of linguis-
tic structure, as opposed to description by analysis. See Belyaev 2023c: 5
[this volume].

(F-structure) Co-head At constituent structure, an X0 node is an f-structure
co-head with another X0 node if both nodes correspond to the same func-
tional structure.

Coherence The requirement that an f-structure may not contain governable
grammatical functions that are not selected by the predicate (the semantic
form value of the pred feature). See Belyaev 2023a: 3.4.3 [this volume].

comp A grammatical function typically associated with sentential comple-
ments.

Comp,X In constituent structure, the complement of X; that is, the non-head
daughter of X′ which is sister to the head, X0. See X-bar theory.

compform Feature whose value is the form of the complementizer, for example
that or whether for English. Sometimes as comp-form, especially in the
ParGram grammars.

Completeness The requirement that all governable grammatical functions re-
quired by the predicate (the semantic form value of the pred feature) must
be present. See Belyaev 2023a: 3.4.2 [this volume].

Complex category A constituent structure category consisting of a category
label (such as I, NP, or V′) and a set of features or parameters. For exam-
ple, VP[fin] is a complex category, with category VP and parameter ‘fin’
for finite. See Booth & Butt 2023: 4.2 [this volume], and for an implemen-
tational perspective, Forst & King 2023: 2.2 [this volume].

Complex predicate A construction in which there is a mismatch in the num-
ber of predicates at functional structure and the number of forms at con-
stituent structure which express them. See Andrews 2023b [this volume].

concat Built-in template in XLE taking two or more arguments. All arguments
except the last one are concatenated, and the result is the final argument.
For example, in @(CONCAT look ‘- up %FN) the first argument is ‘look’,
the second argument is ‘-’ (which must be explicitly quoted with the back
quote in XLE), the third argument is ‘up’, and %FN would be ‘look-up’.
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concord Feature whose value is an f-structure containing certain agreement
features, typically including the features gend, num, and case and their
values. See Haug 2023a: 3 [this volume].

Configurational language See Configurationality.

Configurationality A language type in which grammatical functions are of-
ten or always associated with particular constituent structure positions.
Also see Non-configurationality.

conj Feature whose value is the form of the conjunction in a coordinate phrase,
for example and or or in English. Sometimes represented as conjform or
conjtype.

conjform See conj.

conjtype See conj.

Conjunction of functional descriptions Conjunction of functional de-
scriptions is usually implicit, but is sometimes represented as ∧.

(Principle of) Conservation A general constraint on linguistic derivations
that requires a bounded relationship between the amount of information
(the sizes) of every pair of corresponding structures. This is a sufficient
condition for the decidability of many important computational problems.
See Kaplan & Wedekind 2023 [this volume].

Consistency The requirement for a feature to have exactly one value, and not
more than one. See Belyaev 2023a: 3.4.1 [this volume].

Constituent structure The linguistic level representing word order and
phrasal constituency, represented as a phrase structure tree. See Belyaev
2023c: 3 [this volume] and Andrews 2023a [this volume]; for a historical
perspective, see Booth & Butt 2023: 4 [this volume].

Constrained lexical sharing A restricted theory of lexical sharing. See
Booth & Butt 2023: 4.4 [this volume].

Constraining equation An equation thatmust hold of theminimal f-structure
solution to all of the defining equations in a functional description. Con-
straining equations are distinguished from defining equations by the pres-
ence of a subscript 𝑐 on the equals sign: =𝑐 . See Belyaev 2023a: 3.2.2 [this
volume].
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Constructive case The view that case specifications on an argument deter-
mine its grammatical role. Formally, constructive case specifications are
encoded by means of Inside-Out Functional Uncertainty. See Butt 2023
[this volume].

Control a) Structures in which an overt argument in one clause is partially or
fully co-referential with and determined by an expressed argument in an-
other clause, most commonly but not necessarily a higher clause. There
are various sub-types: adjunct, backward, exhaustive, implicit, partial, split
control. b) Themechanisms bywhich such structures are analysed, namely
functional control, anaphoric control, quasi-anaphoric control. See Vin-
cent 2023 [this volume].

Copy raising A construction in which the subject argument of an embedded
predicate is realized as the grammatical subject of the matrix verb, and
its place in the embedded clause is occupied by a pronominal copy, as in
English Sarah𝑖 seems like she𝑖 is asleep. See Vincent 2023 [this volume].

Correspondence function A function which relates components of one level
of linguistic structure to components of another level. For example, the 𝜙
projection is a correspondence function relating nodes of the constituent
structure to functional structures.

CP Originally ‘complementizer phrase’, a constituent structure category. Now
used for a phrase that consists of a full clause and possibly additional ma-
terial such as a complementizer or a displaced phrase.

D Determiner. See DP.

Decidability theorems for LFG Decidability can be relevant for parsing, gen-
eration, or other properties of linguistic systems. For example, if the pars-
ing problem for a linguistic system is decidable, it is possible to determine
for any given sentence whether it is licensed (admitted) by a particular
grammar of that system in a finite number of computational steps. If it
is not always possible to make that determination, the parsing problem
for that system is not decidable. The parsing problem for LFG has been
shown to be decidable under certain constraints: the Nonbranching Dom-
inance Constraint of earlier formulations has now been replaced by the
linguistically more appropriate Proper Anchoring Condition. See Kaplan
& Wedekind 2023 [this volume].
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Defining equation An equation requiring an f-structure to contain a feature
with a particular value. See Belyaev 2023c: 4.1 [this volume] and Belyaev
2023a: 3.2.1 [this volume]. Also see Constraining equation.

Description by analysis The description of one level of linguistic structure on
the basis of properties of another level, as opposed to codescription. See
Belyaev 2023c: 5 [this volume].

Differential object marking Non-uniform grammatical marking of objects.
See Zaenen (2023) and Laczkó (2023).

Direct Syntactic Encoding, Principle of A principle stating that syntactic
rules may not alter grammatical functions, originally proposed by Kaplan
& Bresnan (1982). For example, according to the Principle of Direct Syntac-
tic Encoding, passivization cannot be treated as a syntactic operation that
converts an active clause into a passive clause by converting the object
into a subject.

dis A grammatical function for displaced phrases, for example the displaced
or fronted object in an example like Who did you meet?. Sometimes as
op or udf. Also see Overlay function, and Kaplan 2023 [this volume] for
discussion of an alternative analysis in terms of information structure.

Discourse configurationality A language type in which discourse functions
are often or always associated with particular constituent structure posi-
tions. See Zaenen (2023), Booth & Butt (2023), and Laczkó (2023).

Disjunction A disjunction over functional descriptions or over sequences of
categories on the right-hand side of a phrase structure rule is generally
enclosed in curly brackets, with the options separated by a vertical line:
‘A or B or C’ is represented as {A∣B∣C}. Sometimes ∨ is used instead of the
vertical line: {A∨B∨C}. If the scope of the disjunction is clear, the curly
brackets are sometimes omitted.

Distributive/nondistributive feature If the value of a distributive feature
is specified for a set of attribute-value structures, each structure in the set
is required to have the specified value for that feature. If the value of a
nondistributive feature is specified for a set of attribute-value structures,
the set of f-structures as awhole has the specified value for the feature. The
distributive/nondistributive distinction is relevant only when specifying
the value of a feature for a set of attribute-value structures. SeeHaug 2023a
[this volume].
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DP Determiner phrase (a constituent structure category).

Economy of Expression A principle of competition among different potential
constituent structure analyses for a sentence which allows only the small-
est constituent structure analyses, and rules out larger structures.

Endocentricity A principle of phrasal organization which requires phrases of
a particular phrasal category to contain a head of the same category. It is
a central principle of X-bar theory. For growth of endocentric structure in
historical change, see Booth & Butt 2023: 4.3 [this volume].

Equi A label for the class of control verbs in which the controlling argument
has a semantic role with respect to both the matrix and the embedded
predicate. This class is traditionally contrastedwith raising verbs, inwhich
the shared argument has a semantic role only in the embedded clause. See
Vincent 2023 [this volume].

Evidentiality The linguistic marking of the nature of evidence for a given
statement. See Laczkó (2023).

Exhaustive control Control constructions in which the embedded argument
is coreferential with the controlling argument. See Vincent 2023 [this vol-
ume]. Also see Partial control.

Existential constraint A requirement for the presence of a feature in the
minimal f-structure solution to all of the defining equations in a functional
description, but with no constraints on the value of that feature. For ex-
ample, the requirement for a clause to be tensed can be enforced by the
existential constraint (𝑓 tense), which requires the f-structure 𝑓 for the
clause to contain the tense feature, without specifying a particular value
for tense.

Exocentric category A phrasal category which does not contain a head in the
sense of X-bar theory, but can be headed in the sense of the mapping from
constituent structure to functional structure by a node of any category
with annotation ↑=↓. LFG assumes at least one exocentric category, the
clausal category S. See Belyaev 2023a: 2.1 [this volume].

Extended Coherence Condition An extension of the Coherence condition
which requires f-structures with non-argument roles such as dis, focus, or
topic to be integrated into the f-structure by functionally or anaphorically
binding an argument. See Kaplan 2023 [this volume].
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Extended Head See (F-structure) co-head.

F-command There are several definitions of f-command. According to a com-
monly assumed definition, an f-structure 𝑓 1 f-commands an f-structure𝑓 2 if 𝑓 1 does not contain 𝑓 2, and there is some f-structure 𝑔 which imme-
diately contains 𝑓 1 and also contains 𝑓 2. F-command is analogous to the
c-command relation on constituent structure nodes.

F-description See Functional description.

F-precedence See Functional precedence.

F-structure See Functional structure.

Feature An attribute which has a value in an attribute-value structure. For ex-
ample, the f-structure [tense pst] has the feature/attribute tense with
value pst.

focus The new information contributed by a sentence, or the portion of a sen-
tence which contributes the new information. At functional structure or
information structure, the value of the focus feature is the linguistic ma-
terial associated with the focus role. See Zaenen 2023 [this volume].

form Featurewhose value is the form of a particular word. For example, weather
verbs in English (such as rain or snow) require their subject to have the
form it. To allow this requirement to be enforced, one of the lexical entries
for it has the feature form with value it, and accordingly the verb rain
requires its subject to include the feature form with value it.

Fragmentability of language A principle stating that incomplete fragments
of utterances are able to be assigned partial syntactic and semantic analy-
ses on the basis of their lexical and phrasal properties.

Function-Argument Biuniqueness A principle of alignment between the se-
mantic roles and grammatical functions of a predicate, stating that no
grammatical function can be associated with more than one semantic role,
and no semantic role can be associated with more than one grammatical
function.

Functional category A phrase structure category generally associated with
closed-class functionwords. Commonly assumed functional categories are
D/DP, C/CP, and I/IP. For the emergence of functional categories in his-
torical change, see Booth & Butt 2023: 4.3 [this volume].
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Functional control A control construction in which an argument of a matrix
clause is also the subject of an open grammatical function such as xcomp
or xadj. See Vincent 2023 [this volume].

Functional description A set of defining equations and constraining equa-
tions describing a set of linguistic structures and the relations among them.
See Belyaev 2023c: 4.1 [this volume] and Belyaev 2023a: 3.2.1 [this vol-
ume].

Functional precedence A precedence relation holding between f-structures,
defined in terms of the c-precedence relation at constituent structure. See
Belyaev 2023a: 3.2.6 [this volume].

Functional structure The linguistic level representing grammatical func-
tions such as subject and object, and grammatical features such as voice,
person, number, and case. See Belyaev 2023c: 4 [this volume].

Functional uncertainty A type of constraint on the relation between two
attribute-value structures which is stated in terms of a regular expression
over a sequence of features. See Belyaev 2023a: 3.2.3 [this volume] and
Kaplan 2023 [this volume]. Also see Inside-Out Functional Uncertainty.

Generation In LFG, the problem of finding the set of sentences that the gram-
mar assigns to a particular functional structure, if the f-structure is realized
by the grammar. Also see Realization.

gf Metavariable representing any grammatical function.

ĝf The grammatical function borne by the thematically most prominent ar-
gument. See Belyaev 2023b [this volume].

ggf Metavariable representing any governable grammatical function.

Glue A theory of the syntax-semantics interface which expresses constraints
on the combination of meanings via statements in a resource logic, Linear
logic. See Asudeh 2023 [this volume].

Governable grammatical functions Governable grammatical functions are
those which can be subcategorized, or required, by a predicate. The gov-
ernable grammatical functions that are usually assumed are subj, obj, obj𝜃 ,
comp, xcomp, and obl𝜃 .
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Grammar Writer’s Workbench A computational grammar development plat-
form for LFG, developed in the 1980s and 1990s at the Xerox Palo Alto
Research Center. See Forst & King 2023: 1.1.3 [this volume].

Grammatical Function Hierarchy An ordering of grammatical functions,
with subj at the top of the hierarchy, followed by obj and obl𝜃 . See Bel-
yaev 2023b [this volume].

GWW See Grammar Writer’s Workbench.

I See IP.

ID/LP rule A phrase structure rule in which precedence relations are specified
separately frommother-daughter relations: an ID (Immediate Dominance)
rule specifies the permissible daughters of a mother node, and an LP (Lin-
ear Precedence) rule specifies the permissible order among the daughters.
In an ID rule, the daughters are separated by commas.

‘Ignore’ operator (/) In a phrase structure rule, the Ignore operator is writ-
ten as a forward slash at the end of the rule, and is followed by
the Ignore category sequence. Such a rule licenses any number of
instances of the Ignored category sequence, interspersed at any po-
sition among the specified daughter nodes. For example, the rule
‘VP⟶ [V NP]/AdvP’ (VP dominates V and NP, ignoring AdvP) is a short-
hand for ‘VP⟶ AdvP* V AdvP* NP AdvP*’ (using the Kleene star ‘*’), allow-
ing VP to dominate any sequence of categories containing V and NP, and
also any number of AdvPs in any position.

Implicit control Structures in which a missing argument is inferred from the
extrasentential context rather than being determined within the clause by
a controlling argument. See Vincent 2023 [this volume].

index Featurewhose value is an f-structure containing the index feature bundle,
typically including the features pers, num, and gend and their values. See
Haug 2023a: 3 [this volume].

Information structure The linguistic level representing how linguistic infor-
mation is structured for presentation in a particular context, distinguish-
ing old from new information, focused from background information,
and other distinctions. See Zaenen 2023 [this volume] and, for historical
change, Booth & Butt 2023: 4.5.2 [this volume].
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Inside-out functional uncertainty A type of constraint on the relation be-
tween two attribute-value structures, stated in terms of a regular expres-
sion, and specified in terms of the position of the more embedded of the
two attribute-value structures. See Belyaev 2023a: 3.2.3 [this volume].

Instantiated symbol A feature value which can be instantiated only once. A
well-formed functional description may not contain more than one equa-
tion specifying an instantiated value. Notationally, an instantiated symbol
ends with an underscore: X_.

int Interrogative. Sometimes as inter.

Inverse correspondence function The inverse of a function 𝛼 , written 𝛼−1,
reverses the argument and result of 𝛼 . For example, the 𝜙 projection is a
function from c-structure nodes to f-structures, and the inverse 𝜙−1 projec-
tion is a relation between f-structures and the c-structure nodes to which
they correspond.

IP Originally ‘inflection(al) phrase’, a constituent structure category. Now
used for a clausal constituent. Also see CP.

Kleene star (*) In a regular expression, an operator that allows repetition of a
string zero or more times.

KP ‘Case phrase’, consisting of a nominal phrase with a case clitic (a con-
stituent structure category. See Belyaev 2023a: 2.1 [this volume].

LDD See Unbounded dependency.

Lexemic Index (LI) A unique identifier associated with a morphological root in
the lexicon. See Asudeh & Siddiqi 2023 [this volume].

Lexemic entry An entry in the lexicon specifying the form of a root morpheme,
any non-predictable morphological alternations, the syntactic, semantic,
and other information associated with the root, and a lexemic index for
the root. See Asudeh & Siddiqi 2023 [this volume].

Lexical (redundancy) rules Rules stating generalizations over classes of lexi-
cal items.

Lexical Integrity Principle The principle that the properties of words are es-
tablished in the lexicon, and cannot be modified in the course of syntactic
derivation. See Belyaev 2023a: 2.2 [this volume] and Asudeh & Siddiqi
2023 [this volume].
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Lexical Mapping Theory A version of Mapping Theory which assumes that
the relation between argument roles and grammatical functions is estab-
lished in the lexicon. See Findlay et al. 2023 [this volume].

Lexical Sharing The view that a single word can be dominated by more than
one node in the Constituent structure tree. See Belyaev 2023a: 5.2.2 [this
volume] and, for a historical perspective, Booth & Butt 2023: 4.4 [this vol-
ume].

Lexicalist Hypothesis See Lexical Integrity Principle.

LFG-DOP A hybrid grammatical model combining LFG and Data-Oriented Pars-
ing. See Cahill & Way 2023 [this volume].

Linear implication A linear logic connective similar to implication, written as⊸. See Asudeh 2023 [this volume].

Linear logic A resource logic in which each premise is a resource which can
be used only once. See Asudeh 2023 [this volume].

Linking rules See Lexical Mapping Theory.

LMT See Lexical Mapping Theory.

Local name A name used to refer to a particular f-structure in a functional de-
scription. The reference of the local name is restricted to the functional
description in which it appears. A local name begins with a percent sign,
%. See Belyaev 2023a: 3.2.5 [this volume].

Logical subject The most prominent argument of a predicate at argument
structure.

Long-distance dependency See Unbounded dependency.

Macro A macro is used in capturing generalizations across phrase structure
rules. It associates a name with a sequence of annotated constituent struc-
ture categories. As with templates, a call to a macro is preceded by an ‘at’
sign, @.

Mapping Theory The theory of the relation between argument structure and
functional structure roles. See Findlay et al. 2023 [this volume] and, for a
historical perspective, Booth & Butt 2023: 3.2 [this volume].
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Maximal projection In X-bar theory, the XP level. LFG often assumes a two-
level version of X-bar theory in which XP = X″.

Meaning constructor In the glue theory of the syntax-semantics interface, a
complex expression with two parts: one part expresses a linguistic mean-
ing, and the other part is an expression of linear logic expressing how
the meaning combines with other meanings in semantic composition. See
Asudeh 2023 [this volume].

Minimal Complete Nucleus Relative to a designated f-structure 𝑓 , the small-
est f-structure which properly contains both 𝑓 and a pred feature. The
minimal complete nucleus is often assumed to be relevant for specifica-
tion of anaphoric binding constraints: see Rákosi 2023 [this volume].

Minimal Finite Domain Relative to a designated f-structure 𝑓 , the smallest f-
structure which properly contains both 𝑓 and a feature specifying a value
for the tense feature. Theminimal finite domain is often assumed to be rel-
evant for specification of anaphoric binding constraints: see Rákosi 2023
[this volume].

Morphological Blocking Principle A principle stating that the existence of
a more specified form blocks the use of a less specified form. See Asudeh
& Siddiqi 2023 [this volume] and Kuhn 2023 [this volume].

N Noun. See NP.

Negative existential constraint A constraint forbidding the appearance of
a feature in an attribute-value structure. For example, the constraint¬(𝑓 tense) prevents the f-structure 𝑓 from having an attribute tense with
any value.

Disallowed:

CP

⋮
CP

...

Nonbranching Dominance Constraint A constraint disallowing
constituent structure trees in which two nodes of the same cat-
egory dominate the same terminal substring, as in the illustra-
tion. This constraint is sufficient to ensure decidability of LFG
parsing, but is not sufficient to ensure decidability of LFG gen-
eration. The stronger principles of Conservation and Proper
Anchoring guarantee decidability of both computational prob-
lems. See Kaplan & Wedekind 2023 [this volume].
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Non-configurationality Refers to a language type in which grammatical
functions are not associated with particular constituent structure posi-
tions, but can often be identified via agreement and/or casemarking. Also
see Configurationality.

Nondistributive feature See Distributive/nondistributive feature.

Non-projecting word A word that does not project a larger phrase and so
cannot have a phrase structure complement or specifier. Non-projecting
words of category X are annotated with a circumflex, as X̂. See Belyaev
2023a: 2.1 [this volume].

Nonthematic argument An argument that is not assigned a semantic role. In
English, the pleonastic/‘dummy’ subject it of a weather verb like snow is
a nonthematic argument, as is the raised argument of a raising verb like
seem.

NP Noun phrase (a constituent structure category).

nsem Feature whose value is a bundle of syntactically relevant semantic features
of nouns and noun phrases. Used in ParGram grammars. The value of
this feature is an f-structure with features common, number-type, proper,
time.

nsyn Feature whose value is a bundle of syntactic features of nouns and noun
phrases. Used in ParGram grammars. The value of this feature is an f-
structure with features common, pronoun, proper.

ntype Feature whose value is an f-structure containing the set of syntactic and
semantic features of nouns and noun phrases. Used in ParGram grammars.
The value of this feature is an f-structure with two features, nsyn and
nsem.±𝑜 ‘Objective’ (object-like) feature cross-classifying grammatical functions.
The objective grammatical functions obj, obj2, obj𝜃 are +𝑜, and the non-
objective grammatical functions subj, obl𝜃 are −𝑜. Used in Mapping The-
ory (see Findlay et al. 2023 [this volume]).

obj The grammatical function borne by (primary) objects.

obj𝜃 The grammatical function borne by thematically restricted objects.

obj2 The grammatical function borne by secondary objects.
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oblagent The grammatical function borne by oblique agent phrases.

Oblique argument An argument of a predicate which is marked by an adpo-
sition or by casemarking marking a particular semantic role. See Belyaev
2023b: 3.5.2 [this volume].

obl𝜃 The family of oblique grammatical functions associated with particular
semantic roles: for example, oblagent.

OCR Optical character recognition: converting an image of text into the corre-
sponding text.

Off-path constraint A constraint on a feature which specifies required prop-
erties of the f-structure containing the feature, or of the f-structure value
of the feature. See Belyaev 2023a: 3.2.2 [this volume] and Kaplan 2023 [this
volume].

op See dis.

Open grammatical function Grammatical function corresponding to a
phrase which does not contain an internal subj, and whose subject is
functionally controlled by an external argument. The open grammatical
functions that are usually assumed are xcomp and xadj. See Vincent 2023
[this volume].

OT-LFG Optimality Theoretic LFG, a hybrid grammatical model combining LFG
andOptimality Theory. See Kuhn 2023 [this volume] and, for a perspective
from historical change, Booth & Butt 2023: 5 [this volume].

Overlay function A secondary grammatical function which may be borne
by an argument. Overlay grammatical functions are sometimes associated
with discourse functions such as focus or topic.

P Preposition or postposition. See PP.

ParGram A consortium of grammar development efforts by industrial and
academic institutions, with the aim of producing computational LFG
grammars for a typologically diverse set of languages, written under a
commonly-agreed set of linguistic assumptions. ParGram grammars are
written using the XLE grammar development platform. See Forst & King
2023: 3 [this volume].
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Parsing In LFG, the problem of finding the set of functional structures that the
grammar assigns to a particular sentence, if the sentence is recognized by
the grammar. Also see Generation.

Partial control Control constructions in which the reference of the con-
trolled argument includes but is not restricted to the controlling argument.
See Vincent 2023 [this volume]. Also see Exhaustive control.

passive Feature encoding voice. When this feature appears, its value is + if its
clause is passive, and either − or absent if its clause is not passive. A com-
mon alternative is to encode voice via a voice feature with values such as
active or passive.

pcase Feature encoding the grammatical function borne by a prepositional
phrase, as required by the preposition. For example, the English preposi-
tion to is associated with the oblique goal function, so it would contribute
a pcase feature with value oblgoal.

Phrase structure rule A rule specifying well-formed phrase structure config-
urations involving amother node and its daughters. In LFG, the right-hand
side of a phrase structure rule is a regular expression. See Belyaev 2023c:
3 [this volume].

pivot (grammatical function) A grammatical function which plays a role in con-
necting its clause to other clauses. pivot is often assumed to be an overlay
function.

poss (grammatical function) The grammatical function borne by possessors in
a nominal phrase.

PP Prepositional or postpositional phrase (a constituent structure category).

pred The f-structure feature whose value is a semantic form. See Belyaev 2023a:
3.3.4 [this volume].

predlink (grammatical function) The grammatical function of a predicative
complement. The English verb be is sometimes analyzed as taking as its
arguments a subj and a predlink.

Priority union (/) An operation that combines two attribute-value structures,
with one of the structures having a distinguished status: the priority union
of 𝑓 with 𝑔, where 𝑓 is the distinguished structure, is written as 𝑓 /𝑔. The
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features of the resulting structure are the union of the features in 𝑓 and 𝑔,
and the value of each feature 𝑎 in the resulting structure is the value of 𝑎
in 𝑓 if it exists, and otherwise the value of 𝑎 in 𝑔 (in cases of conflict, the
distinguished structure ‘wins’). Unlike unification, priority union does not
fail.

Projection architecture Levels of linguistic representation and the relations
among them. See Belyaev 2023c: 5 [this volume].

Projection function A projection function relates components of one level of
structure to components of another level. For example, the 𝜙 projection is
a function relating c-structure nodes to their corresponding f-structures.

Proper Anchoring Condition A specific, easily computable condition on
strings, constituent structures, and functional structures that guarantees
that they satisfy the bounding requirement of Conservation. See Kaplan
& Wedekind 2023 [this volume].

Proto-Role argument classification A classification of roles at argument
structure which distinguishes roles in terms of their agent-like or patient-
like properties. See Findlay et al. 2023 [this volume].

Quasi-anaphoric control A control construction inwhich an argument of the
matrix clause co-refers with the subject of the embedded clause but where
the connection is defined in semantic rather than syntactic terms. See Vin-
cent 2023 [this volume]. Also see Anaphoric control.±𝑟 (mapping feature) ‘Restricted’ feature cross-classifying grammatical func-
tions. The (thematically) unrestricted grammatical functions subj, obj are−𝑟 , and the restricted grammatical functions obj𝜃 , obl𝜃 are +𝑟 . Used in
some versions of Mapping Theory (see Findlay et al. 2023 [this volume]).

Raising A construction in which the subject argument of an embedded predi-
cate is realized as the grammatical subject or object of a matrix predicate,
but does not receive a semantic role from the higher predicate. The term
is still widely used as a descriptive label even when, as in LFG, the argu-
ment in question is not thought to have undergone a syntactic movement
process. See Vincent 2023 [this volume].

Realization In LFG, the problem of determining whether there exists at least
one sentence that is assigned to a given f-structure by a given LFG gram-
mar. Also see Generation.
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Recognition The problem of determining whether a given sentence belongs to
the language of a grammar. Also see Parsing.

Re-entrancy See Structure sharing.

Regular expression An expression that allows the combination of regular
predicates via disjunction, conjunction, or negation. A regular expression
describes a regular language. The right-hand side of a phrase structure rule
in LFG is a regular expression; see Belyaev 2023c: 3 [this volume]. Regular
expressions are also used in the encoding of functional uncertainty.

Regular predicate An expression that can include disjunction, optionality (via
parentheses), and unbounded repetition (via the Kleene star). In LFG, regu-
lar predicates can also include operators such as the ‘Ignore’ operator and
the ‘Shuffle’ operator.

Restricted grammatical functions (obj𝜃 , obl𝜃 ) See +𝑟 .
Restriction (\) In a functional description, the Restriction operator is written

as an f-structure reference, followed by a backslash, followed by one or
more features: for example, 𝑓 \subj refers to the f-structure 𝑓 with the at-
tribute subj and its value restricted out. The f-structure 𝑓 \subj has all of
the features and values of the f-structure 𝑓 except for the feature subj and
its value, which may then be specified differently from the value of subj
in 𝑓 .

Resumption A construction involving an unbounded dependency containing a
resumptive pronoun.

Resumptive pronoun A pronoun which participates in an unbounded depen-
dency and is bound by an overlay function. See Sadler 2023 [this volume].

S The clausal category S is exocentric, meaning that it has no head. See Bel-
yaev 2023a: 4.3.5 [this volume].

Semantic form Value of the pred feature at functional structure, encoding syn-
tactic predicate-argument structure. A semantic form consists of the name
of the predicate and its arguments, with thematic arguments enclosed in
angled brackets, and nonthematic arguments outside the angled brackets.
A semantic form is instantiated to a unique value on each occasion of use
of the word or construction which contributes it. See Belyaev 2023a: 3.3.4
[this volume].
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‘Shuffle’ operator (,) In a phrase structure rule, the ‘shuffle’ operator indi-
cates that two sequences of daughters can be interspersed. Each sequence
is enclosed by square brackets, and the two sequences are separated by
a comma. For example, the rule ‘S ⟶ [XP1 XP2], [XP3 XP4]’ licenses any
order of the four daughters XP1, XP2, XP3, XP4 as long as XP1 precedes
XP2, and XP3 precedes XP4. See ID/LP rule.

Spec,XP In constituent structure, the specifier of XP; that is, the non-head daugh-
ter of XP which is sister to the head X′. Also see X-bar theory.

Split control A control construction in which two different matrix arguments
taken together provide the antecedent for the unexpressed subject argu-
ment of an embedded clause. See Vincent 2023 [this volume].

Structure sharing The situation when two features in an attribute-value
structure share the same value. See Belyaev 2023c: 4.4 [this volume].

Structure-Function Mapping A general term for the mapping between struc-
ture (in LFG, usually constituent structure) and syntactic function (in LFG,
usually functional structure).

subj The grammatical function borne by subjects.

Subject Condition The requirement for clausal functional structures to con-
tain a subj. See Belyaev 2023b: 4.2 [this volume].

Subject, logical See Logical subject.

Subsumption An f-structure 𝑓 subsumes an f-structure 𝑔 (𝑓 ⊑ 𝑔) if all of 𝑓 ’s fea-
tures and values are also in 𝑔. Notably, 𝑔 may contain additional features

that are not present in 𝑓 . For example, if 𝑓 is the structure [𝑎 𝑏𝑐 𝑑] and 𝑓
subsumes 𝑔, then 𝑔 contains the feature 𝑎 with value 𝑏 and the feature 𝑐
with value 𝑑 , and may also contain additional features and values.

Template A template associates a name with a set of constraints, and allows
that name to be used to represent those constraints. See Belyaev 2023a: 5.1
[this volume].

Thematic argument An argument of a predicate which is associated with a
semantic role.
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topic (grammatical function) A grammatical function associated with the in-
formation structure role of topic. When it is assumed, topic is usually
analyzed as an overlay function.

UD (Universal Dependencies) A system for annotating grammatical func-
tional dependencies. See Haug 2023b [this volume].

udf See dis.

Unbounded dependency A potentially unbounded relation between a dis-
placed constituent and the position normally associated with its syntactic
role. See Kaplan 2023 [this volume].

Unification (⊔) An operation that combines two attribute-value structures. If
the structures are compatible, the resulting structure contains all of the
structure from both of the input attribute-value structures. If the struc-
tures are not compatible, unification fails. There is a straightforward rela-
tion between unification and conjunction of descriptions: if f-structure 𝑓 1
satisfies a description 𝑑1, and 𝑓 2 satisfies a description 𝑑2, then if 𝑑1 and𝑑2 are consistent, 𝑓 1 ⊔ 𝑓 2 satisfies 𝑑1 ∪ 𝑑2.

Uniqueness See Consistency.

V Verb. See VP.

Verbal modifiers (VMS) A categorially heterogeneous group of constituents
that must occupy the immediately preverbal position in neutral sentences
in some Finno-Ugric languages. See Laczkó (2023).

vform Feature whose value specifies the form of a verb, for example ppart for
past participle. Also see vtype.

VP Verb phrase (a constituent structure category).

vtype Feature whose value specifies verb type. Typical values are fin for finite,
inf for infinitive, and pst.ptcp for past participle.

XP

YP
(Specifier of XP)

X′
X0 ZP

(Complement of XP)

X-bar theory A theory of the organization of
constituent structure. Many LFG analyses
assume the version of X-bar theory that is
depicted in the figure, ignoring linear or-
der (that is, the specifier may precede or
follow the X′ head, and the complement may precede or follow the X head.
See Belyaev 2023a: 2.1 [this volume].
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xadj The open grammatical function borne by adjunct phrases.

xcomp The open grammatical function borne by complement phrases.

xcomp-pred (grammatical function) A grammatical function for a non-verbal
open grammatical function. Used in ParGram.

XLE A computational grammar development platform for LFG, developed at
the Xerox Palo Alto Research Center. See Forst & King 2023: 1.1.3 [this
volume].
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Handbook of Lexical Functional
Grammar

Lexical Functional Grammar (LFG) is a nontransformational theory of linguistic struc-
ture, first developed in the 1970s by Joan Bresnan and Ronald M. Kaplan, which assumes
that language is best described and modeled by parallel structures representing different
facets of linguistic organization and information, related by means of functional corre-
spondences. This volume has six parts. Part I, Overview and introduction, provides an in-
troduction to core syntactic concepts and representations. Part II, Grammatical phenom-
ena, reviews LFG work on a range of grammatical phenomena or constructions. PartIII,
Grammatical modules and interfaces, provides an overview of LFG work on semantics,
argument structure, prosody, information structure, and morphology. Part IV, Linguis-
tic disciplines, reviews LFG work in the disciplines of historical linguistics, learnability,
psycholinguistics, and second language learning. Part V, Formal and computational is-
sues and applications, provides an overview of computational and formal properties of
the theory, implementations, and computational work on parsing, translation, grammar
induction, and treebanks. Part VI, Language families and regions, reviews LFG work on
languages spoken in particular geographical areas or in particular language families. The
final section, Comparing LFG with other linguistic theories, discusses LFG work in rela-
tion to other theoretical approaches.
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