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Prometheus Reimagined

Albert C. Lin examines technologies that will be among the most
life-changing and controversial in coming decades: synthetic biol-
ogy, nanotechnology, human enhancement, and geoengineering.
While such technologies promise to address many of humanity’s
most serious problems, they also bring environmental and health-
related risks and uncertainties. Moreover, such technologies can
come to dominate global production systems and markets with very
little public input or awareness. Existing governance institutions
and processes do not adequately address the risks of new technolo-
gies, nor do they give much consideration to the concerns of persons
affected by those technologies.

Far from demanding omniscient planning or a halt to techno-
logical development, Lin calls for a more thoughtful and democratic
approach. Instead of treating technological development and envi-
ronmental matters as two discrete fields, laws must acknowledge
their fundamental relationship. Laws must become more forward-
looking, anticipating both future technological developments and
their potential adverse effects on human health and the environ-
ment. Laws must encourage international cooperation and the de-
velopment of common global standards, and legal systems must al-
low for flexibility and reassessment.

Albert C. Lin is Professor of Environmental Law at the University
of California, Davis, School of Law.
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Preface and Acknowledgments

We live in an era of rapid technological change. Advances in biotechnol-
ogy, nanotechnology, geoengineering, and other fields have the potential
to address the most pressing challenges humanity faces and to transform
countless aspects of our lives. Applications on the horizon range from
waste-devouring bacteria and edible vaccines to engineered human tissues.
These changes are occurring in an increasingly interconnected world char-
acterized by the globalization of capital flows, trade, and labor. Although
globalization may promote economic efficiency and improve living stan-
dards, particularly in the developing world, it also threatens to exacerbate
the strains humanity places on the environment. Wide-ranging concerns
such as rising commodity prices, growing food insecurity, and climate
change remind us of the limits of our shared resources on planet Earth.

Technology can help to push back or even circumvent some of these
limits. Improvements in energy efficiency can reduce dependence on fossil
fuels. Newly engineered materials may emerge as superior substitutes for
existing materials. And redesigned manufacturing processes may require
less energy and generate less waste. Other limits, however, are more in-
tractable: for example, there are no substitutes for clean water or clean air.
Equally important, past experiences teach us that technologies often create
new dangers. These dangers may involve novel hazards to human health
and the environment as well as threats to valued cultural practices and so-
cial structures. We can identify some of these dangers from the outset, but
others reveal themselves only with time.

Law is an essential tool for dealing with the dangers that technologies
may pose. Through law, societies can attempt to impose order and shape
the world around them. Narrowly defined, law refers to rules and stat-
utes that govern conduct, backed by governmental authority.! A broader
conception of law, however, encompasses not only these rules and statutes
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but also the institutions and processes involved in implementing them as
well as less formalized norms that influence behavior.? Rooted in the legal
process school of thought, this view acknowledges law as a complex and
dynamic system for designing the society and environment in which we
live. Law influences the ways in which we understand and interact with the
world. Put more succinetly, law is “a purposive activity, a continuous striv-
ing to solve the basic problems of social living.”

A critical way in which law shapes society and the environment is
through its treatment of technology. Regulations, subsidies, taxes, tort li-
ability, and exemptions from liability are common legal tools to directly
stimulate or inhibit the development of new technologies. Research policies
and intellectual property regimes established through law likewise affect
the course of technological innovation. In addition, legal requirements to
collect and disclose information about new technologies can generate and
inform public debate about how to handle those technologies. Law, par-
ticularly public law, “stands opposed to the unplanned market™ in offering
an alternative regime for distributing goods, services, and disservices—the
undesired effects of social and economic activity. At its best, law embodies
and effectuates democratically determined public choices regarding social
objectives, including choices about technology.

New technologies pose a particular challenge for law, however. These
technologies often give rise to problems and circumstances that existing
laws were not meant to address. Historically, law has been a laggard, react-
ing to the hazards of new technologies only after harms to life, health, or
the environment materialize and become too significant to ignore. The
rapid pace of modern technological change and the pressures of interna-
tional competition threaten to exacerbate the problem. Technologies now
emerging, such as nanotechnology and synthetic biology, demand special
attention because of their swift evolution, global reach, and uncertain yet
potentially catastrophic risks. Conventional regulatory regimes, which rely
heavily on quantitative risk data, will struggle to respond in the face of the
uncertain hazards and unknown consequences that accompany these tech-
nologies. Waiting for definitive evidence of harm, as is the predominant
course under these regimes, may leave little opportunity to avoid disastrous
effects or to undo technologies that have become entrenched.

In addition to challenging existing laws, emerging technologies can
call into question and reshape the basic principles that underlie our laws.
Emerging technologies have enabled the creation of stem cells and geneti-
cally modified organisms and might someday give rise to enhanced humans.
These new biological entities, which do not fall neatly within existing legal
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boundaries, promise to alter long-held norms regarding those who have
legal rights and the specific rights they hold.’ As our technical powers ex-
pand, technological choices will increasingly become ethical choices about
who we are, who we want to be, and what matters to us.

This book presents a vision for reorienting our legal institutions in a
way that acknowledges the transformative power of technology, recognizes
the physical and nonphysical consequences associated with its use, and en-
gages the public in technology management. To meet this vision, existing
legal approaches must change in at least three fundamental ways.

First, our laws must address more directly the relationship between
technology and the environment. As currently written and implemented,
laws tend to treat technology development and environmental mat-
ters as discrete fields, at least until the environmental consequences of a
new technology become obvious. Yet the concept of technology—the use
of machines and techniques to control and adapt to the environment—
presupposes a fundamental relationship between the two. Our laws must
acknowledge this relationship directly and become more forward-looking.
We must build legal institutions and structures that enable the anticipation
of future technological developments and facilitate the identification of
adverse effects on health, the environment, and society.

Second, our laws must become more attuned to the dynamics of glo-
balization. As the problem of climate change demonstrates, the environ-
mental risks associated with technological development are increasingly
global. More generally, the development, implementation, and effects of
technology are not confined to national boundaries. In response to glo-
balization, international law in areas such as trade, investment, and the
environment has grown in scope and stature. International cooperation
and development of common standards for technology management will
become even more necessary in the future. Ostensibly domestic concerns
may require international cooperation because the efficacy of one nation’s
legal response to such concerns may depend on other nations’ policies.

"Third, laws and institutions meant to oversee technology and its envi-
ronmental consequences must reflect greater democratic control. Average
citizens have little input regarding most of the technological changes af-
fecting their lives. For example, genetically modified foods and food in-
gredients have become widely prevalent in our society, notwithstanding
widespread discomfort with the process of genetic engineering. Regulators
and the biotechnology industry have resisted even the disclosure of ge-
netically modified ingredients, further fueling public distrust. This is but
one prominent instance in which public concerns regarding technological
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change have been disregarded. Of course, satisfying all individual prefer-
ences regarding technology is impossible in a diverse and complex soci-
ety. Effectively integrating public input into technology development and
management will be challenging. Our social and legal institutions none-
theless must provide more information about technological risks and offer
citizens more varied and meaningful opportunities to participate in manag-
ing technology.

"This manuscript benefited from the comments and suggestions of numer-
ous colleagues, students, and friends. I am especially grateful for feedback
from Eric Biber, Bret Birdsong, David Dana, Terry Davies, Holly Dore-
mus, Todd LaPorte, Peter Lee, John Nagle, Gene Rochlin, Jake Storms,
Doug Sylvester, Margaret Taylor, David Victor, and David Winickoff;
participants at workshops at the Arizona State University College of Law,
the UNLV School of Law, and the 2011 Annual Meeting of the Law and
Society Association; and to anonymous reviewers of the proposal and draft
manuscript for the book. I have had the benefit of excellent research as-
sistance from law students Aylin Bilir, Ronny Clausner, Theresa Cruse,
Emily Gesmundo, Pearl Kan, Liz Kinsella, Lynn Kirshbaum, Atticus Lee,
Autumn Luna, Christopher Ogata, Bao Vu, and Nick Warden and from li-
brarians Aaron Dailey and Erin Murphy of the Mabie Law Library. Finally,
I am grateful to dean Kevin Johnson, associate dean Vik Amar, and the
University of California, Davis, School of Law for supporting this project
and to Melody Herr of the University of Michigan Press for her assistance
in the publication process.

Chapter 1 is based on Albert C. Lin, “Technology Assessment 2.0: Re-
vamping Our Approach to Emerging Technologies,” Brooklyn Law Review
76 (2011): 1309—70, and portions of chapter 3 were derived from Albert C.
Lin, “Size Matters: Regulating Nanotechnology,” Harvard Environmental
Law Review 31 (2007): 349—408.



' Introduction

What Is Technology?

Defining technology is fundamental to understanding its relationship to
the environment and to seeing how law might better mediate that relation-
ship. For many, the word technology brings to mind the Internet, iPhones,
vacuuming robots, or other gadgets produced by the digital high-tech revo-
lution. But to fully appreciate the relationship between technology and the
environment, we must expand our view beyond this subset of technology.
Technology is ubiquitous. It affects what we do and how we do it, how we
live, and even who we are. Indeed, the term technology appears in virtually
every context imaginable. We speak, for example, of industrial technology,
information technology, military technology, biotechnology, nanotechnol-
ogy, and even reproductive technology.

A historical perspective on the development of human civilization re-
inforces the notion that almost everything around us involves technology.
"Technological artifacts such as stone tools and clay pottery facilitated the
rise of early civilizations, illustrating that technology encompasses even
the most mundane objects. Technological objects have no significance,
however, without the knowledge of how to make and use them. Thus,
the concept of technology must also include the know-how regarding the
construction and use of these objects. Drawing on these observations, we
can develop a working definition of technology as the tools, techniques, and
knowledge that humans use to mediate their environment.!

As this definition recognizes, an inherent relationship exists between
technology and the environment. Through technology, we modify or
manipulate aspects of the world around us to improve our lives. The
technology-environment relationship is most obvious in the case of rudi-
mentary technologies. For example, humans constructed shelter to shield
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themselves from the elements. To improve the reliability and abundance
of food supplies, humans planted crops and domesticated animals. These
were the first steps in an ongoing process of environmental modification
that continues today with the genetic engineering of plants and livestock.
Even modern communication and information technologies operate on
the environment by shrinking the elements of space and time, expanding
our memory and data-processing capacities, and facilitating new under-
standings of the world around us.?

Humans have done so much to modify the environment that it is now
somewhat misleading to refer to a “natural environment.” Braden Allenby’s
declaration that the “Earth has become an anthropogenic planet™ aptly
describes the scale of human activity and its effects. Take, for example, the
forests of North America. Possessing hundred-foot trees towering over
lush undergrowth, some of these forests may appear untouched by hu-
mans. Nevertheless, their current state—in terms of appearance, location,
age distribution, and species they contain—is a product of deliberate land
management policies. Through decisions regarding land use, timber cul-
tivation and harvest, fire suppression, and wildlife management, humans
have shaped those forests. Similarly, humans have built dams on rivers to
generate power, store water, and protect against floods. These dams con-
stitute critical pieces of the technology that shapes our rivers, valleys, and
floodplains to facilitate the uses humans have selected.

These examples involve the deliberate use of technology to engineer
our environment. Many technologies, however, affect the environment in
unintended ways.

Climate change provides an illustration of the drastic and unintended
consequences that technology may bring. Since the Industrial Revolution,
we have burned huge quantities of fossil fuels. Our goal in so doing was
not to release large quantities of greenhouse gases (GHGs) or other pol-
lutants. Rather, these fuels have run our factories, heated our homes, and
transported us and our goods. Nonetheless, the most lasting legacy of fos-
sil fuel combustion may well be global climate change. While inadvertent,
anthropogenic climate change cannot be characterized as unexpected. As
early as the late 1800s, scientists theorized that elevated carbon dioxide
concentrations in the atmosphere would result in significant global tem-
perature increases.”

Another example of technology’s unintended environmental conse-
quences involves the use of the insecticide DD'T. DDT was introduced to
control mosquito populations that spread malaria and subsequently was
applied to control other insect populations as well. From the outset, biolo-
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gists raised concerns that the chemical could harm humans and wildlife.
Those concerns, however, were ignored.’ Only after three decades of wide-
spread use irrefutably demonstrated that the insecticide was highly detri-
mental to bird populations and probably humans as well did the United
States ban its use.® Despite persistent concerns about human health risks,
many developing countries continue to employ DDT as a relatively cheap
and effective means of protecting humans from malaria.”

The DDT and fossil fuel examples illustrate two important points.
First, technology often generates widespread costs and benefits. Technol-
ogy has effects on users, society at large, and the surrounding environment,
and those effects can extend well into the future. Second, despite the un-
certainties that may surround a new technology’s environmental hazards,
we often have reasonable suspicions about what some of those hazards
might be. We may choose to ignore those potential hazards, but we do so
at our own peril.

These and similar experiences have sometimes led to simplistic por-
trayals of technology and the environment as diametrically opposed. Fa-
mously, the Luddites of 1gth-century England opposed industrialization
and mechanization as threats to a decentralized, more traditional way of
life. Their present-day counterparts, the neo-Luddites, critique the pre-
dominant ethos equating technology with progress. The neo-Luddites do
not object to all forms of technology, but they do lament the ecological
destruction and community disruption that technology often brings.® The
neo-Luddites call for a broader evaluation of technology that considers
more than its immediate utility. Technology’s long-term effects, economic
ramifications, and political meanings also matter, as does the sociological
context in which technology changes occur. Many of these sorts of con-
cerns have been reflected in public reactions to the introduction of modern
technologies, including biotechnology. As chapter 2 discusses, the revela-
tion that genetically modified foods have become widespread in the food
supply has led to ethical objections and fears of unpredictable and detri-
mental effects on human health and the environment.

It would be a mistake, however, to issue a blanket condemnation of
technology and processes of technological change. First, technology is not
monolithic.” It encompasses a wide range of tools and techniques that vary
in the risks, uncertainties, and ethical concerns they raise. Even research
and development within a specific field, such as nanotechnology, may in-
volve sufficiently distinct activities to merit discriminating approaches to
oversight. Second, technology is embedded in our lives and undoubtedly
brings us many benefits. Modern society depends on multiple layers of
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technology to enable global commerce, instantaneous communication, and
food production on a scale sufficient to feed billions. Technology has en-
abled higher living standards, new choices, and greater leisure. Thanks to
the capabilities and ubiquity of technology, we are more powerful than ever
before—as well as more vulnerable to technological failure. To address the
economic, social, and environmental challenges we face today, further in-
novation is essential. Third, technology is in some ways inevitable. As in-
quiring and creative beings, we necessarily develop tools and knowledge to
mediate our environment. At times, certain technologies may even seem to
take on a life of their own. The particular tools we develop and the way we
use them, however, are not inevitable. We make technological choices and
ultimately must take responsibility for them.

The Prometheus Myth

The ancient Greek myth of Prometheus provides a useful metaphor for re-
flecting on the complex relationship between humans and technology. Pro-
metheus is perhaps best known for stealing fire from the gods and giving
it to humankind.'® In leading interpretations of the myth, fire symbolizes
“the spirit of technology, forbidden knowledge, the conscious intellect, po-
litical power, and artistic inspiration.”’! Humanity’s use of fire is a double-
edged sword, with both creative and destructive aspects. The Greek dra-
matist Aeschylus emphasized in Prometheus Bound that fire is a “precious
gift which hath become the mistress of all arts and crafts.”? Nonetheless,
fire is a stolen gift. This aspect of the myth underlines the gift’s dark side—
specifically, “the limits of the human ability to meddle with the divine spark
of creation.””® The fire metaphor cautions against hubris in the aspiration
for knowledge and technological achievement. More concretely, the meta-
phor serves as a warning to humanity to wield technologies carefully, con-
sider potential effects, and recognize that technologies may bring on con-
sequences that cannot be anticipated.

These warnings and the Prometheus myth in general remain relevant
today. Indeed, the lessons of Prometheus are particularly worth heeding
in light of the potency and scope of modern technologies. More than ever
before, humans possess the ability to influence global climate processes,
synthesize new forms of matter, and create new forms of life. The Pro-
metheus myth brings to mind not only technology’s tremendous potential
for improving human welfare but also the attendant risks. The title of this
book underscores the point that in an era in which we routinely hail tech-
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nological progress, we need to reexamine our relationship with technology,
rediscover technology’s many dimensions, and reimagine how we develop
and manage technology.

Further, less familiar aspects of the Prometheus myth are also instruc-
tive. The name Prometheus refers to “the one who thinks in advance”: pro
meaning “before,” and metis meaning “clever intelligence.”'* Prometheus,
the forethinker, stands in stark contrast to his dim-witted and lesser-known
brother, Epimetheus, “the one who thinks afterward.” In Hesiod’s telling
of the myth, Epimetheus, despite Prometheus’s warning to the contrary,
accepted the gift of Pandora from Zeus. As a result of this impetuous deci-
sion, various ills beset humankind."

The contrast between Prometheus and Epimetheus corresponds to an-
other major theme of this book: the need for more forethought regarding
whether and how we develop and use our technologies. For too long, we
have taken an Epimethean approach to technology. Societies often pro-
mote the widespread adoption of a promising new technology without
seriously considering its broader consequences for society, individuals, or
the environment. This approach fails to envision future developments, an-
ticipate adverse effects, or reduce uncertainties. Such an approach is par-
ticularly troubling if the harms that may result from using a technology
are serious and irreversible. When we acknowledge the problems arising
from a technology’s use only after it has become entrenched or difficult to
modify, it may well be impossible to undo or address the damage that has
already occurred.

Why has the Epimethean approach predominated? Economic factors
are partly to blame. Capitalist market economies demand growth and pro-
vide intellectual property protection to innovators. Accordingly, those who
develop and commercialize a technology reap financial rewards. Though
researchers and developers are usually in the best position to identify a
technology’s potential hazards, the profit motive discourages them from
developing information regarding possible negative consequences.'® Cul-
tural factors also play a role. Scientists are rewarded by society and their
peers for research breakthroughs and technological innovations, not for
their forbearance.'” Moreover, those who perform research work in sup-
port of regulatory agencies receive less respect and recognition than do
their counterparts in the private sector.!® Finally, human nature, in the
form of hyperbolic discounting, is to blame as well.!” Drawn to the im-
mediate and obvious benefits of a technology, we tend to discount future
events relative to those in the present. In contrast, latent, indirect, and less
certain effects, which often include environmental and social costs, receive
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little weight in our decision-making processes. Indeed, uncertain harms
often are not treated as harms at all. Deferring consideration of these un-
certainties can seem rational, at least in the short run, because harms may
never arise or may not amount to a serious problem until a technology is
deployed on a large scale.

Although it is impossible to eliminate all uncertainties with respect to a
particular technology, we can nevertheless be more forward-looking. Law
can powerfully facilitate prediction and detection of the consequences of
technological change, and it can equip society to better handle problems
as they arise. Simply requiring companies to disclose the use of certain
technologies would assist users and other affected persons in identifying
adverse effects. Going further, mandating that manufacturers perform life-
cycle assessments of new products—f{rom the extraction of raw materials
to disposal of used products—would generate more complete information
regarding overall environmental impacts.”® Similarly, requiring govern-
ment agencies to conduct ongoing assessments of government-funded re-
search would help predict technological developments and their ramifica-
tions. These sorts of analyses will be imperfect but nonetheless can enable
emergency preparedness, subsequent study of adverse effects, and more
informed decision making.

"Tools such as technology assessment and environmental impact assess-
ment can bring greater foresight to the development and implementation
of new technologies. Even when performed systematically and thoroughly,
however, such tools cannot provide sufficient data to make fully informed
decisions about adopting or managing a technology. The question then
becomes how to proceed in the face of lingering uncertainty and igno-
rance. U.S. laws generally have treated the absence of evidence of harms as
presumptive proof that a given technology is not harmful.?! Instead of im-
posing limitations on a technology only when harm is manifest, however,
we can act in a manner more consistent with the precautionary principle.
A leading articulation of the principle provides, “When human activities
may lead to morally unacceptable harm that is scientifically plausible but
uncertain, actions shall be taken to avoid or diminish that harm.”?’> The
precautionary principle does not dictate the specific course to be followed
in a particular situation. Rather, the principle leaves decision makers with
broad discretion regarding how to respond to uncertainty and risk. Applied
to new technologies, the precautionary principle can support a wide range
of policies, including studies of adverse effects, measures to minimize expo-
sure or mitigate potential harm, or restrictions on further development or
use until society has had adequate opportunities to consider environmen-
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tal and ethical implications. Unlike conventional approaches that focus on
manifest harm, the precautionary principle explicitly acknowledges the
problem of uncertainty.

Finally, the fact that Prometheus gave the gift of fire to #// mankind
inspires an additional set of insights regarding how we might manage
technology. Technology affects not only direct users and beneficiaries but
also the surrounding community and broader society. Technology’s perva-
sive influence, positive and negative, has important implications for how
technology management decisions should be made. That is, principles of
democratic governance counsel that those whose lives may be substantially
affected by a technology should have a voice in its management.

Current policies on technology, however, often develop with little
meaningful public participation and input. Indeed, technology is some-
times characterized as beyond human control. The worry that technology
can acquire a life of its own and defy human efforts to direct it is not unique
to our era, as literary classics such as Frunkenstein illustrate.”” The irony
in this characterization is that technology, far from being an autonomous
force, consists of tools and techniques that humans choose.?* Complaints
about technology run amok nevertheless do raise legitimate questions re-
garding technological innovation, commercialization, dissemination, and
control: Who decides these matters, and how are such decisions made?
Underlying these questions is a sense that narrow interests dominate tech-
nology policy matters and that as a result, public concerns are ignored.

Private enterprise and governments play critical roles in technologi-
cal change. Industry sponsors an ever increasing share of technological
research and development.”” In addition, private insurance can facilitate
technology development by spreading risk. Private involvement in general
can harness private resources and individual initiative to produce impor-
tant technological benefits for society, but the interests of private actors
do not necessarily align with society’s interests. Moreover, private activity
does not occur in a vacuum but exists against the backdrop of government
policy and regulation. In particular, Congress funds research and develop-
ment, sets tax and investment policies, defines intellectual property protec-
tions, and establishes regulatory standards.”® Governments view technol-
ogy policy primarily as a matter of economic competitiveness, and thus
perceive their primary role as facilitators of new technologies.?” Their role
as regulators is often secondary. With respect to the $1.5 billion expended
each year by the federal government on nanotechnology research, for ex-
ample, less than 5 percent is directed to the study of health and environ-
mental risks associated with such technology.?®
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Disregard of public concern about emerging technologies can be traced
not only to private incentives and government policies but also to the dif-
ficulty of timing meaningful public input. When a technology is in devel-
opment, public awareness of the technology and its potential implications
may be low. To policymakers, lay perceptions and concerns may seem irrel-
evant or uninformed. Yet once a technology is commercialized and begins
to affect a significant portion of the public, the views of laypersons may
have little effect because of investments and commitments already made.

The Need to Adopt a Reimagined Promethean Approach

The value of taking a proactive and participatory approach to managing
emerging technologies is reflected in various aspects of the Prometheus
myth. Two long-term trends underscore the urgency of adopting such an
approach, which this book refers to as a Promethean approach. First, the
widespread use of technologies detrimental to the environment is testing
the Earth’s ability to sustain us as a species.” Together, population growth,
rising global consumption, and our technologies are straining our natural
support systems in unprecedented ways. Second, the rapid development of
transformative technologies such as nanotechnology, accompanied by vari-
ous unknown risks, demands greater agility in recognizing and responding
to the technologies’ strengths, weaknesses, and unintended consequences.

Testing the Earth’s Limits

Signs increasingly indicate that we are approaching the physical limits of
the Earth’s ability to sustain us. The manifestations of climate change are
becoming more obvious and frequent. Worldwide, fisheries are in decline.
In many places, water supplies are shrinking. Competition for scarce re-
sources ultimately could lead to armed conflict, reduced living standards,
displaced populations, and environmental degradation.’® Systemic factors
contributing to these difficulties include population growth, high con-
sumption rates in developed countries and rapidly rising consumption
rates in developing countries, and increasingly powerful technologies with
drastic environmental effects. Though our encroachment on the Earth’s
limits may not immediately threaten human survival, other species may
decline and become extinct as a consequence of our current course.’!
Climate change provides an incredible illustration of the magnitude
of harm that aggregate human activity can produce. We are generating
GHGs in volumes sufficient to alter radically the chemistry of the Earth’s
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atmosphere and oceans. Although the Earth’s climate is the product of
complex interactions among the atmosphere, land, oceans, and other fac-
tors, its basic mechanics are well understood and undisputed.’? The sun’s
energy drives the climate system and is either reflected back into space or
absorbed by the Earth. From the beginning of the Holocene epoch some
11,000 years ago until recent times, the Earth’s climate has remained rela-
tively constant because energy is reflected into space at approximately the
same rate that it is absorbed. Carbon dioxide and other GHGs naturally
present in the atmosphere act as a blanket, preventing some heat from
radiating back into space. This “greenhouse effect” maintains the Earth’s
surface temperature at temperate levels, sustaining life as we know it.

Human activities such as fossil fuel combustion and mass deforesta-
tion, however, release excess GHGs into the atmosphere and magnify the
greenhouse effect. Since the beginning of the Industrial Revolution, hu-
man activity has raised the atmospheric concentration of carbon dioxide
from 280 parts per million in 1750 to approximately 390 parts per million
today.** The various phenomena that experts have attributed to increased
GHG levels include elevated temperatures, changed precipitation pat-
terns, retreat of polar icecaps and glaciers, and declining ecosystem health.
Moreover, effects predicted for the coming decades include reduced water
supplies, longer and more intense heat waves, more frequent droughts and
wildfires, more widespread tropical diseases, decreased agricultural pro-
duction, and flooding of island and coastal communities.** Such effects
clearly will prove costly, if not deadly, for millions of people.

Climate change is but one example of how we are bumping up against
the Earth’s physical limits. More generally, various indexes suggest that
humans are consuming natural resources in unsustainable ways.*> Human-
ity’s ecological footprint—a comparison of the planet’s regenerative capac-
ity with human demands placed on its ecosystems—suggests that resource
consumption levels must be reduced by 2 5 percent to be sustainable.*® De-
spite a tripling of world grain production between 1950 and 2000, short-
ages occurred in 2008 as a result of increased demand for animal feed, con-
version of cropland to biofuel production, and climate-related stresses on
production.’” Many of the world’s fisheries are in decline or on the verge of
collapse, thanks to increasingly powerful harvesting technologies, ineffec-
tive management, pollution, and other factors.*® And in many parts of the
world, freshwater supplies are under pressure from industrial demand, ir-
rigation, domestic consumption, and climate change. By 2025, the United
Nations predicts that 1.8 billion people will be living in areas of absolute
water scarcity.’’

People have looked to technology as a cure-all for these and various
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other concerns. Technology offers both promise and pitfalls, however, in
the struggle to live within the Earth’s physical constraints. Some technolo-
gies have the potential to increase production while reducing environmen-
tal impacts and the consumption of raw materials.* Genetic engineering
promises increased crop yields, nutritionally enhanced livestock, and plant-
based production of pharmaceuticals and industrial chemicals. Nanotech-
nology offers the prospect of bottom-up manufacturing processes that cre-
ate improved products, use less energy, and generate less waste. Synthetic
biology may generate biofuels that can mitigate climate change by reduc-
ing our dependence on fossil fuels. We are an ingenious species, capable of
finding and developing alternative materials and methods for carrying out
old tasks and accomplishing new ones. Indeed, thanks largely to techno-
logical innovations, dire predictions about the Earth’s inability to sustain
human populations growing at exponential rates have repeatedly proven
inaccurate.*!

Nonetheless, our experiences with technology to date should also give
us reasons for pause. Technologies frequently have unanticipated adverse
effects. Furthermore, the introduction of new technologies may result in
greater rather than lesser impacts on the environment.* Developed coun-
tries, which tend to have the most widespread and latest technologies, also
consume the most resources and have the greatest environmental impacts
on a per capita basis. By one estimate, the one-eighth of the world’s popula-
tion that lives in North America and Western Europe is responsible for 6o
percent of private consumption worldwide.* Put another way, the average
American consumes the same amount of resources as 32 of his or her coun-
terparts in developing nations.* Understandably, much of the developing
world aspires to a standard of living similar to that enjoyed by Americans.
Even the partial achievement of this aspiration, however, could put un-
bearable strains on the environment. We need an approach to technology
that encourages the alleviation of global poverty and inequality yet guards
against the destruction of the natural systems that sustain us.

Coping with Rapid Technological Change

Compounding these concerns about the Earth’s ability to sustain current
and projected levels of human activity, rapid technological developments
threaten to overwhelm conventional approaches to technology manage-
ment. Anecdotally, the spread of Internet-based social networking tools
and the surge of innovations in nanotechnology and consumer electronics
support the notion that technological change is accelerating.¥ Improve-
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ments in the rapidity of global communications, the rate of scientific ad-
vancement and innovation, and the speed, power, and memory capacity of
modern computers provide quantitative evidence of quickening techno-
logical change.*

Ongoing technological changes may have particularly broad and long-
lasting impacts. The effects of emerging technologies will likely extend to
society and the environment generally. Some emerging technologies, such
as nanotechnology, are expected to revolutionize manufacturing techniques
and find application in almost all areas of human activity. Other emerging
technologies, such as geoengineering, will necessarily have global and en-
during impacts. Still other technologies, such as genetic engineering and
synthetic biology, may lead to consequences that are especially difficult to
register and control because the organisms created by these technologies
have the capacity to reproduce. In addition, developments in seemingly
disparate technological fields may converge to radically reshape manufac-
turing processes, communication techniques, human capabilities, and even
our understanding of what it means to be human.¥ Each of these emerging
technologies involves great promise as well as tremendous uncertainty.

As a society, we should pay particular heed to transformative
technologies—those with the potential to radically change production
processes, communities, or ways of life. While incremental technological
advances also can have considerable cumulative impacts, those impacts are
more foreseeable and less likely to be disruptive. The challenge of man-
aging emerging technologies is made more difficult by the fast pace and
increasingly interconnected environment of the 2 1st century, where mod-
ern means of communication facilitate rapid technology dissemination, in-
novation, and information exchange.® Although we cannot always predict
at the outset which technologies will be transformative, applying a Pro-
methean approach can help us to identify such technologies and address
their effects on human health, society, and the environment.

Looking Ahead

This book examines various technologies that are likely to be among the
mostimportant and controversial in the coming decades. To set the stage for
this discussion, chapter 1 considers in some detail the practice of technol-
ogy assessment. In its conventional form, technology assessment examines
technologies that have already been developed and provides policymakers
with information to facilitate the management of those technologies and
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their consequences.* An important component of technology assessment
is risk assessment, an analytical process aimed at quantifying the hazards
posed by an activity. Risk assessments are necessarily incomplete, however,
because it is impossible to resolve all uncertainty regarding future effects
of an activity. Overreliance by policymakers on risk assessments, moreover,
can lead to the neglect of qualitative considerations that are pertinent to
technology management decisions.

Many of the concerns relevant to risk assessment also apply more gener-
ally to technology assessment, at least in its rudimentary form. Consisting
of the expert evaluation of fully formed technologies, conventional tech-
nology assessment contributed to a false sense of security that technology
could be readily controlled. In addition, it did little to involve the public
or account for social values. Recent innovations in technology assessment,
however, have acknowledged its limitations and sought to open up the pro-
cess to public input. These innovations include constructive technology
assessment, which seeks to inject technology assessment feedback into the
process of designing new technologies, and lay citizen participation, which
can educate the public regarding developing technologies, provide a fo-
rum for public concerns, and facilitate consideration of public attitudes in
technology decisions.’® Further innovations in technology assessment and
public engagement ultimately will be necessary to achieve more thorough
and inclusive evaluation and management of emerging technologies.

Case studies of emerging technologies will advance our understand-
ing of how better technology management can occur. Chapters 2—6 survey
the technologies of genetic engineering, nanotechnology, geoengineer-
ing, synthetic biology, and human enhancement. These fields merit close
consideration because of their wide-ranging effects and their potential to
transform how we live. These fields also present valuable case studies in
managing technologies in varying stages of development. Oversight at ear-
lier stages presents practical difficulties but can facilitate incorporation of
public concerns and more careful consideration of social and environmen-
tal consequences. The analysis of relevant legal regimes in each chapter
will focus on domestic-level regulation, which serves as the primary means
of technology management today. International cooperation or regulation
may also be necessary and will also be considered.

Chapter 2 considers genetic engineering, focusing specifically on the
development and use of genetically modified organisms (GMOs) in ag-
riculture. Genetic engineering first came to prominence in the 1970s.
Thanks in part to very limited oversight, GMOs have come to dominate
the major commodity crops grown in the United States. Today, genetic
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engineers continue to develop new types of GMOs, including livestock and
fish engineered for human consumption. Although GMOs remain contro-
versial, the field is fairly well established as an economic matter and thus
is unlikely to come under wholesale reconsideration. Genetic engineer-
ing provides an example of a technology that has already emerged and
continues to evolve. Our experience in this field, including missteps in its
development and management, provides valuable lessons not only for fu-
ture genetic engineering efforts and oversight but also for other emerging
technologies.

Chapter 3 examines the presently emerging field of nanotechnology.
Nanotechnology refers to a suite of technologies that manipulate matter
at a very tiny scale (measured in nanometers—one-billionth of a meter).
Nanotechnology offers an even broader array of potential applications
than genetic engineering, with current and projected uses in medicine, de-
fense, electronics, and personal care products, to name just a few. At the
same time, nanotechnology is surrounded by great uncertainty. Despite
reasonable grounds for concern, we know little about the health and envi-
ronmental effects that exposure to nanomaterials may cause. Developing
an approach to safely manage nanotechnology without unduly impeding
valuable uses presents a daunting and pressing challenge. Even though nu-
merous nanotechnology applications are already in use, nanotechnology
as a field remains largely in the developmental phase. The current state of
affairs thus may allow a limited opportunity to involve the general public
and other stakeholders in technology assessment and management before
the technology becomes entrenched within economic and social systems.

Chapter 4 turns to geoengineering, which is attracting growing at-
tention as a possible response to climate change. Geoengineering refers
to a variety of risky, controversial, and untested techniques to “engineer”
the Earth’s climate at a planetary scale. These techniques seek to coun-
ter the elevated temperatures and other climatic consequences of higher
GHG concentrations. Because these techniques necessarily would have
global effects, geoengineering particularly raises questions of international
technology governance. Although the global dimensions of governance
will complicate geoengineering oversight, early recognition of the need
for governance offers some hope for the adoption of a proactive approach
to this group of technologies. At present, geoengineering is in its infancy.
Relatively few private interests have a substantial stake in its promotion,
and little field experimentation has taken place.

Chapter 5 discusses the latest iteration of the biotechnology revolution,
the emerging field of synthetic biology. Building on techniques developed
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by genetic engineers, synthetic biologists seek to develop new and more
efficient drugs, chemicals, and biofuels by crafting and manipulating novel
genetic sequences. Synthetic biologists may one day even create entirely
new organisms from genetic codes wholly designed by humans. Hazards of
synthetic biology include health and environmental risks as well as biose-
curity risks from deliberate misuse. The excitement and risks are magnified
by the broad accessibility of synthetic biology technology: Amateurs can
engage in rudimentary do-it-yourself biology experiments at a relatively
low cost and with minimal technical training. The accessibility of synthetic
biology suggests the need for creative governance mechanisms to comple-
ment more conventional regulatory regimes.

Finally, chapter 6 briefly considers “converging technologies for im-
proving human performance.” These anticipated technologies raise serious
ethical concerns, thereby necessitating ethical sensitivity among scientists
and broad societal debate. The subject of human enhancement technolo-
gies also serves as a springboard for reflecting more generally on the chal-
lenges posed by emerging technologies. The chapter discusses common
shortfalls in our approaches to emerging technologies and suggests various
reforms that would foster greater consideration of public values and better
equip society to address the uncertainty and changes that accompany new
technologies.

In light of the transformative nature of emerging technologies as well as
the various pressures we continue to exert on the environment, a reactive
technology management determined with little public input is no longer
tenable. We should adopt an approach that peers into the future to iden-
tify potential risks, reevaluates a technology as it develops, acknowledges
lingering uncertainty, and actively involves the public in critical questions
of technology development and management. Indeed, a 2011 Obama ad-
ministration memo concerning the oversight of emerging technologies
acknowledges the importance of developing adequate information, en-
couraging public participation, and recognizing uncertainty but provides
little detail on how to achieve these objectives.’! As a practical matter, what
might a Promethean approach to technology entail? And what role should
law play in instituting and implementing such an approach? These ques-
tions have no simple answers. We nonetheless can identify the tools avail-
able through law to direct technology development and dissemination, di-
agnose flaws in how we handle technology today, and articulate principles
to guide the course ahead.



CHAPTER I

Existing Law and New Technologies

Our society is divided, if not schizophrenic, in its attitudes toward regula-
tion. The regulation of emerging technologies is no exception. While some
Americans support stronger regulatory protection, many others expound
the virtues of limited government and decry excessive state control. This
latter view stresses the costs of regulation and attributes our nation’s suc-
cess in large part to the freedom enjoyed by entrepreneurs, innovators, and
inventors.! Indeed, Americans generally have great faith in technology and
see it as a powerful solution to many of the challenges we face. This faith
is reflected both in the popular embrace of new gadgets and in govern-
ment policies that promote the development of new technologies through
grants, tax breaks, and intellectual property protections.

Notwithstanding these attitudes, many Americans also assume that
government is protecting us from the excesses of the market and the risks
that new technologies may pose. We expect emerging technologies and
the products that incorporate those technologies to be thoroughly tested
and reasonably safe. We also expect clean air, clean water, and a healthy
environment, and we expect that emerging technologies will not injure
these resources. Such expectations, however, often are not met. Toys con-
taminated with lead, baby bottles tainted by endocrine-disrupting chemi-
cals, and the Deepwater Horizon oil spill are just a few recent instances
in which human health and environmental regulatory efforts have fallen
short.

"Technological change does not occur on its own, of course. Technolo-
gies are a product of human discovery, choice, and policy.? Accordingly,
managing technology not only is possible but also is a critical social en-
deavor. An essential step in sound technology management is technol-
ogy assessment, which attempts to predict the course and consequences
of technological development. Using the information generated through

15
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such assessments, society can regulate or reshape a technology or seek to
direct its development. This is not to suggest, however, that society can ex-
ert complete control over technologies and their effects. Even technologies
subject to close scrutiny during development and implementation may give
rise to unanticipated consequences. The spread of a technology, moreover,
may make its control costly and difficult. Ultimately, technologies may
transform societal values and society itself.}

The predominant approach to managing technology has been reactive.
In the United States, the production and use of new chemicals, for exam-
ple, is generally allowed until there is hard evidence indicating significant
and adverse health or environmental effects.* Similarly, government over-
sight of nuclear reactor safety was minimal until the Three Mile Island and
Chernobyl accidents,’ and regulators did not seriously address the risks as-
sociated with deep-ocean oil drilling until the recent Deepwater Horizon
disaster.® The development of safety requirements in response to the risks
laid bare by such incidents is of course rational and appropriate. Addressing
harms after the fact, however, can be problematic. In many instances, the
harms that materialize are difficult, if not impossible, to remedy. Responses
crafted after the fact often are limited by existing infrastructure, prior com-
mitments, and the policy preferences of powerful vested interests. In ad-
dition, such responses tend to target the risks associated with the specific
events contributing to a harm, rather than provide for a broad and compre-
hensive evaluation of the underlying technology.

The widespread and potentially irreversible effects of emerging tech-
nologies warrant prompt attention and proactive management. As these
technologies generally promise great benefit, knee-jerk moratoriums
should be avoided. But these technologies also have the potential to ad-
versely affect critical aspects of people’s lives, and the general public should
be kept informed of technological developments and have meaningful op-
portunities to be involved in their management.

Proactive technology management is not a new concept. Policymakers
developed the tools of technology assessment and environmental impact
assessment decades ago. However, the implementation of these tools has
been generally ineffective and has failed to involve the public in meaning-
ful ways. This chapter explores past technology assessment practices and
thus sets the stage for the case studies in subsequent chapters and for con-
sidering how society might better manage technology. One option would
be to more effectively implement existing tools of technology assessment.
Though efforts along these lines have been initiated, their impact is likely
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to be limited. More fundamental changes are needed to bring about par-
ticipatory and effective management of emerging technologies.

The discussion in this and subsequent chapters focuses on technology
assessment and regulation in the United States. The United States is a
leader in technological innovation, and it effectively invented the concepts
of technology assessment and environmental assessment. Scientific and
technological advances often begin here and then spread abroad. Because
much of the current research and development activity in nanotechnol-
ogy, synthetic biology, and other emerging technologies is occurring in
the United States, this country offers a suitable context for considering
the challenges of emerging technologies. Moreover, governance standards
and techniques adopted by the United States frequently serve as models
for other nations. The United States does not have a monopoly on tech-
nological innovation or technology management, of course. Efforts by
other nations to assess and manage technologies also can be instructive.
Furthermore, international dimensions of technology management are in-
creasingly important thanks to globalization and global problems such as
climate change. International governance thus merits serious attention as
well.

Goals of Technology Assessment: Assessment
and Public Engagement

Assessment

The practice of technology assessment arose in the 1970s with the ambi-
tion of predicting and analyzing the full range of consequences—social,
environmental, and otherwise—of a given technology.” As then conceived,
technology assessment was to involve objective analysis that drew on the
natural and social sciences; subjective value judgments were to be left to
democratically elected officials.® A basic premise behind technology assess-
ment was the belief that society could use and manage technology eftec-
tively through the application of comprehensive rationality—that is, that
such assessments could be “precise, value-neutral, and exhaustive of rel-
evant concerns” and could thereby enable fully informed policy decisions.’

Conventional technology assessment presumed, moreover, that tech-
nology develops in a linear fashion: Basic research would be followed by
applied research and then production. As such, technology assessment fo-
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cused on the latter part of that process and sought to generate an objective
analysis of virtually finished technologies. At this stage, the ability to re-
fashion a technology or to shape it to account for concerns identified in an
assessment was often limited. Additionally, in providing technical analysis,
technology assessors did little to involve the public. Societal values could
presumably be incorporated later, when politically accountable actors
made decisions on whether and how to regulate a technology.'’

"Technology assessment’s faith in information gathering, rational analy-
sis, and human control was overly optimistic, as was the assumption that
societal values could adequately be folded in at the end stages of tech-
nology production. Technology development is not linear, and there are
limits to our capacity to predict and direct technological futures.!! But the
underlying motivation of developing and managing technologies in a more
deliberate and publicly accountable manner remains critical. Recent re-
finements to technology assessment, discussed later in this chapter, have
sought to incorporate assessment earlier in technology development, en-
courage greater reflectiveness among scientists about the ramifications of
their work, and integrate public input into the assessment process.

In addition to these shortcomings of conventional technology assess-
ment, there are further concerns regarding risk assessment, which is a cen-
tral component of technology assessment.'? Risk assessment is a type of
technical analysis that seeks to produce quantitative estimates of the prob-
ability and magnitude of potential harms from an occurrence.” That oc-
currence might involve a commonplace activity, such as driving a car, or a
complex policy decision, such as the adoption of a new technology. Risk as-
sessment for a new chemical substance, for example, consists of a process to
identify potential hazards, estimate the probability and magnitude of injury
at different exposure levels, and analyze the likelihood of exposure. The
risk assessment process ultimately generates a risk characterization, which
ideally includes a range of estimates to quantify identified hazards. A risk
characterization may also include discussion of uncertainties, underlying
assumptions, and the degree of confidence with which estimates are made.

Risk assessment and other technical analyses cannot provide all the
data necessary to make perfectly informed decisions, however. Risk as-
sessment can identify some hazards, but the quantification of risk often
involves rough probability estimates whose confidence intervals may be
so wide as to render such risk quantification useless.!* Certain hazards,
moreover, simply cannot be quantified because insufficient data exist or
the ability to perform useful experiments is limited.”® Beyond that, other
hazards—“unknown unknowns”—cannot be identified because of limita-
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tions in modern scientific understanding, random processes, and the inher-
ent unpredictability of interactions among technology, society, and the en-
vironment.'® For emerging technologies, unknown unknowns loom large
because we are often dealing with novel mechanisms beyond our expertise.
Decisions regarding technology nonetheless must take uncertainties and
unknowns into account, even if these indefinites cannot be quantified or
readily described.

These points lead to a more fundamental criticism of risk assessment
and by extension technology assessment. The quantitative analyses typi-
cally generated by risk assessments tend to hinder the consideration of
qualitative factors and other pertinent concerns less amenable to scientific
characterization."” In the climate change arena, for example, a focus on the
expected costs and benefits of reducing carbon emissions has sometimes
led to the disregard of low-probability catastrophic hazards and of extreme
events that cannot yet be identified, let alone quantified.'® Rational pol-
icy making in this area should consider such extreme events, however, as
well as concerns of intragenerational and intergenerational equity. Impor-
tant factors that are often overlooked in the assessment of new technolo-
gies—in addition to uncertain and unknown hazards—include loss of eco-
nomic security, compromise of traditional practices, and ethical matters. In
other words, the “technical rationality” of risk assessment, which focuses
on scientific measurement, may differ quite dramatically from the “cul-
tural rationality” often reflected in the attitudes of nonscientists."” Popular
views on risk matters, informed by cultural rationality, consider quantifi-
able effects as well as contextual factors such as personal experience and
social values. Thorough technical analysis is an important part of sound
technology management, but incorporating social values and other con-
cerns is equally critical. A more comprehensive assessment of technology
would build on the exploration of these concerns to consider broadly the
purposes of technology and the conditions we might place on its develop-
ment and use.

Public Participation

In addition to analyzing technological consequences, technology assess-
ment should engage the public in technology decisions. Participation by
the broader public and incorporation of social values in technology man-
agement are essential because of the pervasive influence of technology.
At a general level, technology shapes society and its institutions. And at
an individual level, technology shapes people’s lives and affects their vital
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interests, including health, relationships, employment opportunities, and
cultural practices. However, as science and technology policy scholar Dan-
iel Sarewitz observes, “[Tlhe pursuit of technological transformation is
largely exempted from formal democratic processes of eliciting value pref-
erences and adjudicating value disputes about desired future states, even
though technological innovation strongly expresses those very things.”?
Public participation in decisions regarding new technologies rests on
several basic rationales: instrumental, normative, and substantive.?! The
instrumental rationale for participation is a relatively narrow one of facili-
tating support for technological innovation and acceptance of new prod-
ucts. Instrumentally oriented participation treats the public as object rather
than as partner in technology development and largely reinforces existing
power structures.”? The participation envisioned in this book, however,
would have broader aims of advancing normative and substantive goals.
Normatively, public participation in technology management is inherently
valuable in that it reflects principles of democratic governance, social jus-
tice, and equality.”? Democratic ideals of autonomy and freedom from ex-
cessive government control call for citizens to have an active and meaning-
ful role in the management of powerful technological forces.”* Moreover,
under contemporary democratic notions of public reason and discourse,
policymakers should engage the broadest possible array of societal inter-
ests.”” Such engagement seeks to empower citizens and thereby ensure that
policy decisions having fundamental effects on society—including deci-
sions regarding new technologies—are not reduced to the agenda of domi-
nant institutions or a small group of elites. A further rationale for public
participation is that it can contribute to substantively better outcomes. At
a basic level, the public sometimes provides useful insights or suggestions
that might otherwise be overlooked. More important, public input into
technology management decisions can inform the policy-making process
with public values and preferences, such as those regarding tolerance for
risk and uncertainty, desire for change, and willingness to make trade-offs.
Who is “the public” that should be involved in decisions on technol-
ogy? Under one conception of the public, set forth by philosopher John
Dewey, the public encompasses all persons substantially affected by the
consequences of an activity.”® Several observations follow from this de-
scription. First, there may be multiple publics, depending on the activi-
ties that are at issue. Although different technologies may have different
associated publics, emerging technologies increasingly have such broad
and sweeping scope that their publics largely overlap. Indeed, since such
technologies affect nearly all persons, the public impacted by a specific
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technology may not differ in any meaningful way from what we understand
as “the general public.” Second, publics are or can be created. Emerging
technologies often generate effects or potential effects on persons who are
not yet aware of these effects. Genetically modified organisms, for exam-
ple, are widely present in processed foods, yet few consumers are aware
of this fact. In such instances, the affected persons may be shaped into an
engaged public by raising awareness of technological developments and
encouraging affected persons to apply their foundational values and beliefs
to new circumstances. Third, given the impracticality in our complex soci-
ety of creating a citizenry that is fully participatory on all issues of public
significance, the idea of public participation necessarily implies representa-
tives who speak on behalf of others having shared interests.”” In addition to
persons formally elected, these representatives may include those who lack
formal power but nonetheless speak for others and not simply themselves.

Public input is warranted not only when explicit policy decisions are
made regarding a technology affecting the public but also in the technical,
expert-dominated process of technology assessment. Technology assess-
ment is riddled with value-based judgments that should be attuned to the
values of the public and not merely the values of the experts conducting
the assessment. Take, for example, the practice of risk assessment as applied
to chemical substances. Although risk assessment is often characterized as
a purely scientific, values-free undertaking, the values of those performing
risk assessments necessarily influence the assumptions made, inferences
drawn, and calculations performed.” The subjective judgments involved in
assessing chemical risks include judgments about what exposure levels are
likely, which health consequences should be analyzed, how uncertainties
should be interpreted, and how risk information should be framed.

Each of these judgments wrestles with problems of uncertainty. This is
especially the case with respect to emerging technologies, where data on
hazards are often sparse and where future applications may be unknown.
Dealing with the uncertainty inherent in risk assessments and technology
assessments is not a scientific issue; rather, it is fundamentally a policy issue
that turns on subjective beliefs, values, and experiences.?” For this reason,
incorporating public input and discourse into even the technical aspects of
risk assessment and technology assessment is essential. Although lay citi-
zens may have limited knowledge on technical matters and are sometimes
misled by popular understandings of science and technology,*® experience
has shown that laypersons can communicate effectively with experts and
contribute greater breadth and depth of knowledge and experience to
technology assessments.’! Rational discourse involving citizens, experts,
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and other interested parties ultimately can lead to an expansion of relevant
considerations and to the development of consensus regarding the com-
mon good.*

This emphasis on involving the public more directly and at earlier
stages in technology management responds to a number of flawed assump-
tions of conventional technology assessment. First, the view that technol-
ogy assessment was a purely objective process failed to take into account
the subjective factors that inevitably enter into such assessments. Second,
the assumption that technology assessments could focus on finished tech-
nologies overlooked the difficulty of controlling or modifying technologies
that are often backed by substantial investments and powerful interests.
Third, the conventional approach incorrectly assumed that technology
policy decisions by elected officials would adequately reflect public val-
ues. In theory, political representatives are competent to make decisions
consistent with the public interest and public values. Although this theory
is foundational to our representative government,** there is a sound basis
for concluding that elected officials inadequately represent the public with
respect to technology matters.

Several factors systematically bias lawmakers against focusing on the
potential risks of new technologies. These factors include the specialized
body of knowledge necessary to understand science and technology issues
as well as electoral pressures on politicians to respond to current head-
lines.** Few political rewards result from addressing issues having distant
time horizons, such as emerging technologies. Not surprisingly, our gov-
ernment’s general policy toward uncertainties, such as those surrounding
the health and environmental effects of emerging technologies, is one of
willful ignorance rather than precautionary action.” In addition, as pub-
lic choice theory predicts, lawmakers tend to cater to the interests of an
organized and vocal minority at the expense of a majority whose interests
are more diffuse.’® This tendency is especially pronounced with respect
to emerging technologies, which often have vigorous corporate or insti-
tutional advocates but little opposition from a public largely unaware of a
technology or its potential risks.”” All of these obstacles to the expression
of public values through ordinary channels of representation warrant more
direct and active public participation in emerging technology management.

In instances where the government does turn its attention to emerging
technologies, the empirical techniques of risk assessment and risk-benefit
analysis often dominate its policies to the detriment of public preferences.*®
Technically, 7isk management (the values-driven, policy-making process of
deciding how to respond to risk data) can be distinguished from risk assess-
ment (the expert-driven process of identifying, analyzing, and quantifying
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risks).*” Notwithstanding this distinction, risk managers often defer to the
quantitative data of risk assessment (or the lack of such data) in decid-
ing how to respond to the hazards posed by new technologies.* Because
empirical techniques fail to account for all of the factors relevant to social
decision making, however, an approach centered on quantifiable risks hides
difficult, values-based choices under a veneer of objectivity. Indeed, the act
of engaging in the discourse of risk through the risk management process
reinforces the questionable assumption that risk can be understood, com-
prehensively measured, and effectively managed.*

In sum, technology assessment, once characterized as the exclusive
province of experts, can and should be opened up to public participation.
This broader and more open assessment should occur during and not just
after technology development, thus bringing public concerns into research
decisions and technology design. Care must be taken in the design of par-
ticipatory processes to guard against the potential for simply reinforcing
existing power relations or creating meaningless exercises in outreach.
Nonetheless, if incorporated into properly designed processes, ongoing
public participation can improve the quality of analysis and make the deci-
sion process more democratic.”

Our Experience with Technology Assessment

Past and present efforts in the United States to analyze and manage tech-
nology’s consequences fall into three basic categories: (1) formal technol-
ogy assessment, which was practiced by the Office of Technology Assess-
ment (OTA) until 1995 and has since been undertaken occasionally by
other government agencies; (2) environmental impact assessment, which
evaluates the potential health and environmental effects of policy choices
and serves as a form of technology assessment when applied to technology
policy decisions; and (3) nongovernmental assessment, which is carried out
by technology developers themselves or by other nongovernmental enti-
ties. An examination of these efforts reveals that they fall short in advanc-
ing the analytical and participatory functions that technology assessment
should achieve.

Formal Technology Assessment
The Office of Technology Assessment

The concept of technology assessment arose as “critical voices within sci-
ence began calling for preassessment before committing society to innova-
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tions such as supersonic transport and nuclear weapons.”” In the United
States, Congress created the OTA in 1972 to provide nominally objective
analyses that would inform policy decisions on technology matters. While
the OTA earned high marks for the quality of its work on issues ranging
from the feasibility of the Star Wars missile defense system to the cleanup
of nuclear weapons laboratories, it ultimately played only a modest role in
influencing U.S. handling of new technologies.*

Congress created the OTA at a time of increasing government spend-
ing on scientific research and development and growing social unease re-
garding the negative effects of science and technology. In the words of
the statute establishing the OTA, modern technologies were “increasingly
extensive, pervasive, and critical in their impact, beneficial and adverse, on
the natural and social environment.”¥ Against this backdrop, Congress
recognized the need for an independent source of technical information
and objective analyses on which to base its decisions. The OTA’s mission
was “to provide early indications of the probable beneficial and adverse
impacts of the applications of technology and to develop other coordinate
information which may assist the Congress.”*

Although the OTA originally was expected to perform long-term anal-
yses of entire technological fields, in practice, technology assessment at
the OTA was fairly constricted. Congress’s requests for information, which
tended to emphasize specific subjects and require rapid responses, were
typically met with short-term, narrow policy analyses. In an effort to
maintain credibility and avoid alienating legislators who might disagree
with its conclusions, the agency generally sidestepped recommendations
and confined itself to reports on the technical components of the issues.*
More significantly, technology assessment came to be understood not as a
process but as a product: the reports generated by the OTA.* These devel-
opments were not surprising, given the OTA’ subordinate role and limited
mandate. The OTA had no regulatory power and limited practical advisory
power. The OTA ultimately never fulfilled its potential to study technolo-
gies in a broader and more systematic way or to transform how Congress
and society related to technology.

The OTA eventually became unable to maintain the difficult balancing
act of providing objective information to Congress while securing political
support for its survival. Shortly after the 1994 Republican takeover, Con-
gress eliminated the agency as part of the new majority’s promise to enact
its “Contract with America.”’ Among the primary reasons given for elimi-
nating the agency was its slow pace relative to congressional timetables.
The OTA’ assessments, though limited in scope, often took one to two
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years to complete and thus often failed to meet the more pressing political
needs of the members of Congress. Also contributing to the OTA’ elimi-
nation were accusations of bias—whether justified or not—commonly
made by parties whose interests were undermined by the OTA’ reports.”!

America’s experiment with formal technology assessment through an
agency dedicated to the task came to an end with the demise of the OTA.
The needs for technology assessment and for deliberate management of
technology, however, have not diminished. "To the contrary, those needs are
even greater today, as rapidly developing technologies will have widespread
and long-lasting impacts and raise serious social and ethical concerns.

Institutional Alternatives to the OTA

In the OTA’ absence, the function of technology assessment has devolved
to a number of other government institutions. Such assessments, however,
have occurred on a narrow and ad hoc basis, if at all, and their scope and
impact have been limited by traditional and legal constraints. The Gov-
ernment Accountability Office (GAO), for example, has conducted a few
technology assessment pilot projects at Congress’s direction.’?> With the
exception of a recent report on geoengineering, these analyses have fo-
cused mostly on narrow topics related to counterterrorism, such as the use
of biometric technologies for border security and the use of cybersecurity
measures to protect infrastructure. The credibility of the GAO’s work,
moreover, is open to question, given the agency’s traditional expertise in
performing audits, its limited experience with predictive assessments, and
the past use of its reports for partisan objectives.’® Another institution, the
Office of Science and Technology Policy (OSTP), advises the president
on science and technology issues. The OSTP has the authority to “initiate
studies, including technology assessments, to resolve critical and emerg-
ing problems.””* With its fairly limited resources, however, the OSTP
has focused primarily on serving as a channel of communication between
the president and the scientific community and coordinating science and
technology policy across the federal government.” Finally, the National
Research Council (NRC) issues reports on science and technology topics
in response to congressional and agency requests. Committees of leading
experts prepare these authoritative reports through an extensive, peer-
reviewed study process. While well respected, these reports require sig-
nificant time and resources to produce, and they are designed to generate
expert recommendations in response to specific questions.’® The reports
do not raise issues independently, address broader policy questions, or
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seek to foster public debate—activities that technology assessment should
promote.’’

NEPA as Technology Assessment

Technology assessment also can take place in the context of environmen-
tal impact assessment. In particular, the National Environmental Policy
Act (NEPA) requires federal agencies to assess the environmental impacts
of their actions.’® NEPA contemplates that this assessment be done in a
public process, and its regulations provide for extensive public involve-
ment in that process.” To the extent that federal agency actions involve the
development or implementation of technology, NEPA analysis could serve
as a form of technology assessment with respect to health and environmen-
tal effects. The federal government’s extensive role in sponsoring research
and development, establishing technology policies, and possibly regulating
technology’s adverse impacts underscores NEPA’s potential reach.®® Nev-
ertheless, narrow interpretations of NEPA by agencies and courts have
minimized the statute’s value in technology assessment.

The Basics of NEPA

Sometimes described as a “Magna Carta” for the environment,* NEPA was
enacted with the purpose of integrating environmental values into national
policies and planning processes. The central requirement of NEPA is the
environmental impact statement (EIS), a document that must be prepared
for “major Federal actions significantly affecting the quality of the human
environment.”® In the EIS, federal agencies must describe the environ-
mental impacts of the proposed action, alternatives to the proposed action,
and any irreversible and irretrievable commitments of resources that the
proposed action would involve. As the Supreme Court has recognized, the
EIS requirement is meant to ensure

that the agency, in reaching its decision, will have available, and will
carefully consider, detailed information concerning significant environ-
mental impacts; it also guarantees that the relevant information will be
made available to the larger audience that may also play a role in both
the decisionmaking process and the implementation of that decision.*

For federal actions deemed to have environmental impacts that are less
than significant, agencies still must prepare an environmental assessment
(EA). An EA is a more limited inquiry aimed at identifying the environ-
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mental consequences of a proposed action and documenting an agency’s
determination that those consequences are not significant.**

NEPA was not meant merely to impose a requirement on agencies to
document environmental impacts. Rather, NEPA was intended to achieve
a wholesale reorientation of governmental actions and values, sensitizing
agencies to environmental effects.”® Through preparation of a program-
matic EIS, for example, an agency could evaluate environmental impacts of
entire programs instead of conducting piecemeal assessments of individual
projects. Overarching and comprehensive analyses presumably would mo-
tivate agencies to reorient programs in light of overall impacts.

Implementing and Interpreting NEPA

As implemented by federal agencies and interpreted by courts, however,
NEPA has not fulfilled the goals embodied in its broad statutory language
and legislative history. NEPA’s primary mandate, the requirement that fed-
eral agencies prepare EISs, has turned out to be less powerful than some
of its crafters might have envisioned. First, that mandate applies only to
“major federal actions”; it does not apply to private actions or to the major-
ity of legislation enacted by Congress.® Moreover, the Supreme Court has
construed the EIS requirement as imposing only a procedural duty rather
than as mandating substantive results.”” This does not necessarily make the
EIS requirement toothless: Federal agencies, having analyzed the environ-
mental ramifications of a proposed action and considered public concerns,
may make more environmentally sound decisions than would otherwise be
the case. Nonetheless, agencies sometimes view the EIS as little more than
a paper-pushing hurdle to be overcome before the agency proceeds with a
predetermined course of action.®®

Supreme Court decisions have played a critical role in constraining the
statute’s reach and effectiveness. The Court first addressed NEPA in 1975
in Aberdeen & Rockfish R.R. v. Students Challenging Regulatory Agency Pro-
cedures (SCRAP).” There, the Court rejected the argument that an EIS
must be integrated into the earliest stages of an agency’s decision-making
process. Rather, an EIS must be prepared only when an agency “makes a
recommendation or report on a proposal for federal action.” The Court
subsequently held in Kleppe v. Sierra Club that neither the contemplation
of a project nor the preparation of studies of possible development trig-
gers the obligation to prepare an EIS absent a proposal for federal ac-
tion.” Together, SCRAP and Kleppe allowed agencies to defer analyzing
environmental impacts until after the overall policy-making process is well
underway. These decisions did not specifically involve new technologies,
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but they offered little hope to those expecting that NEPA would compel
agencies to conduct effective technology assessments.

The Supreme Court made its most direct pronouncements regarding
the analysis of new technologies under NEPA in Vermont Yankee Nuclear
Power Corp. v. Natural Resources Defense Council, Inc.”" In this challenge to
licenses granted to specific nuclear facilities, the Court rejected the notion
that NEPA provides a forum for the wholesale consideration of the desir-
ability of new technologies:

Nuclear energy may some day be a cheap, safe source of power or it
may not. But Congress has made a choice to at least try nuclear energy,
establishing a reasonable review process in which courts are to play only
a limited role. The fundamental policy questions appropriately resolved
in Congress and in the state legislatures are o subject to reexamina-
tion in the federal courts. . . . NEPA does set forth significant substan-
tive goals for the Nation, but its mandate to the agencies is essentially
procedural.”

In this passage, the Court correctly recognized that democratic
institutions—Congress and state legislatures—should resolve fundamental
policy questions. Nonetheless, in holding that NEPA imposes no substan-
tive obligations, the Court failed to appreciate NEPA’s potential to inform
legislative policy decisions and to guide agencies in the exercise of del-
egated policy-making authority. Rather, the Court continued to steer agen-
cies toward the narrow, technocratic approach to NEPA analysis that has
prevailed ever since. The Court’s opinions have not ended the preparation
of programmatic EISs—the sort of overarching analyses that could serve
as a useful instrument of technology assessment. Many agencies, however,
try to defer such programmatic assessments as long as possible, if not com-
pletely.”® NEPA ultimately has not lived up to its potential as a tool for
analyzing environmental risks and uncertainties of major policy develop-
ments, such as the development of new technologies. In the words of law
professor Oliver Houck, “NEPA is missing the point. It is producing lots
of little statements on highway segments, timber sales, and other foregone
conclusions; it isn’t even present, much less effective, when the major deci-

sions . . . are made.”’*

Nongovernmental Mechanisms

Technology assessments can be carried out not only by government agen-
cies but also by those directly engaged in technology development. Re-
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searchers, for example, may look to personal morals and professional ethics
to guide, shape, and constrain their research pursuits. Under the predomi-
nant model of technology development, however, scientists and engineers
regard their research endeavors as morally neutral. Technology, in this
view, is not inherently good or bad; rather, it is the particular uses that
society chooses for a technology that are subject to normative judgments.”
This model does not encourage researchers to consider their efforts in
broader contexts or to pursue the ethical implications of their work. Fur-
thermore, researchers—including those in academic institutions—face
strong economic incentives to tailor their efforts in favor of technologies
with commercial potential.”®

Potential legal liabilities may give firms a stronger incentive than indi-
vidual researchers to carry out health and safety assessments on the tech-
nologies they develop and market. In addition, companies may lose their
social license to operate should they fail to live up to social expectations
regarding environmental behavior.”” As a result, corporations sometimes
go beyond what the law explicitly requires.”® With respect to new tech-
nologies, for example, corporations might assess potential consequences
with an unusual degree of care, solicit public concerns, or choose not to de-
velop hazardous applications despite the potential for profit. Such actions
can translate into reduced risk exposure, avoided regulation, and higher
product premiums.”” Whatever firms’ motivation may be, however, efforts
along these lines are unlikely to lead to adequate technology assessment.
Firms are profit-seeking entities whose primary obligations are to their
shareholders. The analyses that firms do undertake often are internal as-
sessments focused narrowly on marketing potential. Such analyses gen-
erally do little to consider negative externalities, inform policymakers, or
involve the public in fundamental decisions about technology.®

Revitalizing the Basic Tools of Technology Assessment

Neither the government nor technology developers are doing enough to
assess the health and environmental effects of emerging technologies or
to integrate the public into decisions about technology. The rest of this
chapter considers options for addressing these inadequacies. Reconstitut-
ing the OTA or reinvigorating NEPA would be relatively straightforward
yet modest ways to increase our understanding of new technologies. Be-
cause such steps alone are insufficient to achieve substantive change and
meaningful participation, however, more far-reaching reforms must be
considered.
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Reconstituting the OTA

Reestablishing the Office of Technology Assessment would be a first step
toward building societal capacity to make informed and accountable deci-
sions about new technologies. Indeed, since the OTA’s elimination, there
have been several proposals to either create a new technology assessment
office or authorize funding to reestablish the OTA.%! The primary benefit
of a reestablished OTA would be to address Congress’s ongoing need for
objective advice on scientific and technical matters. Few current members
of Congress have had any experience with the OTA, however, and none of
the proposals has gained much traction.*> More important, a reconstituted
OTA would be subject to similar time and political constraints as its pre-
decessor. Indeed, a truly independent technology assessment office might
raise concerns that are not politically expedient to address. Furthermore, it
is unlikely that such an entity would generate new information on the haz-
ards of emerging technologies, nor would it bring about broad and mean-
ingful public engagement. To achieve these ends and bring about robust
technology assessment that extends beyond narrow analyses of risks and
benefits, we will need more than a reconstituted OTA.

Recapturing NEPA's Lost Potential

More vigorously implementing NEPA would be another modest step to
improve societal decision making on technology. Overall, current agency
practices under NEPA are a pale shadow of the possibilities embodied in
the statute.® As already discussed, those practices entail little wholesale
consideration of technological developments and their ramifications for
society and the environment. Rectifying this shortcoming in NEPA im-
plementation would help address concerns regarding emerging technolo-
gies. NEPA ultimately can provide no more than a partial response, how-
ever. NEPA’s scope is confined to those developments that involve federal
agency action, and its lack of substantive teeth would limit its effect on
resulting policies.

NEPA’s Concern with Technology

Reexamination of NEPA and its legislative history demonstrates the stat-
ute’s potential to serve as a starting point for better technology assessment.
NEPA requires that agencies adopt a long-term orientation toward con-
sidering environmental consequences for present and future generations.
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Specifically, each EIS must discuss “the relationship between local short-
term uses of man’s environment and the maintenance and enhancement of
long-term productivity,” as well as “any irreversible and irretrievable com-
mitments of resources.”® Moreover, the statute explicitly recognizes “the
profound influences of . . . new and expanding technological advances”
on the environment and strives to “promote efforts which will prevent or
eliminate damage to the environment and biosphere.”®

NEPAS legislative history describes even more emphatically the dan-
gers posed by technology. In floor debates and committee hearings, various
members of Congress expressed their individual concerns about damage
to the environment caused by technology.* Quoting an editorial that ap-
peared in the New York Times, the House committee responsible for con-
sidering NEPA legislation identified technology as the greatest threat to
the environment:

By land, sea, and air, the enemies of man’s survival relentlessly press
their attack. The most dangerous of all these enemies is man’s own un-
directed technology. The radioactive poisons from nuclear tests, the
runoff into rivers of nitrogen fertilizers, the smog from automobiles,
the pesticides in the food chains, and the destruction of topsoil by strip
mining are examples of the failure to foresee and control the untoward
consequences of modern technology.®’

The counterpart committee in the Senate likewise recognized the dan-
gers posed by a “growing technological power which is far outstripping
man’s capacity to understand and ability to control its impact on the envi-
ronment.”® Indeed, an influential report prepared for that committee sin-
gled out technology as the root cause of the perceived environmental crisis:

Technology . . . has greatly increased environmental stress in general.
The net result has been enormously increased demands upon the en-
vironment in addition to the increase in population. . . . Unfortunately,
our productive technology has been accompanied by side effects which
we did not forsee [sic]. . . . It is now becoming apparent that we cannot
continue to enjoy the benefits of our productive economy unless we
bring its harmful side effects under control.®

That report called for a “pay-as-you-go” approach to the development and
use of technology, under which the cost of environmental harms would
be internalized, with “provision . . . made for the protection, restoration,
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replacement, or rehabilitation of elements in the environment before, or
at the time, these resources are used.” Unfortunately, current implementa-
tion of NEPA is not achieving the statute’s objective of transforming the
relationships among human activity, productivity, and long-term effects on
the environment.

The EIS as Technology Assessment

NEPA’s EIS requirement was intended as the central tool for identifying
and better managing the effects of emerging technologies on the environ-
ment.” A federal appellate court’s analysis in Scientists’ Institute for Public
Information, Inc. v. Atomic Energy Commission (SIPI), issued three years after
NEPA’s enactment, is particularly instructive on how EISs might enable
a more proactive and comprehensive approach to new technologies.” In
SIPI, the plaintiffs alleged that the Atomic Energy Commission (AEC) was
required to prepare an EIS for its breeder reactor program, which was in
the research and development stage. Conceding that an EIS would be re-
quired before the construction of individual breeder reactors and facilities,
the AEC argued that NEPA analysis was not required for the research and
development program as a whole.

Citing “NEPA’s objective of controlling the impact of technology on
the environment,” the court rejected the AEC’s arguments.”” The court ex-
plained that environmental analysis of the research and development pro-
gram was necessary because the program would facilitate subsequent use
of breeder reactor technology by private parties that in turn would affect
the environment. As the court declared, “[ TThe decisions our society makes
today as to the direction of research and development will determine what
technologies are available 10, 20, or 30 years hence.”” The court further
noted that consideration of a technology’s environmental impacts would
be far more meaningful at the research and development stage than at the
point when specific facilities are being constructed. Once planning for
a specific project or facility has begun, substantial resources are already
committed in developing the technology, and parties with vested interests
in that technology—perhaps including the regulatory agency itself—will
undermine objectivity in the decision-making process. In the court’s view,
only a programmatic EIS at the research and development stage would
fulfill NEPA’s purpose of adequately informing Congress, the executive
branch, and the public of the environmental effects of new technologies
and thereby ensure informed decision making.

The SIPI court’s interpretation of the EIS obligation, which has since
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been largely abandoned,” is consistent with NEPA’s text, purposes, and
implementing regulations. As noted earlier, an EIS must be prepared for
“major Federal actions significantly affecting the quality of the human en-
vironment.” NEPA does not define “major federal actions,” but U.S. gov-
ernment decisions and policies regarding new technologies often signifi-
cantly affect environmental quality. Moreover, NEPA’s regulations provide
that “major federal actions” “include new and continuing activities, includ-
ing projects and programs entirely or partly financed, assisted, conducted,
regulated, or approved by federal agencies.”” The regulations also indicate
that agencies may conduct their evaluations by “stage of technological de-
velopment including federal or federally assisted research, [and] develop-
ment or demonstration programs for new technologies.””

In light of these regulations and the SIPI analysis, federal research fund-
ing decisions should be treated as major federal actions subject to NEPA.
Of course, the nature of the environmental analysis and level of detail will
depend on the stage of technological research and development. Where
the funding is meant to support basic research in a new field, discussion
of potential environmental effects may necessarily be general and couched
in uncertainty. Such discussion can nonetheless identify potential applica-
tions of prospective research findings. In contrast, where the supported
research involves technology nearing commercialization or deployment,
environmental effects should be analyzed more thoroughly and specifically.
Funding agencies should not be expected to have perfect foresight, but
they also should not be allowed to disregard the potential consequences
of the research they sponsor. In sum, the EIS is well suited for prompting
agencies to study and consider an emerging technology’s potential conse-
quences throughout a technology’s development, well before a particular
technology becomes entrenched.

Other NEPA Tools for Technology Assessment

NEPA contains additional mechanisms that could help to manage new
technologies better. Section 101 of the statute expresses Congress’s con-
cern about the environmental impacts of new technologies and suggests a
more thoughtful approach to the relationship between technology and the
environment:

The Congress, recognizing the profound impact of man’s activity on
the interrelations of all components of the natural environment, par-
ticularly the profound influences of . . . new and expanding technological
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advances . . ., declares that it is the continuing policy of the Federal
Government, . . . to use all practicable means and measures, . . . to cre-
ate and maintain conditions under which man and nature can exist in
productive harmony, and fulfill the social, economic, and other require-
ments of present and future generations of Americans.”

Though the Supreme Court has held Section 101 to be a judicially unen-
forceable policy statement, the provision represents a broad, government-
wide commitment to address potential dangers posed by new technolo-
gies.” Section 101, in other words, directs and authorizes federal agencies
to make discretionary choices in ways that reduce environmental dam-
age and maximize public input. Such choices may concern, among other
things, funding of research or investigation into the effects of emerging
technologies.

NEPA also established an institutional mechanism to study and ad-
dress the environmental ramifications of new technologies: the Council
on Environmental Quality (CEQ). The CEQ’s functions were to include
the gathering of information concerning conditions and trends in envi-
ronmental quality—including the environmental impacts of new tech-
nologies.” Congressional debate on the provisions to establish the CEQ
repeatedly emphasized the council’s authority to conduct research and
provide policy advice regarding the often-overlooked environmental con-
sequences of new technologies.!” And shortly after NEPA’s enactment,
President Richard Nixon issued an executive order directing the CEQ to
foster “investigations, studies, surveys, research, and analyses relating to (i)
ecological systems and environmental quality, (ii) the impact of new and
changing technologies thereon, and (iii) means of preventing or reducing
adverse effects from such technologies.”””! Just as the Council of Economic
Advisers provides economic advice to the president, the CEQ was to over-
see the execution of NEPA’s declared policy of protecting the environment
and provide advice on how to further that policy.!*

The CEQ’s role, however, has turned out to be far more circumscribed
than originally envisioned. The CEQ has issued regulations and guidance
documents that have played a significant role in implementing the EIS
requirement.'” But the agency’s broader mission of anticipating environ-
mental problems and providing policy advice has been largely neglected.
Perpetually underfunded, the CEQ has since 1980 operated through a
single member rather than a full council of three.'* The CEQ nonetheless
retains the statutory authority to analyze environmental trends, study en-
vironmental impacts of new technologies, and help formulate policy. With
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robust support from Congress and the president—support that it has not
received to date—the CEQ could play a key role in technology assess-
ment. In particular, the CEQ could identify emerging technologies and
their potential hazards, thereby laying the groundwork for more detailed
assessment, policy initiatives, and legislative action.

Technology Assessment 2.0

A reconstituted OTA and revitalized NEPA could improve our understand-
ing of emerging technologies and better inform relevant policies. Genuine
transformation of our relationship with such technologies, however, re-
quires redesigned technology assessment practices and new mechanisms to
incorporate public participation.

In the conventional form of technology assessment practiced by the
OTA (referred to here as “conventional TA”), the OTA submitted reports
to Congress on the potential impacts of a relatively finished technology.
This form of technology assessment was quite limited: Its purposes were
relatively circumscribed, its intended audience was narrow, and its impacts
were uncertain. Rather than attempting to involve the public or to project
the extended consequences of technological developments, the OTA took
on the more manageable task of summarizing existing knowledge on nar-
rowly focused issues.

An important factor in the relative ineffectiveness of conventional TA
was the long-standing separation of the development of technology from
its control and regulation. Conventional TA, in other words, had little effect
on whether and how a technology developed. Whatever modest influence
it exercised came about by acting as an “after-the-fact gatekeeper.”'”* Fur-
thermore, conventional TA tended to treat technology decisions as static
rather than ongoing processes. Assessing a technology, however, should be
a continuous and integral aspect of technology management. Depending
on who participates in TA and how it is carried out, these processes them-
selves can have a critical influence on the shapes and uses of a technol-
ogy. The separation of the OTA’s technical analysis from the congressio-
nal decision-making process meant that there was little assurance that the
agency’s analysis would make a difference in policy decisions. And because
the conventional TA process was limited largely to experts, it was relatively
distant from democratic control and unresponsive to public values.

In an effort to address the deficiencies of conventional TA, various
countries have experimented with modified forms of TA, including par-
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ticipatory technology assessment (PTA) and constructive technology as-
sessment (CTA). These more recent forms of TA represent important ad-
vances but would benefit from further reforms to improve the analysis of
emerging technologies and better incorporate public values.

Participatory Technology Assessment

Unlike conventional TA, PTA actively seeks to incorporate public values
into the assessment process by involving a wide range of actors.'” Par-
ticipants in PTA include lay members of the public as well as technology
stakeholders and experts. By widening the scope of participation, PTA may
educate the public, stimulate public debate, set the political agenda, and
inform decision makers of public opinions and values. PTA, in other words,
enhances the expert assessment function of conventional TA by bolstering
the credibility of expert assessments and providing more information on
the social acceptability of a technology. Its strength ultimately lies in its
ability to project public values into decisions concerning technology.

PTA taps into both participatory and representative conceptions of de-
mocracy. Citizens who take part in PTA engage directly and extensively
with critical issues, and their views may be presented to decision makers.
Participants are not accountable to constituents, nor do they formally rep-
resent particular interests, but they frequently reflect varying viewpoints.'"’
PTA differs from the more familiar participatory format of town hall meet-
ings in this representational aspect as well as in the depth of citizen in-
volvement. Unlike polls or focus groups, which are comparatively super-
ficial means of gauging public opinion, PTA strives to elicit diverse views
in a policy-making context after giving citizens the opportunity to learn
about and reflect on an issue.'”® And because panel membership is drawn
from a pool of randomly selected individuals, PTA is less subject to politi-
cal capture or grandstanding than are advisory commissions.!”

PTA techniques include consensus conferences, citizens’ juries, and
planning cells. Each of these techniques organizes laypersons into panels
that consult over several days and consider the input of experts and oth-
ers.!” In a consensus conference, for example, a multiday public meeting
is convened to foster a dialogue between a panel of fifteen to twenty-five
citizens and a group of experts.!!! Citizens invited to serve on the panel are
drawn from a random sample of the population and then selected through
an application process that seeks to identify persons sufficiently dedicated
to participate. Assisted by a facilitator trained in communication skills and
cooperative techniques, the citizen panel conducts two preparatory meet-
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ings prior to the consensus conference. In these meetings, panel members
learn basic information about the technology at issue and formulate ques-
tions to be addressed at the conference. At the conference itself, experts
(selected in part by the citizen panel) present their answers to the panel’s
questions and respond to cross-examination by citizens. After a discussion
period, the citizen panel prepares a consensus-based report presenting its
conclusions and recommendations. The report has no binding effect but
is available to the public, experts, and politicians for their consideration.

Other PTA techniques may differ in the details of implementation, but
the underlying purposes are the same: to involve citizens in technology
assessment and incorporate public input more effectively into technology
decisions.!? Citizens’ juries, for example, generate lay findings and recom-
mendations on focused policy questions in a process akin to a jury trial,
often in a local or regional context.'”® Planning cells also involve randomly
selected citizens in a trial-like process but allow participants more freedom
to design policy options and consider a range of concerns.'*

Constructive Technology Assessment

Innovation often occurs within private laboratories outside of public
scrutiny, and external input and regulation are contemplated only after a
technology appears in commercial applications.!” In contrast to this ap-
proach of after-the-fact assessment and oversight, constructive technology
assessment (CTA) seeks to influence technology design itself by promoting
interaction among stakeholders throughout a technology’s development
process.'' Here, the concept of stakeholders is defined broadly to include
technology developers, regulators, workers, end users, and the potentially
affected public. Incorporating various interests through such interaction, it
is hoped, will generate more widely accepted outcomes and fewer adverse
effects. Although CTA may involve public participation, such participation
has a substantive aim of shaping technology and identifying risks and is not
a normative goal in and of itself."'”

Advocates identify three key features of CTA: anticipation, reflexivity,
and social learning.!"® Anticipation of potential technological interactions
and adverse effects can be promoted by involving a broad range of stake-
holders and by conducting appropriate experiments early in the design
process. Because not all concerns can be identified at the outset, however,
the technology development process should be flexible and iterative, al-
lowing for periodic reexamination of interactions and effects. Reflexivity
refers to an appreciation of the potential social effects of different tech-
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nology design options. Rather than focusing narrowly on technical goals,
technology developers should take into account social, environmental, and
other consequences as they design and evaluate new technologies. Finally,
social learning refers to a mutual process in which stakeholders learn from
each other in the course of technology development and use. Through so-
cial learning, companies learn about consumer preferences and regulatory
requirements and can design products accordingly. Variants of CTA incor-
porate public opinion polling, content analysis, and other tools to comple-
ment the basic CTA process.'"”

Denmark and the Netherlands have been at the forefront of the de-
velopment of PTA and CTA. In Denmark, the consensus conference
technique has shaped policy on food irradiation, genetically engineered
animals, and the use of knowledge about the human genome.!® In the
Netherlands, CTA techniques were applied to the creation and design
of novel, environmentally friendly alternatives to meat. Meetings among
various stakeholders generated agreement on minimum standards for such
products and led technology developers to devote more attention to issues

of taste and texture.'?!

Concerns

Although PTA and CTA offer valuable tools for managing new technolo-
gies more effectively and democratically, commentators have raised a num-
ber of concerns in regard to these more recent forms of technology assess-
ment. These concerns underscore the difficulty of changing established
practices and bringing about meaningful public involvement.

One obvious issue involves the competence and willingness of layper-
sons to weigh in on emerging technology issues. The average citizen is
likely to have limited understanding of the technical matters that under-
gird modern technologies. Laypersons may defer to experts or rely on
simplifying heuristics when assessing new technologies.!”? Citizen partici-
pation may even cripple technology development if unwarranted and irra-
tional fears come to dominate the assessment process.'”* When a possible
outcome evokes strong emotional responses, for example, people tend to
focus on adverse outcomes and to neglect probabilistic calculations.!** Fur-
thermore, low levels of civic engagement, as reflected in modest U.S. voter
turnout, suggest that laypersons might not take much interest in technol-
ogy assessment.

If given the opportunity to participate in a meaningful way, however,
citizens have proven willing and competent to engage in matters of public
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debate. Layperson interest is suggested not only by anecdotal evidence,
such as vigorous participation in policy blogs, but also by studies finding
an eagerness to participate and resentment at exclusion.'” In evaluating
citizen competence, it is critical to keep in mind that lay participation is
primarily meant to provide a read on public values, particularly with re-
spect to concerns and risks, and not to replace technical expertise.!?¢ Of
course, laypersons occasionally will identify technical issues, problems,
and contextual factors overlooked by experts.’?” But the main question is
whether laypersons can become informed on the technical issues to the
extent required to meaningfully apply their personal experiences, belief
systems, and values to new technological situations of risk and uncertainty.

As an initial matter, public opinions regarding emerging technologies
do not appear to be driven by irrational fears. A survey of public views
regarding synthetic biology, for example, reported a 2:1 majority in fa-
vor of continued research rather than a ban, even after respondents were
informed of potential risks and benefits.!?® Similarly, scientists who par-
ticipated in public engagement exercises on nanotechnology in the United
Kingdom found the public to be more open-minded and accepting of the
technology than they had expected.’” PTA, moreover, enables informed
participation by providing citizens with the time and access to expertise
required to learn about the issues in some depth.!*® As “values consultants,”
citizens participating in past PTA exercises have vigorously and critically
questioned experts, regulators, and stakeholders.”! Examples of citizen ac-
tivism in technical controversies likewise suggest that laypersons can come
to informed views, particularly if assisted by experts.’*? This is not to say
that laypersons necessarily will agree with experts or policymakers after
discussing technology matters. Public opposition to the deployment of a
new technology ultimately may reflect not an inability to comprehend sci-
entific matters but rather a distrust of the scientific and government insti-
tutions that are invested in them.!**

Another criticism of participatory approaches to TA concerns the le-
gitimacy of citizen participation."** Participation in TA is typically limited
to a few selected citizens, yet these lay participants do not constitute demo-
cratic representatives of the public will. Not needing to answer to an elec-
torate, participants may endorse unrealistic or politically infeasible policy
options.'** Such criticism, however, overlooks the fact that PTA does not
replace representative decision-making procedures. Rather, PTA serves
a consultative role to support decision making by politically accountable
elected representatives.”*® PTA thus incorporates elements of direct par-
ticipatory democracy yet remains rooted in a representative democratic
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system. The method of selecting lay participants nevertheless does matter
to the credibility and utility of the process. Random selection of partici-
pants does not ensure that citizen deliberations will be representative, but
it can facilitate the expression of a wide range of views, promote participant
independence, and ameliorate concerns that interest groups will rig the
process.'*’

To the extent that PTA and CTA techniques tend to emphasize the for-
mation of consensus, they may mute the expression of alternative viewpoints
or dampen values conflicts that are in fact healthy for social risk manage-
ment."*® Conversely, achieving consensus may not be possible where value
differences are great, as is often the case with new technologies. Indeed,
one review of PTA efforts suggests that PTA “increases the complexity of
decision making by taking into account different values to assess impacts
of technology, [and] by supplying all information and knowledge available
and conveying uncertainties or deficiencies of knowledge.”"** Moreover,
the time constraints inherent in some participatory techniques may not al-
low adequate opportunity for the deep normative deliberation that demo-
cratic idealists might desire.'* Such concerns underscore the limitations of
PTA and CTA. These techniques nonetheless can serve as a good starting
point for identifying public concerns and provide a useful road map for
future research and analysis.

Mirroring concerns about the willingness of ordinary citizens to par-
ticipate in PTA are concerns that private industry will be reluctant to par-
ticipate in processes, such as CTA, that risk divulging trade secrets. Indeed,
perhaps the most serious objections to PTA and CTA involve the rela-
tively limited effect that such assessments may have on actual decisions by
technology companies and policymakers. Simply providing the results of
assessments to decision makers is unlikely to overcome vested interests’
domination of political decisions.'*"! Policymakers may be inclined to dis-
miss such results as nonrepresentative or lacking reliable expertise. And
public participation may be of limited value if experts or vested interests
control the framing of a problem and policy options. Rather than changing
the relationship between society and new technologies, TA might serve as
little more than an academic exercise, defusing opposition by creating the
appearance of an open, participatory process.'* At the same time, power-
ful actors might escape accountability for their role in promoting risky
technologies.

Indeed, the effect of citizen deliberations on the formation of technol-
ogy policy, while difficult to measure, generally appears modest.'* Defend-
ers of PTA attribute its limited policy impact to its consultative nature;
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PTA is intended to inform rather than dictate policy decisions.!** Crit-
ics, however, contend that PTA fails to bring about the multilateral com-
munication among lay citizens, stakeholders, and decision makers that is
needed.'¥ PTA’ effectiveness can be enhanced by ensuring openness in the
process, providing for widespread dissemination of results, and timing citi-
zen deliberations to facilitate incorporation of their output into an ongoing
decision-making process.!* Likewise, integrating the results of CTA into
actual technological development has proven to be a daunting challenge.'¥
"Technology developers often hesitate to open up their processes to out-
sider scrutiny, let alone outsider participation. Absent a regulatory man-
date, the effect of CTA activities may be at best indirect, serving primarily
as an external critique or source of pressure on technology developers.

Beyond Current PTA/CTA Efforts

Attempts to use modified TA techniques in the United States during the
1980s and 19g9os were limited in scope and generally did not consider
emerging technologies.!* However, the growing field of nanotechnology
is now serving as a testing ground for these methods in the United States
and other countries, as chapter 3 discusses. Questions nonetheless persist
regarding how to engage the public in emerging technology issues and
how to interject public values more effectively into technology decision-
making processes. This section considers several options for doing so and
suggests possible applications.

A Role for Elected Officials

One mechanism to connect PTA more directly to the policy-making pro-
cess involves the participation of elected officials and other policymakers
directly in technology assessment efforts. In the 1980s, several citizens’
juries were convened in the United States on an experimental basis.!¥’
Seeking to overcome the political and cultural resistance to these forms of
public participation, organizers convinced two congressional representa-
tives to participate in portions of citizens’ jury hearings. Widespread leg-
islator participation in PTA is unlikely, however, in light of the numerous
demands on legislators’ time and the limited payoff for legislators who do
participate.

A more realistic approach might involve public leaders raising the pro-
file of emerging technology issues to stimulate public debate. A prominent
example of this approach involves federal funding of research on stem cells
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derived from human embryos. In 2001, President George W. Bush issued
restrictions on such funding after personally deliberating on the issue in
a very public way."** Of interest here is not the substance of that decision,
which was criticized on a number of grounds and later reversed, but rather
the process leading up to it."*! President Bush publicly declared that he was
reviewing the policy and announced his decision in a prime-time address
after consulting with scientists, ethicists, elected officials, and others.!*?
"This high-profile consideration of the issue appropriately expanded to the
general public a debate that had been previously limited to a “small, pro-
fessionally invested elite.”’”* More recently, President Barack Obama used
the news that scientists had created a synthetic bacterial genome as an op-
portunity to order a bioethics commission to report on the implications of
synthetic biology research.”** Although the commission’s report stimulated
debate within the policy community, greater presidential attention to the
report could have elevated the subject to public prominence.

"Technology Referendums

Nonbinding national technology referendums are a potentially more sys-
tematic mechanism to increase public involvement and deliberation. Po-
tential subjects of such referendums could be identified by Congress, the
president, or the CEQ. Ideally, such referendums would take place on a
periodic basis, and they would follow consideration of an emerging tech-
nology by citizens’ juries or similar panels. The deliberations and recom-
mendations of citizens’ juries could provide valuable background, promote
rational discourse, and help to counter the effects of superficial media
campaigns that might arise.” In preparation for the referendum, an ap-
pointed panel of experts, social scientists, and citizens would develop a
limited number of questions to be considered on the ballot, each having
several possible responses. As nonbinding instruments, such referendums
would supplement rather than replace representative decision making.!*¢ A
technology referendum nonetheless would make emerging technology is-
sues salient and bring the broader public into discussions about technology.
Moreover, the resultant opportunity for societal debate would enable the
airing of concerns that might otherwise be overlooked.”” Through tech-
nology referendums, citizens would gain a direct voice in critical develop-
ments that shape their lives.

Referendums are an imperfect tool for gauging public sentiment or
promoting public deliberation, of course. Like voters in general, referen-
dum voters tend to be older, wealthier, and more educated than the aver-
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age person.””® The results of a nonbinding referendum could be viewed as
analogous to the results of a national public opinion poll. Because these
results are meaningful only to the extent they reflect informed views, well-
designed efforts to educate the public are essential. In addition, referen-
dum questions must be framed with care to ensure their comprehensibility
and neutrality. Referendums may be especially suited for gauging public
views on technologies whose potential applications are fairly concrete and
less appropriate for measuring public views on abstract questions. Finally,
referendums should be used judiciously, as the electorate has limited time
and attention to devote to the issues.

Notwithstanding these caveats, nonbinding referendums could bring
needed attention to emerging technology issues and prove more effective
than polls in engaging and educating the public. A nonbinding referen-
dum would essentially open up the public hearing phase of legislation—a
process typically dominated by lobbyists and insiders—to the entire elec-
torate while leaving the lawmaking details and final policy judgments to
Congress."”? The question nonetheless remains whether the results of such
referendums would make a practical difference. As an empirical matter,
representative bodies frequently do follow the results of nonbinding ref-
erendums, a fact that suggests their persuasive effect on elected officials.'®
More generally, public policy follows public opinion more often than not,
particularly when an issue is salient and public opinion is clear.'s! Carry-
ing out technology referendums in conjunction with presidential elections
could promote relatively high voter turnout, stimulate public interest, and
limit the potential for strategic timing of referendums.!*?

Broadening Research Grant Criteria

In terms of bringing about effective and open technology assessment, tech-
nology developers must face stronger incentives to consider health and
environmental risks as well as other public concerns. First, technology as-
sessment and public involvement should be included as criteria for award-
ing research grants. The National Science Foundation (NSF), for example,
considers both the “intellectual merit” and “broader impacts” of proposed
research in reviewing research grant proposals.'®® Under the “broader im-
pacts criterion” (BIC), the NSF considers whether a proposal would (1)
promote teaching, training, and learning; (2) broaden the participation of
underrepresented groups; (3) enhance the infrastructure for research and
education; (4) enhance scientific understanding through broad dissemina-
tion of results; and (5) provide benefits to society.!* In theory, the BIC



44 * PROMETHEUS REIMAGINED

could be a means of evaluating a research proposal’s incorporation of pub-
lic participation as well as the social and environmental implications of
such research. However, application of the BIC has run into deep-rooted
resistance among researchers and reviewers in the scientific community.
In practice, the BIC is often treated as a relatively unimportant criterion
that can be fulfilled merely by hiring professional educators to disseminate
information to the general public.!®® Such a limited conception of the BIC
fails not only to encourage scientists to involve the public in technology
research and development but also to transform how scientists think about
their research and its broader societal implications. Including social scien-
tists on proposal review panels would facilitate an expanded understand-
ing of the BIC and strengthen its role in government research funding
decisions.!® Another way to make the BIC more effective would be for
the NSF to amend its grant proposal guidelines to explicitly require PTA
or other forms of public consultation and to require consideration of a
broader range of impacts. Just as institutional review boards have become
an accepted mechanism for incorporating ethical concerns into human
subjects research, modified versions of TA might someday be broadly in-
stitutionalized within scientific research processes.!¢’

Research Oversight

Greater governmental oversight of research activities, including privately
funded research, may be needed in some instances. Most basic research
should proceed without pause. Research activities that involve significant
risks or uncertain hazards to society, however, and research that raises seri-
ous ethical issues should not proceed without mechanisms to ensure con-
sideration of these concerns. Many emerging technologies, including syn-
thetic biology and human enhancement technologies, involve at least some
research activity in this category. Moreover, publicly sponsored research
in support of specific projects with far-reaching and potentially contro-
versial effects likewise requires careful review and deliberation. Such goal-
directed research, exemplified by the geoengineering research discussed in
chapter 4, arguably implies a conditional societal commitment to imple-
ment the project in the future.

Other Incentives for Assessment and Responsible Behavior

Incentives to hold technology developers responsible for their products’
adverse health and environmental effects also are essential. An important
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step toward creating such incentives would be to require greater public
disclosure of the use of emerging technologies. Labeling genetically modi-
fied foods or products that incorporate nanotechnology, for example, can
enable more informed consumer choices, increase public awareness of
new technologies, and reduce barriers to holding manufacturers liable for
their products’ adverse consequences. Additional measures will likely be
necessary, however, to create stronger incentives further upstream in the
technology development process. One proposal to incentivize more thor-
ough private assessment of potential externalities would impose tort liabil-
ity for “foreseeably unforeseeable” consequences of new technologies.'s®
The downsides of this proposal include legal uncertainty and potentially
crippling liability for technology developers. Alternatively, as chapter 3
explains in connection with nanotechnology oversight, environmental as-
surance bonding can be a suitable policy tool to address situations where
substantial uncertainty surrounds health and environmental risks. Requir-
ing companies to post bonds in such circumstances helps to assure the
existence of funds to pay for subsequently discovered damages without
blocking new technologies from entering the market.'®’

Global Governance

Finally, because technological innovation, use, and consequences are not
confined within national borders, mechanisms for addressing technology
at a global level also will be necessary. All of the emerging technologies
considered in this book raise substantial issues of global governance: Ge-
netically modified organisms—and the choice of some countries to reject
them—have given rise to international trade disputes; nanotechnology and
synthetic biology have largely escaped regulation, thanks in part to con-
cerns that domestic oversight might drive research and development ac-
tivities to other jurisdictions; and geoengineering purports to address the
global problem of climate change through controversial techniques that
could pose distinct hazards for different parts of the world. The fundamen-
tal insight of ecology—that we are all interconnected—applies as well to
today’s emerging technologies and their regulation.

The global nature of technology can be beneficial: Cooperation in
research and development can hasten breakthroughs, and joint efforts to
identify potential hazards can yield synergistic benefits. But the obstacles
to technology assessment and public participation, as imposing as they may
be domestically, are multiplied at the global level. Here, efforts should fo-
cus on harmonizing standards, when appropriate, to avoid a regulatory race
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to the bottom that can undermine domestic regimes. Complete harmoni-
zation will be impossible, as national technology policies will reflect differ-
ing social preferences and value judgments. Nonetheless, common baseline
standards of health and environmental protection will reduce incentives
for technology developers to seek out less restrictive regimes. Chapter 3
considers this issue further in the context of nanotechnology oversight.

Finding a way to operationalize public participation on global issues
poses a substantial challenge as well. The emphasis here should be on devel-
oping decision-making structures that broaden representation, particularly
of disadvantaged persons who could suffer adverse health, environmental,
or social effects as a consequence of technological change. The possibility
of geoengineering the Earth’s climate, which has sometimes been likened
to a thermostat for the planet, raises these issues in an especially pointed
way, as chapter 4 discusses.

Conclusion

Transforming our approach to emerging technologies to integrate more
thorough assessment and greater public participation into the ongoing pro-
cess of technology management will not be easy. By their nature, emerging
technologies often defy prediction regarding their developmental paths,
applications, and adverse consequences. Furthermore, a more proactive
and participatory approach to technology management runs counter to
cultural norms that celebrate innovation, scientific paradigms that empha-
size freedom of inquiry and expert peer review, and political discourse that
demands scientific certainty as a prerequisite for regulatory oversight. Yet
to continue with our current approach would be narrow, shortsighted, and
unrepresentative. Transforming our relationships with emerging technol-
ogies will require new processes and mechanisms to incorporate citizen
participation and compel thoughtful and responsible technology develop-
ment. In addition, citizens must take an active role in the management of
emerging technologies by informing themselves on relevant issues, partici-
pating in available assessment and management processes, and demanding
that public officials exercise effective oversight.

The following chapters explore what more participatory and effective
technology management might look like in the context of specific tech-
nologies. First, our experience with GMOs provides a nice example of how
technology assessment should 7ot be done. As chapter 2 explains, GMO
development and oversight were left largely to scientists and industry, no
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programmatic NEPA analysis of the technology’s impacts took place, and
the public was—and continues to be—deprived of basic information about
the prevalence of GMOs. Exclusion of the public from the process has
contributed to controversy over GMOs, and that controversy persists not-
withstanding their widespread use. Second, ongoing efforts with respect
to nanotechnology illustrate some of the limitations of current technology
assessment techniques. Chapter 3 relates efforts to study nanotechnology’s
health and environmental risks, which are lagging behind the expanding
presence of nanotechnology. The chapter also describes efforts to engage
the public, which are having minimal effects on nanotechnology policy.
Reforms that might enable more proactive and participatory management
are available and should be incorporated promptly. Third, geoengineering
offers an opportunity to identify hazards and integrate public values early
on, before any geoengineering technologies are developed. Compared to
other emerging technologies, geoengineering presents a relatively discrete
issue: use of a specific set of tools in response to climate change. One piv-
otal challenge here, considered in chapter 4, is the global nature of geoen-
gineering, which ultimately will require technology management decisions
to be made by the international community. Finally, synthetic biology and
human enhancement, additional emerging technology fields in their in-
fancy, provide further opportunities to do technology management prop-
erly. But as chapters 5 and 6 explain, ethical issues are central to determin-
ing how to proceed, and these issues make the task especially challenging.



CHAPTER 2

Biotechnology
Emerging Technology Past and Present

"This chapter reviews the development and regulatory history of genetically
modified organisms (GMOs)—organisms produced by combining DNA
from different living things. Given their widespread presence in American
agriculture today, GMOs represent more an established than an emerg-
ing technology. Even after two decades of commercialization, however,
agricultural biotechnology still has not gained full acceptance, and its con-
sequences remain uncertain. The long-term health effects of consuming
GMOs are largely unstudied, for example, and adverse effects on agricul-
ture, such as the development of pesticide resistance, are just becoming
apparent. In addition to the uncertainty of such effects, consumer unease
with GMOs reflects a fundamental discomfort with genetic manipulation
and modern, industrialized methods of food production. Forthcoming and
expanded biotechnology applications, such as genetically modified (GM)
salmon and plants engineered to produce pharmaceuticals, raise further
concerns and will warrant close attention as producers seek to introduce
these products into the market. Most important for the purposes of this
book, the rise of GMOs and the accompanying controversy and history of
GMO regulation offer general lessons in how society should—and should
not—handle emerging technologies.

Introduction
Biotechnology can refer to conventional genetic engineering, where scien-
tists transfer existing genetic material from one organism to another to

produce desired traits, and to synthetic biology, where researchers syn-
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thesize novel genetic material coding for desired traits. Conventional ge-
netic engineering has given rise to medical and agricultural applications.
In the medical field, genetic engineering has been used to manufacture
synthetic insulin, human growth hormone, and other desired proteins for
treatments. In agriculture, genetic engineering has been used to modify
crops and other plant and animal species. This chapter focuses on these
agricultural applications, which are particularly controversial. In contrast
to conventional genetic engineering, synthetic biology, considered in detail
in chapter 5, is at an early stage of research and has not yet achieved practi-
cal applications.!

Opver the past two decades, genetic engineering has gained widespread
use in crop modification in the United States and other countries. Genetic
engineering involves the introduction of transgenes—genetic material
isolated from one organism and transferred to another—and thereby of-
fers two significant advantages over traditional plant breeding techniques.?
First, genetic engineers are able to incorporate a wider range of desired
traits into a crop, including traits originally found only in unrelated spe-
cies. Second, genetic engineering allows desired traits to be incorporated
more quickly into a crop than through traditional cross-breeding. To date,
genetic engineers have focused primarily on incorporating pesticidal traits
or herbicide resistance into commodity crops.’ These modifications can
lower production costs and increase crop productivity. They can also re-
duce chemical pesticide use and improve soil and water quality by decreas-
ing the need to till fields.* Genetically modified varieties of commodity
crops have become widely prevalent, accounting for 88 percent of corn, 93
percent of soybeans, 94 percent of cotton, and 93 percent of canola planted
in the United States.” Furthermore, an estimated 8o percent of processed
foods in American grocery stores contain GMOs of some sort.’ In other
words, genetically modified foods are virtually unavoidable in the market-
place. Genetic engineers are now shifting their attention to noncommodity
crops and to a wider range of crop traits, including drought and frost toler-
ance, nutritional content, and flavor.” If successful, such efforts could be
vital in combating malnutrition and adapting to climate change. Genetic
engineers are also seeking to develop plants and animals that can produce
industrial chemicals, pharmaceutical compounds, and even organ and tis-
sue replacements.®

GMOs have become commonplace in U.S. agriculture and on American
supermarket shelves despite surprisingly low public awareness and support.
Only about one-fourth of the American public favors the use of GMOs in
human food.” The widespread presence of GMOs is perhaps made pos-
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sible by many people’s unfounded belief that they have never ingested
foods containing GMOs. When asked to explain their views, opponents of
GMOs identify health and environmental concerns, effects on small-scale
farming, and general concern about the “unnaturalness” of GMOs."

The consumption of GM foods on a broad scale has to date resulted
in little evidence of adverse human health effects. Nonetheless, concerns
about hazards to human health persist. These concerns generally involve
toxicity and potential allergic reactions. "Toxic effects from the consump-
tion of GMOs may result from pesticides or other compounds produced
by engineered crops or from naturally occurring toxins whose levels have
inadvertently increased as a result of genetic manipulation.!! With respect
to allergenic effects, genes are sequences of DNA that code for proteins;
proteins, in turn, are potential food allergens. Thus, the transfer of a gene
from one plant to another may transfer to or induce in the host plant aller-
genic properties not otherwise present.'? Disagreements regarding the po-
tential for these and other unintended effects arise from contrasting mod-
els of how genetic engineering works. Proponents portray the insertion
of new genes into living cells as a precise and mechanistic endeavor. This
view assumes that each gene codes for exactly one protein and thus that
the transfer of a gene from one organism to another leads to predictable
effects.’? Critics contend, however, that genetic manipulation can affect
the expression of various genes in unpredictable ways. This latter, more
complex understanding is supported by recent discoveries that many genes
overlap each other and that genes and the DNA sequences regulating their
activity are sometimes located on distant parts of a chromosome.!*

"The environmental risks of GMOs include the potential for gene trans-
fer, ecosystem disruption, and the development of pesticide resistance.
Specifically, gene transfer refers to the inadvertent movement of trans-
genes through cross-pollination from an engineered crop to relatives of
that crop.” Those relatives may include other varieties of the same crop,
which can acquire new traits without our knowledge. For example, an heir-
loom variety of a crop might acquire pesticidal properties through cross-
pollination with a genetically engineered strain of that crop.'® Gene trans-
fer may also occur between a GMO and its wild relatives. As a result, a rare
wild species might become extinct. Or conversely, wild relatives that ac-
quire transgenes might demonstrate increased weediness and consequently
crowd out competing species and disrupt ecosystems in unexpected ways.
Ecosystem disruption also may occur as a result of the establishment of
wild populations of GM plants or of the loss of beneficial insects (such as
pollinators) that are exposed to crops that have been engineered to contain
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pesticides.!” Finally, the use of crops genetically engineered to incorpo-
rate pesticidal traits or herbicide resistance has led to the development of
pesticide-resistant insects and herbicide-resistant weeds."® Of particular
note, the widespread introduction of crops resistant to glyphosate, accom-
panied by extensive use of this herbicide, has led to the rapid evolution
of glyphosate resistance among weed species. Farmers have responded by
increasing herbicide use, resorting to more toxic chemicals, and tilling the
soil more frequently, thereby undermining much of the potential environ-
mental benefits from GMO use.

Social and ethical concerns also contribute in important ways to public
discomfort with GMOs. First, widespread use of GMOs can lead to mo-
nopolies that harm small farmers, as economic power is concentrated in
the biotech companies that own patent rights to GMOs.!” Powerful corpo-
rations such as Monsanto have aggressively enforced these rights against
growers.”’ The monopoly control of seeds may not only undermine small
farmers in both industrialized and developing countries but also have det-
rimental effects on food security and consumer choice.?! Second, some per-
sons view the consumption of foods containing GMOs as repugnant, and
others express religious or ethical objections to the transfer of genes be-
tween species. These objections are neither surprising nor irrational: Food
has always played a central role in human history, culture, and identity.??

GMOs presently under development raise further concerns. Scientists
are in the process of genetically modifying traditional food crops to pro-
duce drugs and industrial chemicals. The introduction of potentially toxic
substances into food crops could pose health and environmental hazards
more significant and unpredictable than those posed by the current gen-
eration of GM crops.” In addition, researchers are developing and seek-
ing to market GM animals for human consumption. This work warrants
careful scrutiny, as transgenic animals may act as agents for transmitting
disease, and escaped transgenic animals may outcompete wild animal spe-
cies and damage ecosystems.?* Consumers have expressed particular unease
with genetically engineering animals for food and with the idea of mixing
animal and plant genes.” In general, further development and commercial-
ization of GMOs could intensify social, economic, and ethical concerns.

(Non)Regulation of GMOs

Despite public unease about the presence of GMOs in the food supply,
GMOs have become widespread in the United States thanks to policies
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designed to foster the growth of the biotechnology industry. GMOs are
loosely governed in the United States under the Coordinated Framework
for Regulation of Biotechnology (Coordinated Framework or Framework),
a policy that organizes the regulatory responsibilities of the federal agen-
cies in this area.” The federal government established the Coordinated
Framework ostensibly to regulate health and environmental risks that
might result from the development, commercialization, and consumption
of GMOs.”” However, another motivation behind the policy—apparently
the primary one—was to “minimize the uncertainties and inefficiencies that
[could] stifle innovation and impair the competitiveness” of the nascent
biotechnology industry.”® Indeed, although the Coordinated Framework
purports to be a “comprehensive federal regulatory policy,”*
understood as a patchwork of existing laws pieced together to deflect calls
for legislation that would have directly addressed the potential hazards of
GMO:s. In a nutshell, the Framework rests on legal authorities that were
not designed to address the concerns unique to GMOs, and it relies heavily
on industry to comply voluntarily with those authorities. A product of the
Reagan administration’s overall deregulatory philosophy, the Coordinated
Framework remains the foundation of U.S. GMO policy today.

it is better

Self-Regulation Prior to the Coordinated Framework

The Coordinated Framework was a logical outgrowth of long-standing
efforts by researchers and the nascent biotech industry to avoid stringent
government oversight. Indeed, much of the history of GMO governance
reflects a systematic attempt to promote genetic engineering and to ex-
clude the public from its management.

GMO governance efforts were initiated during the early 1970s by the
scientific community, which was excited about the prospects of research
breakthroughs yet concerned about potential risks. The rules the scientists
developed to govern themselves deflected external criticisms and enabled
research to proceed with little interference. These self-regulatory efforts
merit closer examination not only because they continued to influence
policy even as GMOs were commercialized but also because they demon-
strate the potential significance of initial governance regimes and hence
the importance of opportunities for early public input.

A vital first step in the scientists’ self-regulatory efforts was the estab-
lishment of a voluntary and temporary moratorium on recombinant DNA
experiments in 1974.>° The moratorium set the stage for the 1975 Asilomar
Conference, an international gathering of scientists to address concerns
such as the potential for inadvertently creating new pathogenic organisms.
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A set of recommendations from the Asilomar meeting anchored U.S. pol-
icy on genetic engineering for years to come. The recommendations classi-
fied experiments into four categories, with containment measures for each
category corresponding to rough estimations of the risk posed by each type
of experiment.’!

Touted as an example of successful self-regulation by the scientific
community, the Asilomar recommendations were widely followed.*? Sci-
entists were commended for their self-restraint. The effort, however, by
no means involved open and democratic deliberation on the future of the
new technology. For example, participation in the Asilomar Conference
was limited largely to scientists working in the field, many of whom were
eager to move forward with their research projects. These scientists un-
derstood that crafting credible research guidelines on their own would be
their best defense against potential government regulation.** Few scientists
in attendance worked in the health or environmental sciences, critics of
recombinant DNA research boycotted the conference, and members of the
general public were not invited.** The limited scope of participation is not
surprising, given the prime motivation behind the conference. Conference
organizers were seeking to end the moratorium on recombinant DNA re-
search and to do so in a way that avoided outside intervention in scientists’
research efforts.’® This motivation permeated various aspects of Asilomar,
including the selection of participants, the crafting of the agenda, and con-
ference discussions. In light of the excitement surrounding advances that
already had been made, a permanent halt to recombinant DNA research
simply was not an option.*

Discussions at Asilomar focused narrowly on the development of
guidelines to address the biological hazards associated with experimenta-
tion.”” At the outset of the conference, issues regarding how research re-
sults might be applied—in gene therapy, genetic engineering of animals, or
biological warfare, for example—were taken off the table. Occasional at-
tempts to raise such questions were ignored or rejected. Broader concerns,
such as the effects that GM crops might have on rural social organiza-
tion, were left unmentioned. And discussion of legal and ethical issues, left
largely to a panel tacked on at the end of the conference, failed to heighten
participants’ ethical sensibilities; rather, such discussions primarily raised
scientists’ worries about personal liability. By marginalizing social and
ethical matters from serious consideration, organizers were able to frame
conference discussions in terms of technical issues that they asserted were
suitable for determination by scientists.

The recommendations that emerged from Asilomar nonetheless served
as the basis for more detailed guidelines issued by the National Institutes of
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Health (NIH) in 1976.%® NIH oversight was no accident. The scientists re-
sponsible for the 1974 moratorium, though wary of outside regulation, rec-
ognized that a government imprimatur would confer legitimacy on the re-
search guidelines developed by the scientific community. Accordingly, they
suggested that an agency naturally disposed to favor scientific research, the
NIH, take the lead in formal government oversight of genetic engineer-
ing.’” Under the guidelines, an NIH committee reviewed proposals for
conducting NIH-funded recombinant DNA research to ensure compli-
ance with the guidelines.* Research funded by other sources, however, was
not subject to the guidelines, although scientists involved in such research
could follow the guidelines voluntarily.

The scientists’ desire to minimize outside influence over the guide-
lines was reflected in the NIH’s halfhearted efforts at NEPA compliance.
Though the NIH recognized that NEPA required it to prepare an EIS
for the guidelines, the NIH failed to issue even a draft EIS until after the
guidelines were already in place.* As a result, the NEPA process, which is
intended to influence agency decision making through public input and
thoughtful environmental analysis, had no effect on the initial guidelines.*
The NIH did update its belated EIS when it revised the guidelines.* In ad-
dition, the agency—under court order—later prepared NEPA documenta-
tion before approving individual field tests of GMOs.* The courts never-
theless rejected attempts to require the NIH to conduct a more general
programmatic evaluation of the environmental effects of genetic engineer-
ing field experiments.®

The NIH guidelines enabled the scientific community to sidetrack
congressional efforts to regulate recombinant DNA research.* Scien-
tists carried out experiments under the guidelines without apparent harm.
Meanwhile, concerns grew that the guidelines put NIH grantees at a com-
petitive disadvantage relative to private researchers as well as those in other
countries. Over the next few years, the NIH relaxed and then essentially
undid the guidelines by shifting from a somewhat precautionary approach
to one that placed the burden on proponents of oversight to demonstrate
the existence of a hazard.”” This occurred even though no systematic risk
assessment had demonstrated that recombinant DNA research was safe.*

The Coordinated Framework

Legal developments and research advances in the early 1980s set the stage
for the commercialization of GMOs and for more active government in-
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volvement. The U.S. Supreme Court held that living organisms could be
patented under federal law in a 1980 decision, Diamond v. Chakrabarty.”
The ruling established the legal foundation for GMO researchers to profit
from their labors and served as a green light for economic investment.*
Meanwhile, scientists continued to progress toward field testing. The con-
troversy and litigation surrounding field test proposals, however, helped
expose the NIH guidelines’ inadequacies in the face of changing circum-
stances. For example, in 1985, a federal court of appeals enjoined a pro-
posed experiment to release a genetically modified bacterium that would
increase the frost resistance of plants.’! The court ruled that the NIH had
neglected its obligations under NEPA by “completely fail[ing] to consider
the possible environmental impact from dispersion of genetically altered
bacteria.”? The decision raised questions about the NIH’s oversight and
underscored the discrepancy between NIH-funded research, which was
subject to mandatory NIH review, and other research, which was not.**
In addition, a House subcommittee examining the environmental implica-
tions of genetic engineering recommended that the Environmental Pro-
tection Agency (EPA) regulate the environmental risks of GMOs through
its authority over chemical substances under the Toxic Substances Control
Act.’* The EPA, however, struggled in the face of political opposition to
determine how it could apply that authority to GMOs.*

Amid this growing uncertainty, the Reagan administration, through
the Office of Science and Technology Policy (OSTP), established the Co-
ordinated Framework in 1986. The Framework sets out the federal gov-
ernment’s overall policy for evaluating GMOs. It identifies three primary
agencies with authority under preexisting laws to regulate the potential
risks of biotechnology products: the Animal and Plant Health Inspection
Service (APHIS) oversees organisms that could pose plant pest risks; the
Food and Drug Administration (FDA) regulates safety and labeling of
foods; and the EPA regulates pesticidal substances. The Framework di-
rects these agencies to focus on the characteristics of the biotechnology
product at issue and to regulate only those risks they deem unreasonable.*®
The Framework, however, neither requires comprehensive analysis of the
health and environmental effects of individual GMOs nor compels sys-
tematic consideration of the desirability of GMOs in general. Indeed, the
Framework involves little actual oversight.

The Framework rests on two fundamental yet questionable assump-
tions. First, the policy assumes that genetic engineering techniques are
merely an “extension” of traditional plant breeding and that therefore
only the products of biotechnology, and not the processes that generate



56 * PROMETHEUS REIMAGINED

those products, warrant regulatory attention.”” The policy thus disregards
the fact that many consumers care about how their food is produced and
whether it contains GMOs. Second, the policy assumes that laws enacted
prior to the emergence of genetic engineering are adequate to address the
potential health and environmental hazards of biotechnology products.’®
The possibility that genetic engineering technology might undermine the
premises under which these laws operate is ignored. These two assump-
tions have proven critical in enabling the widespread adoption and use of
GM plants in U.S. agriculture. Just as the NIH guidelines had shielded
recombinant DNA research from congressional action and public delib-
eration, the Coordinated Framework came to serve as a shield for the com-
mercialization of GMOs by the biotech industry.’” A closer examination of
the Framework agencies’ authority and practice reveals the limited nature
of oversight under the Framework.

APHIS

The Coordinated Framework gives APHIS primary authority over the
assessment of environmental effects of GM plants, with the exception of
plants modified to produce pesticides. APHIS is an agency within the U.S.
Department of Agriculture (USDA), whose general mission is to promote
American agricultural interests. The allocation of primary regulatory au-
thority over GM plants to APHIS rather than the EPA—the federal agency
generally charged with protecting the environment—underscores the pro-
industry bent of the Coordinated Framework. APHIS’s authority over GM
plants derives from the Plant Protection Act, the purpose of which is to
prevent the introduction, spread, or establishment of plant pests.®® Thus,
only GM organisms that have the potential to be plant pests are deemed
“regulated articles” subject to APHIS oversight; other GM plants are not
regulated by APHIS.*!

Before the release of regulated articles into the environment, as in a
field test, one must either provide a “notification” to APHIS or obtain a
permit. Notification is a streamlined process for species that meet specified
criteria and are not noxious weeds.? The criteria require, inter alia, that
the introduced genetic material be stably integrated into the crop’s ge-
nome and that expression of the genetic material not result in plant disease.
Activities conducted under a notification must incorporate precautions to
reduce the likelihood that regulated articles will persist in the environment
or be mixed with nonregulated materials. Within 30 days of receipt of a
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notification, APHIS provides acknowledgment “that the environmental
release is appropriate.”®

Plants engineered to produce pharmaceutical drugs, industrial com-
pounds, or toxic substances do not qualify for notification.®* For these
GMOs, a permit is required prior to field testing. APHIS reviews permit
applications individually for potential plant risks. Permits may contain spe-
cific conditions to prevent the dissemination and establishment of plant
pests. To fulfill its NEPA obligations, APHIS conducts an environmental
assessment for a small percentage of permit applications; APHIS exempts
the rest from environmental analysis under a categorical exclusion.® For
releases beyond field testing—that is, commercial plantings—a developer
typically files a petition for deregulation.®® APHIS grants the petition if it
concludes that the plant does not pose a plant pest risk. Once deregulated,
a GM plant may be freely moved and planted without a permit or any
regulatory supervision.

APHIS’s oversight of GMOs is subject to various criticisms. First, be-
cause the agency relies on its authority over plant pests as its basis for
regulating GMOs, APHIS’ jurisdiction is incomplete. While most GM
plants developed to date use DNA sequences from plant pests and thus
fall within the definition of regulated articles, a growing number of GM
plants do not use such sequences and thus may evade APHIS scrutiny.”’
Similarly, GM vertebrate animals are not regulated by APHIS because they
are excluded from the regulatory definition of a plant pest.®® Second, where
APHIS does have regulatory authority, its oversight focuses narrowly on
plant pest risks to agriculture. As a result, APHIS tends to give less atten-
tion to broader concerns such as human health and environmental risks.*
Given the USDA’s mission of promoting U.S. agriculture, APHIS’s narrow
focus is unsurprising but nonetheless troubling in this context.

Third, in practice, APHIS’s oversight has been shallow. The vast major-
ity of GMO field tests are performed pursuant to notifications rather than
permits.”’ Notifications are the subject of cursory review involving no en-
vironmental assessment, external scientific review, or public input.”! Super-
vision of field testing under a notification is similarly minimal. APHIS in-
spects only about one-third of field trials conducted under notifications.”
Moreover, such inspections do not entail testing surrounding areas to de-
termine whether GMOs have escaped into the environment or whether
transgenes have been transferred to other species.”” Indeed, APHIS has
sometimes lacked information on the precise location of field tests, and a
2005 internal audit criticized the agency’s failure to impose measures re-
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stricting public access or requiring prompt destruction of GM plants after
testing.”* Even when field testing occurs pursuant to a permit, APHIS’s
analysis of environmental effects is sometimes negligible. For example,
in a series of tests involving corn and sugarcane genetically modified to
produce pharmaceutical products—that is, novel proteins that should
have triggered immediate concern about toxicity and allergic reactions—
APHIS simply issued permits for testing without preparing an EIS or even
an EA7

Fourth, APHIS’s routine practice of deregulating GM crops prior to
commercialization leaves the public and the environment vulnerable to
unanticipated effects from their widespread use. Limited field trials of GM
plants can detect only large-magnitude effects and are poor predictors of
important traits such as whether a modified species will be invasive.”s Ac-
cordingly, postcommercialization monitoring and testing are essential to
identify effects not predicted by prior testing.”” Such monitoring also can
be valuable in evaluating the effectiveness of premarket risk assessments.
Once APHIS grants a petition for deregulation, however, it no longer ex-
ercises oversight authority on the GMO in question or its descendants.

Indeed, recent lawsuits challenging APHIS’s deregulation of various
GM crops highlight the inadequacies of the agency’s analyses of postdereg-
ulation environmental effects. In Geertson Seed Farms v. fobanns, the plain-
tiffs contended that the introduction of GM alfalfa would cross-pollinate
non-GM alfalfa grown nearby, a significant environmental impact that
would necessitate preparation of an EIS.”® Such “biological contamina-
tion,” argued the plaintiffs, would impair organic alfalfa farmers’ ability to
market their seed as non-GM and the ability of organic livestock farmers to
obtain non-GM alfalfa for their livestock. Agreeing with the plaintiffs, the
trial court found a significant environmental impact because deregulation
would potentially “eliminat[e] a farmer’s choice to grow non-genetically
engineered alfalfa and a consumer’ choice to consume such food.”” A co-
alition of consumer groups, environmentalists, and farmers raised an anal-
ogous challenge to the deregulation of GM sugar beets in Center for Food
Safety v. Vilsack. The trial court there reached a similar conclusion to the
Geertson court and likewise ordered APHIS to prepare an EIS.®

Finally, opportunities for meaningful public involvement in APHIS’s
review and decision-making processes are limited. Much of the data and
information developers submit to APHIS is claimed to be confidential
business information and thus is not available for public review.®! Further-
more, though APHIS publishes proposed decisions in the Federal Register
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for public comment, the agency’s responses to public comments have often
been perfunctory.®

FDA

The FDA’s role in regulating GM plants similarly reflects the piecemeal
and relatively narrow oversight that is characteristic of the Coordinated
Framework. The FDA views its authority over GM plants as limited to
those found in foods or food products.® That authority derives from the
agency’s jurisdiction over adulterated foods—in particular, its power to
regulate foods containing unsafe additives.®* Thus, objections to GMOs
in food based on ethical, cultural, and other concerns lie outside the FDA’s
regulatory purview. Moreover, GM plants used to produce industrial
chemicals receive no FDA review, and the FDA does not concern itself
with environmental risks associated with the growing of GM crops.®

The FDA’s actual oversight of foods containing GMOs is negligible, as
a careful parsing of the agency’s policy reveals. The FDA generally must
approve food additives prior to use.* A genetic modification to a food crop
may result in the presence of a food additive.*” Nonetheless, FDA allows
food additives to be exempt from regulation if they are “generally rec-
ognized as safe” (GRAS).® FDA policy presumptively applies the GRAS
exemption to GM foods and as a result, almost all GM foods escape any
requirement of premarket approval.” This policy, announced in 1992
without any NEPA analysis or public comment and over objections from
several agency scientists, is based on the doctrine of “substantial equiva-
lence.” Pursuant to this doctrine, the FDA presumes that substances
added to foods via genetic modification are “the same as or substantially
similar to substances commonly found in food” and thus GRAS.” The FDA
therefore treats GM foods no differently than foods developed through
traditional plant breeding. The FDA does not require that GM foods be
labeled, nor does the agency mandate or conduct postmarket monitoring
for adverse health effects.”

The FDA’s minimal oversight is of particular concern because produc-
ers of GM plants themselves make the somewhat subjective determination
of whether an added substance is GRAS.” Moreover, producers are not
required to report their GRAS determinations to the FDA, and the FDA
does not conduct any systematic monitoring to police the GRAS determi-
nation process.”* Compounding the FDA’ lack of formal oversight is the
agency’s refusal to mandate GM food labeling. This refusal undermines



60 *+ PROMETHEUS REIMAGINED

public awareness of the widespread presence of GMOs in the food sup-
ply, therefore hindering consumers’ ability to avoid or object to GMOs.
Weaknesses in the FDA’s regulatory scheme ultimately render it largely
voluntary, ineffective, and opaque.

EPA

Finally, the Framework’s role for the EPA, the federal agency charged with
protecting the nation’s environment, is extremely constrained. The EPA%s
oversight of GMOs is limited to plants that are genetically engineered to
express pesticidal substances. With respect to these plants, the EPA relies
primarily on two statutes as the basis for regulation: the Federal Insecticide,
Fungicide, and Rodenticide Act (FIFRA) and Section 408 of the Federal
Food, Drug, and Cosmetic Act. All other GM plants, including herbicide-
resistant GM plants, disease-resistant GM plants, and plants engineered to
produce pharmaceuticals or industrial chemicals, receive no EPA review.

FIFRA authorizes the EPA to regulate pesticides and mandates the
registration of pesticides sold or distributed in the United States. Prior
to registering a pesticide, the EPA requires that an applicant submit data
demonstrating that the pesticide “when used in accordance with wide-
spread and commonly recognized practice, . . . will not generally cause
unreasonable adverse effects on the environment.””” The EPA interprets
the term pesticide to include substances produced by GM plants for protec-
tion against pests as well as the genetic material necessary to produce these
substances, if intended for use in “preventing, repelling or mitigating any
pest.”? Accordingly, the EPA applies FIFRA’s requirements to crops genet-
ically engineered to produce pesticides (which the EPA refers to as “plant-
incorporated protectants” [PIPs]). Although the EPA acknowledges that
PIPs differ from traditional chemical pesticides in “their ability to spread
and increase in quantity in the environment,” the EPA applies essentially
identical regulatory standards to PIPs and to ordinary chemical pesticides.”’
Specifically, the EPA mandates that companies obtain an experimental use
permit to conduct field trials of plants containing PIPs on 10 or more acres
and that companies register a PIP prior to commercialization.”

The basic framework of FIFRA is ill suited to address many of the
potential health and environmental risks posed by the GMOs within the
EPA’ limited jurisdiction. For example, unlike chemical pesticides, GMOs
can reproduce, evolve, and exchange genetic material with other species.”
The resulting progeny may take on characteristics quite different from
those of the original GM plants that were subject to FIFRA’ registration



Biotechnology + 61

requirements. In addition, FIFRA regulation relies heavily on product la-
beling requirements to reduce health and environmental risks.'™ Such re-
quirements, designed with chemical pesticides in mind, may be ineffective
or insufficient for pesticidal GMOs.!"' Directions accompanying an initial
shipment of GMO seed, for example, are likely to be of little use if the crop
planted from that seed exchanges pesticidal genes with conventional crops
or wild relatives.!”” And such directions may be disregarded or forgotten
if a farmer saves seeds from a GM crop and plants a subsequent crop from
the saved seed.'”

Moreover, a fundamental objection to relying on FIFRA to regulate
GMOs involves the suitability of applying the statute’s standard for grant-
ing a chemical pesticide registration—whether the use of a pesticide will
cause “unreasonable adverse effects.” This relatively lenient standard re-
quires that the EPA balance the economic, social, and environmental costs
and benefits associated with the use of a pesticide.!® As a general mat-
ter, legal standards that involve a balancing of costs and benefits tend to
overlook uncertain consequences, which are often inherent in emerging
technologies. For GM plants, determining and quantifying environmental
costs is exceptionally difficult because of the lack of information regarding
the potential for the exchange of genetic material and other risks.'”

The EPA also regulates GMOs—at least nominally—under Section
408 of the Federal Food, Drug, and Cosmetic Act, which authorizes the
agency to regulate pesticide residues in food. Under that statute, the EPA
first determines tolerance limits for pesticide residues, and the FDA then
monitors foods for compliance with those tolerance limits.!'® The setting
of tolerance limits and granting of exemptions from such limits are subject
to limited public comment.'” "To date, all currently registered PIPs have
received tolerance exemptions from the EPA, based presumably on the
agency’s finding of “a reasonable certainty that no harm will result from
aggregate exposure” to these PIPs in food.!® Thus, PIPs generally have
not been subject to tolerance limits. The EPA’s routine practice of granting
tolerance exemptions is based on limited data regarding toxicity, however,
since the EPA does not require testing of PIPs for the chronic toxicity that
might result from the long-term consumption of GM foods.'"”

Unauthorized releases of GMOs into the food supply and the environ-
ment reinforce concerns about the effectiveness of the precautions relied
on by the EPA and other regulators.!® In the most widely publicized inci-
dent, StarLink, a genetically modified strain of corn approved for nonhu-
man consumption only, was detected in human food in 2000. As a condi-
tion of FIFRA registration, the EPA had required StarLink’s developer to
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adopt various measures in cultivation, harvest, storage, and transport to
isolate the strain from other corn varieties.!!! For example, the developer
was supposed to ensure that StarLink plantings were separated from other
cornfields by a 66o-foot buffer zone and that farmers purchasing StarLink
seeds signed a contract agreeing to various restrictions. These measures,
as it turned out, were inadequate, poorly implemented, and weakly moni-
tored.!"? StarLink turned up in taco shells and other food products, leading
to broad product recalls and reduced corn exports. Fortunately, the U.S.
Centers for Disease Control found no evidence of allergic reactions result-
ing from human consumption of StarLink corn.'”* To prevent a recurrence
of the incident, the EPA no longer grants FIFRA registrations of GM food
crops solely for nonhuman consumption.'*

Future unauthorized releases of GMOs are nonetheless likely. Such
releases are virtually unavoidable in modern food production, since the
same cultivation, storage, and transportation equipment is used for GM
and non-GM crops.!”® In addition, inadvertent releases can result from
simple human error, as has occurred on several occasions subsequent to
the StarLink incident.!"® Future unauthorized releases could have serious
consequences. For example, plants engineered to produce chemicals and
pharmaceuticals pose far greater dangers of toxic contamination. Before
such crops are commercialized, effective and enforceable containment
measures—such as a prohibition on open-air cultivation or close moni-
toring of growers by independent auditors—must be utilized to prevent
gene transfer and commingling of such plants with their counterparts des-
tined for human consumption.!’” Unless the Coordinated Framework is
changed, however, these particularly hazardous GMOs may be subject to
less regulatory scrutiny than most GM crops already on the market because
these new GMOs do not constitute pesticides or food additives that would
be regulated by the EPA or FDA.!!8

In sum, premarket oversight of GMOs under the Coordinated Frame-
work is ineffective, and postmarket oversight is nonexistent. Weak imple-
mentation has contributed to these inadequacies, but the primary culprit
is the flawed design and legal limitations of the Framework itself. The
Framework puts APHIS—an arm of the agency tasked with promoting
U.S. agricultural interests—in charge of identifying and addressing the en-
vironmental effects of GMOs. APHIS’s oversight is focused narrowly on
plant pest risks to agriculture, and even those risks are managed mostly in
a cursory manner. Once a GM plant is commercialized, APHIS exercises
no further oversight. The FDA and EPA address human health risks from
consuming GM foods, at least in theory. The FDA’s approach, however, fo-
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cuses on nutritional equivalence rather than safety and entrusts producers
with regulatory determinations. The EPA’ role is similarly circumscribed
by its narrow authority and liberal use of tolerance exemptions. The ab-
sence of systematic monitoring by any regulatory agency once a GMO is
commercialized is particularly troubling because of the patchwork nature
of the regulatory oversight prior to commercialization.!”” While compre-
hensive, long-term monitoring would be challenging to implement, the
absence of efforts to study adverse effects on the consuming public means
that we have little way of knowing if the Framework is effectively identify-
ing and addressing risks.!?

International Aspects

No discussion of GMO regulation would be complete without noting the
international dimensions of the subject. GMOs have provoked opposition
in numerous countries. As demonstrated by a drop in U.S. corn exports
resulting from the StarLink corn incident, failure to provide adequate
oversight of GMOs could have broad impacts on U.S. trade and economic
activity.’’! Moreover, the potential environmental hazards of GMOs, such
as ecosystem disruption, need not respect national boundaries. Food con-
tamination by GMOs not suitable for human consumption likewise can
escalate into global problems due to high levels of international trade.
National policies are not formed in a vacuum, and it would be unwise
to disregard the international implications of domestic policy choices. The
U.S. desire to maintain a competitive edge in biotechnology development
was a major driver behind the establishment of the Framework.'”> Ma-
jor agricultural exporters such as Canada and Brazil have taken a simi-
larly permissive approach to GM crops and products.' By contrast, the
European Union (EU), Japan, and Korea have adopted more precaution-
ary approaches that the United States criticizes as protectionist.'** Many
developing countries also have supported restrictions on the trade of GM
products despite their potential benefits in combating hunger and mal-
nutrition. These countries often express concerns that powerful Western

corporations will secure monopoly control of essential seed technology.'”

EU GMO policy in particular has diverged from U.S. policy. A brief
examination of EU and U.S. approaches, including the resulting trade dis-
pute, not only sheds light on the cultural differences that can inform poli-
cies on emerging technologies but also points to the possibility of reconcil-
ing rational technology regulation with public values.

EU policy, recognizing that genetic engineering technology may give
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rise to unique hazards, has focused on the process of genetic modification
as well as its products.'”® Responding to public controversy and member-
state concern regarding uncertain health and environmental hazards, the
EU’ more open and precautionary legal regime mandates premarket au-
thorization, traceability, and labeling of GMOs.!?” In deciding whether to
authorize a particular GMO, regulators take into account not only effects
on health and the environment but also “consumer interests” as well as
other considerations that may include ethical concerns.'*®

A number of factors explain the divergence between EU and American
policies: greater opportunities for public deliberation on GMO technology
in Europe, which led to the performance of farm-scale field trials; Euro-
pean cultural attitudes more wary of technological innovation, particularly
in food production; and the occurrence in Europe of large-scale agricul-
tural disasters, such as the outbreak of mad cow disease, that undermined
public trust in regulators and the agricultural industry to address risks
adequately.’”” These factors underscore the potentially significant role of
public values in technology policy, with the first factor, public deliberation,
particularly noteworthy. In contrast to the United States, where adoption
of the Framework essentially short-circuited public deliberation, the EU
has fostered a continued societal debate through advisory groups, open
meetings, online consultations, and the like.”*® That debate has revealed
public concerns and provided important informational feedback.

Conflicts between EU and American GMO policies came to a head
in the EC-Biotech trade dispute, which was initiated by the United States,
Canada, and Argentina before the World Trade Organization (WTO) in
2003."%! Though a detailed discussion of the case is beyond the scope of this
chapter, EC-Biotech highlights the conflict between a regulatory approach
based narrowly on quantitative risk assessment and a more comprehensive
approach that recognizes the critical role of public values in informing risk
assessment and risk management.!’? In EC-Biotech, the United States con-
tended that EU delays in authorizing the importation of products contain-
ing GMOs constituted a de facto moratorium that violated free trade prin-
ciples and the Agreement on Sanitary and Phytosanitary Measures (SPS
Agreement).'”® The SPS Agreement recognizes the authority of member
states to adopt measures that protect human life or the environment from,
among other things, invasive species and food safety hazards, as long as
such measures are based on risk assessments.”** In response to the allega-
tion that EU actions were not properly grounded in risk assessments, the
EU argued that its policies were permitted under Article 5.7 of the SPS
Agreement, which authorizes the adoption of provisional protective mea-
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sures in “cases where relevant scientific evidence is insufficient.”'** The EU
contended that its measures were also authorized by the Cartagena Proto-
col on Biosafety, an international legal agreement that explicitly affirms the
authority of sovereign states to adopt GMO risk management decisions
that reflect a precautionary approach.!’

The WTO? decision in EC-Biotech held that the EU had engaged
in undue delay in its GMO approval process. Because the decision side-
stepped numerous substantive issues, however, it has had little effect on
the EU’s overall regulatory regime."” EC-Biotech left undecided issues such
as whether the EU’ actions were based on a risk assessment and whether
those actions were authorized by Article 5.7.% Had the WTO confronted
the merits of these issues, it might have addressed fundamental questions
about the relationship between science and democracy as well as the ten-
sion between global standards and state autonomy. In light of the WTO’s
free-trade mission, the proper role of the WTO on these issues should be
limited to policing against protectionist measures. The WTO has no legiti-
mate authority to impose particular conceptions of risk assessment and risk
management that lack general acceptance.'*’

In theory, international harmonization of GMO regulation could
prompt further innovation, facilitate trade, and help to address concerns
about transboundary hazards. The coexistence of continued GMO innova-
tion with diverse national approaches to GMO regulation, however, sug-
gests that international harmonization may not be necessary at this time.
States should retain the ability to adopt GMO policies reflecting domestic
values as long as those policies are not motivated primarily by protection-
ism. Opposition to GMOs in Europe is ultimately rooted in social and
cultural values surrounding food, food production, and risk tolerance, and
these values should be respected. Moreover, regulatory harmonization is
unlikely to substantially reduce transboundary hazards from GMOs be-
cause the United States and other major agricultural exporters would make
certain that any harmonized standards are weak.

Concerns about international harmonization and competitiveness are
not unique to GMOs and appear with other emerging technologies as well.
For example, proponents of nanotechnology contend that excessive regu-
lation will drive research and development efforts and any accompanying
commercial benefits out of the United States and into other countries.'*
EU policy with respect to GMOs, however, suggests that it is possible and
economically feasible for societies to make technological choices that re-
flect public values in the face of countervailing economic pressures. The
GMO experience also illustrates that asserted economic benefits of tech-
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nological change may not fully materialize in the absence of adequate pub-
lic support.

Future Approaches to GMO Regulation
Fixing the Framework

Without effective oversight of GMOs, the American public must rely pri-
marily on industry and genetic engineers to protect it from biotechnology’s
hazards. Defenders of this approach point to the absence of any incidents
in which people have suffered significant health effects from consuming
GM foods as well as to the absence of studies establishing human health
or environmental harms."* Such arguments, while technically accurate,
are misleading. The long-term effects of GM food consumption in hu-
mans have not been studied.'* Furthermore, the fact that regulators and
the biotechnology industry conduct minimal postmarket monitoring for
adverse consequences makes it less likely that such consequences will be
discovered.

In general, the potential for adverse effects from cultivating and con-
suming GM crops warrants closer attention. As chapter 1 explains, new
technologies often have caused health, environmental, and social harms
that became apparent only with careful study or the passage of time. Our
changing understanding of what genes are and how they operate under-
mines the Framework’s assumptions about the precision of genetic engi-
neering techniques as well as the potential for unintended modifications.'*
Rather than assuming the adequacy of premarket review, health and en-
vironmental regulators should constantly monitor for such modifications
and their effects. Moreover, even intended modifications may have unan-
ticipated and detrimental effects. For instance, in vivo animal studies ex-
amining the effects of consuming GM foods, particularly those engineered
to produce pesticides, suggest the potential for tumor formation and tissue
and organ damage.'* Though the PIPs that have become widespread in
the food supply are believed to be relatively benign, they have not previ-
ously been consumed in the quantities now present in the modern Ameri-
can diet.'¥ Moreover, animal feeding studies cited by industry to demon-
strate GMO safety generally involve short-term trials that do not evaluate
chronic toxicity.'* GM foods should be studied further to evaluate poten-
tial long-term effects from their consumption on human health.

Carrying out such studies would not be easy.'* First, GM foods are
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largely unlabeled, making it difficult to establish a control group of the
population that does not consume GMOs at all. Second, distinguishing
the health effects of GM foods from non-GM foods may be next to impos-
sible because diet and food consumption patterns naturally vary over time.
Nonetheless, more careful monitoring for allergenicity, increased use of
food-tracking systems, and other improvements in postmarket surveillance
efforts can enhance the reporting and detection of adverse effects.!*®

Labeling of GM foods has been a contentious issue. GMO develop-
ers and the food industry object to proposals to require labeling on the
grounds that the additional effort needed to segregate GM crops from
non-GM crops would raise costs.'* They also worry that labeling would
lead consumers to believe that GM foods are less safe than non-GM foods.
Siding with industry, the FDA has refused to require labeling.!* In fact, the
agency has even discouraged voluntary efforts to include information on
labels indicating that a food contains no genetically modified ingredients.
The FDA disapproves, for example, of using the terms not genetically modi-
fied and GMO on food labels, and it has warned that inclusion of the term
GMO-free “may be misleading on most foods.”**!

Nonetheless, labeling of GM foods can promote market efficiency, con-
sumer autonomy, and manufacturer responsibility. Labeling fosters mar-
ket efficiency by providing information that enables consumers to express
their preferences more accurately.!” Labeling encourages personal auton-
omy by recognizing consumers’ right to have pertinent information about
the food they consume, regardless of safety concerns.'® And labeling helps
the public and the government to hold the biotech industry responsible for
damages that may result from consuming GM foods."*

"To suggest that labeling of GM foods would mislead consumers is pre-
sumptuous, to say the least. American consumers overwhelmingly sup-
port labeling of GM foods,' and thus it is likely that many consumers
would deem the presence of GMOs relevant to their purchasing decisions.
Whether a food contains GM ingredients may be relevant to consumers
who desire to avoid uncertain hazards, reduce environmental externalities,
express particular religious or ethical beliefs, or support traditional farm-
ing methods.””® Regardless of the specific grounds that shape the effect of
GMOs on consumer choice, such decisions should be left to consumers.
Granted, not all consumers will notice or care about the information that
might be contained on a GMO label. But the rising interest in sources and
quality of food—as reflected in the local food movement, the growth of the
organic food market, and mounting state initiatives to require labeling—
suggests that many consumers would take such information into account.'?’
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Present labeling policies deprive members of the public the opportunity to
independently evaluate the benefits and concerns of GMOs and ultimately
preclude the public from adopting a precautionary approach to uncertain
risks and from expressing ethical choices through their purchasing deci-
sions. As law professor Douglas Kysar has argued, because the Coordinated
Framework ensures that no single governmental decision maker performs
a comprehensive evaluation of GMOs, consumers are “the only decision-
makers in a position to evaluate new technologies such as GM agriculture
in their totality.”"*® In the absence of labeling, consumers simply cannot
perform such an evaluation.

With respect to costs, the implementation of a national organic food
labeling scheme indicates that GMO labeling would be practicable.’’
Various countries have successfully mandated labeling of GM foods.!®
Although any cost determination is undoubtedly complex, several studies
conclude that costs are likely to be modest.'® In the end, concerns about
lost market share rather than about implementation costs drive industry
opposition to mandatory labeling. Some consumers, of course, may reject
GM foods. Even more worrisome to the GMO industry is the prospect
that food processors, fearing consumer rejection, will reformulate their
products to avoid GMOs and that retailers will similarly alter their product
lines.'? These fears underscore the lack of transparency that characterizes
the management of genetic engineering technology in the United States.
From the outset, the general public had little say in setting the guidelines
for research. The public’s concerns were brushed aside under the veneer
of regulation known as the Coordinated Framework, and even today the
public is being kept in the dark about the prevalence of GMOs in the food
supply. Various stakeholders acknowledge that this approach has fostered
an atmosphere of distrust that is likely to persist until there is greater trans-
parency within the industry, the market, and the regulatory structure.'®®

Several possible measures would improve the oversight of GMOs. Such
measures include vigorous premarket review, postmarket monitoring, and
labeling. Importantly, these measures would not entail wholesale recon-
sideration of genetic engineering technology, nor would they necessarily
involve the broader public in restructuring GMO policy. The modest na-
ture of these measures reflects a realistic assessment that, in the absence
of significant and demonstrable harms, wholesale reconsideration of the
technology is unlikely. GMOs have yielded greater productivity and some
environmental benefits, and they are supported by powerful biotechnology
companies that have billions of dollars at stake and farmers who benefit
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from reduced costs and easier weed control.!** GMOs now dominate the
leading commodity crops grown in the United States, and the associated
technology has become entrenched in American agriculture.

While GM crops are yet to gain broad and unquestioning public accep-
tance, they are nearing what science and technology scholars describe as a
state of closure—the point at which the social controversy surrounding a
technology ends and the scientific facts about a technology become stabi-
lized in society’s view.'® The widespread use of GM crops undermines op-
ponents’ efforts to portray them as novel, foreign, and unnatural. Similarly,
the absence of data demonstrating serious adverse effects undercuts safety
objections to GMOs. Before closure occurs, however, closer scrutiny of
GMOs and greater public awareness regarding their use can help to ensure
that any closure is deliberate, is informed, and accounts for values-based
concerns about social, economic, and environmental effects.

Next Up: GM Animals

The next generation of GMOs, particularly GM animals, presents circum-
stances warranting greater caution. In contrast to GM crops, GM animals
are not commonplace and have not yet been approved for human con-
sumption in the United States. Their introduction into the market is not
a foregone conclusion and if it were to occur would likely be highly con-
troversial. Now is the time for thorough, careful, and public deliberations
on GM animals.

A number of GM animals are currently awaiting government approval
for commercialization. AquaBounty Technologies has genetically engi-
neered salmon to grow more rapidly to market size, and this animal is ex-
pected to be the first to receive FDA approval for human consumption. !¢
Other GM animals presently under FDA consideration include cows re-
sistant to mad cow disease and pigs that produce more environmentally
friendly manure.'”” The FDA, which is taking the lead in regulating GM
animals, asserts its authority to do so under its rules covering veterinary
drugs.'® The FDA explains that it considers the recombinant DNA in-
serted into the genome of a GM animal to be a “new animal drug” because
it is intended to affect the structure or function of the body of the animal.
As with GM plants in food, the FDA apparently does not intend to require
labeling of food from GM animals as long as it is substantially equivalent
to food from non-GM animals.

Unfortunately, by relying on preexisting regulatory authority designed
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to govern other products, the FDA is utilizing the same flawed paradigm
under which GM plants are governed, and its regulatory scrutiny will
likely be inadequate to address relevant concerns. For example, the FDA’s
evaluation of new animal drug applications focuses on whether a drug is
“safe and effective for its intended use.”'® Presumably, those criteria are
suitable for determining whether run-of-the-mill veterinary drugs are safe
for the animals that receive the drugs and for the humans that consume
those animals. Unlike ordinary veterinary drugs, however, GM animals
can reproduce and thus pose a far greater potential for adverse environ-
mental effects.’”” Ecologists worry, for example, that GM salmon will es-
cape into the wild, potentially disrupting fragile ecosystems or interbreed-
ing with and devastating wild fish populations.!”! Especially troubling, the
FDA’s authority to consider environmental concerns in approving a GM
animal is unclear because those concerns are not obviously relevant to
the issue of whether a particular GM animal is “safe and effective for its
intended use.”

Though the FDA has promised to analyze environmental consequences
and comply with NEPA in the course of approving GM animals, doubts re-
main about the quality and thoroughness of its environmental analyses.!’
In reviewing new drug applications, for example, the FDA relies heavily
on applicants to produce underlying safety data and to prepare environ-
mental assessments.'”® This practice is contrary to the spirit of NEPA,
which was intended to compel federal agencies to analyze environmental
impacts in the hopes of sensitizing agencies to environmental concerns.
It also presents a potential conflict of interest and is a departure from the
general practice at other agencies, which either prepare such documents
themselves or hire third-party contractors to draft them.'” Moreover, the
FDA instructs applicants that the environmental assessments they prepare
are to focus on “environmental issues relating to the use and disposal” of
pharmaceuticals.'”” These issues comprise only a small fraction of the envi-
ronmental concerns that GM animals raise, however. Concerns regarding
broader ecological effects, which arguably lie beyond the FDA’s expertise,
are likely to receive short shrift.!”®

The FDA’s reliance on its veterinary drug authority to govern GM
animals also results in a lack of transparency. The FDA treats the licens-
ing of new drugs as a confidential regulatory matter, with minimal public
disclosure, let alone public input, prior to approval.'”” Because the FDA
considers the recombinant DNA in GM animals to be a new animal drug,
its review of GM animals is subject to the agency’s confidentiality rules.
Indeed, the FDA treats even the existence of an application for approval of
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a GM animal as confidential.'’”® Complaints regarding lack of transparency
have led the FDA to promise to hold public advisory committee meetings
before issuing any approval, at least for the first GM animals under consid-
eration.!” Public input is critical, but the precise role of that input in the
overall approval process as yet remains unclear.

The introduction of GM animals to the human food supply raises new
and serious public concerns. The American public is more uneasy about
GM animals than about GM plants.’® The public’s concerns appear to
involve not just worries about the safety of any particular GMO but also
ethical concerns about the genetic engineering of animals in general, their
use, and their consumption.’ The pending applications before the FDA
provide an opportunity for the industry and regulators to forge a more
Promethean and participatory path than that followed for GM plants.
Documents supporting AquaBounty’s salmon application suggest that the
FDA and GM animal developers are giving some consideration to poten-
tial adverse health and environmental consequences."” AquaBounty has
promised to market only sterile, female fish that will be grown exclusively
in contained facilities.'®> Moreover, the FDA conducted a public meeting
to consider AquaBounty’s application and solicited public comment on
whether the GM salmon should be labeled as such.'®* Nevertheless, a panel
of outside experts was generally persuaded that GM salmon is safe for hu-
man consumption, and the FDA appears inclined to give its approval.'®®

It is clear that much more should be done to engage the public on the
issue. The participatory mechanisms discussed in chapter 1 offer various
options for doing so. Specifically, a number of factors make this an espe-
cially appropriate time to hold a nonbinding national referendum on the
use of GM animals for food purposes. First, the technology is sufficiently
advanced to provide concrete examples that the public can readily under-
stand and discuss. The GM salmon application in particular has attracted
the public’s attention and thus would serve as an effective starting point
for a broader public debate. Second, the technology has not become en-
trenched in the marketplace, and public debate thus could substantially
inform critical policy decisions. Public input on the salmon application
should be considered not only in the determination of this specific case but
also in the development of other GM animals. While scientific expertise
will be useful in estimating the risks posed by GM animals, the question of
whether such animals should be commercialized is in large part a question
of values. Holding a referendum, public forums, or consensus conferences
on GM animals would help ascertain the public values that should guide
policies in this area.
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Lessons

Consideration of America’s experience with GMO regulation not only re-
veals ways to improve oversight of GMOs but also suggests lessons for
managing emerging technologies in general.

The Lasting Effects of Early Technology Decisions

First, decisions and policies adopted early in the technology development
process can have tremendous and lasting influence, even when they are not
formally incorporated into law. With respect to GMOs, for example, the
Asilomar recommendations set the precedent that biotechnology scientists
would largely govern themselves. Although research scientists have tradi-
tionally resisted outside regulation, risk management should not have been
left solely to the scientific community. The Asilomar recommendations
became the basis for the NIH guidelines, which reinforced the premise
that management of this revolutionary technology was best left to those
developing it. That premise persisted even with the advent of government
regulation: the Coordinated Framework established a veneer of govern-
ment oversight, but the nascent biotech industry was free to continue to
develop and then to commercialize the technology essentially unhindered.
As American farmers rapidly adopted GM crops, the increasingly formi-
dable biotech industry gained powerful allies in its efforts to block effective
regulation of GMOs. '8

In the years since the government’s establishment of the Framework,
criticism has mounted."’” Critics note that the Framework continues to
dominate the regulatory approach to GMOs even though each of the three
agencies within the Framework has raised doubts about its central assump-
tion that the process of genetic modification is irrelevant to the need for
regulation.’® The Framework’s persistence illustrates the phenomenon of
path dependence—the ongoing influence and perpetuation of past choices
resulting from institutional inertia, the costs of changing settled arrange-
ments, and the operation of positive feedback mechanisms.'®” Path depen-
dence can occur with respect to both technology development and legal
regulation, and both types of path dependence come into play when new
technologies are being regulated.'” In technological path dependence, a
decision to adopta particular technology affects future decisions and invest-
ments and makes subsequent reconsideration of the technology unlikely.'*!
In legal path dependence, a legal regime, once established, strengthens the
influence of the parties that sought its adoption and leads to the rise of new
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interests vested in that regime. Early laws and policies may influence and
lock in critical innovations, technological designs, institutional arrange-
ments, and investment decisions before the adverse consequences of a
technology are fully understood."” In the GMO context, the Coordinated
Framework bolstered the biotech industry, and farmers who adopted GM
crops subsequently became supporters of the Framework. Reversing U.S.
policy at this point is virtually unimaginable, reallocating oversight author-
ity under the Coordinated Framework is unlikely, and even a tightening of
standards faces an uphill battle.

The Disproportionate Influence of Researchers and Industry

The second important lesson from our experience with GMOs is that re-
searchers and industry will often have disproportionate influence on poli-
cies governing an emerging technology. That disproportionate control,
which stems from the potential significance of early decisions and may
persist even after a technology proceeds beyond initial research, will likely
favor technology development and undervalue the interests of the general
public. For biotechnology, a “scientific-industrial complex” comprised of
joint ventures of research universities and private companies, private re-
search efforts, and multinational corporations has served as a driving force
behind the technology.'” The seeds of that complex were sown during the
Reagan years, as Sheldon Krimsky, a scholar of the social history of GMO
regulation, has observed. Krimsky notes that the era’s dominant “neo-
conservative political ideology . . . supported the breakdown of traditional
sector boundaries between university and industry, which led to the adap-
tation of science toward private rather than public agendas.”'**
Historically, academic researchers have often served as consultants for
government and private industry.'”
judgment of scientists in assessing and managing the risks posed by new
technologies is a natural response to complexity and uncertainty. Modern
legal arrangements, however, have strengthened the ties between university
researchers and industry and intensified academic scientists’ vested inter-
est in seeing technology research proceed.!”® Specifically, the 1980 Bayh-
Dole Act gave universities control over intellectual property generated by

government-funded research, thereby creating a strong incentive to com-
197

Furthermore, deferring to the expert

mercialize new discoveries.!”” Tax incentives encouraged the formation of
university-corporate partnerships.'”® In addition, the Chakrabarty decision,
recognizing the ability to patent living organisms, spurred biotechnology

scientists’ efforts and stimulated investment by venture capitalists and the
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petrochemical and pharmaceutical industries.!” Led by Monsanto, the
biotechnology industry successfully pushed for the establishment of the
Coordinated Framework to allay public fears and subsequently continued
to wield outsized influence over regulatory policies that facilitated rapid
commercialization.””

Despite the importance of early decisions regarding how or whether
to proceed with research in a new field, the public typically plays no role
in such decisions. The public is frequently unaware of early technologi-
cal developments and has little time or opportunity to learn more about
them. Researchers and sponsoring agencies, concerned that public fears
about unfamiliar risks will lead to reactionary prohibitions on scientific
research, may keep the details of their efforts and advances under wraps.*!
And even where early public involvement is contemplated, defining a use-
ful role for the public may be difficult when the uses and implications of
a technology are poorly understood.”” With respect to GMO policy, the
Asilomar Conference and subsequent developments effectively contained
social debate in the United States and minimized the public’s role in policy
making.’® Although lawsuits have occasionally challenged various aspects
of that policy and popular resistance to GMOs has periodically surfaced,
the Coordinated Framework has never been open to reconsideration. To
this day, there has been relatively little broad public discussion of the role
that GMOs should play in American agriculture, and most Americans re-
main unaware of GMOs’ ubiquity in the food supply.

Technology developers contend that the public plays a role in technol-
ogy management through the decisions its members make as consumers.?*
Consumers ultimately determine whether a technology is successtul, so the
argument goes, and are free to base their purchasing decisions on whatever
factors they deem relevant, including religious beliefs, political preferences
for specific production methods, or the satisfaction of personal needs.?”
Low levels of public awareness regarding the presence and use of a tech-
nology, as in the case of GMOs, however, undermine these claims. Under
such circumstances, consumers lack the information required to make the
informed choices on which such an argument relies. The absence of GMO
labeling thus not only has undermined public trust but also has precluded
the public from obtaining that information without substantial personal
effort.

This is not to say that researchers and industry will inevitably dominate
policy in favor of technology development. In the early stages of a technol-
ogy, few interests may be willing to fund research having distant prospects
of any economic payoff, and industry roles may not yet be established.
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In addition, different commercial interests may not share a common per-
spective. Industries threatened by technological change may seek to stifle
technology development, and manufacturers of consumer products may
pressure suppliers not to incorporate a new technology that they expect
will encounter consumer resistance.’” Food-processing companies and
restaurant chains, for example, refused to use GM potatoes because they
feared a consumer backlash. Those fears ultimately drove the genetically
modified potato strain from the market.*”” Notably, the public is absent
from each of these decisions. The public should be made aware of potential
technological developments early on and should be at the table to have a
meaningful voice before a technology becomes entrenched.

Regulatory Gaps and the Tendency toward Patchwork Policymaking

A third lesson from GMOs is that laws and policies regarding new tech-
nologies often do not result from comprehensive and open policy-making
processes. The enactment of laws tailored to a specific technology often
lags far behind technological developments. As a result, the policy govern-
ing a new technology may effectively be a product of legislative and regula-
tory inertia.’”® Problematically, new technologies often fall into regulatory
gaps. GMOs, for example, do not obviously fit within the definition of a
“plant pest,” “food additive,” or “new animal drug.” In fact, until the biotech
industry pushed for the establishment of the Coordinated Framework, the
Reagan administration had been inclined to leave GMOs unregulated.?”
In the absence of affirmative steps by legislatures or regulatory agencies,
new technologies may escape government oversight.

As a general matter, enacting legislation is not quick or easy. It is espe-
cially difficult to enact laws addressing public health and environmental
hazards because the costs of such legislation are narrowly concentrated and
the benefits are widely dispersed.?!? There are additional barriers to legisla-
tion governing new technologies, such as a lack of publicity and a deficit of
scientific expertise in Congress. In the case of GMOs, the scientific com-
munity and the biotech industry warded off legislation that would have
specifically governed genetic engineering research and commercialization.

Applying existing laws to new technologies often is politically more
feasible than passing new legislation. As Adam Sheingate has observed,
“[W]lhen moments of regulatory uncertainty arise, the executive branch
enjoys distinct advantages over Congress in matters of agenda setting and
policy innovation.”?!! Regulators can use or adapt established structures
and procedures, and stakeholders may prefer to work with familiar regula-
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tory systems. Indeed, existing laws sometimes are sufficiently broad and
flexible to apply to a new technology. But as the history of the Coordinated
Framework illustrates, relying on existing laws and regulations to govern
the risks of new technologies can result in inadequate and haphazard gov-
ernance. From the start, the laws invoked by the Coordinated Framework
were inadequate for dealing with the unique issues surrounding GMOs.
The hazards plausibly posed by GMOs extend beyond the plant pest risks,
pesticidal hazards, and food safety concerns addressed by the statutes that
underlie the Framework.?'? The central tenet underlying the Framework,
substantial equivalence, inappropriately discounts the possibility that ge-
netic engineering merits closer scrutiny because it so greatly differs from
conventional plant breeding. Moreover, the Framework’s division of au-
thority among multiple agencies undermines the effectiveness of the lim-
ited regulatory oversight that does exist.?"* Adoption of the Framework
ultimately facilitated the avoidance of value-laden questions regarding the
risks and uncertainties society is willing to tolerate, the ethical aspects of
genetic manipulation, and humanity’s relationship to the natural world.

These observations warrant a healthy skepticism regarding assertions
that existing law is sufficient to manage emerging technologies. However,
new legislation is not always the answer. Additional statutes can compound
regulatory complexity and foster bureaucratic balkanization. Moreover,
the compromises common to the lawmaking process frequently result in
laws that are suboptimal from a policy perspective.?!* But a sound analysis
should consider all regulatory options and counter the systemic bias to-
ward the use of existing legal regimes.

The Socially Constructed Nature of Technologies

A fourth critical lesson from the history of GMO regulation is that the
definition, boundaries, and categories of a technological field are socially
constructed. As philosopher Andrew Feenberg explains, technology is “a
social object” and “a scene of social struggle.””’” GMOs have generated
global controversy in a way that the genetic engineering of pharmaceuti-
cals has not.?'® Likewise, the proposed use of GM animals for human con-
sumption has aroused domestic public concern to a greater extent than the
food use of GM plants. The categories and distinctions drawn by society
clearly matter. Legally speaking, they frame understandings of policy prob-
lems and help determine who and what should be subject to regulation.?"’

GMO advocates characterize biotechnology as an “evolution[ary]” step
along a “continuum” of genetic modification rather than a “revolution.”*'¥
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Consistent with this characterization, the Framework declares that the ge-
netic engineering of plants is merely an “extension” of traditional plant
breeding techniques. The Framework accordingly treats genetically engi-
neered changes in food composition like conventional food additives and
genetically engineered pesticides like conventional pesticides. In contrast,
opponents of GMOs portray genetic engineering as new, unnatural, and
potentially hazardous.?” The European Union has essentially adopted this
view by imposing on GMOs close regulatory scrutiny that is absent from
its oversight of traditional agricultural practices and products. Disputes
over framing are prominent with respect to other emerging technologies,
too. Subsequent chapters explore the issues underlying these disputes, in-
cluding what constitutes nanotechnology and whether it is a “new” field;
what techniques fall within the rubric of geoengineering and whether the
term geoengineering should be used at all; and whether synthetic biology
differs in meaningful ways from conventional genetic engineering.

No simple formula exists for sorting through such disputes. However,
laws requiring information disclosure and risk analysis can help develop
the information that might assist in the task. In addition, the recognition
that technology is inherently social underscores the importance of public
participation in technological matters. That is, there should be ample op-
portunities for meaningful involvement from a broad spectrum of society
in defining technology, directing technology development, and determin-
ing regulatory policy. Expanded participation with respect to GMOs could
lead to greater public acceptance, increased attention to potential health
and environmental effects, and the steering of research funding toward
GM crops offering greater benefits for consumers and society at large.

The Importance of Public Trust

A final lesson from the governance of GMOs is that public trust in the risk
management and regulatory structure for an emerging technology is cru-
cial to its acceptance. Despite their prevalence in the food supply, GMOs
remain controversial in the United States nearly two decades after their
initial commercialization, in large part because industry and government
did little to earn the public’s trust. The biotechnology industry made some
attempts to inform the public about the new technology as farmers ad-
opted GMOs, but those efforts failed to engage the public in a meaningful
dialogue.??® Rather, industry assumed that a deficiency in public under-
standing existed and thus focused only on educating the public about the
benefits of GMOs. However, no dialogue took place sufficient to address
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the public concerns that persist to this day. These concerns exist not be-
cause of the public’s inability to understand the science behind GMOs, but
because of public distrust fostered by the biotechnology industry’s success-
ful campaign to block mandatory labeling requirements and the lack of an
effective and transparent regulatory system.””! The failure of industry and
government to engage the ethical dimensions of genetic engineering has
compounded the matter.”> GM crops demonstrate that a new technol-
ogy can establish a dominant market share without the public’s knowledge.
Having the technology ultimately accepted by society is another matter.
The failure of the biotech industry to establish trust has cost it access to
foreign markets as well as significant portions of the domestic market and
has contributed to the technology’s inability to achieve much of its original
promise.???

These lessons from biotechnology provide useful insights to keep in
mind as society addresses other emerging technologies. Although each new
technology presents a unique set of opportunities and challenges, thought-
ful and public oversight in each case is essential.



CHAPTER 3

Nanotechnology
Emerging Technology Present

Now found in nonstick cookware, spill-resistant fabrics, transparent sun-
screens, and various electronic devices, nanotechnology is a leading ex-
ample of a presently emerging technology. Though nanotechnology ap-
plications are becoming widespread, much of the field is in the research
and development (R&D) phase. Nanotechnology is an important subject
of consideration because of its growing presence and its expected effect
on almost all sectors of the economy. Moreover, nanotechnology is of par-
ticular interest for this book because it has been the subject of various par-
ticipatory technology assessment experiments. These experiments suggest
both the potential and the limits of current TA approaches.

What Is Nanotechnology?

Broadly defined, nanotechnology refers to the science of manipulating
matter at the scale of one to one hundred nanometers, with a nanometer
being one-billionth of a meter.! There is some disagreement regarding the
exact boundaries of nanotechnology, however, since the term has come to
include a wide range of nanometer-scale advances in biology, chemistry,
physics, and materials science. Regardless, many people perceive nano-
technology as having nearly boundless applications and predict that it will
revolutionize various manufacturing processes.” In the United States, the
federal government funds more than $2 billion in nanotechnology re-
search per year, and global R&D funding surpassed $18 billion in 2008.3
Nanotechnology was incorporated into approximately $225 billion worth
of products in 2009, and the value of nanotechnology products worldwide
could reach $2.5 trillion by 2015.*

79
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Nanotechnology encompasses a wide array of developments and ac-
tivities. Though observers have suggested various schemes to categorize
nanotechnology, a fundamental distinction often is made between passive
nanotechnology and active nanotechnology.’ Passive nanotechnology, also
referred to as nanoscale science and engineering, researches the unique
properties of nanomaterials. Nanomaterials, defined as materials having
a size range of one hundred nanometers or less, may be fixed as integral
features of larger objects such as electronic components or deployed as
free nanoparticles such as in cosmetics or pharmaceuticals. Active nano-
technology, by contrast, refers to the performance of more elaborate func-
tions at the nanometer scale, such as the use of molecular nanosystems or
self-assembly processes to construct materials and devices in a bottom-up,
molecule-by-molecule fashion. This more elaborate version of nanotech-
nology could serve as the basis for cleaner and more efficient manufactur-
ing processes but is estimated to be years if not decades away from com-
mercial applications.® Active nanotechnology ultimately may even lead to
the creation of devices capable of self-replication in a process akin to cell
division, a prospect that has generated both excitement and fear.’

This chapter focuses on passive nanotechnology, which is responsible
for the commercial applications of nanotechnology to date.® The engi-
neered nanomaterials produced by passive nanotechnology are of interest
to scientists because they often behave differently from the conventional
materials from which they are derived.” For example, nanosilver, which is
produced by a variety of physical as well as chemical techniques, has greater
antimicrobial properties than ordinary silver.!® Thanks to these properties,
nanosilver is now widely incorporated as an antibacterial and antifungal
agent in socks, pillows, washing machines, and other consumer products.!
More generally, the small size and high surface area—to—mass ratio of nano-
materials enhance the mechanical, electrical, optical, catalytic, and/or bio-
logical activity of a substance.!? These characteristics make nanomaterials
desirable for an astonishing range of potential uses. Classes of engineered
nanomaterials include carbon nanotubes, metal oxide nanoparticles, and
quantum dots."”* Carbon nanotubes are extremely strong and flexible mole-
cules, and they can exhibit varying electrical properties depending on their
structure. These properties have led to the use of carbon nanotubes in plas-
tics, battery and fuel cell electrodes, water purification systems, adhesives,
and electronic, aircraft, and automotive components.'* Nanoparticles of
titanium dioxide and other metal oxides, which have photolytic properties
such as the ability to absorb ultraviolet light, are commonly incorporated
into sunscreens, cosmetics, solar cells, paints, and protective coatings.” And
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quantum dots, semiconducting crystals possessing special optical proper-
ties, have proven useful in medical imaging, targeted therapeutics, solar
cells, and photovoltaics.'

Future applications appear similarly boundless. A recent Government
Accountability Office report envisions nanotechnology applications rang-
ing from smaller and more powerful batteries and better targeted medical
treatments to more surreptitious surveillance techniques and stronger yet
more lightweight military uniforms.'” Nanotechnology could also be ap-
plied in ways that directly benefit the environment. Because of their high
chemical reactivity, certain nanomaterials may be deployed to rapidly clean
up environmental contamination, for example. Other possible environ-
mentally beneficial applications include fuel additives that increase engine
efficiency, more portable and affordable water desalination and filtration
systems, more efficient solar energy generation and storage, and better-
controlled release of pesticides and fertilizers.'®

Health and Environmental Concerns

Supporters of nanotechnology promise that its applications will lead to
better health, improved environmental quality, and general abundance. It
remains to be seen whether these promises will be fulfilled. Furthermore,
there are grounds to expect that some of the benefits of nanotechnology
will be accompanied by serious drawbacks. Surveillance uses of nanotech-
nology, for example, may lead to privacy concerns. More significantly, a
wide range of nanotechnology applications may raise health and environ-
mental issues. Past experiences with substances like asbestos—to which one
class of nanomaterials, carbon nanotubes, bears a strong resemblance—are
revealing. Asbestos was once touted as a “magic mineral” because of its
strength, flexibility, insulative properties, and fire resistance.!” Exposure to
asbestos was later found to cause cancer, asbestosis, and other health prob-
lems, and the substance is estimated to be responsible in total for half a mil-
lion deaths in the United States.?® The asbestos problem provides a stark
and cautionary reminder that the hazards of a substance may be serious yet
not apparent for many years.

Indeed, precisely the properties that make nanomaterials useful, such
as their small size, chemical composition, surface structure, solubility, and
shape, may make them harmful to humans as well as other organisms.?!
Free nanoparticles, as opposed to nanomaterials integrated into larger ob-
jects, are of particular concern because they are most likely to enter the
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body, react with cells, and cause tissue damage.?? The small size of nanopar-
ticles, for example, corresponds to a greater surface area for a given mass
of material and hence a greater number of reactive groups displayed at the
surface.?® Surface reactive groups, scientists believe, play an important role
in toxic reactions by generating reactive oxygen species that may damage
DNA, proteins, and cell membranes.** Consistent with this theory, experi-
mental results suggest that tissue injury from exposure to nanoparticles
is correlated with surface area rather than mass.”® Small size also enables
some nanoparticles to move into and within the body in ways that bulkier
versions of the same substance cannot.?* Nanoparticles that come in con-
tact with flexed or damaged skin may penetrate the epidermis and pass into
the body.?” Nanoparticles may be inhaled and move deeply into the respi-
ratory tract, evading defense mechanisms that trap larger particles.?® Once
in the body, nanoparticles may even cross the blood-brain barrier, unlike
most contaminants.”” This means that nanoparticles may enter the central
nervous system through neuronal pathways leading from the respiratory
tract to the brain.

Humans have long been exposed to ambient nanoparticles from for-
est fires and industrial pollution, and data regarding the hazards of such
exposure provide clues regarding the potential risks of exposure to engi-
neered nanomaterials.’ Although the human body has developed various
mechanisms for filtering out or removing some ambient nanoparticles,’!
other ambient nanoparticles pose health and safety concerns. For exam-
ple, mineral dust particles, which are comparable in size to engineered
nanoparticles, can cause pulmonary inflammation, heart attacks, cardiac
rhythmic disturbances, and oxidative injury.*> Studies comparing ambient
and engineered nanomaterials suggest that some engineered nanomaterials
may pose hazards at least as great as those associated with mineral dust.*
There are limitations on the ability to infer the potential hazards posed
by engineered nanomaterials from information about ambient nanopar-
ticles, however.** Ambient nanoparticles often have a fairly short life span
as nanoparticles because they tend to agglomerate or dissolve in water, for
example.” In comparison, engineered nanomaterials may be designed to
persist for longer periods of time and thus may pose greater hazards. It is
also possible that the novel properties associated with engineered nano-
materials may lead to additional mechanisms of injury that do not apply to
ambient nanomaterials.’® These novel properties may enable engineered
nanoparticles to evade or overstimulate the body’s defenses, causing in-
flammation or allergic responses.’’

Actual data regarding the toxicity of engineered nanomaterials are lim-
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ited. Nanotoxicology research efforts have grown substantially in recent
years but still trail far behind the pace of nanotechnology development and
commercialization.”® With more than a thousand nanotechnology-based
consumer products already on the market, nanotechnology development
essentially “got a 15 year head start” on research into its health impacts.*
Furthermore, the modest nanotoxicology efforts to date have made lit-
tle progress for several reasons. First, many features of a nanomaterial—
including the method of manufacture, presence of impurities, nature of
surface coatings, and degree of aggregation—appear to affect the risks
posed.* Thus, findings from studies of one nanomaterial may not be ap-
plicable to a similar nanomaterial. Research results may even be influenced
by the particular method used to prepare a given nanomaterial for an ex-
periment.* Second, scientists currently do not possess all the measurement
technologies relevant to describing the characteristics of nanomaterials
that affect their toxicity.¥ As a result, the data generated by toxicology re-
search may be incomplete or inaccurate. Finally, models do not yet exist
for predicting the toxicity of untested nanomaterials based on data involv-
ing substances that have already been tested.* Such models, which play a
critical role in conventional toxicology, could be even more important to
risk-based regulation of nanomaterials, given the wide variation in types,
sizes, and surface coatings of nanomaterials.**

"The nanotoxicity information generated thus far is discomforting. Re-
searchers have found that once inhaled, ingested, or otherwise taken into
an organism, certain nanoparticles can enter individual cells, release toxins,
and damage various cell components, including DNA.* One class of mate-
rials giving particular cause for concern is carbon nanotubes, which are be-
ing produced and used in substantial quantities today.* Carbon nanotubes,
which are extremely biopersistent, physically resemble asbestos fibers and
thus could trigger similar effects on the respiratory system.”” Studies of
carbon nanotubes have found that they can cause oxidative stress, inflam-
mation, cell damage, and other pathological effects.* Titanium dioxide
nanoparticles, another type of nanomaterial used widely in sunblocks, cos-
metics, and paints, have produced genotoxic and carcinogenic effects in
rodents.*’

At present, however, a quantitative risk assessment of nanomaterials
is not possible, and evidence suggestive of danger falls short of establish-
ing that exposure at levels likely to be encountered by humans or other
organisms is harmful.’*® The data gap will not be closed any time soon, if
ever. Government agencies are only beginning to put nanotoxicity research
policies in place, and the various efforts under way will provide only a frac-
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tion of the data required to conduct meaningful risk assessments. Existing
governmental efforts include: (1) testing of “representative” nanomaterials
by Organisation for Economic Co-Operation and Development (OECD)
members, (2) federal research efforts under the National Nanotechnology
Initiative (NNI), (3) the EPA’s Nanomaterial Research Strategy, and (4) the
EPA’s Nanoscale Materials Stewardship Program (NMSP).’! Private com-
panies are also conducting internal toxicology assessments. A brief discus-
sion of these research efforts provides a sense of the limited progress to date.

In 2006, the OECD established a working group to study the poten-
tial hazards of nanomaterials. Member countries have agreed to jointly de-
velop data for a group of fourteen nanomaterials purportedly representa-
tive of materials currently circulating in commerce or nearing commercial
use.’? Initial research efforts focused on the threshold question of whether
such materials can be successfully tested, and the OECD has concluded
that methods used to test traditional chemicals are generally appropriate
but may need to be adapted to specific nanomaterials. OECD testing on a
limited subset of nanomaterials to determine their properties, toxicity, and
environmental fate and behavior is ongoing.”

The NNI is a multiagency program established in 2001 to coordinate
nanotechnology R&D across the federal government. Although the NNI
research program includes the study of health and environmental risks,
such research has been relatively neglected. The NNUI’s 2008 Strutegy for
Nanotechnology-Related Environmental, Health, and Safety Research,”* for ex-
ample, was sharply criticized by the National Research Council (NRC),
which found that much of the ongoing research cited in the NNI strategy
as evaluating health and environmental risks actually involved projects “fo-
cused [only] on understanding fundamentals of nanoscience.”’ The NRC
also found the NNI strategy itself to be flawed in that it lacked a plan
of action for achieving research goals, mechanisms to evaluate research
progress, and other critical elements. In response to the NRC’s recom-
mendations to establish a broader strategic plan for risk research sufficient
to support risk assessment and risk management, the NNI issued a revised
strategy in late 2011.°¢ That strategy, which emphasizes risk assessment and
product life-cycle analyses, identified research needs in six core categories:
(1) nanomaterial measurement tools; (2) human exposure assessment; (3)
human health responses; (4) environmental effects; (§) risk assessment and
risk management methods; and (6) informatics and modeling. The strategy
underscores the vast informational needs for effective risk management,
and its execution will depend on sufficient funding from Congress and ad-
equate coordination by various federal agencies.
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The EPAs Nanomaterial Research Strategy, issued in 2009, outlines
the research on environmental and health effects of nanotechnology that
the EPA intends to support in the coming years.”” Like the 2011 NNI
strategy, the EPA’s strategy identifies numerous research needs, reinforcing
the immensity of the task facing regulators, and acknowledges the various
obstacles to the informed risk assessment of nanomaterials. In addition to
the Nanomaterial Research Strategy, the EPA is also responsible for the
NMSP, which the agency introduced in an attempt to solicit materials data
from industry on a voluntary basis. The data, it was presumed, would in-
clude information on health and environmental impacts, but the EPA has
characterized the results of the program as disappointing.’® Only 31 com-
panies ultimately participated, providing information on 132 materials—
only about 10 percent of the nanomaterials that the EPA estimated to be
commercially available at the time.”” Much of the data submitted to the
EPA, moreover, was of limited use because it contained no information on
exposure or toxicity.®

While extremely limited, the information collected through the NMSP
indicates that industry is conducting some research on health and safety
risks. Apparently concerned about the potential liability and adverse pub-
licity that might follow from toxic exposure, major chemical companies
such as BASF and DuPont have publicly stated that they are voluntarily
undertaking toxicology research on nanomaterials.®’ The extent and results
of such efforts, however, are unknown because nanotechnology companies
have made few details available to the public.

Existing Legal Authority over Nanomaterials

Despite the concerns discussed thus far and the increasingly widespread
use of nanotechnology, legal efforts to manage health and environmental
risks have been negligible. No federal law explicitly regulates the health
and environmental effects of nanotechnology. The 21st Century Nano-
technology Research and Development Act (Nanotechnology Act), the
only federal statute specific to nanotechnology, concentrates on the de-
velopment and promotion of nanotechnology.”” State and local regulatory
efforts have focused on limited requirements of information disclosure.’
In the absence of legislative action, regulators are following the all-too-
familiar path of cobbling together an oversight scheme based on existing
authorities. Such a course runs the risk of repeating the errors and dif-
ficulties experienced in applying the Coordinated Framework to GMOs.
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Existing statutes that regulators would likely try to apply to nanomaterials
were not designed with nanotechnology in mind. In general, these laws
require proof of harm or a quantitative assessment of risk as a precondition
for regulation. This means that nanomaterials will likely be unregulatable
under existing statutes for some time, notwithstanding significant safety
concerns. Even as a body of risk information develops that may be suf-
ficient to regulate some nanomaterials under existing statutes, regulators
will likely find themselves unable to keep pace with the rapid development
and commercialization of nanotechnology.

The Toxic Substances Control Act

The most obvious legal authority that might be utilized to address risks as-
sociated with nanomaterials is the Toxic Substances Control Act (TSCA).%*
The TSCA provides the EPA with regulatory authority in several key ar-
eas relevant to the management of nanomaterials’ potential risk: testing
of chemicals (Section 4), notification to the EPA prior to the manufacture
of new chemicals (Section §), regulation of chemicals that present health
or environmental risks (Section 6), and notification to the EPA when a
manufacturer learns of a substantial risk (Section 8(e)). In contrast to other
environmental laws that govern only the release of pollutants into the en-
vironment, the TSCA gives the EPA broad authority to regulate a chemi-
cal substance at any point in its life cycle.® Moreover, the TSCA’s primary
focus—that exposure to chemical substances may pose unreasonable risks
to humans and the environment—appears to encompass the concerns
raised by nanotechnology. TSCA, however, is a weak statute whose flaws
are widely recognized.® The statute’s weaknesses are magnified in light of
the wide variety of nanomaterials in production and development, uncer-
tainty regarding the materials’ safety, and the swift pace at which nanotech-
nology is developing.

Section 4 Testing

Section 4 of the TSCA authorizes the EPA to require health and safety
testing of specific chemicals.”” The statute itself does not, however, impose
a self-executing duty on manufacturers to conduct such testing. Nor can
the EPA simply order a chemical manufacturer to carry out the desired
tests. Rather, the EPA must promulgate a rule to require testing, and it
must make a statutory finding that a chemical either (1) “may present an
unreasonable risk of injury to health or the environment” or (2) “will be
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produced in substantial quantities,” resulting in substantial human expo-
sure or entry of substantial quantities into the environment.®® Pursuant to
Section 4, the EPA planned to issue a test rule for 15 to 20 different nano-
materials in December 2010 but had taken no such action by the begin-
ning of 2013.* Promulgating a Section 4 test rule, moreover, is a lengthy
process subject to industry challenge that the EPA has not adequately dem-
onstrated the requisite potential risk.”

Section 5 Premanufacture Notification

For new chemical substances, Section 5 of the TSCA requires manufactur-
ers to provide a premanufacture notice (PMN) and to submit any avail-
able health and safety data to the EPA.! A “new chemical substance” is a
chemical substance that is not identical to any substance already found on
the TSCA Inventory of chemicals in commerce.”” If the EPA takes no ac-
tion on a PMN within go days, manufacture of the chemical can proceed.”
The EPA, however, may restrict or prohibit the manufacture, distribution,
or use of a new chemical upon finding a reasonable basis that the chemical
presents an unreasonable risk.”* Section 5 also gives the EPA the authority
to evaluate significant new uses of chemical substances that are already in
commerce. In this context, the T'SCA places the burden on the EPA to pro-
mulgate a rule determining that a particular use constitutes a “significant
new use.” A manufacturer subject to such a rule must provide a significant
new use notice (SNUN), which is similar to a PMN.”

Thus far, the EPA%s efforts to apply the TSCA to nanomaterials have
primarily involved Section 5. Nanomaterials that qualify as new chemical
substances, of course, are subject to the PMN requirement.” It is disputed,
however, whether a nanomaterial that has the same molecular identity as a
macroscale substance listed in the TSCA Inventory—such as the nanoscale
titanium dioxide used in sunscreens—should be deemed a new chemical
substance requiring a PMN. Nanomaterials are often derived from com-
mon substances that are not new, but they are of special interest precisely
because they possess properties different from their parent material. In-
deed, the issuance of patents for nanomaterials undermines the contention
that engineered nanoscale versions of macroscale substances should not be
treated as new materials or new uses under the TSCA.”

In January 2008, the EPA formally adopted the position that no PMN
should be required for nanoscale versions of existing chemicals.”® The
EPA reasoned that the TSCA Inventory does not distinguish between two
forms of a chemical substance that differ only in particle size or that have
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differing properties resulting from a difference in particle size. The EPA’s
policy—comparable to the FDA’s presumption that GM foods are GRAS
and therefore exempt from premarket approval—has opened the door to
the commercial production of various nanomaterials that are not subject
to Section 5 regulation and has left regulators without a reliable means of
tracking the identity or characteristics of these nanomaterials.

Under the Obama administration, however, the EPA has reconsidered
its approach. The EPA announced that it intends to issue a significant new
use rule that would apply Section § requirements to nanoscale versions of
existing chemicals. The anticipated rule, which had not been issued in draft
form as of early 2013, would require an SNUN for certain nanomaterials
that have the same molecular identity as macroscale substances listed in the
TSCA Inventory.” The rule would only apply prospectively, however: No
SNUN would be required for nanomaterials that come into use before the
rule is finalized.®® More important, while the notices submitted pursuant
to the rule will help keep the EPA informed, they generally will not pro-
vide sufficient health and environmental data to assess risks. In a PMN or
SNUN, manufacturers need only provide available toxicity data; they need
not generate any data on toxicity unless the EPA specifically demands that
they do so0.?! In fact, only about 15 percent of PMNs filed with the EPA in-
clude health or safety test data, and most lack test data of any type.*? With-
out such data, the EPA must rely solely on modeling to estimate chemical
hazards. Yet such models are of limited value in evaluating the hazards of
nanomaterials.

Finally, the EPAs Section 5 regulations contain exemptions that could
apply to some nanomaterials. For example, the regulations include an ex-
emption for chemicals produced in volumes of 10,000 kilograms or less
per year as well as an exemption for chemicals whose use will result in little
or no human exposure.® Manufacturers must apply for these exemptions,
which the EPA may deny if it finds that a substance may cause serious
health or environmental effects.®*

Section 6 Authority to Regulate

Section 6 provides another important regulatory tool under the TSCA.
This provision authorizes the EPA to regulate the manufacture, process-
ing, distribution, use, or disposal of any chemical substance where there
is a “reasonable basis to conclude” that such an activity “presents or will
present an unreasonable risk of injury to health or the environment.”®
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The “unreasonable risk of injury” standard requires a factual finding of
risk and a normative finding that such risk is unreasonable.®® In determin-
ing whether a risk is unreasonable, the EPA must balance any negative
effects to human health and the environment with the benefits derived
from use of the substance.’” Furthermore, under a leading judicial inter-
pretation of Section 6, the EPA must evaluate the availability of substi-
tutes for the substance in question and may apply only the least burden-
some regulatory measure that yields an acceptable level of risk.®® In light
of these fairly stringent requirements, it is not surprising that the EPA
has not applied Section 6 to any nanomaterial or expressed any plans to
do so.

Section 8(e) Notification of Substantial Risk

Finally, Section 8(e) of the T'SCA requires manufacturers, processors, and
distributors of chemical substances to notify the EPA if they obtain “infor-
mation which reasonably supports the conclusion that such substance . . .
presents a substantial risk of injury to health or the environment.”® This
provision allows companies to exercise their judgment in determining
whether to report information and what information to report.” More-
over, the provision does not mandate that companies develop health and
safety data. Nonetheless, Section 8(e) could serve as an important source
of risk information about nanomaterials, given the paucity of such infor-
mation and the limited resources at the government’s disposal for devel-
oping it.

The TSCA’s Inadequacies

Two critical inadequacies of the TSCA reveal why the statute is not fit
to address the potential hazards of nanotechnology, notwithstanding the
EPA’s incipient initiatives. First, the TSCA places heavy evidentiary bur-
dens on the EPA. Regulation of a chemical substance under Section 6, for
example, requires that the EPA demonstrate the existence of unreasonable
risk. This standard has been deemed “a failure” because it “has imposed
huge information demands, invited contention and judicial intervention,
and thwarted regulatory action.”! Because there is often little informa-
tion regarding the effects of chemical exposure, the EPA frequently cannot
meet this burden of proof.”? For nanomaterials, the uncertainty is especially
great—and the evidentiary standard particularly unattainable—because of
the lack of adequate models for predicting toxicity. The variety of nano-
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materials and rapid pace of nanotechnology developments exacerbate the
EPA’ evidentiary difficulties.” Even the exercise of Section 4 testing au-
thority may be problematic, since it requires the EPA to demonstrate the
existence of potential risk at the same time that testing is necessary pre-
cisely because such information is unavailable.”

The TSCA’s second important inadequacy is its implicit assumption
that the absence of information on the risk of a chemical means that no risk
exists.” As a result of the evidentiary burdens the TSCA imposes on the
EPA, substances whose effects are uncertain are treated identically to sub-
stances that demonstrably pose no unreasonable risks. Compounding the
problem, the T'SCA does not require manufacturers to develop health and
safety data absent a test rule. Section 8(e), for example, requires a company
to notify the EPA only if it obtains information indicating a substantial risk
but does not mandate testing that might generate such information. Most
nanomaterials are likely to be accompanied by very little toxicity data and
will be treated as if they are safe—even though there are serious grounds
for believing that some of them are not.

TSCA reform could go a long way toward addressing these concerns by
mandating the generation of toxicity data and shifting evidentiary burdens
to manufacturers. Recent proposals would require chemical manufacturers
to develop and submit a minimum data set for each chemical they produce
as well as prove that each chemical used in commerce is safe.” The propos-
als would also explicitly authorize the EPA to declare that a nanomaterial
constitutes a new chemical substance that requires a PMN, even where the
nanomaterial has the same molecular identity as a macroscale substance
listed in the T'SCA Inventory.” Absent substantial changes in the statute
and agency practice under the statute, however, the TSCA remains a poor
tool for responding to the potential dangers of nanomaterials.

Other General Environmental Statutes

Environmental statutes other than the T'SCA could apply to nanomaterials,
but their coverage is too limited to be effective. For example, statutes that
govern pollution and waste, including the Clean Air Act and Clean Water
Act, have more extensive regulatory structures in place and more success-
ful histories of implementation than the TSCA. These statutes authorize
the EPA to define pollutants based on their negative effects and rely on
permitting schemes to regulate pollutants at their points of release into the
environment.” In theory, the EPA could identify nanomaterials as pollut-
ants under these statutes and establish permit requirements and limits on
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their release. Such limits typically cover pollutants released by production
facilities in their waste streams, however, and are poorly adapted to gov-
ern substances such as nanomaterials, which are deliberately incorporated
into products. Because use and disposal of nanotechnology products are
expected to be the greatest source of human and environmental exposure,
facility permit limits would be of limited value.” Regulation of the release
of nanomaterials during or after use does not present an attractive option
either. It is hard to imagine, for example, restrictions on use of a sunscreen
or socks containing nanomaterials that would be effective in preventing
human exposure to nanomaterials or the release of nanomaterials into the
environment.

Regulation of the disposal of nanomaterials, perhaps under the Re-
source Conservation and Recovery Act, would also face serious difficul-
ties. For practical reasons, regulations under the statute currently exempt
household waste from the rigorous regulation of hazardous waste.!”
Nanomaterials in consumer products are likely to end up in household
waste, commingled with ordinary garbage, and would not be readily sepa-
rable.’”! The Comprehensive Environmental Response, Compensation,
and Liability Act, which focuses on the cleanup of hazardous waste already
released into the environment, also is not a promising avenue for address-
ing nanomaterial hazards. In most instances, it is impractical or impossible
to remove nanomaterials from the environment once they are released.!”

Consumer Product Safety Statutes

Statutes focused on consumer products likewise offer little prospect of
effective oversight. The Consumer Products Safety Commission has au-
thority to protect consumers from unreasonable risks of injury associated
with consumer products not specifically regulated by certain other federal
statutes.!”® According to one estimate, half of all consumer nanotechnol-
ogy products currently on the market could fall within the commission’s
jurisdiction.'® Nonetheless, the commission’s regulatory authority is weak,
and the agency lacks the expertise and resources to take effective action on
nanotechnology products.

The commission generally regulates consumer products within its
purview through information disclosure requirements and product safety
standards.!” Under the Consumer Products Safety Act (CPSA), the com-
mission must initially rely on “voluntary standards” to address unreason-
able risks of injury associated with a consumer product.'” If voluntary
compliance is inadequate, the commission may establish mandatory stan-
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dards, but only as “reasonably necessary” to prevent or reduce unreason-
able risks.!”” This threshold for regulation is at least as difficult to meet as
the standards imposed by the T'SCA. Because of the sparse risk data avail-
able for nanomaterials, regulating nanotechnology through the CPSA is
presently impossible.!”® Moreover, in contrast to the EPA, the commission
has no authority to mandate premarket safety testing. Rather than antici-
pating problems, the commission typically acts only after receiving reports
of injuries.'”” The commission also is subject to statutory restrictions on
the information it can disclose about a brand or manufacturer."’ The com-
mission ultimately lacks the resources, experience, and expertise to carry
out the research and analysis needed to evaluate and manage the potential
dangers of nanomaterials in consumer products.'!!

Product-Specific Statutes

Statutes that govern specific products may offer more effective oversight
of nanomaterials in certain contexts. Pesticides, including those incorpo-
rating nanomaterials, must be registered with the EPA under the Federal
Insecticide, Fungicide, and Rodenticide Act (FIFRA). New drugs, includ-
ing those containing nanomaterials, are subject to an extensive premarket
approval process by the FDA."? Applications of nanotechnology in food
and cosmetics also fall within the FDA’s purview but generally do not re-
quire premarket approval.

FIFRA requires that new pesticides be registered with the EPA before
they are marketed.!’® The EPA will allow registration only where an ap-
plicant demonstrates that the pesticide will perform its intended function
without unreasonable harm. Accordingly, the EPA can demand a battery of
studies on any pesticide to determine potential impacts on human health
and the environment prior to allowing registration.'"* How broadly the
EPA will construe its FIFRA authority with respect to nanomaterials re-
mains to be seen, however. In November 2008, a group of nonprofit orga-
nizations filed a petition asking the EPA to regulate products containing
nanosilver under FIFRA.'® The group alleges that hundreds of prod-
ucts containing nanosilver have entered the market without the requisite
FIFRA registration. These products include a range of items that the aver-
age person might not consider to be pesticides, such as food storage con-
tainers, pillows, and various types of clothing. As of early 2013, the EPA
had not yet acted on the petition. Meanwhile, the EPA’s 2011 conditional
FIFRA registration of a textile preservative containing nanosilver is the
subject of a pending lawsuit filed by environmentalists.!'¢
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The Federal Food, Drug and Cosmetic Act (FFDCA) requires that new
drugs be approved prior to their introduction into commerce.'” The drug
approval process begins with the submission of an Investigational New
Drug Application, which must describe specific testing plans and provide
the results of pharmacological and toxicological studies on the drug.''®
Based on the application, the FDA decides whether it is reasonably safe to
proceed with human clinical trials, which involve three phases of studies to
determine effectiveness and toxicity.'” The drug approval process thus en-
sures that some health and safety testing is done on new drugs, even when
the presence of nanomaterials is unknown to the FDA.!°

Although the FDA classifies sunscreens as drugs, government over-
sight of nanomaterials in sunscreens has been minimal. The FDA classifies
sunscreens as drugs because they purport to protect the skin against the
harmful effects of sun exposure.'?! New drugs require premarket approval,
but drugs that contain ingredients generally recognized as safe and effec-
tive do not.'”? In 1999, after reviewing only limited toxicity data, the FDA
expressed the view that “micronized” titanium dioxide is not a new drug
ingredient despite the functional differences between it and larger particles
of the substance.!”® This agency pronouncement opened the door to the
widespread incorporation of nanomaterials in sunscreens without further
safety assessments or oversight. Alarmed by this development, a coalition
of nongovernmental organizations petitioned the FDA in 2006 to regu-
late nanosunscreens and to conduct a programmatic EIS of nanomaterial
use in products under the agency’s jurisdiction.'?* In a response issued six
years later, the FDA declined to prepare a programmatic EIS or to issue
nanotechnology-specific regulations but indicated that it was continuing to
study the safety of nanomaterials in sunscreens.'?’

Though cosmetics as a category represents one of the most common
uses of nanomaterials,'? its regulation by the FDA is similarly superficial.
The FDA does not require premarket approval of cosmetic products and
ingredients.!” The FDA instead places the responsibility to determine
the safety of cosmetics on manufacturers. Manufacturers may participate
in voluntary programs to file data on ingredients, register manufacturing
sites, and report cosmetic-related injuries to the FDA, but there is no re-
quirement that a manufacturer do any of these things.!”® A cosmetic manu-
facturer essentially may use any ingredient or market any cosmetic unless
the FDA proves that it may be harmful to consumers—something that
rarely occurs.'?’

Finally, FDA review of nanomaterials in food is currently minimal but
appears likely to increase. Here, the FDA is relying on its authority over
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food additives—the same authority applied to GM foods. As discussed in
chapter 2, manufacturers and not the FDA determine whether a substance
added to food is GRAS. If a manufacturer makes such a determination, it
may market the substance without informing the FDA. Because the FDA
leaves it to manufacturers to voluntarily notify it of GRAS determinations
and of the presence of nanomaterials in food, the FDA does not accurately
know the extent to which nanomaterials are present in the food supply.'*
Nonetheless, a 2012 FDA draft guidance document notes that nanomateri-
als may raise new risks and require new methods of safety testing."! The
agency accordingly warns that nanotechnology applications in food may
not qualify as GRAS and therefore may require premarket approval.'*?

The Occupational Safety and Health Act

Workers and researchers have perhaps the greatest potential for exposure
to nanomaterials, yet the primary statute meant to protect such persons
is inadequate. Such workplace exposures fall within the ambit of the Oc-
cupational Safety and Health Act, which requires that employers provide
workplaces “free from recognized hazards that are causing or are likely
to cause death or serious physical harm.”"** This statute gives the Occu-
pational Safety and Health Administration (OSHA) authority to set and
enforce standards that require “conditions, or the adoption or use of one or
more practices, . . . reasonably necessary or appropriate to provide safe or
healthful employment and places of employment.”** OSHA implements
the statute by establishing permissible exposure limits (PELs) for hazard-
ous materials and by mandating measures that help to achieve PELs, such
as engineering controls and protective equipment.'** Substantive, legal, and
political constraints, however, have prevented OSHA from issuing health
regulations for most of the substances for which regulation has been rec-
ommended.** Accordingly, various commentators have concluded that the
Occupational Safety and Health Act does not protect workers effectively.!*”

With the proliferation of different types of nanomaterials in research
and manufacturing settings, OSHA will encounter even greater difficul-
ties in addressing the risks posed by nanotechnology.'*® For example,
demonstrating that an employer has violated its general duty to provide
a workplace free from recognized hazards is exceptionally difficult in the
nanomaterial context because of the uncertainty regarding the hazards of
nanomaterial exposure.'*” The same uncertainty also will hamper OSHA’s
ability to demonstrate the significant risk of harm required for it to issue
protective regulations.'* Moreover, it is not clear how effective the imple-
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mentation of typical workplace health standards would be. Little informa-
tion is available regarding the effectiveness of engineering controls and
protective equipment in controlling nanomaterial exposure in the work-
place.'!

Summing Up

Existing statutes were not crafted with nanomaterials in mind. These stat-
utes may be of some use after more data is gathered on nanomaterials and
specific risks are identified. The main problem, however, is that these stat-
utes lack adequate mechanisms to address the uncertain hazards posed by
the increasing use of nanomaterials. Existing laws generally place on regu-
lators the burden of demonstrating harm that is specific to a material. Such
a showing is not presently possible. As a result, the statutes offer a relatively
languid response when faced with rapid technology development and com-
mercialization. The result—essentially a society-wide experiment on con-
sumers with no controls or systematic follow-up—demands the adoption
of a different, more precautionary system.!*?

Tort Law as a Backstop?

Before turning to what such a system might look like, the potential role
of tort law in managing nanotechnology’s risks merits consideration. That
role is likely to be minimal because of the lack of toxicity data on nano-
materials, the lack of disclosure surrounding their use, and the general dif-
ficulties of the tort system in redressing toxic injuries.

Tort law deters negligent conduct by threatening exposure to com-
pensatory and punitive liability. In product liability cases, strict liability
may apply, meaning that manufacturers and distributors may be held liable
regardless of fault.!” Irrespective of whether negligence or strict liabil-
ity applies, plaintiffs must prove that the defendant caused their injuries.
Plaintiffs in environmental tort cases often face an uphill struggle in dem-
onstrating causation, however.'* Such plaintiffs must prove both that a de-
fendant’s substance is capable of causing the injury (general causation) and
that exposure to that substance in fact caused the injury (specific causation).
With respect to specific nanomaterials, there is almost no existing data suf-
ficient to establish either type of causation. We know very little about the
toxicity of nanomaterials, and what we do know suggests that toxicity will
vary widely, depending on size, coating, method of preparation, and other
factors. In addition, individual plaintiffs will likely face difficulties in dem-
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onstrating that their exposure to a defendant’s nanomaterials, as opposed
to other substances, caused their injuries.'¥ The time gap between initial
exposure and injury often hinders the ability of toxic tort plaintiffs with
latent injuries to recognize a tortious injury, identify possible causes, and
collect evidence.'*

Nanotechnology manufacturers concerned about liability for acute
toxic effects do have some incentive to test their products because these
effects are more readily traceable to their source. Testing poses some busi-
ness risk, however, since adverse results can lead to negative publicity and
trigger disclosure and further testing obligations. In addition, incentives to
test for chronic or latent effects, as opposed to acute effects, are weak be-
cause such tests are expensive and because it is unlikely that a manufacturer
will be held liable for these effects.!¥

"Tort law consequently is of limited value in persuading manufactur-
ers to learn more about nanotechnology’s hazards to human health and in
internalizing the costs of those hazards. Tort law is likely to be even less
effective in addressing nanotechnology’s potential hazards to the environ-
ment. As a general matter, liability for natural resource damages resulting
from the release of conventional chemicals has been infrequent because of
difficulties in determining impacts and establishing causation.'*® Such dif-
ficulties are likely to be magnified in the case of damages from exposure to
nanomaterials.

Nanotechnology and Public Engagement

Potential health and environmental hazards are not the only aspect of nan-
otechnology requiring further attention. Greater public involvement in
deciding the course of this influential technology is also essential. Reflect-
ing on the missteps made in the development and commercialization of
GMOs, the nanotechnology industry openly acknowledges the need to de-
velop public trust in nanotechnology through public engagement.'* Pub-
lic engagement should not only foster trust, however. It should also give
people a meaningtul voice in the kind of society in which they live. In rec-
ognition of the importance of public participation, the United States and
other countries have made a number of efforts to apply modified technol-
ogy assessment techniques to nanotechnology.’”* While innovative, these
efforts have had little effect on the course of nanotechnology development
or policy. As one scholar of public engagement in nanotechnology has re-
marked, “It has been easier to praise the idea of democratizing science than

to achieve it.”"!
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The National Nanotechnology Program, an effort to coordinate federal
nanotechnology activities pursuant to the Nanotechnology Act, includes as
one of its objectives “ensuring that ethical, legal, environmental, and other
appropriate societal concerns . . . are considered during the development
of nanotechnology.”"** The act directs the program to incorporate public
outreach and input “through mechanisms such as citizens’ panels, con-
sensus conferences, and educational events.”** Accordingly, the National
Science Foundation has funded Centers for Nanotechnology in Society
at Arizona State University (CNS-ASU) and the University of California,
Santa Barbara. The mission of these interdisciplinary centers is to study the
potential societal impacts of nanotechnology and to engage stakeholders in
dialogues about the future of emerging technologies.!™

The discussion here focuses on CNS-ASU, which has developed a
“real-time technology assessment” program that incorporates principles
of participatory and constructive technology assessment.'* The program’s
components include monitoring of opinions and values among researchers
and the public regarding nanotechnology, fostering deliberation and par-
ticipation involving researchers and the public, and assessing the program’s
effects on nanotechnology researchers and on nanotechnology in society.
These ongoing efforts represent a creative departure from past approaches
to technology management. But for various reasons, they are generating
little up-front assessment, little public participation, and few effects on
nanotechnology policy.

As an example, one important component of CNS-ASU’s efforts to en-
gage the public included the organization of the 2008 National Citizens’
"Technology Forum (NCTF). The NCTF linked six groups of citizens from
different parts of the United States in deliberations focused specifically on
human enhancement through nanotechnology, biotechnology, information
technologies, and cognitive science research.’’® Deliberations were con-
ducted face-to-face and electronically, and each group of citizens drafted a
report reflecting the group’s consensus. Based on these deliberations and
reports, the organizers of the forum found that citizens supported research
in this vein if it was coupled with trustworthy oversight. More broadly,
the organizers concluded that “average citizens want to be involved in the
technological decisions that might end up shaping their lives.”

The citizens’ reports generated by the NCTF do reflect a slice of public
opinion reached after substantial deliberation. Nonetheless, the impact of
the NCTF and of other similar participatory exercises has been minimal.
Simply publishing citizens’ reports hardly ensures any influence on the
course of nanotechnology research or regulation.”” The reports produced
by the NCTF had no clear constituency or audience, and efforts to dis-
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seminate them were limited.'® Moreover, the main purpose of the NCTF
was to demonstrate the value of deliberative exercises and to investigate
ways of structuring consensus conferences rather than to foster widespread
public participation or to influence technology development or policy."*’
Indeed, one commentator characterized the NCTF primarily “as a social
scientific research instrument” and observed that participants “tended to
‘not even bother’ to fight for ideas or opinion[s]” because they “‘knew
that they were part of a research project.””'® Although participants in the
NCTF undoubtedly learned about and became engaged in the issues, the
public at large was not brought into the process. The task of broadening
public awareness and engagement has been left largely to the Nano-Scale
Informal Science Education Network (NISE Net), which promotes nano-
technology education through science museums.!®* Such relatively narrow
efforts have done little to inform the general public about nanotechnol-
OgY'162

CNS-ASU director David Guston, a proponent of public engagement
in technology development, concedes that overall nanotechnology re-
search “has grown much larger and faster than the societal implications
work that might engage it.”'®> CNS-ASU?’s efforts to encourage nanotech-
nology researchers to reflect on the broader implications of their research
have influenced research focus and design in some individual instances, but
such influence has been limited largely to researchers, particularly gradu-
ate students, at ASU and two other universities with which it is collaborat-
ing.!* Furthermore, the role of the NCTF and other technology assess-
ment activities within the broader context of nanotechnology research is
somewhat unclear. The Nanotechnology Act contains an inherent tension
between the goals of promoting rapid nanotechnology development and
integrating societal concerns into the research and development process.'®
In sum, ongoing technology assessment efforts with respect to nanotech-
nology have been small in scale and are unlikely to have a substantial effect
on policy. These efforts ultimately may serve as little more than political
tools for obtaining public acceptance unless they are broadened and better
integrated with the policy-making process.'*

Future Policies for Nanotechnology

The uncertainty surrounding the health and environmental effects of nano-
materials calls for an approach that promotes the gathering and analysis of
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risk information. The data generated eventually may inform regulation,
but they are unlikely to dispel much of the uncertainty in the short term. In
the meantime, nanotechnology development and commercialization will
continue. The persistent uncertainty regarding nanotechnology’s risks,
combined with nanotechnology’s spread and its broad and wide-ranging
impacts, necessitates greater public awareness and participation. Indeed,
neither the need for additional safety research nor the need for public in-
volvement is disputed.'” There is disagreement, however, regarding how
to involve the public and how to proceed in the absence of safety data.

The current state of nanotechnology development offers a narrow win-
dow of opportunity to apply a Promethean approach to technology man-
agement. Although its presence is expanding rapidly, nanotechnology is at
a relatively early stage of commercialization. Neither the technology nor
a regulatory approach has become entrenched—at least not yet. In con-
trast to biotechnology in its early days, nanotechnology researchers and
industry profess an openness to and even a desire for public input. The
relatively undetermined situation, combined with the expected reach of
nanotechnology, calls for a broad examination of policy options to address
nanotechnology’s potential risks proactively while involving the public in a
meaningful way. Such an examination should occur promptly, as the mas-
sive investments in nanotechnology and its rapid growth will soon con-
strain the opportunities for policy change.

Proposals for addressing the potential risks of nanotechnology fall into
three categories: (1) regulating nanotechnology under existing law, (2) pro-
moting voluntary initiatives, and (3) enacting reforms through new regu-
latory authority. Consideration of the strengths and weaknesses of these
options underscores the need to depart from past technology management
approaches and to develop new regulatory authority.

Reliance on Existing Law

One option for governing nanotechnology would be to employ existing law
to address the risks posed by nanomaterials. In a June 2011 policy memo-
randum, the Obama administration indicated its intent to rely heavily on
existing law, and regulators are in the process of developing rules under the
TSCA to require notification and testing with respect to some nanomateri-
als.’® Proponents of this approach contend that “existing environmental]
laws and their implementing regulations generally are well equipped—in
the abstract—to encompass nanomaterials in the context of their respec-
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tive missions.”®” The use of existing statutes, though requiring modest
adjustments, capitalizes on administrative structures already in place and
avoids the difficult task of passing new legislation.

The current state of affairs—in which nanotechnology products are en-
tering the marketplace without effective oversight or public awareness—
resembles the course followed by GMOs. Using existing law to regulate
nanotechnology essentially would mirror the use of the Coordinated
Framework to govern biotechnology. As discussed in chapter 2, that ap-
proach was problematic in many ways. Nonetheless, Gregory Mandel, a
leading critic of the Coordinated Framework, contends that nanotechnol-
ogy regulation presents a stronger case for using existing law than bio-
technology because the “division of authority among agencies for regulat-
ing nanotechnology is currently well-aligned with each agency’s general
mandate and expertise.”'’® Granted, the statutes governing some specific
classes of products, such as drugs and pesticides, could serve as the basis of
adequate oversight, and most other relevant statutes are administered by
the EPA, which is presumably qualified to address health and environmen-
tal hazards.

However, it would be a mistake to rely on existing regulatory authority
alone. Such a course overlooks the unique challenges posed by nanotech-
nology, ignores the weaknesses of existing law and the importance of public
input, and puts society at risk for catastrophic health and environmental
consequences. The central premise underlying the Obama administration’s
approach—that “regulation should be based on risk, not merely hazard,
and . . . must be evidence-based”—neglects the difficulties of generating
nanotechnology risk information."”" That approach gives no weight to the
uncertain hazards surrounding nanotechnology. Furthermore, the TSCA
places such heavy evidentiary burdens on the EPA as to make it almost
toothless in the context of nanomaterials. The TSCA also provides little
incentive for generating the health and environmental data that are sorely
needed. The prospects for identifying and managing the potential hazards
of nanomaterials through T'SCA are bleak, particularly in light of the rapid
rate at which new nanomaterials are being incorporated into commerce.

The role of tort law in governing the risks of nanotechnology will nec-
essarily be limited as well, given the difficulties that plaintiffs are likely
to face in establishing liability. Notwithstanding these difficulties, tort
concerns have attracted some attention from the insurance industry.!”
One insurer, for example, offers coverage specifically “designed for firms
whose principal business is manufacturing nanoparticles or nanomaterials,
or using them in their processes.”'”® As a general matter, insurers are in
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the business of assessing risks and can help to spread their economic con-
sequences.'”* Liability insurance is a risk management tool that can shift
the deterrent pressure of tort law from potential tortfeasors to insurance
companies. Requiring nanotechnology companies to obtain insurance, for
example, would shift incentives to develop risk information from those
companies to insurers.'”” However, those incentives are relatively weak,
and the viability of insurance as a risk management tool ultimately hinges
on tort plaintiffs’ ability to show causation and on insurers’ ability to gauge
risks accurately. In the case of nanotechnology, those abilities are extremely
limited and will remain so for some time.

Voluntary Measures

Another approach to technology management relies on voluntary environ-
mental programs, which have become an increasingly popular alternative
to mandatory regulation in recent years. This growing popularity can be
attributed to legislative and regulatory gridlock in Washington as well as
decreased societal confidence in government regulation.!”s Voluntary envi-
ronmental programs may be initiated by private parties or by the govern-
ment and may involve procedural and substantive measures.!”” Supporters
contend that voluntary initiatives are well suited for addressing nanotech-
nology’s uncertain hazards because of their flexibility and relative ease of
implementation. In contrast to slower-developing risk-based regulation,
voluntary programs arguably allow space for “experimentation, learn-
ingl[,] and graduated action” by regulators and the regulated community.”®
Voluntary initiatives to govern nanotechnology include the EPA’s efforts
to solicit data on nanomaterials through the NMSP as well as collabora-
tive work by DuPont and Environmental Defense on a model framework
for risk analysis.'”” Future voluntary efforts could include a government-
supervised certification scheme for nanotechnology products satisfying
certain testing and risk management standards or the cooperative develop-
ment of guidelines for best nanotechnology management practices.'®
Empirical analyses have generated mixed results on the question of
whether voluntary environmental programs effectively reduce health and
environmental risks or produce useful risk information.!®! Participation
rates are often low, particularly where participation provides insubstantial
benefits to a company and imposes significant costs.'®? Only a handful of
companies participated in the NMSP, for example, apparently because most
had little to gain from doing so.'® Under the right circumstances, industry
peer pressure, public perception, and the threat of regulation or tort liabil-
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ity may provide companies with sufficient incentives to follow voluntary
guidelines or otherwise participate in voluntary programs.'®* With respect
to nanotechnology, however, current incentives to develop and participate
in effective voluntary programs are weak. First, with nanotechnology re-
search and commercialization occurring in numerous companies spread
across a wide range of applications, any peer pressure may be too dispersed
to have much effect.!® Individual companies have little incentive to take
part in voluntary efforts, as goodwill is essentially shared among the vari-
ous companies in the industry. To the extent that reputational benefits may
accrue to participants in voluntary programs, companies may gain public
recognition from associating with a voluntary program without necessarily
producing substantive results.’* The Nano Risk Framework, developed in
2007 by Environmental Defense, a nonprofit, and the DuPont Corpora-
tion, is potentially vulnerable to this problem. The Nano Risk Framework
provides a blueprint for companies to identify and assess risks associated
with nanomaterials.'®” Where risk data are unavailable, the Framework
recommends the use of worst-case default values based on existing assess-
ments of analogous materials. The Framework contains no substantive
guidelines regarding what companies should do with the information ulti-
mately generated, however. Although it may be too early to assess the ef-
fectiveness of the Nano Risk Framework, the fact that companies can claim
adherence to it without undertaking specific risk management measures
raises the possibility that the Framework, even if followed, will have little
substantive effect.

Additional factors suggest that we cannot rely on voluntary programs
alone to govern the risks of nanotechnology. First, there is relatively little
consumer pressure to participate in such programs, as many consumers are
unaware of the increasingly widespread use of nanotechnology. Moreover,
nanotechnology companies face no imminent threat that regulation will
be imposed should they fail to participate in the Nano Risk Framework or
other voluntary programs. Similarly, the threat of tort liability will hardly
prod adherence to voluntary guidelines, since it is improbable at this point
that a tort plaintiff will be able to establish liability for any harms caused
by nanotechnology.

Voluntary environmental programs also may not achieve the rapid re-
sults that are sometimes claimed.'® The NMSP, touted by the EPA as a
means of efficiently gathering nanomaterials risk data that might be used
for the basis of regulation if needed, was neither rapid nor effective.'® The
program was officially proposed in 2005 and launched in 2008. The EPA
accepted industry submissions for nearly two years but ultimately achieved
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minimal participation rates and very little useful risk data.!”* Moreover, the
meager data that were collected are unlikely to be representative, as vol-
untary programs tend to attract the participation of the most responsible
companies with the least to hide.!”! In the end, reliance on voluntary initia-
tives may even leave the public and environment worse off by misleading
the public into believing that effective oversight is in place while forestall-
ing formal regulation.'?

Voluntary programs are also criticized for a lack of transparency, ac-
countability, and mechanisms to evaluate and sanction poor compliance.'”?
These weaknesses can undermine the efficacy of voluntary efforts, and the
NMSP exemplifies some of these weaknesses. Much of the limited infor-
mation submitted under that program has been concealed from the public
under broad assertions that it is confidential business information.!*

One proposal for voluntary regulation, the “Tested N'T” scheme set
forth by law professor Gary Marchant and his colleagues, addresses some
of the weaknesses commonly found in voluntary schemes but may have
limited effect. Under this government-supervised scheme, voluntary cer-
tification would be available for products that meet specified safety test-
ing, data disclosure, and risk management standards.!” The authors of the
proposal contend that participation in the “Tested N'T” program would be
greater than under other voluntary programs because firms would receive
something of value—a Tested N'T" mark that companies could affix to their
products. Government supervision and enforcement, combined with full
public disclosure of supporting data, would help build public trust in the
certification process. As the authors acknowledge, however, the benefits of
participating in the program may not be sufficient to outweigh the costs for
many companies.'” Indeed, given the low public visibility of nanotechnol-
ogy and the inability of consumers to determine whether a particular prod-
uct contains nanomaterials, the presence of a Tested N'T mark on a product
might actually heighten concerns. Under such circumstances, companies
might prefer to leave products unlabeled than to obtain the certification.
Many nanotechnology companies apparently have made a similar calcu-
lation already; in an effort to avoid public and regulatory scrutiny, they
have deleted claims that their products use nanotechnology from product
labels.'” Without widespread participation, the Tested N'T' mark will have
little salience with consumers, and companies will face little pressure to
participate.

Another option to encourage voluntary testing, suggested by law pro-
tessor David Dana, is to provide nanotechnology companies that engage
in health and environmental research with limited protection from tort
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liability.!”® Under this proposal, Congress would enact legislation to pre-
empt state tort law for companies that perform premarket and postmarket
testing. Preemption would apply only to claims that a manufacturer failed
to conduct adequate testing or monitoring, however. Claims that a manu-
facturer failed to respond to actual knowledge of adverse health and envi-
ronmental effects would not be preempted. Though the proposed liability
relief would reduce a significant disincentive to perform testing, the cost
of testing and the potential for creating adverse information that could be
used later against a manufacturer would likely discourage many companies
from participating.'”

In spite of their shortcomings, voluntary efforts can play a supporting
role in the management of nanotechnology’s risks. Voluntary testing and
monitoring can sometimes address regulators’ inability to keep pace by
responding more nimbly to a quickly evolving commercial marketplace.®
For example, the Internet-based GoodNanoGuide, a self-described “col-
laboration platform designed to enhance the ability of experts to exchange
ideas on how best to handle nanomaterials in an occupational setting,” could
enable the rapid sharing of information on good workplace practices.?"!
Voluntary efforts also could lead to the establishment of “green nanotech-
nology” performance and branding standards that incorporate life-cycle
analyses and waste prevention principles.””” And by requiring adherence to
the DuPont-Environmental Defense framework or other voluntary guide-
lines as a condition for providing coverage, insurance companies can of-
fer incentives for nanotechnology companies to assess and manage risks.?"
The practices and standards developed through such efforts can serve as
a starting point or source of information for future regulation. Voluntary
efforts ultimately can be an important complement to direct regulation but
cannot be an adequate substitute for it. Voluntary initiatives can provide
only partial coverage of risks and leave too much control of oversight in the
hands of interested parties.

The Case for Nano-Specific Regulation
General Considerations

Nanotechnology demands regulatory attention because there is a reason-
able basis for suspecting that some nanomaterials present serious health
and environmental hazards. However, in comparison to conventional
chemicals, which often pose hazards as well, nanomaterials are surrounded
by far greater uncertainty. Little is known about the specific characteristics
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that are relevant to toxicity, and the models used to predict the toxicity of
conventional chemicals are not readily applicable. Under these circum-
stances, the data-intensive regulatory regimes now in place, which rely
heavily on quantitative risk assessment, are a poor fit. Research on material
behavior and toxicity, already hampered by limited resources, is unlikely
to keep pace with the development of new types of nanomaterials whose
characteristics may differ substantdally from those of nanomaterials cur-
rently being studied. Regulatory efforts based on existing law ultimately
are likely to become bogged down.

The lack of risk data and inability to detect nanomaterials complicate
the application of any regulatory scheme, new or old, to nanotechnology.?*
Nonetheless, work can begin on designing regulatory regimes that could
be quickly enacted should the need arise.*”® Moreover, the absence of data
is not an insurmountable barrier to all forms of regulation, and it need not
prevent the improvement of existing schemes. At a minimum, regulation
should be designed to encourage the generation of risk data. Furthermore,
statutes can incorporate standards that require little or no health and safety
data as a prerequisite to regulate. Such standards might focus on what is
technologically feasible rather than on the extent of risk reduction. In the
context of nanomaterials, such standards might require, for example, that
companies adopt best management practices to minimize human exposure
and environmental release.?”® While technology-based standards are some-
times criticized as rigid and inefficient, they can be implemented more rap-
idly than standards focused on health risks because of their lesser informa-
tional requirements.?”” Technology-based standards also are comparatively
simple to define and codify and thus are generally easier to administer and
enforce than other types of regulatory standards.

Heightened regulation can impede the pace of innovation or prompt
R&D efforts to relocate abroad, of course.””® It is important not to over-
state the opportunity costs of regulation, however. Like the potential
harms of nanotechnology, many of the potential benefits of nanotechnol-
ogy development are surrounded by uncertainty. Indeed, the more dra-
matic predictions surrounding nanotechnology—suggesting seemingly
infinite applications and possibilities—often involve long-term speculation
about advances in active nanotechnology and molecular manufacturing.?”
The NNTI’s 2007 Strategic Plan, for example, proclaims nanotechnology’s
“potential to transform and revolutionize multiple technology and indus-
try sectors, including aerospace, agriculture, biotechnology, homeland se-
curity and national defense, energy, environmental improvement, informa-
tion technology, medicine, and transportation.””!® Similarly, the National
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Science Foundation’s senior adviser for nanotechnology declares that the
“effects of nanotechnology on the health, wealth, and standard of living for
people in this century could be at least as significant as the combined influ-
ences of microelectronics, medical imaging, computer-aided engineering,
and man-made polymers developed in the past century.”!! If these state-
ments are to be believed, nanotechnology can be all things to all people.

Thanks to these vague promises, the concept of the responsible de-
velopment of nanotechnology has come to command widespread support
from a range of constituencies and interests groups. As Alfred Nordmann
and Astrid Schwarz ask rhetorically, “[W]ho could be against the respon-
sible development of nanotechnology?”?!? The breadth and undetermined
nature of nanotechnology’s potential, in other words, give rise to a seduc-
tive power that makes it logically and politically difficult to argue against
nanotechnology development.

The projected benefits of emerging technologies are hardly assured,
however, as the examples of nuclear energy and biotechnology illustrate.
The early promise of nuclear energy was that it would supply a majority of
the nation’s energy needs in a safe and environmentally sound manner.?"}
That promise, however, is far from being realized today, and it may never
come to fruition in light of the Fukushima Daiichi disaster. Likewise, in
the early days of biotechnology, developers sketched out a vision in which
GMOs would cure cancer, address malnutrition, and solve world hunger.?'*
Yet four decades after the first genetic engineering experiments, the bio-
technology industry has made little progress on these fronts. The benefits
of GM crops that have been commercialized, such as herbicide resistance
and pesticide resistance, have accrued primarily to farmers and GM devel-
opers rather than to consumers. Although nanotechnology encompasses a
wider field of research than biotechnology, it resembles biotechnology in
the hype that surrounds it.?”* Nanotechnology oversight should consider
both promises and pitfalls without succumbing to excessive speculation.
Elements of a more effective oversight system should include disclosure of
the use of nanomaterials, financial assurance requirements for nanotech-
nology companies, and more widespread public engagement.

Labeling

Requirements that manufacturers label products containing nanomate-
rials as such, notify regulators of the use of nanomaterials, and provide
workplace warnings regarding potential nanotechnology risks would help
the public make informed decisions regarding the use of such products
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and promote more efficient choices.?!¢ Consumers could decide whether
to purchase conventional products, whose risks may be better known, or
“new and improved” products containing nanomaterials. Likewise, better-
informed workers could monitor their health more closely and demand
greater safety precautions or wage premiums that reflect the uncertain oc-
cupational hazards they face. In addition, industry would be motivated to
weigh more carefully the competitive advantages of using nanomaterials
against the potential for tort liability and other concerns.?'” Labeling and
disclosure requirements also would advance important normative goals.
Public awareness of nanotechnology would increase, facilitating demo-
cratic deliberation and the exercise of personal autonomy.

A labeling requirement need not be onerous. The European Union has
instituted just such a requirement with respect to nanomaterials in cosmetic
products.?'® Manufacturers must place the word nano in brackets after each
nanoscale ingredient and provide regulators with information, including
safety data, about any nanomaterials used. Such a labeling requirement
charts a sensible middle course between sensational language that might
trigger an overreaction and excessive detail that might be ignored.?”

Substantive Regulation

Labeling requirements increase transparency and create better incentives
for generating information, but they do not directly address the uncertain
hazards of nanotechnology. Among the possible options for achieving the
latter, one might envision at one extreme a moratorium or a ban on products
containing nanomaterials.”?’ The tremendous potential of nanotechnology
and the lack of data establishing adverse health effects from all or even
most nanomaterials, however, undermine the appeal of this option. Indeed,
a complete ban would be politically and practically impossible. Billions of
dollars are pouring into nanotechnology research and development, and
the public is unlikely to support a ban.??! Moreover, a U.S. ban would drive
nanotechnology research and manufacturing to other countries, with po-
tentially significant impacts on economic and military security.”?

A more realistic approach should account specifically for the uncer-
tainties and other characteristics of nanotechnology. J. Clarence Davies, a
former EPA official, has proposed one such scheme. Observing that reme-
diation of nanotechnology pollution is likely to be difficult and ineffective,
Davies argues for preventing pollution by focusing on nanotechnology
products.??® Under his proposal, manufacturers would be required to test
nanomaterials, forward test results as well as any reports of adverse effects



108 ¢ PROMETHEUS REIMAGINED

from exposure to the EPA, and prepare a sustainability plan. The sustain-
ability plan would include a life-cycle analysis and proposed labeling and
restrictions. To commercialize a new nanotechnology product, manufac-
turers would have to demonstrate that the product does not pose unac-
ceptable risks. None of these requirements would apply to nanotechnol-
ogy products already on the market, although the EPA could regulate such
products if they are found to have an adverse effect.

Davies’s proposal would create incentives for companies to develop
health and environmental risk information on new nanotechnology prod-
ucts. Moreover, this approach would shift the burden of uncertainty away
from the public and the environment and to the nanotechnology industry.
Whether companies would be able to demonstrate the absence of unac-
ceptable risks is less clear, however. Proving the absence of such risks may
be difficult, especially for substances that are as poorly understood as nano-
materials.””* In addition, present uncertainties may preclude performance
of a full life-cycle analysis, although at the least risk assessors should be
able to estimate potential exposure levels.??*

One way to strike a balance between innovation and precaution would
be to require nanotechnology companies to post an assurance bond. Un-
der such a proposal, which I have discussed elsewhere in greater detail,
companies would have to provide financial assurance in order to introduce
nanomaterials or products containing nanomaterials into commerce.??®
The requirement could be waived if a company provides sufficient data to
conclude that the manufacture, use, and disposal of the product is safe. A
bonding requirement would assure the existence of funds to pay for dam-
ages that are subsequently discovered.””” By shifting the financial burden
of uncertainty, bonding also gives nanotechnology companies an incen-
tive to undertake research to demonstrate that their products are safe.
Regulators—presumably the EPA—would set the value of the bond at an
amount adequate to cover the worst-case scenario, taking into account any
existing data on toxicity, routes and levels of exposure, environmental fate
and transport, and similarities between the material in question and sub-
stances with known toxicology. The value of the bond could be revised pe-
riodically to reflect new information, and it would be refundable at the end
of a defined period of time if the company could demonstrate lower actual
or expected damages than those estimated in setting the bond.

Implementing a bonding system would be preferable to relying on ex-
isting statutes and the tort system to manage the uncertain hazards of nan-
otechnology. For nanotechnology applications now entering the market,
costs are so uncertain as to render impossible the risk assessment and cost-
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benefit analysis inherent in the TSCA. Environmental bonding, in contrast
to typical cost-benefit approaches, explicitly “acknowledges uncertainty re-
garding the value, resilience, and replaceability of biophysical systems by
assessing serious ex ante financial responsibility for possible environmental
harms.”??8 The imposition of responsibility ex ante also distinguishes envi-
ronmental bonding from tort law, which does little to assure the availability
of funds for compensation or cleanup.

Bonding requirements also create stronger incentives than the status
quo for toxicity research. The TSCA actually discourages such research by
making testing optional while requiring the disclosure of any test results to
the EPA. The tort system has a similar effect.??” A bonding requirement, in
contrast, places the responsibility on manufacturers to produce informa-
tion on health and environmental risks.?** This approach is fair and effi-
cient because manufacturers will profit directly from nanotechnology and
will tend to have the most information about the manufacturing process,
their products, and the substances in those products.?*!

Bonding requirements ultimately address critical weaknesses of the sta-
tus quo while offering a promising middle road for capturing many of the
benefits of nanotechnology. Unlike a ban, a bonding system would allow
some products containing nanomaterials to go forward into the market-
place.?? And in contrast to existing law and voluntary approaches, bonding
would shift the burden of establishing safety off of regulators and onto the
nanotechnology industry.”* In the words of Doug Kysar, environmental
bonding “acknowledges the strength and dynamism of sociolegal systems
such as markets by allowing private actors to proceed with potentially ben-
eficial activities despite the existence of a credible risk of harm.”**

Implementation of an environmental bonding scheme for nanotech-
nology would face several potential challenges and limitations, however.
The most serious of these involve setting bond amounts and addressing
liquidity constraints. With respect to setting bond amounts, at least two
objections could be made to the use of worst-case analysis. First, requir-
ing companies to post a bond based on such analysis may be inefficient;
second, uncertainty makes such an analysis difficult, if not impossible. The
former objection assumes that efficiency maximization is the goal of the
bond-setting process. Even if such a goal were normatively desirable in
the abstract, it makes little sense in the context of nanotechnology, since
the lack of data makes any quantitative analysis of costs, including cost-
benefit analysis, impossible. Indeed, a bonding requirement would actually
create incentives for generating the information that could enable such
analyses.?** The objection to worst-case analysis on the grounds of uncer-
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tainty, while having some merit, is hardly fatal. A bonding requirement is a
tool for taming the unavoidable uncertainties of nanotechnology: Periodic
revision of bond amounts could account for new information, and the re-
fund of excess bond money with interest would mitigate fairness concerns.
Given past experience with the use of environmental bonds, the worry is
not that bond amounts would be too great but rather that they would be
inadequate.?* The costs of unforeseen effects of a catastrophic nature may
exceed bond amounts, or worst-case effects—such as species extinction—
simply may not be rectifiable.”*” A bond requirement thus is hardly perfect,
but it would internalize costs more effectively than does the status quo.

A bonding requirement also could create liquidity problems for smaller
nanotechnology companies and start-ups.*® Such problems could be al-
leviated through the use of third-party surety firms or insurance to protect
against bond forfeiture, although insurers may be reluctant to enter the
market because of difficulties in assessing risks.?** Liquidity constraints ul-
timately may favor larger nanotechnology companies with greater access
to capital over smaller companies.?* This will not necessarily quash all in-
novation, however, or eliminate start-up companies from the industry. The
pharmaceutical industry provides a potentially apt comparison: Thanks
to the lengthy process and high costs involved in identifying, developing,
and seeking FDA approval, smaller companies often partner with larger
companies in developing or marketing new drugs. One can envision the
formation of similar partnerships in the nanotechnology industry; in par-
ticular, large companies that can afford to post bonds may tend to be more
involved in the manufacture of goods for the marketplace, while smaller
companies may focus on research and development activities not subject to
bonding requirements.

Involving the Public

Shaping the future course of nanotechnology should not be left solely to
regulators and industry. The time is ripe for actively involving the public in
assessing and managing nanotechnology. Although nanotechnology con-
tinues to be surrounded by exaggerated claims and vague promises, tech-
nology assessment can now move beyond abstractions and consider actual
applications. Products on the market and in the development pipeline pro-
vide a concrete sense of what nanotechnology can do and of the societal
changes it might bring. At the same time, nanotechnology is not yet en-
trenched within economic and social systems, no regulatory architecture is
fixed, and the future of nanotechnology is yet to be determined.
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So how can the public play a more active and meaningful role in direct-
ing the future of nanotechnology? Labeling and disclosure requirements
would lay the foundation for greater public involvement by raising aware-
ness of the growing presence of nanotechnology. Further measures should
move beyond providing information and engage the public more directly.
First, the public should be incorporated into the process of deciding what
research goes forward. Much of the ongoing activity in nanotechnology
is occurring in research laboratories, and a great deal of this research—$2
billion worth per year—is federally funded. The awarding of federal grants
should explicitly consider the extent to which a grant applicant incorpo-
rates public participation and considers public concerns. Review panels
that make grant awards might even include laypersons whose input on
values-based issues can be particularly useful. Provided that participating
laypersons represent diverse views, the grant proposals that emerge from
such review are more likely to involve lines of inquiry and applications that
are supported by a societal consensus.

Second, technology assessment should be applied more broadly and ef-
fectively to nanotechnology. Efforts undertaken by CNS-ASU and oth-
ers offer encouraging examples of new methods of technology assessment.
Many of these efforts, however, have been limited in scope and effect and
were designed with the primary purpose of achieving the experimental
objectives of the social scientists who carried them out. Adopting various
measures could increase the practical impact of nanotechnology assess-
ments. For example, technology assessment organizers could invite policy-
makers or key support staff to participate. Organizers could also seek out
greater media coverage to raise the public profile of nanotechnology issues.
Furthermore, the involvement of government and policy organizations in
designing and implementing nanotechnology assessment could provide
real-world connections and direction that increase the likelihood that such
assessments will influence the course of nanotechnology development.**

Third, additional methods should be employed to gauge broader pub-
lic sentiment on specific issues, such as the use of nanotechnology for
surveillance or for human enhancement purposes. Public participation is
more likely to be constructive if citizens consider specific applications of
nanotechnology rather than the field as a whole.?*? Innovative methods of
public engagement could include nonbinding referendums or electronic
deliberations. Given the vulnerability of electronic consultation processes
to mass email campaigns, law professor Oren Perez has proposed greater
use of deliberation support systems, such as a Wiki platform, to ensure that
contributions promote deliberative discourse and not mere invective.?*
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Perez offers the Environmental Defense-DuPont Nano Risk Framework
as one example of a policy document that could be refined through a Wiki
platform. The information gathered through such methods may be valu-
able not only to government policymakers but also to scientists, start-up
companies, and investors contemplating further efforts and investments in
nanotechnology.

International Governance

Given the increasingly voluminous global trade of goods incorporating
nanotechnology as well as the ability of nanotechnology research and
manufacturing to relocate, domestic regulation alone will be insufficient.
International attention to nanotechnology also is necessary. Although the
preceding discussion assumes regulatory implementation by the United
States, the impacts of U.S. regulation would not necessarily be confined
to our borders. Multinational corporations may choose to follow domestic
labeling and disclosure requirements in all markets in which they partici-
pate, for example. Moreover, a scheme analogous to that proposed for the
United States could be adopted by other nations individually or by inter-
national agreement. Harmonizing regulation across nations would simplify
compliance for manufacturers, distributors, and processors. It would also
help to avoid a race to the bottom in which countries loosen regulatory
requirements to seek a competitive advantage.”* More generally, inter-
national cooperation could facilitate the pooling of research efforts and
the sharing of data and expertise. Recognizing such benefits, global studies
professor Kenneth Abbott and his colleagues have advocated a framework
convention for nanotechnology that would provide a flexible institutional
structure to respond promptly and in an internationally harmonized man-
ner to emerging nanotechnology risks.?* Patterned after other framework
agreements like the United Nations Framework Convention on Climate
Change (FCCCQC), a framework convention for nanotechnology would ini-
tially contain limited substantive commitments yet could evolve as parties
engage in dialogue and as risk information develops.

Transnational cooperative efforts thus far have been limited. OECD
members are cooperating on several projects pertaining to nanomaterial
hazards and regulation, including the previously discussed development of
safety data.’* The joint development of such data could lay the ground-
work for the joint development of safety standards. Various government
agencies, international organizations, private sector entities, and public
interest organizations also have participated in nanotechnology risk and
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governance initiatives.”” Unfortunately, international coordination of for-
mal regulation is unlikely at this stage. The negotiation of formal treaties is
typically a difficult process that requires the devotion of significant amounts
of time and resources. Slow progress in mitigating climate change pursuant
to the FCCC has raised doubts about the effectiveness of the framework
convention approach to international lawmaking. Furthermore, efforts to
regulate technologies typically follow the demonstration of serious and im-
minent harm, especially for international regulatory efforts, which must
overcome states’ reluctance to yield even a portion of their sovereign pow-
ers.”® Indeed, many nations, spurred by the fear of falling behind, are rac-
ing to develop nanotechnology rather than to regulate it.”¥

A suite of international efforts, including but not limited to a framework
convention, ultimately may be necessary to address the challenges posed by
nanotechnology. Private or voluntary initiatives to certify nanotechnology
products, develop safe practices, or promote information sharing will be
helpful and can be adopted across jurisdictions. Official state involvement
will likely be needed, however, to provide such efforts with legitimacy and
credibility.?** To allay concerns about the slow pace of formal international
action, an international agreement on nanotechnology might begin with
those nations having significant involvement in nanotechnology and later
expand to include other members of the international community.

Concluding Thoughts

Public consideration of nanotechnology is complicated by its broad and
somewhat amorphous boundaries. Nanotechnology encompasses diverse
activities, a wide range of substances, and seemingly innumerable applica-
tions. Moreover, the financial and institutional momentum behind nano-
technology and the forces of regulatory inertia will hamper efforts to effec-
tively regulate nanotechnology’s hazards. As with many other technologies,
the benefits of nanotechnology are often immediate and obvious, whereas
the harms to health, environment, and society are not. Nanotechnology is
notyet fated, however, to follow the same troubled course as GMOs. There
is widespread recognition that nanotechnology could involve potentially
serious dangers, and stakeholders have stated their willingness to discuss
these dangers. In addition, incipient efforts have been made to engage the
public, and members of the public who are presented with information on
nanotechnology have expressed strong interest in the subject. Although
such efforts have so far been inadequate, they suggest the prospect for gov-
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ernments, researchers, industry, nongovernmental organizations, and the
public to be involved in shaping the future of nanotechnology. Waiting
for more safety data and relying on existing law will not suffice, however.
More aggressive efforts must be made to increase public awareness, solicit
informed public views, and hold nanotechnology companies responsible
for their activities, even in the face of uncertain effects.



CHAPTER 4

Geoengineering
A Technological Solution to Climate Change?

Geoengineering refers to a variety of unconventional proposals for respond-
ing to climate change, such as spraying tiny sulfur particles into the at-
mosphere or fertilizing the ocean with iron to stimulate phytoplankton
growth. Climate change undoubtedly poses a critical environmental chal-
lenge, as it threatens higher temperatures, rising sea levels, diminished wa-
ter supplies, impaired food production, and other severe and wide-ranging
impacts.' Broader consequences of climate change could include threats to
public health, ecosystems, and geopolitical stability. Thus far, efforts to ad-
dress climate change have focused exclusively on mitigation and adaptation
as opposed to geoengineering. Mitigation encompasses measures to reduce
greenhouse gas (GHG) emissions or to enhance GHG uptake by forests
and other carbon sinks, whereas adaptation refers to adjustments in natural
or human systems in response to the effects of climate change.” On the
mitigation front, discussions pursuant to the 1992 Framework Convention
on Climate Change (FCCC) yielded the Kyoto Protocol, the only interna-
tional agreement containing binding limits on GHG emissions.’ Progress
to date in actually reducing GHG emissions has been minimal, however.
The emission reductions nominally required by the Kyoto Protocol are in-
sufficient to curb climate change, and recent negotiations, which had been
anticipated to yield more drastic and permanent emissions reductions, have
accomplished little.* Planning of adaptation measures has begun, but it is
widely considered to be even more limited than mitigation in its scope and
implementation so far.

Against this backdrop, geoengineering has gained visibility as a possible
additional weapon against climate change. Geoengineering is a catch-all
term for an array of untested and frequently risky climate-manipulation

I1§
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proposals that fall outside the rubrics of mitigation and adaptation. These
techniques generally involve the “engineering” of physical or chemical pro-
cesses at a planetary scale to counter the climate consequences of higher
GHG concentrations in the atmosphere.’ Specific geoengineering propos-
als include fertilizing the oceans to stimulate phytoplankton growth and
thereby store carbon in the oceans, seeding marine clouds to increase their
reflectiveness, and deploying a thin layer of sulfur particles in the strato-
sphere to deflect the sun’s radiation. At present, geoengineering technolo-
gies are far from mature. No full-scale geoengineering projects have been
undertaken, and no geoengineering techniques are ready to be deployed.®
Research efforts have primarily involved computer modeling rather than
field testing, and the climate models in use are admittedly inadequate.’

The emerging technology challenge posed by geoengineering is dis-
tinct from the others considered in this book in several ways. In contrast
to genetic engineering, for example, geoengineering does not involve a set
of related scientific techniques. Rather, geoengineering refers to a diverse
array of technologies involving differing scientific phenomena and means
of deployment. As a result, a tailored approach for analyzing the potential
hazards associated with different types of geoengineering may be appropri-
ate. Geoengineering proposals do have one thing in common, however: a
shared purpose of countering the elevated carbon levels that cause climate
change. The goal-oriented nature of geoengineering argues in favor of co-
ordinated oversight as well as coordination of any geoengineering activi-
ties that might take place with climate mitigation and adaptation efforts.
Coordination is likely to be most effective through international gover-
nance mechanisms. Indeed, because any geoengineering project would be
designed to affect global climate—and might have unintended effects on
many nations—geoengineering governance is inherently and primarily an
international matter.

None of this is meant to suggest that geoengineering research or de-
ployment should necessarily occur. Geoengineering raises a complex suite
of policy and ethical concerns. One of the unique concerns raised by geo-
engineering is that it poses a potential moral hazard. In the context of in-
surance, moral hazard refers to the reduced incentive of insureds to take
reasonable precautions against an accident because they have insurance.
Similarly, geoengineering research and development may undermine po-
litical, economic, and societal support for the main climate change policy
options of mitigation and adaptation. Each of the various geoengineering
techniques carries serious and substantial risks, uncertainties, and limita-
tions, however. Accordingly, even strong supporters characterize most geo-
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engineering techniques as no more than a backstop or emergency option.
Nonetheless, the moral hazard lies in the possibility that geoengineering
could be depicted—and readily misunderstood—as offering a quick and
painless solution to the complicated problem of climate change.

The increasing attention to geoengineering raises difficult questions
regarding international governance of technology and public participation
in technology management. Despite the relatively undeveloped state of
geoengineering technologies, national governments, international treaty
organizations, and the scientific community are beginning to recognize
the need for governance. This early attention offers hope for developing a
participatory and Promethean approach to this emerging technology.

Background: Geoengineering Techniques

Proposals to geoengineer the Earth focus on responding to the conse-
quences of higher atmospheric concentrations of GHGs. Such proposals
fall into two general categories: carbon dioxide removal (CDR) techniques,
which strive to remove carbon dioxide (CO,) from the atmosphere, and so-
lar radiation management (SRM) techniques, which strive to reflect some
of the sun’ radiation into space. Atmospheric concentrations of CO, are
now estimated at 390 parts per million (ppm) and rising, well above pre-
industrial levels of 280 ppm.® While there is much debate regarding the
CO, levels at which severe or catastrophic consequences might follow,
there is international consensus for taking significant mitigating actions
of some sort.” CDR techniques, by removing CO, from the atmosphere,
would move GHG concentrations in the atmosphere back toward their
natural state. As GHG levels decline, it is expected that the Earth’s climate
system would return toward earlier conditions. SRM techniques, in con-
trast, would not lower GHG concentrations but would instead attempt to
control climate conditions by reducing the amount of radiation absorbed
by the Earth. Because SRM techniques essentially focus on climate change’s
symptoms rather than its scientific root causes, they tend to involve greater
risks and uncertainties. The discussion here briefly considers leading pro-
posals within each category.

Carbon Dioxide Removal

In the global carbon cycle, carbon is exchanged naturally among the at-
mosphere, the oceans, the earth, and living things. CDR techniques seek
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to enhance certain parts of this cycle to reduce the amount of carbon in
the atmosphere. Examples of CDR techniques include fertilization of the
oceans, direct capture of CO, from the air, and enhancement of natural
chemical processes in which minerals react with CO,. Land use changes
to increase carbon uptake, such as afforestation, also remove CO, from
the atmosphere, but they typically are not categorized as geoengineering
because of their low-tech, more conventional nature.!’

Ocean fertilization has received the most research attention of all CDR
techniques.!' Ocean fertilization seeks to dramatically accelerate the natu-
ral process by which carbon is stored in the deep oceans. Under natural
conditions, CO, is transferred from the atmosphere to the deep oceans
in a process that takes approximately one thousand years. Central to this
process are phytoplankton, which live at the ocean surface and convert at-
mospheric carbon to organic carbon. When the phytoplankton die, much
of the carbon they absorbed during their lives returns to the atmosphere
through natural decay.'? The rest of the carbon, however, is transported to
the deep oceans as the dead phytoplankton sink. Through ocean fertiliza-
tion, this process theoretically could take place in years, if not months."?
The hypothesis underlying ocean fertilization is that the unavailability of
various micronutrients limits biological productivity in certain ocean re-
gions. Adding a relatively small amount of these micronutrients in those
regions may drastically increase phytoplankton populations and conse-
quently the amount of carbon transported to the deep oceans.

Based on inverse correlations between atmospheric CO, concentra-
tions and the amount of iron in atmospheric dust, some scientists have
postulated iron to be the most important limiting micronutrient. In theory,
the addition of one atom of iron could lead to the sequestration of 100,000
organic carbon atoms. Furthermore, global supplies of iron are believed
to be sufficient to support mass fertilization of the oceans at a relatively
moderate cost."* However, it is not at all certain that ocean fertilization
will cause substantial amounts of dead phytoplankton to sink into the deep
oceans. In addition, even if ocean fertilization were effective and widely
implemented, it could sequester only a modest fraction of the carbon emis-
sions generated by humans each year."”

Indeed, the results to date of small-scale ocean fertilization experiments
and computer modeling have been unimpressive.!¢ In these trials, iron fer-
tilization has demonstrated little ability to promote carbon transfer to the
deep oceans. A number of factors appear to be at work, including a scarcity
of nutrients other than iron, slower rates of vertical mixing in the oceans
than are necessary to remove carbon from the atmosphere, and grazing
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of phytoplankton by other organisms.'” Verifying that carbon has actually
been sequestered in the deep oceans is difficult, if not impossible.'® More-
over, iron fertilization appears to stimulate the growth of toxic phytoplank-
ton species in particular, with potentially fatal effects on various marine
animals.!” These findings are troubling, as the small-scale studies that have
been carried out can predict only some of the adverse consequences of
ocean fertilization. In general, environmental effects are likely to vary with
the scale at which ocean fertilization—or any geoengineering—is carried
out. Ocean fertilization schemes ultimately risk significant alteration of
ocean chemistry and marine ecosystems. Phytoplankton form the foun-
dation of marine food webs, and changes in their populations could lead
to the creation of ocean regions low in oxygen, unpredictable ecosystem
shifts, and even heightened production of methane and other GHGs.?

A second proposed CDR technique, direct capture of CO , involves the
use of chemical processes to absorb CO, from the ambient air. Sometimes
referred to as artificial trees, direct capture is akin to existing pollution
control technologies for other air pollutants: scrubbers would remove CO,
from the atmosphere, and the removed CO, would then be stored using
carbon sequestration techniques.”! The chemical processes behind direct
capture are relatively straightforward, but the fact that CO, makes up only
0.04 percent of the atmosphere presents a serious technical challenge to
implementation.”? To get a sense of the technical difficulties, one can com-
pare this figure with the concentration of CO, in the exhaust stream of
commercial power plants, which exceeds 1o percent.?* Even at this higher
concentration, the expense of carbon capture and sequestration has thus far
precluded the existence of a single full-scale commercial power plant that
captures CO, from all of its exhaust streams.”* Given the far lower con-
centration of CO, in the atmosphere and the capital and energy require-
ments of artificial trees, direct capture will surely be less efficient and more
costly than postcombustion capture at a power plant.”® Indeed, the energy
required to capture CO, from the atmosphere and to store it may generate
more than a ton of carbon for every ton of carbon captured if carbon-based
tuels are used to power the capture process.”® Renewable energy could be
used to operate direct capture facilities, but the inefficiencies of direct cap-
ture suggest that it would be more sensible to dedicate such energy instead
to displacing high-carbon energy sources.”

Another set of CDR techniques, enhanced weathering, seeks to ac-
celerate natural processes in which CO, is removed from the atmosphere
through chemical reactions with carbonate or silicate minerals.”® Enhanced
weathering could be implemented on land or in the seas. When added to
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the oceans, carbonate and silicate minerals not only can sequester carbon
but also can counter the acidification of the oceans caused by higher CO,
concentrations in the atmosphere.?” A major drawback to enhanced weath-
ering, however, is the immense quantity of minerals that would be needed.
"To obtain and transport these minerals, large-scale mining and transporta-
tion activities, which are costly and damaging to the environment, would
have to be carried out.*

By reducing GHG levels in the atmosphere, each of these CDR tech-
niques would address the scientific phenomena at the heart of climate
change. The use of CDR techniques could complement emissions re-
duction efforts and could even help drive net carbon emissions negative.
Thus far, however, ocean fertilization appears ineffective and problematic,
artificial trees inefficient, and enhanced weathering environmentally de-
structive. Furthermore, because CO, remains in the atmosphere for long
periods of time, CDR techniques could have only a gradual effect in coun-
tering global warming.!

Solar Radiation Management

Whereas CDR seeks to reduce GHG concentrations in the atmosphere,
SRM seeks to deflect the sun’s energy. The Earth’s climate remains rela-
tively constant because the Earth radiates heat back into space at approxi-
mately the same rate as it absorbs energy from the sun. Greenhouse gases
act as a partial insulator in reducing the amount of heat energy radiated
back into space.’> SRM techniques attempt to counter the warming result-
ing from increased atmospheric GHG concentrations by blocking a frac-
tion of the incoming solar radiation. For example, to counter the warming
effect that would result from a doubling of CO, concentration, approxi-
mately 1.8 percent of incoming solar radiation would need to be blocked.?
In theory, SRM could occur at the Earth’s surface, in different layers of
the atmosphere, or in outer space. SRM techniques are particularly con-
troversial, however, because they generally involve even greater risks and
uncertainties than those posed by CDR.

For the most part, SRM methods could be deployed more rapidly and
inexpensively than CDR techniques. As such, and in light of their risks,
SRM techniques have sometimes been characterized as “Plan B”—a poten-
tial emergency response to a sudden and catastrophic worsening of climate
conditions.** Although defining what constitutes a climate emergency is
likely to be difficult and controversial, emergency scenarios could include
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the sudden melting of polar ice sheets, a severe and widespread drought,
the shutdown of critical ocean currents that temper regional climates, the
release into the atmosphere of vast amounts of methane (a substance with
approximately twenty times the warming effect of CO)), or other unpre-
dictable phenomena.** As climate mitigation efforts have continued to stall,
however, the temptation to deploy SRM even in the absence of emergency
circumstances has grown.*

One of the most prominent SRM proposals involves the release of tiny
sulfur particles into the stratosphere. Scientists have observed that the
unintended addition of sulfur to the stratosphere, whether from volcanic
eruptions or industrial activity, produces a cooling effect by causing more
sunlight to be reflected into space.’” To deliberately accomplish a simi-
lar result, various proposals suggest the deployment of airplanes, artillery
shells, balloons, or even giant towers rigged with hoses to release sulfur
aerosols.’® Such proposals have focused on the use of sulfur aerosols be-
cause, when introduced as a gas into the stratosphere, sulfur avoids clump-
ing and other problems that might result if solids were to be used.*” Deliv-
ery of aerosols into the stratosphere—approximately 20 kilometers above
the Earth’s surface—rather than the lower atmosphere would be necessary
to ensure that the particles remain in the atmosphere for more than a few
days.* In the stratosphere, chemical and microphysical processes would
convert the sulfur into particles of suitable sizes to scatter sunlight. These
particles would be expected to remain in the stratosphere for one to two
years.

The use of stratospheric aerosols is one of the most seriously discussed
geoengineering proposals because of its apparent technical and economic
teasibility. Initial computer modeling suggests that sulfate aerosols would
reduce average global temperature increases and counter changes in pre-
cipitation.” A scheme to release aerosols could be deployed relatively
quickly, proponents contend, and once deployed, would reduce tempera-
tures quite rapidly.* The estimated costs of operating such a scheme range
from several billion dollars per year (less than 1 percent of annual global
military expenditures) to $200 billion per year.* Projections of effective-
ness and implementation costs are necessarily speculative, however. Scien-
tists have yet to carry out field experiments involving the technique, and
maintaining the appropriate size distribution of aerosol droplets will be
technically difficult.¥ Indeed, the modeling done thus far rests on grossly
simplified assumptions regarding the Earth’s climate system.* Moreover,
the logistics required to support such a scheme are imposing: under one
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proposed delivery method, a dedicated fleet of specialized aircraft would
have to make thousands of flights per day, sustained over hundreds of years,
to deliver sufficient sulfur to the stratosphere.*’

More important, these cost estimates completely disregard the poten-
tial for adverse consequences. Even under the limited and idealized model-
ing that has been carried out, the release of sulfur aerosols would produce
significant regional perturbations in climate.* One important effect could
include modification of the Asian and African summer monsoons, which
would have severe ramifications on food supplies for billions of people.*
The release of stratospheric aerosols could also generate global impacts
on the environment and human safety. For example, sulfur aerosols could
exacerbate depletion of the stratospheric ozone layer, which provides pro-
tection from the sun’s ultraviolet rays. While sulfur aerosols themselves do
not directly destroy ozone, they can provide a surface for the activation of
ozone-destroying chlorine gases already present in the stratosphere.’® This
would magnify the negative effect of these gases on ozone and undermine
international progress in phasing out the use of ozone-depleting substances.
In addition, the forms of sulfur likely to be used in a stratospheric aerosol
scheme—either hydrogen sulfide or sulfur dioxide—are highly toxic and
corrosive and thus would necessitate special handling precautions.’!

Another SRM proposal involves whitening clouds over the ocean. In
theory, cloud whitening techniques could significantly increase the Earth’s
reflectivity, or albedo, and thereby reduce the amount of solar radiation
absorbed.*? Seventy percent of the Earth’s surface is covered by the oceans,
which have an albedo far less than that of clouds.”® Just as ship tracks form
around the exhaust released by ships traveling across the oceans, clouds
could be formed or brightened by seeding them with tiny seawater par-
ticles. To generate such particles, aircraft could release a suitable powder,
or ships or other sea vessels could produce a mist of sea salt from ocean
water.”* The aerosols that would be used in cloud whitening have a rela-
tively short lifetime (ten days or so), and thus would have to be constantly
replenished. The upside of this short lifetime is that any cloud whitening
experiment could be stopped rapidly if problems arise.”> With greater un-
derstanding of climate systems, geoengineers might even locate and time
cloud whitening to provide localized cooling where needed.*

Cloud whitening has been the subject of computer modeling, and re-
searchers are developing plans for field experiments.’”” Because scientists
have yet to resolve technical design issues with respect to the spray gen-
erator that would do the seeding, however, the costs of carrying out such
schemes are unknown.” The whitening of marine clouds on a broad scale,
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moreover, would likely have regional effects on temperature, precipitation,
wind, and ocean currents, and these effects require careful consideration.”

Yet another SRM approach—a somewhat fanciful one—would in-
volve the deployment of reflectors in outer space. Under such propos-
als, a shield—comprised of dust particles, dustbin-sized discs, aluminum
threads, or large mirrors—would be launched into orbits situating them
between the Earth and the sun.®® The use of space-based deflectors would
avoid some of the hazards associated with proposals utilizing aerosol re-
leases, such as ozone depletion. However, there are serious drawbacks. The
deployment of space-based deflectors would likely have various regional
weather effects.®! The deflectors would have to be continually replaced at
the end of their useful lives, lest rapid climate change occur. In addition, the
deflectors would generate debris that could interfere with Earth-orbiting
spacecraft.”” Most important, a space-based approach would be extremely
expensive and take decades to implement.®® These difficulties have led the
United Kingdom’s Royal Society to conclude that space-based techniques
“contain such great uncertainties in costs, effectiveness (including risks)
[,] and timescales of implementation that they are not realistic potential
contributors to short-term temporary measures for avoiding dangerous
climate change.”**

A major shortcoming of SRM techniques generally is that they have no
effect on atmospheric GHG concentrations. As a result, SRM could serve
only as a stopgap measure to buy additional time for humankind to re-
duce GHG emissions or find other means of countering climate change.
Through natural processes occurring over the course of centuries, the
oceans would absorb the CO, already released by humans.® But in the
absence of dramatic measures to stop the growth of GHG emissions and to
reduce atmospheric GHG concentrations, SRM would face what has been
called the “termination problem.” Once deployed, SRM efforts would have
to continue for perhaps several hundred years, for their sudden cessation
would result in extremely rapid climate change to which human societ-
ies and natural ecosystems would have little time to adapt.”’” Because of
the termination problem, SRM techniques require a long-term commit-
ment to their continued operation. As an ethical matter, it is questionable
whether current generations should lock future generations into such a
commitment; as a practical matter, it is uncertain whether human society
could carry it out.®®

Because SRM techniques do not reduce atmospheric GHG levels, they
also would not counter the problem of ocean acidification. The acidity of
the ocean is directly correlated to GHG levels in the atmosphere, and in-
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creased acidity could lead to the loss of many of the Earth’s coral reefs,
which serve as important marine habitat.®” In addition, since certain plant
species flourish under high concentrations of atmospheric CO , elevated
GHG levels would confer a competitive advantage to these species and
thus affect terrestrial ecosystems, habitat, and biodiversity as well.”

The Need for Governance Now

Though geoengineering proposals are largely theoretical at this time, the
preceding discussion demonstrates that there is no shortage of ideas for
geoengineering the Earth. Scientists are generally proceeding with cau-
tion: Some proposals have been the subject of computer modeling, but
in most instances, little or no field research has been done.” Full-scale
deployment of tested geoengineering systems, if it ever occurs, may be de-
cades away. Consequently, one might question whether any governance
of geoengineering is necessary at this time. There are nevertheless several
convincing reasons for initiating governance efforts immediately.

Mounting Momentum for Geoengineering Research

First, governance efforts are more likely to be effective if implemented in
the early phases of technological development. Although the imposition
of burdensome regulatory requirements could slow research and develop-
ment, past experience with emerging technologies indicates that the op-
posite danger is more likely. That is, the momentum that builds behind
unregulated technologies can overwhelm subsequent efforts to incorporate
public input or to impose meaningful oversight. With respect to genetic
engineering, for example, the pivotal Asilomar Conference took place just
as research efforts were moving forward. Even then, the conference was
“too late,” as one panelist later remarked. The vast majority of conference
participants were already committed to moving forward with recombinant
DNA research.”” Similarly, the momentum to commercialize nanotechnol-
ogy has swamped efforts thus far to open up the nanotechnology develop-
ment process to assessment and meaningful public participation.

For geoengineering, now may be the optimum time to discuss and de-
velop governance structures. Research interest is growing among scientists
and policymakers, as is commercial interest in geoengineering projects
that might eventually generate carbon offsets.” These growing interests
are demonstrated by a recent and controversial ocean fertilization experi-
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ment in which an American businessman scattered 100 tons of iron dust in
the Pacific Ocean without government or scientific oversight.”* Powerful
interests that could wield undue influence on policy in favor of deploy-
ment have not yet become entrenched, however.”” Society has not made
vast investments of human or financial capital in geoengineering or in a
particular geoengineering infrastructure. Nor is society locked into tech-
nical commitments by path dependency. Moreover, while climate change
is an urgent problem, we are not yet facing the sort of emergency condi-
tions that might preclude careful deliberation, debate, and experimentation
before deploying geoengineering. Granted, our ability to develop detailed
regulation at this time is constrained by our limited understanding of the
concerns posed by various geoengineering techniques. Proactive gover-
nance nonetheless can be a means of identifying and analyzing ethical is-
sues, fostering global political discussions, formulating the conditions—if
any—that might justify deployment, and guarding against unilateral or
hostile deployment.” Even a skeletal governance framework could serve as
the foundation for articulating more specific rules in the future as circum-
stances change and more information becomes available.

The need to oversee geoengineering research and not just deployment
further necessitates early governance. Research oversight is warranted
by the potential for widespread and unintended consequences from field
tests and the likely influence of near-term research choices on long-term
geoengineering policy. Oversight also is necessary because geoengineer-
ing research is directed toward a highly contested goal; such research is
not being conducted purely for the sake of discovering new knowledge.””
Governance of research can determine research priorities, address the per-
missibility of field tests, ensure the performance of adequate research to
identify risks, and set research guidelines.

Research efforts thus far have largely involved theorizing and com-
puter modeling. Theorizing, modeling, and even contained laboratory
experiments are necessary to determine whether particular geoengineer-
ing techniques might work, and they pose little or no direct risk to the
environment. Such processes can yield only so much information, however.
Because current climate models rely on gross simplifications, the results
generated by such models must be viewed with skepticism.”® Similarly,
contained laboratory experiments might provide support for the principles
underlying various geoengineering proposals but can only hint at whether
such proposals will work in uncontrolled conditions and on a global scale.
A better understanding of the benefits and risks associated with certain
techniques requires field tests, and proposals to undertake such tests are
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growing.”” Even small-scale field tests can generate their own risks, how-
ever. More problematically, small-scale tests are unlikely to dispel much
of the uncertainty regarding how the Earth’s climate system might react
to full-blown geoengineering efforts. As philosopher Martin Bunzl points
out, “You cannot encapsulate part of the atmosphere and it is too complex
to be able to build a realistic non-virtual model at scale.”®

An examination of proposals for small-scale testing of stratospheric
aerosols reflects some of the limitations at issue. Some observers have sug-
gested that this testing be performed over small areas, but such restrictions
would not confine the geographic extent of climate effects. A release of
stratospheric aerosols near the North or South Poles, for example, would
affect not only climate in the polar regions but also monsoon patterns in
the middle latitudes.®! Another option for conducting small-scale testing
could involve the release of very limited quantities of aerosols. Although
such testing might avoid drastic negative consequences, the effects of such
a release would be virtually impossible to distinguish from the normal
variations of weather and climate.*? Indeed, despite decades of experience
with cloud seeding, scientists still cannot determine whether these modest
weather modification efforts actually work, even at a local scale.®® Large-
scale field tests that might provide useful and accurate data for assessing
a geoengineering proposal essentially would require full-scale implemen-
tation of a geoengineering project itself.** Large-scale field testing must
be subject to oversight, as should any field testing with the potential for
adverse effects.

Ease of Unilateral Deployment

The deployment of geoengineering would not require dramatic diplo-
matic breakthroughs. Moreover, although geoengineering techniques face
substantial technical barriers to effective implementation, the principles
behind the techniques are not unusually complex. The relative ease with
which a single nation might launch geoengineering efforts, however im-
perfect, provides an added reason for establishing international governance
sooner rather than later.

Combating climate change through GHG emissions reductions ul-
timately will require cooperation among many nations to be effective.
Agreeing on and coordinating such an effort is a painstaking process, as
such aggregate efforts are particularly susceptible to free riding. Emissions
reductions by some countries, in other words, can undermine the incen-
tive for other countries to reduce their own emissions.* Geoengineering,
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in contrast, potentially reframes climate change as a problem for which
unilateral rather than aggregate action may provide a solution. If a single
nation were to carry out geoengineering, there would be little need for
treaty mechanisms to encourage participation or to counter the tempta-
tion to backslide on commitments.®® Nevertheless, such a course would
not eliminate the need for international governance to properly authorize
geoengineering and to address the potential for adverse effects on millions
if not billions of people.?

International oversight is important because a number of countries
have the economic resources and technical capacity to independently carry
out ocean fertilization, stratospheric aerosol release, or other geoengineer-
ing projects.® Few engineering barriers would prevent a country from re-
leasing sulfur particles into the stratosphere or dumping iron particles into
the ocean. However, the potential hazards of geoengineering are poorly
understood, and the technical details of effective implementation are yet to
be worked out. Global governance can safeguard against rogue and poten-
tially reckless efforts to engineer the climate without adequate analysis and
international approval. Global governance can also address the potential
use of geoengineering as a weapon.

Moral Hazard

A third reason for initiating geoengineering governance now is the po-
tential moral hazard that geoengineering presents. While geoengineering
is often characterized as an emergency backstop to mitigation, the poten-
tial for its use could undermine public, political, and financial support for
the seemingly more difficult task of reducing GHG emissions through
development of renewable energy sources, redesign of industrial pro-
cesses, changes in lifestyle, and other means of mitigation.*” Nobel laure-
ate Thomas Schelling has argued that “the economics of geoengineering
compared with CO, abatement . . . transforms the greenhouse issue from
an exceedingly complicated regulatory regime to a simple—not necessar-
ily easy, but simple—problem in international cost sharing.”” Similarly,
economist and Freakonomics coauthor Steven Levitt contends that geoen-
gineering “could end [the climate] debate” and allow humanity to “move
on to problems that are harder to solve.””! By offering the prospect—or
mirage—of a quick, low-cost, and relatively painless solution to climate
change, geoengineering could lead to an unwarranted perception that
GHG emissions reductions and adaptation measures are unnecessary.” A
complacent world might even emit more GHGs, generating more climate
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damage than would have occurred in the absence of any geoengineering
efforts.

Citing the limited role envisioned for geoengineering under most pro-
posals, some commentators have expressed doubt that geoengineering
would present much of a moral hazard.”” Under these proposals, geoengi-
neering would simply be “Plan B”—a backup option for rapidly responding
to an imminent climate emergency.* In addition, proponents of geoengi-
neering research generally emphasize the preliminary nature of their pro-
posals and caution against exclusive reliance on geoengineering techniques.
It is unlikely, however, that geoengineering options, once developed, would
be confined to a Plan B role.” The prospect of spending billions of dol-
lars to develop the technology but not to deploy it is implausible. Already,
there are increasing calls for geoengineering to serve as “Part 2 of Plan
A’—that is, as a supplement to accompany emission reduction and adapta-
tion measures.” Geoengineering options are beginning to attract the sup-
port of influential industry groups.”” Moreover, carbon-intensive industries
face strong incentives to persuade the public that geoengineering offers a
relatively painless alternative to mitigation. The somewhat tenuous public
support for GHG regulation, energy conservation, and other long-term
mitigation measures could ultimately erode in the face of geoengineer-
ing’s bold yet untested promises. Indeed, psychological biases could lead
to excessive optimism about geoengineering. For example, overconfidence
bias leads people to overvalue the magnitude of a possible outcome and
to undervalue the statistical probability associated with that outcome.”
Consequently, people may give undue emphasis to the dramatic benefits
suggested by stratospheric aerosols yet disregard quantitative assessments
of risk and uncertainties associated with the technique. Similarly, under
the phenomenon of hyperbolic discounting, people tend to give especially
little weight to future costs and benefits when comparing them to present
ones.” This tendency could lead to insufficient consideration of geoengi-
neering’s potential downsides, which are not well understood. The slippery
slope of technological development combines with the problem of moral
hazard to suggest the need for careful framing and oversight of geoengi-
neering research and development.'®

Complexity of the Problem

Finally, the various ethical, legal, political, and technical issues raised by
geoengineering also argue in favor of early governance. Deciding whether
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to proceed with geoengineering—and if so, how—will be complicated and
difficult. Planning and executing any geoengineering scheme on a scale
necessary to counter global warming will be logistically complex, and en-
suring its reliable operation over decades if not centuries presents daunting
challenges of institutional governance.'”! Because geoengineering neces-
sarily has global implications, including potentially catastrophic risks, its
governance should be based on international discussions and widespread
public input. How that governance might be designed is addressed later
in this chapter; for present purposes, the important point is that the pro-
cess of debating geoengineering and deciding on a governance regime
will take time. This process need not and should not await the results of
further geoengineering research. As David Keith, a leading proponent of
geoengineering research, has recognized, even experiments with minimal
environmental impacts can have nontrivial implications because of path
dependency and research momentum. Keith accordingly cautions that
“[t]aking a few years to have some of the debate happen is healthier than
rushing ahead with an experiment.”!” That debate will involve more than
a weighing of risks and benefits, for geoengineering raises thorny ethical
questions. These questions include whether such techniques are morally
permissible, how to define the responsibilities of those countries most at
fault in contributing to climate change, what obligations current genera-
tions have to future generations, and whether utilitarian concerns justify
geoengineering deployment.!®

In sum, it is not too early to develop governance mechanisms for geoen-
gineering. This conclusion is consistent with the views of many researchers
as well as the growing attention that national governments and interna-
tional forums are devoting to geoengineering. In 2009, for example, the
U.S. House Committee on Science and Technology and the United King-
dom’s House of Commons Science and Technology Committee began a
collaborative inquiry on geoengineering. This inquiry, which included sev-
eral hearings, resulted in a report on geoengineering “research needs and
strategies” authored by the chair of the U.S. House committee as well as
a report on the regulation of geoengineering by the House of Commons
committee.'™ Similarly, the German Federal Ministry of Education and
Research commissioned a 2011 report on geoengineering with the aim of
establishing a knowledge base “for public debate and political decision-
making” and “stimulating international debate on climate engineering.”'®®
International treaty organs also have begun to analyze the applicability of
existing treaty regimes to certain geoengineering techniques. As our expe-
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rience with other emerging technologies suggests, oversight of research is
critical because the foundation for future developments and for subsequent
policy decisions is laid at the research stage.

Governance So Far

"There are various options for geoengineering governance, ranging from do-
mestic law to international law and from informal “soft” law to formal regula-
tion. This discussion focuses on international governance options. Although
national policies on geoengineering might be more readily established, they
are likely to take a backseat to international policies in light of geoengineer-
ing’s global dimensions.!” Geoengineering will have global consequences,
and domestic regulation by one nation may have little effect on geoengineer-
ing activity by other nations. Geoengineering has been analogized to a ther-
mostat for the Earth, and geoengineering governance encompasses ques-
tions that must be determined by the global community: Whose hand is on
the thermostat, and at what temperature setting?'”” Under one model of in-
ternational governance, governance may be top-down, formalized in a treaty
and in binding legal rules and administered through international organiza-
tions and national governments. Alternatively, governance may be bottom-
up, expressed through research guidelines or informal norms developed by
the scientific community or a broader set of stakeholders. Incipient efforts at
geoengineering governance reflect both approaches. Given the limitations
of each, it is likely that both approaches will be necessary—though perhaps
not sufficient—to govern geoengineering.

Formal Governance

At present, no international treaty agreements directly address geoengi-
neering. Treaty-based international oversight of scientific research activi-
ties is similarly rare. Nonetheless, several treaties could be interpreted or
extended to apply generally to geoengineering or geoengineering research.
In addition, other, narrower treaties arguably could govern certain specific
types of geoengineering.

A leading example of a treaty that might generally apply to geoengi-
neering is the United Nations Framework Convention on Climate Change
(FCCC)."® Signed in 1992, the FCCC is the framework agreement un-
der which international negotiations to address climate change have taken
place for two decades. The commitments made in the FCCC are general
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in nature, focus primarily on encouraging mitigation, and create no clear
obligations with respect to geoengineering. Nonetheless, as a framework
convention, the FCCC contemplates the formation of subsequent protocol
agreements on specific matters as further information develops and inter-
national support builds. The FCCC may be a useful mechanism for ad-
dressing geoengineering because almost all nations of the world are parties
to the FCCC, there are already well-established institutions for adminis-
tering and implementing the treaty, and these institutions could coordinate
geoengineering efforts with mitigation and adaptation strategies to combat
climate change.'” Although the parties to the FCCC have yet to address
geoengineering, the Intergovernmental Panel on Climate Change, a sci-
entific body that supports the FCCC by assessing information on climate
change, is now convening expert meetings on the subject.!!

The Convention on Biological Diversity (CBD), which has broad
membership and focuses on the conservation of biodiversity, is another
treaty that could be applied to geoengineering.!"! The CBD does not di-
rectly address geoengineering or climate change, but its members have an
interest in these topics insofar as they affect biodiversity. Ocean fertiliza-
tion experiments have been of particular concern to the CBD regime. In
2008, the parties to the CBD issued a decision “requesting” that member
states ensure that ocean fertilization projects do not occur absent “an ad-
equate scientific basis on which to justify such activities” and “a global,
transparent and effective control and regulatory mechanism.”"'? The deci-
sion allows “small-scale scientific research studies within coastal waters” to
proceed, subject to several conditions. Such projects must be (1) “justified
by the need to gather specific scientific data”; (2) “subject to a thorough
prior assessment of the potential impacts . . . on the marine environment”;
(3) “strictly controlled”; and (4) “not . . . used for generating and selling
carbon offsets or any other commercial purposes.” Advocates of further re-
search have attacked this exception for small-scale studies in coastal waters
as arbitrary and overly restrictive. Specifically, they argue that experiments
must take place in the open ocean and over large areas to generate useful
information regarding the effectiveness of ocean fertilization."”* In a subse-
quent decision, CBD members nonetheless extended to all geoengineering
activities the approach they had adopted for ocean fertilization. This more
recent decision urges that no geoengineering activities take place unless
“science based, global, transparent and effective control and regulatory
mechanisms” are in place.!™* The decision, which contains an exception
for “small scale scientific research studies . . . in a controlled setting,” also
demands an adequate scientific basis for geoengineering and consideration
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of environmental, social, economic, and cultural impacts. The legal impact
of the decision has been questioned, however, because of its nonbinding
nature and because of the nonclimate focus of the CBD regime.'”

Parties to the London Convention and London Protocol (LC/LP), a
marine pollution treaty regime that regulates the dumping of waste into
the sea, have also considered the permissibility of ocean fertilization exper-
iments.!® Each of these treaties prohibits ocean dumping, which is defined
to include “any deliberate disposal into the sea of wastes or other matter
from vessels, aircraft, platforms or other man-made structures at sea.”'"’
“Placement of matter for a purpose other than the mere disposal thereof,”
in contrast, is allowed as long as such placement is not contrary to the pur-
poses of the LC/LP.!® In 2007, the parties to the LC/LP agreed that ocean
fertilization falls within the jurisdiction of the LC/LP and that “given the
present state of knowledge regarding ocean fertilization, . . . large-scale op-
erations [are] currently not justified.”” The parties subsequently adopted
a resolution distinguishing between “legitimate scientific research”—
which would be regarded as placement for a purpose other than disposal
and therefore permissible—and other ocean fertilization activities (such as
full-scale deployment), which “should not be allowed.”'* Individual na-
tions are to apply an assessment framework to determine “with utmost cau-
tion, whether a proposed ocean fertilization activity constitutes