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## Zusammenfassung

Diese Dissertation befasst sich mit der Analyse eines gekoppelten Systems der Form

$$
\left\{\begin{align*}
(\mathcal{E} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t),  \tag{1.1}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) .
\end{align*}\right.
$$

Es besteht aus einer semilinearen abstrakten differential-algebraischen Gleichung (DAE) und einer semilinearen hyperbolischen partiellen Differentialgleichung zweiter Ordnung. Beide Gleichungen sind durch die nichtlinearen Kopplungsoperatoren $\phi_{1}$ und $\phi_{2}$ miteinander gekoppelt.
Gekoppelte Systeme dieser Art können als spezielle abstrakte DAEs und als Verallgemeinerungen von partiell differential-algebraischen Gleichungen aufgefasst werden. Sie spielen in vielen Anwendungen wie der Modellierung von multiphysikalischen Systemen, bei der Simulation von Schaltkreisen, oder der Optimalsteuerung von Gasnetzwerken eine Rolle.

In der vorliegenden Arbeit diskutieren wir zunächst nur die abstrakte DAE und führen sogenannte Matrix-induzierte lineare Operatoren ein. Wir übertragen unter Nutzung dieser Operatoren einen Entkopplungsansatz für DAEs auf den unendlichdimensionalen Fall der vorliegenden abstrakten DAE. In Kombination mit einer neuartigen Index-1-Charakterisierung für semilineare abstrakte DAEs gelingt es uns, die inhärente gewöhnliche Differentialgleichung und die algebraischen Nebenbedingungen aus der abstrakten DAE zu extrahieren und Existenz und Eindeutigkeit von Lösungen zu zeigen.

Anschließend verbinden wir die entwickelten Ansätze zur Behandlung von derartigen abstrakten DAEs mit bereits bekannten Ansätzen für die Analyse von hyperbolischen Gleichungen zweiter Ordnung, und schaffen einen einheitlichen Rahmen, in dem wir das gekoppelte System (1.1) diskutieren können. Mithilfe eines Fixpunktansatzes zeigen wir Existenz und Eindeutigkeit von lokalen und globalen Lösungen zu diesem gekoppelten System.

Zu guter Letzt formulieren wir ein Optimalsteuerungsproblem, in dem das System (1.1) als Nebenbedingung auftritt. Wir zeigen die Existenz einer optimalen globalen Steuerung und einer globalen Minimalstelle.

## Abstract

In this thesis, we analyze a coupled system of the form

$$
\left\{\begin{align*}
(\mathcal{E} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t),  \tag{1.1}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) .
\end{align*}\right.
$$

It consists of a semilinear abstract differential-algebraic equation (DAE) and a semilinear second order hyperbolic partial differential equation. Both equations are coupled through the nonlinear coupling functions $\phi_{1}$ and $\phi_{2}$.

Coupled systems of the form (1.1) can be interpreted as a specific kind of abstract DAE or as a generalization to partial differential-algebraic equations. They are relevant for a variety of applications, for instance the modeling of multiphysics systems, the simulation of circuits, or the optimal control of gas flow through a pipe network.

In this thesis, we first discuss only the semilinear abstract DAE, and introduce so-called matrix-induced linear operators. Using these operators, we transfer a decoupling strategy developed for DAEs to the infinite-dimensional setting of abstract DAEs. In combination with a novel index-1 characterization for semilinear abstract DAEs, this allows to extract from the abstract DAE the inherent ordinary differential equation and the complementing algebraic equations. We then prove existence and uniqueness of solutions.

We combine the developed analytical techniques for semilinear abstract DAEs with matrix-induced linear operators with analytical tools known from the theory of second order hyperbolic equations to provide a framework suitable for the analysis of system (1.1). By means of a fixed-point approach, we show existence and uniqueness of local and global solutions.

Finally, we formulate an optimal control problem where system (1.1) acts as a side condition. We show the existence of an optimal control and a global minimizer.
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## 1 Introduction

Many natural phenomena are modeled by differential equations, whether it is to describe the interaction between physical particles, or to understand how chemical substances react and diffuse, whether it is to model the spreading of a new virus, or to predict the climate change or local weather. The ever-increasing computational power and the availability of larger and larger sets of data allow to describe all of these phenomena using better suited and more complex sets of differential equations in which the describing components of the underlying physical, chemical, or biological system are intimately coupled. Understanding these systems and knowing how to influence them in a desirable way helps to develop new strategies, e.g. for how to practice agriculture in a more sustainable and cost efficient way, it helps to predict consequences of events like earthquakes, hurricanes, and inundation, and it indicates how to counteract for instance undesirable effects of long-term medication.

With this thesis we try to help towards a better understanding of coupled systems of different kinds of differential equations. More specifically, we analyze a coupled system of an abstract differential-algebraic equation (DAE) and a specific secondorder hyperbolic partial differential equation (PDE), the wave equation. It takes the form

$$
\left\{\begin{align*}
(\mathcal{E} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t)  \tag{1.1a}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t)
\end{align*}\right.
$$

This coupled system consists of the semilinear abstract DAE (1.1a) and the semilinear wave equation (1.1b). The two solution variables $u$ and $v$ are both functions of the time $t$ and of spatial variables not explicitly stated here. The linear operator $\mathcal{E}$ of (1.1a) is a so-called matrix-induced linear operator introduced in Chapter 2, and the coupling functions $\phi_{1}$ and $\phi_{2}$ are nonlinear but continuous. The system can be manipulated through right-hand side functions $q_{1}$ and $q_{2}$. For the analysis in this thesis, it will be complemented by appropriate initial and boundary conditions.

The main goal of this thesis is the analysis of the system (1.1). In particular, we want to provide a framework in which existence and uniqueness of local and global solutions can be ensured. The perhaps most challenging task in this analysis is to find a common setting in which all components of the coupled systems can be discussed satisfactorily. In the course of mathematical research history, the analytical techniques and tools developed to analyze a specific differential equation became more and more tailored and bespoke. Our intent is, in a sense, to go a step in the opposite direction, to see if it is possible to consolidate the different settings for
abstract DAEs and hyperbolic second order PDEs, and to strive towards a more unified framework which is equally suited for both. Thus, we are driven not only by an external but also an inner-mathematical motivation.

## Main Contributions

We want to emphasize the main contributions of this thesis. First, we develop the notion of so-called matrix-induced linear operators. Although these kinds of operators appear frequently but implicitly in the research literature on abstract DAEs, e.g. $[86,128]$, and although they promise to be very useful, particularly for the analysis of coupled systems, they have not been discussed in the context of abstract DAEs so far. Using this kind of operators, we are able to translate a decoupling approach that was developed for DAEs in [64] to the infinite-dimensional framework of abstract DAEs. In combination with a novel theoretical existence result for a certain type of operator equation, see Theorem 2.20, this decoupling approach allows to prove existence and uniqueness of strong solutions for a semilinear abstract DAE of the form (1.1a).

Second, we provide a framework for the coupled system (1.1). To this end, we first discuss a related system where the wave equation (1.1b) is coupled with an abstract ordinary differential equation (ODE) instead of (1.1a). We prove existence and uniqueness of local as well as global solutions to this related coupled system by means of a fixed-point approach. Afterwards, we use the techniques developed in Chapter 2 to transfer the results to system (1.1).

Third, we take a glance at an optimal control problem which is constrained by the related coupled system of abstract ODE and wave equation. We discuss whether the framework previously chosen for the analysis of (1.1) is equally appropriate for the optimal control problem, and we show under strong assumptions that the optimal control problem admits a global minimizer.

## Structure and Literature

Observe that each chapter is more or less similarly structured. Due to the inherent consolidating character of this thesis, each chapter starts with a detailed introduction into the chapter's general topic. We then give an overview of the contributions of the chapter and integrate our results into existing research literature. Therefore, we will keep this overview short.

Chapter 2 is dedicated to our first main contribution, the analysis of a semilinear abstract DAE of the form (1.1a). We introduce the concept of matrix-induced linear operators, define appropriate solution spaces, and prove existence and uniqueness of a solution. The work of this chapter can be seen as a continuation and an addition
to the research done by Tischendorf [119] and Matthes [86], but is also related to [9, 128].

In Chapter 3, we give an introduction into the topic of second order hyperbolic equations. We present certain general techniques for the analysis of such equations, we highlight characteristic features, and we apply these results to the special case of the prototypical linear wave equation. This serves as a justification to use Equation (1.1b) as a representative of a larger class of second order hyperbolic PDEs.

Chapter 4 is dedicated to our second main contribution. First, we provide a suitable framework for a related coupled system of abstract ODE and wave equation, and we provide existence and uniqueness results under specific assumptions on the coupling functions $\phi_{1}$ and $\phi_{2}$. Afterwards, we transfer the results obtained to coupled systems of the form (1.1).

Finally, in Chapter 5, we take a first step into an optimal control problem where the coupled system of abstract ODE and wave equation related to (1.1) serves as a restriction. We are able to show the existence of an optimal control and a global minimizer for a specific cost functional. We do not derive first or higher order conditions.

This thesis is complemented by three appendices. In Appendix A, we recall the intricate relation between certain matrix factorizations, generalized inverses of matrices, and projections onto and along certain subspaces. In Appendix B, we collect tools and knowledge from functional analysis, in particular from the theory of Bochner spaces. In Appendix C, we recall existence results for abstract differential equations and operator equations.

## Citation and Notation

Our aim is to make this thesis as consistent as possible to provide for a pleasant lecture. This applies to citations as well, which is why most statements we took from literature are not cited verbatim. Nevertheless, we always indicate where a certain statement can be found.

Throughout this thesis, $[0, T] \subset \mathbb{R}$ always denotes a finite time interval with $T>0$. The dimension of the spatial domain $\Omega \subset \mathbb{R}^{d}$ is consistently denoted with $d \in \mathbb{N}$. The solution variable for ODEs and DAEs is $u$; the solution variable for PDEs is usually $v$. If $u$ is vector-valued, it maps either to $\mathbb{R}^{n}$ or $\mathbb{R}^{r}$. The specific meanings of the natural numbers $n \in \mathbb{N}$ and $r \in \mathbb{N}$ will become clear in Chapter 2.

A general Banach space is denoted by $\left(X,\|\cdot\|_{X}\right)$. Following [124], we denote the dual space of $X$ with $\left(X^{\prime},\|\cdot\|_{X^{\prime}}\right)$. We use $|\cdot|$ exclusively for the Euclidean norm in the finite-dimensional vector space $\mathbb{R}^{n}$. In all other cases, also for general Hilbert spaces, the norm is denoted by $\|\cdot\|$. We indicate the specific norm by a subscript; the only
exceptions to this rule are matrix norms which have to do without. The transpose of a matrix $A$ is denoted by $A^{\mathrm{T}}$.

A general Hilbert space is denoted by $(H,(\cdot, \cdot))$. We explicitly distinguish between dual pairings $\langle\cdot, \cdot\rangle_{X}$ and inner products $(\cdot, \cdot)_{H}$. If unambiguous, we drop the subscript for dual pairings and inner products. This holds true also and in particular when we use Gelfand triples $\left(X, H, X^{\prime}\right)$, see Definition B.2.

If a Banach space $X$ is embedded in another Banach space $Y$, we write $X \hookrightarrow Y$. In this thesis, embeddings are always topological embeddings, i. e. they are injective and continuous. If an embedding is dense or compact, we do not use a specific notation but rather write it out explicitly.

Given a function $v:[0, T] \rightarrow X$, we denote with $v^{\prime}$ its first derivative with respect to time. Since we do not identify certain Lebesgue-Bochner spaces with Lebesgue spaces, for instance, we always write $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ and never $L^{2}((0, T) \times \Omega)$, the notation for the time derivative is unambiguous. Other partial derivatives or normal derivatives are written out explicitly. In this thesis, in particular when using Sobolev spaces or Bochner spaces of weakly differentiable abstract functions, we avoid the use of distributional derivatives. For our purposes, the notion of weak derivatives is sufficiently general.

Apart from the common abbreviations, we only use two more. In formulas, we write f. a. a. instead of "for almost all", and we use a.e. instead of "almost everywhere".

Finally, we would like to explain one specific notational decision. Throughout this thesis, we collect necessary assumptions separately. This permits to simply refer to these assumptions at the beginning of definitions, theorems, and so on. It also helps to keep the assertions concise, and it allows to base one assumption upon another. Therefore, we decided to number the assumptions consecutively without referring to the chapter in which the assumption first appeared. Unfortunately, this makes our assumptions harder to find, which is why we provided a list of assumptions directly subsequent to the table of contents.

We conclude the introduction by stating the first and most fundamental assumption which is supposed to hold throughout the entire thesis.

Assumption 1. Let $[0, T] \subset \mathbb{R}$ be a given fixed time interval with $T>0$, and let $\Omega \subset \mathbb{R}^{d}$ be an open interval for $d=1$, and a Lipschitz domain for $d \in\{2,3\}$, see Definition B. 10 .

## 2 Analysis of an Abstract Semilinear DAE

## Introduction to Differential-Algebraic Equations

Differential-algebraic equations (DAEs) are, beside ordinary differential equations (ODEs) and partial differential equations (PDEs), a third type of differential equations. There are various different perspectives on DAEs and their extensions but perhaps the most common way to understand them is as constrained differential equations. If the dynamical behavior of a physical system is described by an ODE but the state of this physical system is subject to certain algebraic constraints, DAE systems arise. Such algebraic constraints appear naturally in many fields of applications. In flow networks, for instance the gas flow through a pipe network, electrical circuits, or the blood flow through the cardiovascular system, such algebraic constraints emerge in the form of Kirchhoff's Laws. Consequently, flow networks can be efficiently modeled by DAEs [41, 42, 119], [47, 87, 111]. But DAEs and their extensions are also widely used to describe and model mechanical multibody systems which appear in aerospace engineering or robotics [12, 112, 114], or problems in chemical engineering [25]. DAEs also appear as reduced models in singular perturbation theory [59], or when semidiscretizing multiphysics systems, see for instance [ $9,11,118,128]$.

Notions of DAEs Due to their ubiquity, there is nowadays a large variety of terms describing DAEs and their extensions. Terms like abstract DAEs, operator DAEs, constrained PDEs, Partial Differential-Algebraic Equations (PDAEs), and more all describe, in general, some form of constrained differential equation but vary depending on the context in which they appear and the mathematical framework in which they are stated. Unfortunately, there is no unanimous agreement on what term describes what kind of equations, and so, in order to facilitate the integration of the abstract DAE analyzed in this chapter into the existing research literature, we would like to clarify these terms for the scope of this thesis.

In general, DAEs can, similar to ODEs, be formally understood as equations of the form

$$
\begin{equation*}
f\left(t, u(t), u^{\prime}(t)\right)=0 \tag{2.1}
\end{equation*}
$$

Equation (2.1) is called a DAE if a), and similarly to ODEs, it holds in a finitedimensional vector space such as $\mathbb{R}^{n}$, and $b$ ), and in strict contrast to ODEs, the partial derivative of $f$ with respect to the third variable is supposed to be a singular
matrix; see [72, p. xix, 97]. In particular, throughout literature the term "DAE" is used to refer to a constrained ordinary differential equation in a finite-dimensional setting. In this setting, we commonly expect solutions to be differentiable in the classical sense.

In contrast to DAEs, abstract DAEs, or synonymously operator DAEs, refer to constrained differential equations in an infinite-dimensional setting. Here, we usually look for solutions with a different type of regularity than for DAEs. In particular, we do not expect the solution to be classically differentiable neither with respect to spatial variables nor with respect to time. The term "PDAE" was coined by Simeon and Arnold [114] and initially used to refer to coupled systems of PDEs and DAEs; see also [12, 13]. Nowadays, PDAEs comprise also constrained PDEs as a special case such as the incompressible Navier-Stokes Equations, see [113, pp. 29 sq.]. The analysis of abstract DAEs and PDAEs, their numerical treatment, and their applications are part of current and ongoing research, see for instance [9, 40, 62, 86, 128].

Properties of Solutions to DAEs As mentioned above, a DAE is a constrained ordinary differential equation; however, it is not obvious which part of a given DAE describes the inherent dynamics and which part belongs to the constraining nondynamical part. To illustrate this, consider formally the exemplary system

$$
\left\{\begin{array}{l}
u_{1}^{\prime}(t)=u_{2}(t)+r(t), \\
u_{3}^{\prime}(t)=u_{1}(t), \\
u_{1}(t)=g(t)
\end{array}\right.
$$

with solution variables $u_{1}, u_{2}, u_{3}$ and right-hand side functions $g$ and $r$. At first sight, it looks as if the first two equations described the dynamical part of this DAE, and the third equation were the constraint. However, the unique solution is given through

$$
u_{1}(t)=g(t), \quad u_{2}(t)=g^{\prime}(t)-r(t), \quad \text { and } \quad u_{3}(t)=u_{3}\left(t_{0}\right)+\int_{t_{0}}^{t} g(s) \mathrm{d} s
$$

So, the dynamics of the DAE are determined entirely by $u_{3}$ and by means of only one and not two equations. Only for the third component $u_{3}$, it is possible to prescribe initial values. Moreover, in order to solve this DAE, it is necessary not only to integrate but also to differentiate the right-hand side function $g$. Therefore, the right-hand side functions of a DAE usually have to be more regular than the right-hand side functions of ODEs. Since on the other hand solutions to DAEs may also depend on derivatives of the right-hand side functions, they may show a more unstable behavior.

Due to these considerations we will distinguish carefully between differentiable, differentiated, and dynamical variables. The dynamical variables of the DAE are the
ones describing the inherent dynamics; this would be $u_{3}$ in our example. A differentiated variable is a variable which appears in a differentiated way in the DAE. In our example, derivatives of both $u_{1}$ and $u_{3}$ appear, and thus both are differentiated variables. Finally, depending on the context or the framework in which we discuss the DAE, a variable that is neither dynamical nor differentiated may still be differentiable. For instance, $u_{2}$ is differentiable if $g$ and $r$ are sufficiently smooth.
Although the example above is stated in a DAE way, it is clear that our deliberations translate to the infinite-dimensional framework and thus to solutions for abstract DAEs and PDAEs. There, it is generally just as necessary to distinguish between dynamical, differentiated, and differentiable parts of the solution. For the analysis of the abstract DAEs discussed in this chapter, we will be particularly mindful of this.

## Overview and Literature

The main objective of this chapter is to analyze the abstract semilinear DAE

$$
\begin{equation*}
(\mathcal{E} u)^{\prime}(t)+\phi(t, u(t))=q(t) \quad \text { for } 0 \leq t \leq T . \tag{2.2}
\end{equation*}
$$

Here, $\mathcal{E}$ is a matrix-induced linear operator, see Section 2.1, and $\phi$ is a nonlinear continuous mapping. The right-hand side function $q$ is allowed to be discontinuous. Equation (2.2) is supposed to hold in a Banach space. In view of different notions of solutions existing for abstract differential equations stated in infinite-dimensional function spaces, we are interested in strong solutions. Following [39, Chapter 7, 95, p. 109], we call strong solution a solution that is continuous, differentiable almost everywhere, and has an integrable time derivative. This notion has to be distinguished from classically differentiable solutions, mild solutions which appear in semigroup theory, see [95], as well as weak solutions, and distributional solutions, the last two known from standard PDE theory. Confer for instance [108, pp. 51 sq.$]$.
This chapter is organized as follows. In Section 2.1, we introduce the concept of matrix-induced linear operators. They are linear and bounded operators that act pointwise almost everywhere like matrices. The concept itself is not novel; however, the restriction to operators of this specific type in the abstract DAE context allows on one hand to transfer quite naturally decoupling strategies that work for DAEs to the infinite-dimensional setting. On the other hand, we do not deem this restriction exceedingly critical since these operators appear very frequently in applications. Further, many examples given in recent research literature implicitly use this type of operators; compare for instance the examples given in [86, 128]. Also, matrixinduced linear operators directly fulfill specific algebraic assumptions that otherwise need to be explicitly stated.

In Section 2.2, we introduce an appropriate functional analytical setting in which we can understand DAE (2.2). We also show that DAE (2.2) can always be rewritten
as a properly stated abstract DAE. The notion of properly stated DAEs is taken from [72] and goes back to fundamental work by Balla and März [15] and März [85]. Rewriting the DAE in such a way allows for an analysis with lowest possible smoothness demands; cf. [72, p. 51].

In Sections 2.3 and 2.4, we present a decoupling technique to separate the dynamical components of the solution from the non-dynamical ones and to find the inherent dynamical and the complementing algebraic equations. Our decoupling procedure is based on the dissection approach introduced by Jansen [64], which in turn is related to the tractability concept of [72] and the strangeness concept of [71]. The dissection approach is transferred to work in our infinite-dimensional setting. In Section 2.4, we also present with Theorem 2.20 a novel theoretical result that allows, under specific assumptions on the nonlinear function $\phi$, to express the non-dynamical variables as a function of the dynamical variables. In other words, Theorem 2.20 provides an index-1-like criterion for the abstract DAE (2.2). We then can solve the dynamical equations, the inherent ODE, with respect to the dynamical variables, afterwards recover the non-dynamical variables, and dynamical and non-dynamical variables together form a solution to our abstract DAE. We close this chapter with a discussion in Section 2.5.

There exists a considerable amount of literature on the theoretical fundamentals of DAEs. The textbooks by Kunkel and Mehrmann [71] and Lamour, März, and Tischendorf [72] are excellent starting points into the world of DAEs. Both include very well-written introductions into the topic, many examples, and many bibliographical references. The significant textbooks on the numerical solution of DAEs by Brenan, Campbell, and Petzold [21] and Hairer, Lubich, and Roche [58], and the seminal paper by Petzold [97] should not go unmentioned. In [113] the modern history of DAE research is presented legibly and enjoyably. In [85], DAEs are discussed from a functional analytical point of view which is particularly interesting in view of abstract DAEs. All of these publications discuss mainly or exclusively DAEs in a finite-dimensional setting.

PDAEs and more general abstract DAEs are part of ongoing research. As such systems do arise out of very different contexts, they are often discussed by means of very different techniques which makes for a challenging comparison. In $[2,4-6,16$, 119] PDAEs are discussed in the context of electrical circuits connected to semiconductors, diodes, or electromagnetic components. In these articles, a modified nodal analysis of the electrical circuit leads to a DAE and the diodes or semiconductors are described by PDEs. In the context of flexible multibody systems, PDAEs were analyzed in [12, 13, 114], and the modeling of such PDAEs and their numerical treatment is elaborately discussed in the monograph by Simeon [112].

Abstract DAEs can be interpreted as a generalization to PDAEs. Their structure is often more general as it does not necessarily take the form of a coupled system of PDE and DAE. In [119], abstract DAEs with monotonicity properties are discussed. A general functional analytical framework and possible discretizations are presented
here. In [86], this work is continued and existence results for such systems are developed. These abstract DAEs can be understood as a generalization of the circuitfield PDAEs from electrical engineering we mentioned before. A general framework for abstract DAEs arising from fluid dynamics is discussed in [40]. Such systems include notably linearizations of certain Navier-Stokes equations. In [9, 10, 128], abstract DAEs with semiexplicit structures or saddle point structures are analyzed in quite general functional analytical frameworks. Also various discretizations and numerical methods for solving such systems are discussed.

The abstract semilinear DAE (2.2) which we analyze in this chapter is comparable to abstract DAEs of the form

$$
\mathcal{A}^{*}(\mathcal{D} u)^{\prime}(t)+\mathcal{B}(t)(u(t))=r(t)
$$

which are discussed in $[86,119]$. Such abstract DAEs are understood in a variational sense. The linear operators $\mathcal{A}, \mathcal{D}$, and $\mathcal{B}$ are more general than the matrix-induced linear operator $\mathcal{E}$ of (2.2). In particular, $\mathcal{B}$ may be a differential operator, e. g. the spatial Laplacian $-\Delta$. However, the operators $\mathcal{A}$ and $\mathcal{D}$ are also more specific in the sense that $\mathcal{A}$ has essentially to be the adjoint of $\mathcal{D}$. This is not required in our thesis; cf. Section 2.2. Moreover, $\mathcal{D}$ has to meet certain structural assumptions, see [119, p. 70,86, p. 58$]$, which are automatically met by matrix-induced linear operators. The analysis presented in [86] follows closely the analysis of abstract ODEs given in [126, Chapter 23, 127, Chapter 30]. In particular, the operator $\mathcal{B}$ needs to possess the typical monotonicity properties to apply the Theorem by Browder and Minty, see [127, Chapters 26 and 30]. For the analysis of system (2.2), we make use of a certain monotonicity assumption, too. However, the nonlinear function $\phi$ essentially needs to be monotone on a specific subspace only due to our novel theoretical result Theorem 2.20 in Section 2.4.

As mentioned before, the abstract DAEs analyzed in $[9,10]$ have a semiexplicit structure. The explicitly given algebraic constraint is incorporated by means of a certain Lagrangian method. This is quite different to our approach and notably the abstract DAE (2.2) is not required to have a semiexplicit structure. In [128], abstract DAEs with a saddle-point structure are analyzed. Such a structure arises in particular out of the Lagrangian method applied to the abstract semiexplicit DAEs of $[9,10]$. The abstract DAEs of [128] are linear although they allow for certain time-dependent operators which would correspond to the operator $\mathcal{E}$ being timedependent. For (2.2), we assume $\mathcal{E}$ to be constant in time.

### 2.1 Matrix-induced Linear Operators

In this section, we introduce the concept of matrix-induced linear operators. So far these kinds of operators have not been discussed in literature although they seem to be a fitting tool to discuss Banach space valued DAEs. This holds in particular
for abstract DAEs that arise out of network structures like flow networks. But also in view of coupling different types of differential equations like in multiphysics systems, such operators promise to be useful. It seems only appropriate to exploit the algebraic structure which is inherent to networks, graphs, and systems of different types of differential equations, and we believe that matrix-induced linear operators are well-suited for this purpose. Perhaps not very surprisingly, it turns out that many benign properties matrices possess can be transferred to matrix-induced linear operators, and thus, analytical tools which are known for DAEs should be more easily transferable to abstract DAEs whenever matrix-induced linear operators appear.

In the following, we define matrix-induced linear operators between Lebesgue and Bochner spaces. The presentation is tailored to the search for strong solutions of DAE (2.2).

Definition 2.1 (Matrix-induced Linear Operator between Lebesgue Spaces). Let a matrix $E:=\left(e_{i j}\right) \in \mathbb{R}^{m \times n}$ be given. For fixed $1 \leq p \leq \infty$, we associate to $E$ the linear and bounded operator

$$
\begin{equation*}
\mathcal{E}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{m}\right), \tag{2.3}
\end{equation*}
$$

defined for $u \in L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ through

$$
(\mathcal{E} u)(x):=E \cdot u(x)=\left(\begin{array}{c}
\sum_{j=1}^{n} e_{1 j} u_{j}(x)  \tag{2.4}\\
\vdots \\
\sum_{j=1}^{n} e_{n j} u_{j}(x)
\end{array}\right)
$$

where the multiplication of $E$ with $u(x)$ is meaningful for almost all $x \in \Omega$.

Remark. The linearity of $\mathcal{E}$ is obvious, and $\mathcal{E}$ is bounded (continuous) since

$$
\begin{equation*}
\|\mathcal{E} u\|_{L^{p}\left(\Omega, \mathbb{R}^{m}\right)}:=\left(\int_{\Omega}|E u(x)|^{p} \mathrm{~d} x\right)^{1 / p} \leq\left(\int_{\Omega}\|E\|^{p}|u(x)|^{p} \mathrm{~d} x\right)^{1 / p}=\|E\|\|u\|_{L^{p}\left(\Omega, \mathbb{R}^{n}\right)} . \tag{2.5}
\end{equation*}
$$

Here, $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^{m}$ or $\mathbb{R}^{n}$, and $\|E\|$ is the corresponding induced matrix norm of $E$.

As common for linear bounded operators, we can lift the considerations to Bochner spaces. To this end, recall that for any Bochner-integrable function $u:[0, T] \rightarrow$ $L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ and linear operator $\mathcal{E}$, the mapping $t \mapsto(\mathcal{E} u)(t):=\mathcal{E} u(t)$ is Bochnerintegrable, too. We refer to Appendix B. 3 for more information and relevant literature; see in particular Theorem B.17.

Definition 2.2 (Matrix-induced Linear Operator between Bochner Spaces). Let

$$
\mathcal{E}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{m}\right)
$$

be a matrix-induced linear operator between Lebesgue spaces, see Definition 2.1. Then, we can define in a canonical way a linear and bounded operator

$$
\begin{equation*}
\mathcal{E}: L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right) \rightarrow L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{m}\right)\right) \tag{2.6}
\end{equation*}
$$

denoted with the same symbol, through $(\mathcal{E} u)(t):=\mathcal{E} u(t)$ for $u \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$. Additionally, it holds

$$
\begin{equation*}
\mathcal{E} \int_{t_{0}}^{t_{1}} u(t) d t=\int_{t_{0}}^{t_{1}} \mathcal{E} u(t) \mathrm{d} t \tag{2.7}
\end{equation*}
$$

for any $t_{0}, t_{1} \in[0, T]$.
Remark. The linearity of the operator $\mathcal{E}$ given through (2.6) is again obvious, and by (2.5)

$$
\begin{align*}
\|\mathcal{E} u\|_{L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{m}\right)\right)} & =\left(\int_{0}^{T}\|\mathcal{E} u(t)\|_{L^{p}\left(\Omega, \mathbb{R}^{m}\right)}^{p} \mathrm{~d} t\right)^{1 / p} \\
& \leq\left(\int_{0}^{T}\|E\|^{p}\|u(t)\|_{L^{p}\left(\Omega, \mathbb{R}^{m}\right)}^{p} \mathrm{~d} t\right)^{1 / p}=\|E\|\|u\|_{L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)} \tag{2.8}
\end{align*}
$$

holds. This shows the boundedness of $\mathcal{E}$ given by (2.6). Equation (2.7) is a special case of a more general result stated and proved in [39, pp. 156 sqq.].

The appeal of matrix-induced linear operators lies in the possibility to transfer many nice properties matrices possess to these kind of operators. They allow for example for generalized inverses. In view of our dissection-based decoupling strategy laid out in Section 2.3, we would like to point out that linear operators induced by projection matrices are also projections, i. e. they are linear and idempotent, but moreover, they are continuous. Note that in Banach spaces projections onto subspaces do not need to be continuous; in fact, a notable result by Lindenstrauss and Tzafriri [80] states that in any Banach space which is not isomorphic to a Hilbert space, there are closed subspaces which are not image of a continuous projection operator; cf. [23, p. 39].

Next, we present some of the properties of matrix-induced linear operators. We focus particularly on those that will be used later in this thesis. But before, we recall the concept of generalized inverses for linear operators. For matrices, the notions of generalized inverses in general and Moore-Penrose inverses in particular are well-known. Also, the strong relationship between generalized inverses and projections is thoroughly understood in this case, and we refer to Appendix A and the textbooks cited
therein for more information. But for linear operators, this is a topic which is rarely discussed in standard textbooks on linear functional analysis. In view of abstract DAEs and specifically the projection-based decoupling procedure proposed by Lamour, März, and Tischendorf [72], generalized inverses of linear operators promise to be a highly interesting tool for the analysis of certain types of abstract DAEs stated in infinite-dimensional function spaces. To the best of our knowledge, generalized inverses for linear operators between general topological vector spaces were first examined by Nashed [89, 90], Nashed and Votruba [91, 92], and Ben-Israel and Greville [17]. Their connection to normally solvable operators was also investigated in [89], and normally solvable operators can be linked to DAEs as demonstrated in the survey by März [85].

Lemma 2.3. Let two matrices $E \in \mathbb{R}^{k \times n}$ and $F \in \mathbb{R}^{m \times k}$ as well as their respective induced linear operators

$$
\mathcal{E}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega ; \mathbb{R}^{k}\right) \quad \text { and } \quad \mathcal{F}: L^{p}\left(\Omega, \mathbb{R}^{k}\right) \rightarrow L^{p}\left(\Omega ; \mathbb{R}^{m}\right)
$$

be given as in Definition 2.1. Then, the composition $\mathcal{F} \circ \mathcal{E}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{m}\right)$ coincides with the linear operator induced by the product matrix $F \cdot E \in \mathbb{R}^{m \times n}$.

Proof. By definition, it holds for $u \in L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ and for almost all $x \in \Omega$

$$
((\mathcal{F} \circ \mathcal{E}) u)(x)=(\mathcal{F}(\mathcal{E} u))(x)=F \cdot((\mathcal{E} u)(x))=F \cdot(E \cdot u(x))=(F \cdot E) \cdot u(x) .
$$

In other words, the mapping $E \mapsto \mathcal{E}$ that assigns to a matrix its corresponding induced linear operator is structure-preserving. Observe that this result can be sharpened if we consider only matrices $E \in \mathrm{GL}_{n}(\mathbb{R})$. Then, the mapping $E \rightarrow \mathcal{E}$ is a group isomorphism between $\left(\mathrm{GL}_{n}(\mathbb{R}), \cdot\right)$ and the set of invertible matrix-induced linear operators, equipped with usual law of composition. See also Corollary 2.6 below.

Definition 2.4. Let $X$ and $Y$ be two Banach spaces, and let $\mathcal{E} \in \mathcal{L}(X, Y)$. An operator $\mathcal{E}^{-} \in \mathcal{L}(Y, X)$ is called an (algebraic) generalized inverse of $\mathcal{E}$ if it satisfies

$$
\begin{equation*}
\mathcal{E E}^{-} \mathcal{E}=\mathcal{E} \quad \text { and } \quad \mathcal{E}^{-} \mathcal{E E}^{-}=\mathcal{E}^{-} \tag{2.9}
\end{equation*}
$$

In other words, $\mathcal{E}^{-}$is an inner as well as an outer inverse.

Lemma 2.5. Let $E \in \mathbb{R}^{m \times n}$ be a matrix and denote with $\mathcal{E}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{m}\right)$ its corresponding induced linear operator as in Definition 2.1. Let $E^{-} \in \mathbb{R}^{n \times m}$ be a fixed generalized inverse of $E$. Then, the linear operator $\mathcal{E}^{-}$induced by $E^{-}$is a generalized inverse of $\mathcal{E}$.

Proof. The result follows from Lemma 2.3. In fact, by Definition A.1, $E$ and $E^{-}$ satisfy

$$
E E^{-} E=E \quad \text { and } \quad E^{-} E E^{-}=E^{-} .
$$

Consequently, for $u \in L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ and for almost all $x \in \Omega$, it holds by Lemma 2.3

$$
\left(\mathcal{E} \mathcal{E}^{-} \mathcal{E} u\right)(x)=\left(E E^{-} E\right) u(x)=E u(x)=(\mathcal{E} u)(x) .
$$

In other words: $\mathcal{E}^{-}$is an inner inverse of $\mathcal{E}$. Analogously we show that $\mathcal{E}^{-}$is an outer inverse. Thus, the linear operator $\mathcal{E}^{-}$induced by the matrix $E^{-}$is a generalized inverse to $\mathcal{E}$ in the sense of Definition 2.4.

Corollary 2.6. If a square matrix $E \in \mathbb{R}^{n \times n}$ is invertible, its corresponding induced linear operator $\mathcal{E} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ is invertible, as well. Its inverse $\mathcal{E}^{-1} \in$ $\mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ is induced by the inverse $E^{-1}$ of $E$.

Lemma 2.7. Let $P \in \mathbb{R}^{n \times n}$ be a projection matrix. Then, the corresponding linear operator $\mathcal{P} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ induced by $P$ is a linear and continuous projection, and it holds

$$
\begin{equation*}
L^{p}\left(\Omega, \mathbb{R}^{n}\right) \simeq \operatorname{ker} \mathcal{P} \oplus_{1} \operatorname{im} \mathcal{P} \tag{2.10}
\end{equation*}
$$

This is to say that $L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ is topologically isomorphic to the (algebraic) direct sum $\operatorname{ker} \mathcal{P} \oplus \operatorname{im} \mathcal{P}$, equipped with the product 1-norm.

Proof. A similar proof is given in [85, Lemma 6.10, p. 87].
The projection property of $\mathcal{P}$ follows directly from the projection property of $P$ by means of Lemma 2.3. Besides, matrix-induced linear operators are always continuous, and this already implies that $\operatorname{ker} \mathcal{P}$ and $\operatorname{im} \mathcal{P}$ are closed and that (2.10) holds. In fact, all linear and bounded projections on normed spaces have this property. See [124, Lemma IV.6.1, p. 178].

### 2.2 Solution Spaces for Semilinear Abstract DAEs

In this section, we introduce the appropriate solution spaces for the abstract semilinear DAE (2.2) to be able to meaningfully discuss existence and uniqueness of solutions (2.2) in the subsequent Sections 2.3 and 2.4. The linear operator $\mathcal{E}$ is constant over time and thus the relation

$$
\mathcal{E} u^{\prime}=(\mathcal{E} u)^{\prime}
$$

holds for differentiable $u$. However, it is not sensible to look for differentiable solutions to our abstract DAE (2.2) as illustrated by our introductory example on page 6.

Effectively, it is not $u$ but only $\mathcal{E} u$ that ought to be differentiable. This motivates the definition of the specific function spaces below. We also show that (2.2) can always be transformed into an abstract DAE with properly stated leading term; see Definition 2.13 at the end of this section. Related notions have been introduced in [85, p. 86,119 , p. 71]; see also [86, p. 14].

Definition 2.8. Let Assumption 1 hold. Let $E \in \mathbb{R}^{n \times n}$ be a matrix and $\mathcal{E} \in$ $\mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ its corresponding matrix-induced linear operator. We introduce

$$
\begin{equation*}
W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right):=\left\{u \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right), \mathcal{E} u \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)\right\} \tag{2.11}
\end{equation*}
$$

In the case $p=2$, we also write

$$
\begin{equation*}
H_{\mathcal{E}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right):=\left\{u \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right), \mathcal{E} u \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)\right\} \tag{2.12}
\end{equation*}
$$

Here, $\mathcal{E} u$ has to be understood as in Definition 2.2. Equipped with the norm

$$
\begin{equation*}
\|u\|_{W_{\mathcal{E}}^{1, p}}:=\|u\|_{L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)}+\left\|(\mathcal{E} u)^{\prime}\right\|_{L^{p}\left(0, T ; L^{p}\left(\Omega ; \mathbb{R}^{n}\right)\right)} \tag{2.13}
\end{equation*}
$$

the space $W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ is a Banach space. The space $H_{\mathcal{E}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)$, equipped with the inner product

$$
\begin{equation*}
(u, v)_{H_{\mathcal{E}}^{1}}:=(u, v)_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)}+\left((\mathcal{E} u)^{\prime},(\mathcal{E} v)^{\prime}\right)_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)} \tag{2.14}
\end{equation*}
$$

where $u, v \in H_{\mathcal{E}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)$, is a Hilbert space.
Proof. We shall prove that the defined spaces are indeed Banach respectively Hilbert spaces. A similar proof is given in [85, Lemma 6.9, pp. 86 sqq.].
It is clear that (2.13) defines a norm and that (2.14) defines a scalar product. We only show completeness.
Let $\left(u^{(k)}\right) \subset W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ be a Cauchy sequence. Then $\left(u^{(k)}\right)$ and by continuity of $\mathcal{E}$ also $\left(\mathcal{E} u^{(k)}\right)$ are Cauchy sequences in $L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$. Consequently, there exists some $u^{*} \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ such that

$$
\left\|u^{(k)}-u^{*}\right\|_{L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)} \rightarrow 0 \quad \text { and } \quad\left\|\mathcal{E} u^{(k)}-\mathcal{E} u^{*}\right\|_{L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)} \rightarrow 0
$$

But $\left(\mathcal{E} u^{(k)}\right)$ is also a Cauchy sequence in $W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ by (2.13). Therefore, there is some $w^{*} \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ such that

$$
\left\|\mathcal{E} u^{(k)}-w^{*}\right\|_{W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)} \rightarrow 0 .
$$

We deduce $\mathcal{E} u^{*}=w^{*} \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$, and thus $u^{*} \in W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$.

The declaration of these function spaces is sufficient to gain a first intuition for DAE (2.2). It is most important to keep in mind the difference between differentiable, differentiated, and dynamical parts of $u$. Whether all of $u$ or only part of it is differentiable, depends on the specific framework of the DAE and the regularity of the right-hand sides. However, if the null space of $\mathcal{E}$ is not trivial, then some part of $u$ may lie in this null space. As a consequence, the derivatives of this part do not appear in our abstract DAE (2.2). In other words, this part of $u$ does not belong to the differentiated components, let alone the dynamical components describing the inherent dynamics of the abstract DAE. It is therefore important to analyze the null space of $\mathcal{E}$, and for this we introduce a specific factorization of $\mathcal{E}$ leading to a DAE with properly stated leading term. For more illustrating examples, we refer to [72, pp. 50 sqq., 58 sqq.].

## Well-matched Factorization and Properly Stated Leading Term

To tackle the problem of revealing differentiated and non-differentiated components of our DAE solution function $u$, we try and rewrite our abstract DAE (2.2) in a specific way. One possibility is to factorize the linear non-invertible operator $\mathcal{E}$ into two linear operators which are well-matched in a certain sense. The notion of wellmatched factors and the role they play for the analysis of DAEs stated in a finitedimensional setting is given in Appendix A. Below, we translate this framework to abstract DAEs with matrix-induced linear operators. For general linear operators between infinite-dimensional spaces this is, in general, not possible without further assumptions due to the fact that algebraic direct sums are not necessarily topological direct sums. This is connected to the result by Lindenstrauss and Tzafriri [80] mentioned above. Confer also [91, pp. 827 sq.].

Assumption 2. We assume that the matrix $E \in \mathbb{R}^{n \times n}$ is singular and we denote with $r:=\operatorname{rank} E<n$ the rank of $E$.

Definition 2.9. Let Assumptions 1 and 2 hold, and denote with $\mathcal{E} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ the linear operator induced by matrix $E$ of Assumption 2. Recall that $\operatorname{rank} E=r$. We call two matrix-induced linear operators

$$
\mathcal{A}: L^{p}\left(\Omega, \mathbb{R}^{r}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{n}\right) \quad \text { and } \quad \mathcal{D}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{r}\right)
$$

well-matched factors of $\mathcal{E}$ if the equality $\mathcal{E}=\mathcal{A D}$ holds, and $\mathcal{A}$ and $\mathcal{D}$ fulfill the topological transversality condition

$$
\begin{equation*}
L^{p}\left(\Omega, \mathbb{R}^{r}\right) \simeq \operatorname{ker} \mathcal{A} \oplus_{1} \operatorname{im} \mathcal{D} \tag{2.15}
\end{equation*}
$$

In other words: The space $L^{p}\left(\Omega, \mathbb{R}^{r}\right)$ is topologically isomorphic to the algebraic direct sum $\operatorname{ker} \mathcal{A} \oplus \operatorname{im} \mathcal{D}$ equipped with the product 1-norm.

Remark. Definition 2.9 is specifically tailored to matrix-induced linear operators because this is the predominant kind of operators we use throughout this chapter. Without effort, this definition may be extended to general linear operators between Banach spaces; cf. also [86, p. 13].
Definition 2.9 corresponds to the case of well-matched full-rank factors in Definition A. 6.

Theorem 2.10. Let Assumptions 1 and 2 hold, and let $\mathcal{E} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ be the linear operator induced by $E \in \mathbb{R}^{n \times n}$. Then, there exists a well-matched factorization $\mathcal{E}=\mathcal{A D}$ in the sense of Definition 2.9.

Proof. By Lemma A.9, there are matrices $A \in \mathbb{R}^{n \times r}$ and $D \in \mathbb{R}^{r \times n}$ that are wellmatched full-rank factors for the matrix $E$ in the sense of Definition A.6. Thus, it holds $E=A D$, and the transversality condition (A.4) is satisfied. Denote the linear operators induced by $A$ and $D$ with $\mathcal{A}$ and $\mathcal{D}$ correspondingly. Then, $\mathcal{E}=\mathcal{A D}$ by Lemma 2.3.

It remains to show the validity of the topological transversality condition (2.15). To this end, we first observe that $\operatorname{ker} \mathcal{A}=\{0\}$. This holds since the inducing matrix $A \in \mathbb{R}^{n \times r}$ has rank $r$, and thus ker $A=\{0\}$ by the Rank-Nullity Theorem. Now, let $\tilde{u} \in \operatorname{ker} \mathcal{A} \subset L^{p}\left(\Omega, \mathbb{R}^{r}\right)$. We have

$$
\mathcal{A} \tilde{u}=0 \in L^{p}\left(\Omega, \mathbb{R}^{n}\right) \Longleftrightarrow \int_{\Omega}|A \tilde{u}(x)|^{p} \mathrm{~d} x=0 .
$$

The latter holds if and only if $A \tilde{u}(x)=0$ almost everywhere in $\Omega$. Since the null space of $A$ is trivial, this means $\tilde{u}(x)=0$ almost everywhere, thus $\tilde{u}=0$ in the sense of $L^{p}\left(\Omega, \mathbb{R}^{r}\right)$.

If we can show that $\operatorname{im} \mathcal{D}=L^{p}\left(\Omega, \mathbb{R}^{r}\right)$ holds, (2.15) is proved. By Lemma 2.5, $\mathcal{D}$ allows for a generalized inverse $\mathcal{D}^{-}: L^{p}\left(\Omega, \mathbb{R}^{r}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{n}\right)$ with corresponding generalized inverse $D^{-}$of $D$. The composition $\mathcal{D D}{ }^{-} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right)$ is induced by the matrix product $D D^{-}$, see Lemma 2.3, but by Lemma A. 10 the matrix $D D^{-}$is actually the identity matrix in $\mathbb{R}^{r}$. Consequently, by definition of matrix-induced linear operators, we have for $\mathcal{D D}^{-}$, all $\tilde{u} \in L^{p}\left(\Omega, \mathbb{R}^{r}\right)$, and almost all $x \in \Omega$ that

$$
\left(\mathcal{D D}^{-} \tilde{u}\right)(x)=D D^{-} \tilde{u}(x)=\tilde{u}(x)
$$

which is equivalent to

$$
\begin{equation*}
\mathcal{D D ^ { - }}=\operatorname{id} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right) . \tag{2.16}
\end{equation*}
$$

On the other hand, we have rather obviously im $\mathcal{D D}^{-} \subset \operatorname{im} \mathcal{D}$. Putting the pieces together, we have

$$
L^{p}\left(\Omega, \mathbb{R}^{r}\right)=\operatorname{im} \mathcal{D} \mathcal{D}^{-} \subset \operatorname{im} \mathcal{D} \subset L^{p}\left(\Omega, \mathbb{R}^{r}\right)
$$

and we obtain im $\mathcal{D}=L^{p}\left(\Omega, \mathbb{R}^{r}\right)$.

Remark. Theorem 2.10 only provides one way to obtain well-matched factors of a given matrix-induced linear operator $\mathcal{E}$. It does not state, however, that a given well-matched factorization of $\mathcal{E}$ has to be constructed necessarily from well-matched full rank factors $A$ and $D$ of the $\mathcal{E}$ inducing matrix $E$.

In summary, we have proved that for matrix-induced linear operators, there exists always a factorization with two other matrix-induced linear operators which, in a sense, split the pivot space $L^{p}\left(\Omega, \mathbb{R}^{r}\right)$ of (2.15), that is the domain space of the first and the image space of the second factor, in a trivial way. Although Theorem 2.10, as stated here, is a non-constructive existence result, observe that computing such a well-matched factorization is essentially not more expensive than computing the singular value decomposition of the inducing matrix $E$; see Lemma A.9.

We have yet to justify why such a factorization is useful. This will hopefully become clear in the following section where we look at the decoupling procedure assiduously. But for now, let us close this section with an indication towards its advantages.

Lemma 2.11. Let Assumptions 1 and 2 hold, and let $\mathcal{E} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ be the linear operator induced by $E \in \mathbb{R}^{n \times n}$. Let $A \in \mathbb{R}^{n \times r}$ and $D \in \mathbb{R}^{r \times n}$ be well-matched fullrank factors of $E$ as in Definition A.6, and denote with $\mathcal{A}$ and $\mathcal{D}$ the corresponding induced linear operators. Then, it holds $\operatorname{ker} \mathcal{E}=\operatorname{ker} \mathcal{D}$ and $\operatorname{im} \mathcal{E}=\operatorname{im} \mathcal{A}$.

Proof. By Lemma A.7, it holds $\operatorname{ker} E=\operatorname{ker} D$. The result $\operatorname{ker} \mathcal{E}=\operatorname{ker} \mathcal{D}$ follows immediately by definition of matrix-induced linear operators.

The first relation $\operatorname{im} \mathcal{E} \subset \operatorname{im} \mathcal{A}$ is clear. For the second relation, let $u \in \operatorname{im} \mathcal{A} \subset$ $L^{p}\left(\Omega, \mathbb{R}^{n}\right)$. Then, there exists $\tilde{u} \in L^{p}\left(\Omega, \mathbb{R}^{r}\right)$ with $\mathcal{A} \tilde{u}=u$. As in the proof of Theorem 2.10, it holds that $\mathcal{D D}^{-}=\operatorname{id} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right)$ where $\mathcal{D}^{-}$is a generalized inverse of $\mathcal{D}$ induced by a generalized inverse $D^{-}$of $D$. Thus, we have $\mathcal{D D}^{-} \tilde{u}=\tilde{u}$. But then

$$
u=\mathcal{A} \tilde{u}=\mathcal{A}\left(\mathcal{D D} \mathcal{D}^{-} \tilde{u}\right)=\mathcal{E D}^{-} \tilde{u} .
$$

Thus, $u \in \operatorname{im} \mathcal{E}$ and the images of $\mathcal{E}$ and $\mathcal{A}$ coincide.

Theorem 2.12. Let Assumptions 1 and 2 hold, and let $\mathcal{E} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ be the linear operator induced by $E \in \mathbb{R}^{n \times n}$. Let $A \in \mathbb{R}^{n \times r}$ and $D \in \mathbb{R}^{r \times n}$ be well-matched full-rank factors of $E$ as in Definition A.6, and denote with $\mathcal{A}$ and $\mathcal{D}$ the corresponding induced linear operators. Then, the function space $W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$
of Definition 2.8 coincides topologically with the function space

$$
\begin{equation*}
W_{\mathcal{D}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right):=\left\{u \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right), \mathcal{D} u \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right)\right\} \tag{2.17}
\end{equation*}
$$

In other words: The norms $\|\cdot\|_{W_{\mathcal{E}}^{1, p}}$ and $\|\cdot\|_{W_{\mathcal{D}}^{1, p}}$ defined as in or analogously to (2.13) are equivalent.

Proof. A similar proof is given in [85, Lemma 6.9, pp. 86 sq.].
Since $D$ and $E$ are matrices, they have uniquely determined Moore-Penrose inverses which we denote with $D^{+}$and $E^{+}$respectively. By Proposition A.5, both $D^{+} D \in \mathbb{R}^{n \times n}$ and $E^{+} E \in \mathbb{R}^{n \times n}$ are the respective uniquely determined orthogonal projections along $\operatorname{ker} D$ and $\operatorname{ker} E$. But both null spaces coincide, so the equation $D^{+} D=E^{+} E$ holds.

This implies the relation

$$
\begin{equation*}
\mathcal{D}=\mathcal{D D}^{+} \mathcal{D}=\mathcal{D E}^{+} \mathcal{E} \tag{2.18}
\end{equation*}
$$

by Lemma 2.3 where $\mathcal{D}^{+}$and $\mathcal{E}^{+}$are the linear operators induced by $D^{+}$and $E^{+}$ respectively. Note that by Lemma 2.5 these are generalized inverses of $\mathcal{D}$ and $\mathcal{E}$ in the sense of Definition 2.4 but they are most certainly not generalized Moore-Penrose inverses; see the remark subsequent to this proof. From this relation and (2.8) we deduce

$$
\begin{aligned}
\|\mathcal{D} u\|_{W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)} & =\left\|\mathcal{D} \mathcal{E}^{+} \mathcal{E} u\right\|_{W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)} \\
& \leq\left\|D E^{+}\right\|\|\mathcal{E} u\|_{W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)} .
\end{aligned}
$$

This shows that $W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right) \subset W_{\mathcal{D}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ holds and it provides the first inequality necessary for proving the equivalency of norms. The second inclusion

$$
W_{\mathcal{D}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right) \subset W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)
$$

as well as the second inequality for proving equivalency of norms follows analogously.

Remark. For the proof of Theorem 2.12, we made use of the fact that matrices have a uniquely determined Moore-Penrose inverse. This is crucial when exchanging $D^{+} D$ for $E^{+} E$ to prove the relation (2.18). However, general linear and possibly unbounded operators between Banach spaces do not possess such a Moore-Penrose inverse, let alone a unique one. Even for linear operators between Hilbert spaces this does not hold. See [17, Section 9.3, pp. 336 sq.], and also [92] for the even more general concept of orthogonal partial inverses.

In this section, we figured out appropriate solution spaces for the abstract DAE (2.2), and we pinned down requirements that are sufficient to rewrite this equation in a meaningful way. In fact, using the right kind of factorization for $\mathcal{E}$, Lemma 2.11 and Theorem 2.12 ensure that (2.2) is equivalent to

$$
\begin{equation*}
\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi(t, u(t))=q(t) \quad \text { f. a. a. } t \in[0, T] . \tag{2.19}
\end{equation*}
$$

Moreover, this allows to look for solutions in the space $W_{\mathcal{D}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ instead of $W_{\mathcal{E}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$.
This is a fruitful first step to separating differentiated from non-differentiated parts of a possible solution function $u$ : It shows that the differentiated part of $u$ needs to lie in the image of $\mathcal{D}$. In the next section, we discuss a decoupling procedure for abstract DAEs of type (2.19) that makes extensive use of the additional properties that a suitable factorization provides. To this end, we summarize this notion in the form of the following definition.

Definition 2.13. Let Assumption 1 hold. Let $\mathcal{A}$ and $\mathcal{D}$ be two well-matched factors as in Definition 2.9 which are induced by well-matched full-rank matrices $A \in \mathbb{R}^{n \times r}$ and $D \in \mathbb{R}^{r \times n}$ with $r<n$. Then, we call (2.19) an abstract $D A E$ with properly stated leading term, or properly stated for short.

### 2.3 Dissection-based Decoupling Procedure

We now arrive at a point where we are able to present our procedure for decoupling the properly stated abstract DAE (2.19) and to introduce the matrix-induced linear operators that are necessary for this method. The decoupling itself, in particular the extraction of the underlying dynamical equations, consists of a twofold splitting technique: We need to split the solution variable $u$ into the differentiated and non-differentiated components. But we also need to separate the inherent dynamical equations from the complementing algebraic equations. To realize this, recall the introductory example from page 6

$$
\left\{\begin{array}{l}
u_{1}^{\prime}(t)=u_{2}(t)+r(t) \\
u_{3}^{\prime}(t)=u_{1}(t) \\
u_{1}(t)=g(t)
\end{array}\right.
$$

It is apparent that $u_{1}$ and $u_{3}$ are the differentiated components, and thus the first part of our splitting technique is trivial in this example. But as we have seen, only $u_{3}$ describes the inherent dynamics of this system, and finding the dynamical equations and separating them from the complementing algebraic equations would still need to be addressed by the second part of the splitting process.

The decoupling procedure below is based on the dissection approach that was introduced by Jansen [64] to decouple DAEs. It is strongly inspired by the projectionbased approach introduced by Lamour, März, and Tischendorf [72] but both decoupling approaches have one striking difference that can be illustrated most easily by the following consideration: Let $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ be a simple vector. On one hand, we consider projection matrices $P, Q \in \mathbb{R}^{2 \times 2}$ that project onto the two components such that

$$
\begin{equation*}
P x=\binom{x_{1}}{0} \quad \text { and } \quad Q x=\binom{0}{x_{2}} . \tag{2.20}
\end{equation*}
$$

In other words, $P$ is a projection on $\operatorname{span}\left\{e_{1}\right\}$ and $Q$ is a projection on $\operatorname{span}\left\{e_{2}\right\}$. Here, $x=P x+Q x$ is split into two parts that have the same dimension as $x$ itself. This splitting approach would be a projection-based one. On the other hand, we can dissect the vector $x$ using matrices $\tilde{P}, \tilde{Q} \in \mathbb{R}^{1 \times 2}$ with

$$
\begin{equation*}
\tilde{P} x=x_{1} \quad \text { and } \quad \tilde{Q} x=x_{2} \tag{2.21}
\end{equation*}
$$

Obviously, $\tilde{P}$ and $\tilde{Q}$ are not projections as they are not idempotent, but in exchange the resulting right-hand sides are of lower dimension. If we step away from this example and transfer the ideas to the decoupling of a system of equations, it means that using a projection-based approach possibly results in a larger system of equations, whereas the second approach, the dissection approach, retains the system's size but loses the projection property of the splitting matrices involved.

After these preparatory remarks, we return to decoupling the abstract DAE

$$
\begin{equation*}
\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi(t, u(t))=q(t) \quad \text { f. a. a. } t \in[0, T] . \tag{2.19}
\end{equation*}
$$

Assumption 3. Let Assumption 1 hold. Assume that the abstract DAE (2.19) has a properly stated leading term in the sense of Definition 2.13.

Assumption 3 implies the existence of two well-matched full-rank matrices $A \in \mathbb{R}^{n \times r}$ and $D \in \mathbb{R}^{r \times n}$ that induce the linear operators $\mathcal{A}$ and $\mathcal{D}$. Connected to these operators are two decoupling operators which correspond to the two steps of the decoupling procedure mentioned above. In the following, we first define the decoupling operators and show how such operators can be explicitly constructed. Next, we show that the decoupling operators rightfully bear their name, see Lemmas 2.16 and 2.17.

Definition 2.14. Let Assumption 3 hold. Let $A^{-} \in \mathbb{R}^{r \times n}$ and $D^{-} \in \mathbb{R}^{n \times r}$ be generalized inverses to $A$ and $D$. We call two matrices $Q \in \mathbb{R}^{n \times(n-r)}$ and $W \in$ $\mathbb{R}^{(n-r) \times n}$ a pair of decoupling matrices provided that $D Q=0 \in \mathbb{R}^{r \times(n-r)}$ and $W A=0 \in \mathbb{R}^{(n-r) \times r}$ holds, and that the composed matrices

$$
\left[\begin{array}{ll}
D^{-} & Q
\end{array}\right] \in \mathbb{R}^{n \times n} \quad \text { and } \quad\left[\begin{array}{l}
A^{-}  \tag{2.22}\\
W
\end{array}\right] \in \mathbb{R}^{n \times n}
$$

are invertible. If $Q$ and $W$ fulfill these requirements, we call the corresponding induced linear operators

$$
\begin{equation*}
\mathcal{Q}: L^{p}\left(\Omega, \mathbb{R}^{n-r}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{n}\right) \quad \text { and } \quad \mathcal{W}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{n-r}\right) \tag{2.23}
\end{equation*}
$$

a pair of decoupling operators for the abstract DAE (2.19).

Lemma 2.15. Let Assumption 3 hold. Then, there exists a pair of decoupling operators for the abstract DAE (2.19) as in Definition 2.14.

Proof. Note that $A$ and $D$ both have rank $r<n$ by Assumption 3. By the RankNullity Theorem, we have $\operatorname{dim} \operatorname{ker} D=n-r=\operatorname{dim} \operatorname{ker} A^{\mathrm{T}}$ where $A^{\mathrm{T}} \in \mathbb{R}^{n \times r}$ denotes the transposed of $A$. Denote with $\left\{q_{1}, \ldots, q_{n-r}\right\}$ a basis of $\operatorname{ker} D$, and with $\left\{w_{1}, \ldots, w_{n-r}\right\}$ a basis of $\operatorname{ker} A^{\mathrm{T}}$. Define matrices

$$
Q:=\left(\begin{array}{ccc}
\mid & & \mid \\
q_{1} & \cdots & q_{n-r} \\
\mid & & \mid
\end{array}\right) \in \mathbb{R}^{n \times(n-r)} \quad \text { and } \quad W^{\mathrm{T}}:=\left(\begin{array}{ccc}
\mid & & \mid \\
w_{1} & \cdots & w_{n-r} \\
\mid & & \mid
\end{array}\right) \in \mathbb{R}^{n \times(n-r)} .
$$

Then, $Q$ and $W$ are a pair of decoupling matrices as in Definition 2.14. In fact, $D Q=0$ and $A^{\mathrm{T}} W^{\mathrm{T}}=0$ are evident by construction, the latter being equivalent to $W A=0$. Moreover, by Lemma A. 10

$$
\begin{equation*}
\mathbb{R}^{n}=\operatorname{ker} D \oplus \operatorname{im} D^{-} \quad \text { and } \quad \mathbb{R}^{n}=\operatorname{ker} A^{\mathrm{T}} \oplus \operatorname{im}\left(A^{-}\right)^{\mathrm{T}} \tag{2.24}
\end{equation*}
$$

hold for generalized inverses $D^{-}$of $D$ and $A^{-}$of $A$, and consequently, the composed matrices (2.22) are invertible.

The linear operators $\mathcal{Q}$ and $\mathcal{W}$ induced by $Q$ and $W$ are, by definition, a pair of decoupling operators for DAE (2.19).

Lemma 2.16. Let Assumption 3 hold. Let $\mathcal{A}^{-}$and $\mathcal{D}^{-}$be generalized inverses to the well-matched operators $\mathcal{A}$ and $\mathcal{D}$ such that $\mathcal{A}^{-}$and $\mathcal{D}^{-}$are induced by generalized inverse matrices $A^{-}$and $D^{-}$. Let $\mathcal{Q}$ and $\mathcal{W}$ be a corresponding pair of decoupling operators for DAE (2.19) induced by a pair of decoupling matrices $Q$ and $W$ as in Definition 2.14. Let $u \in W_{\mathcal{D}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ be fixed. Then, there are functions

$$
u_{d} \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad u_{a} \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n-r}\right)\right)
$$

such that

$$
\begin{equation*}
u=\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a} \tag{2.25}
\end{equation*}
$$

holds.

Proof. As before, we fix a generalized inverse $D^{-} \in \mathbb{R}^{n \times r}$ of $D$. By Definition 2.14 and Corollary 2.6, the linear operator $\mathcal{S} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ induced by the composed matrix $\left[D^{-} Q\right.$ ] of (2.22) is invertible. Thus, there exists a uniquely determined $\bar{u}:=\mathcal{S}^{-1} u$ where $\mathcal{S}$ has to be understood as in Definition 2.2. For almost all $t \in[0, T]$, the vector-valued function $\bar{u}(t)$ is well-defined, and we denote with $u_{d}(t)$ the first $r$, and with $u_{a}(t)$ the remaining $(n-r)$ component functions. In other words, we define pointwise

$$
u_{d}(t):=\left(\begin{array}{c}
\bar{u}_{1}(t)  \tag{2.26}\\
\vdots \\
\bar{u}_{r}(t)
\end{array}\right) \in L^{p}\left(\Omega, \mathbb{R}^{r}\right) \quad \text { and } \quad u_{a}(t):=\left(\begin{array}{c}
\bar{u}_{r+1}(t) \\
\vdots \\
\bar{u}_{n}(t)
\end{array}\right) \in L^{p}\left(\Omega, \mathbb{R}^{n-r}\right) .
$$

Then, we have for almost all $x \in \Omega$

$$
\begin{aligned}
& {[u(t)](x)=[\mathcal{S} \bar{u}(t)](x)=S([\bar{u}(t)](x)) } \\
&=S\binom{\left[u_{d}(t)\right](x)}{\left[u_{a}(t)\right](x)}=\left[\begin{array}{ll}
D^{-} & Q
\end{array}\right]\binom{\left[u_{d}(t)\right](x)}{\left[u_{a}(t)\right](x)} \\
&=D^{-}\left(\left[u_{d}(t)\right](x)\right)+Q\left(\left[u_{a}(t)\right](x)\right) \\
&=\left[\mathcal{D}^{-}\left(u_{d}(t)\right)\right](x)+\left[\mathcal{Q}\left(u_{a}(t)\right)\right](x) \\
&=\left[\left(\mathcal{D}^{-} u_{d}\right)(t)\right](x)+\left[\left(\mathcal{Q} u_{a}\right)(t)\right](x) \\
&=\left[\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right](x) .
\end{aligned}
$$

Consequently, the decomposition (2.25) holds. Finally, we comment on the regularity of $u_{d}$ and $u_{a}$. Note that by Definition $2.2, \mathcal{S}$ as well as $\mathcal{S}^{-1}$ map into $L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ and therefore $\bar{u} \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ holds. Consequently, also

$$
u_{d} \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad u_{a} \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n-r}\right)\right)
$$

holds. Moreover, $u_{d}$ is even weakly differentiable: Recall from the proof of Theorem 2.10 that $\mathcal{D D}^{-}=\operatorname{id} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right)$, see (2.16). Thus,

$$
\begin{equation*}
u_{d}=\mathcal{D} \mathcal{D}^{-} u_{d}+\mathcal{D} \mathcal{Q} u_{a}=\mathcal{D}\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)=\mathcal{D} u \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right) . \tag{2.27}
\end{equation*}
$$

This concludes the proof.

At the beginning of this section, we described our twofold splitting technique. Although it may not be obvious at this point, Lemma 2.16 effectively concludes the first part of the splitting procedure. Observe that in particular $u_{d} \in \operatorname{im} \mathcal{D}$ holds which is consistent with the remark we made on page 19. At this point, we once more draw attention to the following issue: We introduced the variables $u_{d}$ and $u_{a}$ connotatively, the subscript " $d$ " meaning dynamical, and the subscript " $a$ " meaning algebraic, i. e. non-dynamical. But the surjectivity of $\mathcal{D}$, provided by Assumption 3 and Theorem 2.10, only ensures that $u_{d}$ are, in fact, the differentiated variables and
$u_{a}$ are the non-differentiated variables in our reformulation (2.19) of the abstract DAE (2.2). This will become clearer soon. A criterion which guarantees that $u_{d}$ collects indeed the dynamical variables and that $u_{a}$ assembles the non-dynamical variables of the abstract DAE (2.2) will be given in the subsequent Section 2.4. For now, we turn to the second part of the splitting procedure and present a way to separate the equations containing derivatives from those that are derivative-free.

Lemma 2.17. Let Assumption 3 hold. Let $\mathcal{A}^{-}$and $\mathcal{D}^{-}$be generalized inverses to the well-matched operators $\mathcal{A}$ and $\mathcal{D}$ such that $\mathcal{A}^{-}$and $\mathcal{D}^{-}$are induced by generalized inverse matrices $A^{-}$and $D^{-}$. Let $\mathcal{Q}$ and $\mathcal{W}$ be a corresponding pair of decoupling operators for the abstract DAE (2.19) induced by a pair of decoupling matrices $Q$ and $W$ as in Definition 2.14. Then, (2.19) can be dissected into the system

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right) & =\mathcal{A}^{-} q(t) & \text { f. a. a. } t \in[0, T]  \tag{2.28a}\\
\mathcal{W} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right) & =\mathcal{W} q(t) & \text { f. a.a. } t \in[0, T]
\end{align*}\right.
$$

Equation (2.28a) contains the differentiated terms, and (2.28b) is derivative-free.
Proof. As before, we fix a generalized inverse $A^{-} \in \mathbb{R}^{r \times n}$ of $A$. Note that the corresponding induced linear operator $\mathcal{A}^{-}: L^{p}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{p}\left(\Omega, \mathbb{R}^{r}\right)$ fulfills the relation

$$
\mathcal{A}^{-} \mathcal{A}=\operatorname{id} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right)
$$

which follows just as (2.16) in the proof of Theorem 2.10. Multiplying DAE (2.19) by $\mathcal{A}^{-}$, we thus obtain

$$
\begin{array}{rll}
\mathcal{A}^{-} \mathcal{A}(\mathcal{D} u)^{\prime}(t)+\mathcal{A}^{-} \phi(t, u(t)) & =\mathcal{A}^{-} q(t) & \text { f. a. a. } t \in[0, T] \\
\Longleftrightarrow & (\mathcal{D} u)^{\prime}(t)+\mathcal{A}^{-} \phi(t, u(t))=\mathcal{A}^{-} q(t) & \text { f. a. a. } t \in[0, T]
\end{array}
$$

Moreover, by Lemma 2.16, we can decompose $u$ as in (2.25) and the relation (2.27) reveals that the last equation is equivalent to

$$
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right)=\mathcal{A}^{-} q(t) \quad \text { f. a. a. } t \in[0, T] .
$$

This is precisely (2.28a). To recover the complementing derivative-free equation, we apply $\mathcal{W}$ to DAE (2.19). The fact that $W A=0$ holds by Definition 2.14 transfers directly to the corresponding induced linear operators, i. e. $\mathcal{W A}=0$, and therefore

$$
\begin{array}{rll}
\mathcal{W} \mathcal{A}(\mathcal{D} u)^{\prime}(t)+\mathcal{W} \phi(t, u(t)) & =\mathcal{W} q(t) & \text { f.a.a. } t \in[0, T] \\
\Longleftrightarrow \quad \mathcal{W} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right) & =\mathcal{W} q(t) & \text { f.a.a. } t \in[0, T]
\end{array}
$$

holds, the last equation being (2.28b). Note how (2.28a) is actually a system of $r$ equations which includes derivative terms only of the $r$ weakly differentiable component functions $u_{d} \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right)$. Also, (2.28b) is a system of $(n-r)$
equations. As mentioned before, this is exactly what we expected from a dissectionbased approach. We thus arrive at the dissected system (2.28) which notably is not bigger in size than the original DAE (2.19). This concludes the second step of the splitting procedure.

To summarize, we reformulated our initial abstract DAE (2.2) into the abstract DAE with properly stated leading term (2.19). We then used the decoupling operators of Definition 2.14 to decouple the solution variable $u$ into two parts, $u_{d}$ and $u_{a}$. We derived system (2.28) which consists of an equation containing derivatives and a complementing derivative-free equation.

It remains to show that the abstract DAE (2.19) and the dissected system (2.28) are equivalent in the sense that given a solution to one of the two systems, we can derive a solution to the other one. It is already clear that if $u$ is a solution to (2.19), then the pair $\left(u_{d}, u_{a}\right)$ given by (2.26) solves the decoupled system (2.28). At first sight, it might, however, not be obvious that the converse also holds true. The equivalence of both systems is ascertained by virtue of the following two theorems.

Theorem 2.18. Let Assumptions 1 and 3 hold. Assume that the function $u \in$ $W_{\mathcal{D}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ solves the properly stated DAE

$$
\begin{equation*}
\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi(t, u(t))=q(t) \quad \text { f. a. a. } t \in[0, T] . \tag{2.19}
\end{equation*}
$$

Then, there are functions

$$
u_{d} \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad u_{a} \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n-r}\right)\right)
$$

and matrix-induced linear operators $\mathcal{A}^{-}, \mathcal{D}^{-}, \mathcal{Q}$, and $\mathcal{W}$ such that $\left(u_{d}, u_{a}\right)$ solves the dissected system

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right) & =\mathcal{A}^{-} q(t) & & \text { f. a. a. } t \in[0, T],  \tag{2.28}\\
\mathcal{W} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right) & =\mathcal{W} q(t) & & \text { f. a. a. } t \in[0, T] .
\end{align*}\right.
$$

Proof. This is a direct consequence of the discussion of Sections 2.2 and 2.3 above, and in particular Lemma 2.17.

Theorem 2.19. Let Assumptions 1 and 3 hold, and let matrix-induced linear operators $\mathcal{A}^{-}, \mathcal{D}^{-}, \mathcal{Q}$ and $\mathcal{W}$ be given such that
i) $\mathcal{A}^{-}$and $\mathcal{D}^{-}$are generalized inverses of $\mathcal{A}$ and $\mathcal{D}$ respectively that fulfill

$$
\mathcal{D} \mathcal{D}^{-}=\mathcal{A}^{-} \mathcal{A}=\operatorname{id} \in \mathcal{L}\left(L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right) ;
$$

ii) $\mathcal{Q}$ and $\mathcal{W}$ are decoupling operators in the sense of Definition 2.14.

Instead of considering the properly stated DAE (2.19), consider the system

$$
\left\{\begin{align*}
u_{1}^{\prime}(t)+\mathcal{A}^{-} \phi\left(t,\left(\mathcal{D}^{-} u_{1}+\mathcal{Q} u_{2}\right)(t)\right)=\mathcal{A}^{-} q(t) & \text { f. a. a. } t \in[0, T]  \tag{2.29}\\
\mathcal{W} \phi\left(t,\left(\mathcal{D}^{-} u_{1}+\mathcal{Q} u_{2}\right)(t)\right)=\mathcal{W} q(t) & \text { f. a. a. } t \in[0, T]
\end{align*}\right.
$$

and assume that it admits a solution $\left(u_{1}, u_{2}\right)$ with

$$
u_{1} \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad u_{2} \in L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n-r}\right)\right)
$$

Then, the function

$$
u:=\mathcal{D}^{-} u_{1}+\mathcal{Q} u_{2} \in W_{\mathcal{D}}^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)
$$

is a solution to DAE (2.19).

Proof. First, note that the definition of $u$ makes sense since both $\mathcal{D}^{-}$and $\mathcal{Q}$, understood as in Definition 2.2, map to $L^{p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{n}\right)\right)$ by Definitions 2.4 and 2.14. Moreover, by assumption

$$
\mathcal{D} u=\mathcal{D} \mathcal{D}^{-} u_{1}+\mathcal{D} \mathcal{Q} u_{2}=u_{1}
$$

holds, and thus, $u$ has the desired regularity since $u_{1} \in W^{1, p}\left(0, T ; L^{p}\left(\Omega, \mathbb{R}^{r}\right)\right)$. This allows to rewrite system (2.29) as

$$
\left\{\begin{aligned}
(\mathcal{D} u)^{\prime}(t)+\mathcal{A}^{-} \phi(t, u(t)) & =\mathcal{A}^{-} q(t) & & \text { f. a. a. } t \in[0, T] \\
\mathcal{W} \phi(t, u(t)) & =\mathcal{W} q(t) & & \text { f. a. a. } t \in[0, T]
\end{aligned}\right.
$$

By assumption, $\mathcal{A}^{-} \mathcal{A}=\mathrm{id}$ holds as well as $\mathcal{W} \mathcal{A}=0$, thus the last system is equivalent to

$$
\left\{\begin{aligned}
\mathcal{A}^{-} \mathcal{A}(\mathcal{D} u)^{\prime}(t)+\mathcal{A}^{-} \phi(t, u(t))=\mathcal{A}^{-} q(t) & \text { f. a. a. } t \in[0, T] \\
\mathcal{W} \mathcal{A}(\mathcal{D} u)^{\prime}(t)+\mathcal{W} \phi(t, u(t))=\mathcal{W} q(t) & \text { f. a. a. } t \in[0, T]
\end{aligned}\right.
$$

The first equation holds in $L^{p}\left(\Omega, \mathbb{R}^{r}\right)$, the second one in $L^{p}\left(\Omega, \mathbb{R}^{n-r}\right)$. Consequently, for almost all $x \in \Omega$ and $t \in[0, T]$, we have

$$
\left\{\begin{aligned}
{\left[\mathcal{A}^{-}\left(\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi(t, u(t))\right)\right](x) } & =\left[\mathcal{A}^{-} q(t)\right](x) \\
{\left[\mathcal{W}\left(\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi(t, u(t))\right)\right](x) } & =[\mathcal{W} q(t)](x)
\end{aligned}\right.
$$

By definition of matrix-induced linear operators however, this is equivalent to

$$
\left[\begin{array}{c}
A^{-} \\
W
\end{array}\right]\left(\left[\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi(t, u(t))\right](x)\right)=\left[\begin{array}{c}
A^{-} \\
W
\end{array}\right] q(t)(x)
$$

But the composed matrix $\left[\begin{array}{c}A^{-} \\ W\end{array}\right]$ is invertible by assumption on $\mathcal{W}$. Thus, the last equation holds if and only if $u$ as defined above fulfills

$$
\left[\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi(t, u(t))\right](x)=q(t)(x)
$$

for almost all $t \in[0, T]$ and almost everywhere in $\Omega$. In other words, $u$ is indeed a solution to DAE (2.19).

It is worth mentioning that all what we did so far is essentially to rewrite the initial abstract DAE (2.2) into the system (2.28). The last two theorems show that this is justified in the sense that both systems are equivalent. However, we still need to state a reason why it would be sensible to consider (2.28) instead of (2.2). The rationale for this is given in the following section.

### 2.4 Existence Theory

In this section, we finally deal with the questions that have remained open so far, namely what we mean by consistent initial values, why $u_{d}$ and $u_{a}$ indeed correspond to the dynamical and non-dynamical part of our solution, and what assumptions are sufficient to guarantee that the abstract DAE (2.19) has got an index-1 character. Moreover, we state with Theorem 2.22 an existence and uniqueness result for the decoupled system (2.28) and consequently also for abstract DAEs (2.19) and (2.2).

Let us begin by first discussing the index-1 character of our abstract DAE. The defining feature of a DAE with an inherent index-1 structure is that although the inherent dynamics are subject to algebraic constraints, we can solve the system without differentiating any right-hand side functions. Ergo, our introductory example on page 6 is not an index- 1 DAE. However, in order to solve the DAE, we still need to solve the constraining equations for the non-dynamical variables. In other words, we need to be able to express the non-dynamical variables as a function of the dynamical ones. For DAEs, a common way to do this is by using the Implicit Function Theorem. But this requires a certain differentiability which is often too strong an assumption in contexts where abstract DAEs appear. Instead, the operators in abstract DAEs are often supposed to satisfy certain strong monotonicity assumptions, see $[9,50,86,119]$, or comparably certain ellipticity assumptions, see [10, 128]. The constraining equations are then usually solved by means of the Theorem by Browder and Minty C.9, Zarantonello's Theorem C.10, or variations thereof.

In the recent article [50], the authors developed a novel technique to analyze a nonlinear DAE with an elliptic PDE constraint; see [50, Theorem 2]. Due to this technique, they were able to exploit the monotonicity properties of the nonlinear operators for a rigorous error analysis of a specific discretization of the system. With Theorem 2.20 we present a generalization of this technique under considerably
lower assumptions. Applied to our abstract DAE (2.2), this allows to reduce the assumptions on the nonlinear function $\phi$ of (2.2), yet we are still able to solve the derivative-free equations for the non-differentiated variables. Since we may do so without any additional differentiations, the assumptions on $\phi$ can be interpreted as an index-1-like criterion, and the differentiated and non-differentiated components $u_{d}$ and $u_{a}$ of (2.28) correspond indeed to the dynamical and algebraic variables of the abstract DAE (2.2). We summarize these requirement in Assumption 4 below. But first, we present the technique mentioned above. It is an existence result for a specific type of operator equations, based on the well-known Theorem by Browder and Minty C.9, and the assumptions stated here are related to the assumptions of Zarantonello's Theorem C.10.

Theorem 2.20. Let $T>0$ be given, let $X$ and $Y$ be Banach spaces, and assume $Y$ to be separable and reflexive. Let $F:[0, T] \times X \times Y \rightarrow Y^{\prime}$ be a continuous operator. Assume that $F$ is locally Lipschitz continuous with respect to the second variable, i. e. for all $t_{0} \in[0, T], x_{0} \in X$ and $y_{0} \in Y$, there are positive numbers $c_{1}, c_{2}, c_{3}>0$ and a constant $L\left(c_{1}, c_{2}, c_{3}\right) \geq 0$ such that the estimation

$$
\left\|F\left(t, x_{1}, y\right)-F\left(t, x_{2}, y\right)\right\|_{Y^{\prime}} \leq L\left(c_{1}, c_{2}, c_{3}\right)\left\|x_{1}-x_{2}\right\|_{X}
$$

holds for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$, for all $x_{1}, x_{2} \in X$ with $\left\|x_{1}-x_{0}\right\|_{X} \leq c_{2}$ and $\left\|x_{2}-x_{0}\right\|_{X} \leq c_{2}$, and for all $y \in Y$ with $\left\|y-y_{0}\right\| \leq c_{3}$. Assume moreover that $F$ is strongly monotone with respect to the third variable, i.e. there is a constant $\mu>0$ such that

$$
\left\langle F\left(t, x, y_{1}\right)-F\left(t, x, y_{2}\right), y_{1}-y_{2}\right\rangle_{Y} \geq \mu\left\|y_{1}-y_{2}\right\|_{Y}^{2}
$$

holds for all $y_{1}, y_{2} \in Y$ and uniformly for $t \in[0, T]$ and $x \in X$.
Then, for any fixed right-hand side $b \in Y^{\prime}$, there is a uniquely defined continuous function $g:[0, T] \times X \rightarrow Y$ such that for all $t \in[0, T]$, and for all $x \in X$ and $y \in Y$, the equivalence

$$
y=g(t, x) \Longleftrightarrow F(t, x, y)=b
$$

holds. Additionally, $g$ is locally Lipschitz continuous with respect to the second variable in the sense of Definition C.1.

Proof. Fix $t \in[0, T]$ and $x \in X$, and introduce an auxiliary operator $A^{(t, x)}: Y \rightarrow Y^{\prime}$ through

$$
A^{(t, x)}(y):=F(t, x, y) .
$$

This operator is continuous and strongly monotone; it inherits these properties directly from F. The Theorem by Browder and Minty C. 9 ensures that the operator equation

$$
\begin{equation*}
A^{(t, x)}(y)=b \tag{2.30}
\end{equation*}
$$

admits a unique solution which we denote by $y^{(t, x)}$. This allows to define, in a unique way, a mapping $g:[0, T] \times X \rightarrow Y$ that assigns to each pair $(t, x) \in[0, T] \times X$ the corresponding unique solution $y^{(t, x)}$ of Equation (2.30). In other words, we set

$$
g(t, x):=y^{(t, x)}
$$

for all $(t, x) \in[0, T] \times X$. Note that by definition of $g$, the equation

$$
\begin{equation*}
F(t, x, g(t, x))=A^{(t, x)}(g(t, x))=b \tag{2.31}
\end{equation*}
$$

holds for all $(t, x) \in[0, T] \times X$.
In order to show the continuity of $g$, let a convergent sequence $\left(t_{k}, x_{k}\right) \in[0, T] \times X$ with limit point $\left(t_{*}, x_{*}\right) \in[0, T] \times X$ be given. The strong monotonicity of $F$ with respect to the third variable gives rise to the estimation

$$
\begin{aligned}
\mu\left\|g\left(t_{k}, x_{k}\right)-g\left(t_{*}, x_{*}\right)\right\|_{Y} \leq & \left\|F\left(t_{k}, x_{k}, g\left(t_{k}, x_{k}\right)\right)-F\left(t_{k}, x_{k}, g\left(t_{*}, x_{*}\right)\right)\right\|_{Y^{\prime}} \\
\leq & \left\|F\left(t_{k}, x_{k}, g\left(t_{k}, x_{k}\right)\right)-F\left(t_{*}, x_{*}, g\left(t_{*}, x_{*}\right)\right)\right\|_{Y^{\prime}} \\
& \quad+\left\|F\left(t_{*}, x_{*}, g\left(t_{*}, x_{*}\right)\right)-F\left(t_{k}, x_{k}, g\left(t_{*}, x_{*}\right)\right)\right\|_{Y^{\prime}} .
\end{aligned}
$$

The first addend vanishes for all $k$ by (2.31), the second one tends to 0 for $k \rightarrow \infty$ due to the continuity of $F$. Thus, $g$ is continuous. Similarly, we show using (2.31) that $g$ is locally Lipschitz with respect to the second variable. To this end, let $t_{0} \in[0, T]$ and $x_{0} \in X$ be arbitrarily fixed, and set $y_{0}:=g\left(t, x_{2}\right) \in Y$. By assumption on $F$, there are positive numbers $c_{1}, c_{2}, c_{3}>0$ such that

$$
\begin{aligned}
\mu\left\|g\left(t, x_{1}\right)-g\left(t, x_{2}\right)\right\|_{Y} & \leq\left\|F\left(t, x_{1}, g\left(t, x_{1}\right)\right)-F\left(t, x_{1}, g\left(t, x_{2}\right)\right)\right\|_{Y^{\prime}} \\
& =\left\|b-F\left(t, x_{1}, g\left(t, x_{2}\right)\right)\right\|_{Y^{\prime}} \\
& =\left\|F\left(t, x_{2}, g\left(t, x_{2}\right)\right)-F\left(t, x_{1}, g\left(t, x_{2}\right)\right)\right\|_{Y^{\prime}} \\
& \leq L\left(c_{1}, c_{2}, c_{3}\right)\left\|x_{2}-x_{1}\right\|_{X}
\end{aligned}
$$

holds for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$, and for all $x_{1}, x_{2} \in X$ with $\left\|x_{1}-x_{0}\right\|_{X} \leq c_{2}$ and $\left\|x_{2}-x_{0}\right\|_{X} \leq c_{2}$. Thus, $g$ is locally Lipschitz continuous with respect to the second variable in the sense of Definition C.1.

Remark. The assumption of the separability of $Y$ can be relaxed; see the remark on page 121. The assumption of strong monotonicity on $F$ could be reduced to uniform monotonicity but this does not change anything essential. Both types of monotonicity provide an estimation of the form (C.6). In addition, strong monotonicity implies the Lipschitz continuity of the inverse operator $\left(A^{(t, x)}\right)^{-1}$ whereas uniform monotonicity only implies continuity of this inverse operator but neither comes into play here as we do not perturb the right-hand side.

Assumption 4. Let Assumptions 1 and 3 hold. Let $\mathcal{A}^{-}$and $\mathcal{D}^{-}$be generalized inverses to the well-matched operators $\mathcal{A}$ and $\mathcal{D}$ such that $\mathcal{A}^{-}$and $\mathcal{D}^{-}$are induced by generalized inverse matrices $A^{-}$and $D^{-}$. Let $\mathcal{Q}$ and $\mathcal{W}$ be a corresponding pair of decoupling operators for the abstract DAE (2.19) as in Definition 2.14. We need the following requirements to hold.
i) Let $p=2$. This assumption is discussed in the subsequent remark.
ii) The right-hand side function of the abstract DAE (2.19) fulfills

$$
q \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right) \quad \text { with } \quad \mathcal{W} q \in \mathcal{C}\left([0, T] ; L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)\right)
$$

iii) The nonlinear function $\phi:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n}\right)$ is continuous.
iv) The operator

$$
\Phi:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}\left(\Omega, \mathbb{R}^{n-r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n}\right)
$$

which, for $u_{d} \in L^{2}\left(\Omega, \mathbb{R}^{r}\right)$ and $u_{a} \in L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)$, is defined through

$$
\Phi\left(t, u_{d}, u_{a}\right):=\phi\left(t, \mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right),
$$

is locally Lipschitz continuous with respect to the second variable.
In view of Chapter 4 we point out that $\Phi$ is not a Nemytskii operator.
v) The composite operator

$$
\mathcal{W} \Phi:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}\left(\Omega, \mathbb{R}^{n-r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)
$$

is strongly monotone with respect to third variable.

Remark. Above assumptions iii), iv), and v) together form effectively our index-1like criterion. Since for the discussion of this chapter we always have strong solutions in mind, i.e. solution functions which have got the same spatial regularity as their time derivatives, we essentially need the space $Y$ of Theorem 2.20 to coincide with its dual. This is the case for Hilbert spaces, and it is why we restrict ourselves to $p=2$ in Assumption 4. For the systems analyzed in the course of the thesis, this is not a severe restriction as the discussion of the next chapters, in particular of Chapter 4, will also be restricted to the case $p=2$. Possible generalizations are discussed in Section 2.5.

Theorem 2.21. Let Assumptions 1, 3, and 4 hold. Then, there exists a unique continuous function $g:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)$ such that

$$
\mathcal{W} \Phi\left(t, u_{d}, u_{a}\right)=\mathcal{W} q(t)
$$

holds for $t \in[0, T], u_{d} \in L^{2}\left(\Omega, \mathbb{R}^{r}\right)$, and $u_{a} \in L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)$ if and only if

$$
\begin{equation*}
u_{a}=g\left(t, u_{d}\right) \tag{2.32}
\end{equation*}
$$

holds. Moreover, $g$ is locally Lipschitz continuous with respect to the second variable.

Proof. In correspondence to Theorem 2.20, we introduce an operator

$$
F:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}\left(\Omega, \mathbb{R}^{n-r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n-r}\right),
$$

through

$$
F\left(t, u_{d}, u_{a}\right):=\mathcal{W} \Phi\left(t, u_{d}, u_{a}\right)-\mathcal{W} q(t),
$$

This operator is continuous since $\phi$ and $\mathcal{W} q$ are continuous. It is locally Lipschitz continuous with respect to the second variable since $\Phi$ has this property and $\mathcal{W}$ is bounded by the spectral norm of its inducing matrix. Also, $F$ is strongly monotone with respect to the third variable, which follows directly from the assumption on $\mathcal{W} \Phi$. By Theorem 2.20, there exists a unique continuous function $g:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \rightarrow$ $L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)$ such that $F\left(t, u_{d}, u_{a}\right)=0$ is fulfilled if and only if $u_{a}=g\left(t, u_{d}\right)$ holds. Moreover, $g$ is locally Lipschitz continuous with respect to its second variable.

Remark. Note that Assumption 4 specifies conclusively the choice of all of the involved matrix-induced linear operators. This entails the uniqueness of $g$. However, choosing different operators in the first place may lead to a different decoupled system (2.28), and consequently to a different given function $g$ connecting dynamical and non-dynamical components of the solution.

We used the rather general Theorem 2.20 to prove that the requirements stated in Assumption 4 are sufficient to guarantee that DAE (2.2) has an internal index-1like structure. Up to this point, $u_{d}$ and $u_{a}$ described the differentiated and nondifferentiated components of a solution. The relation (2.32) finally shows that $u_{d}$ are indeed the dynamical and $u_{a}$ the algebraic components; $u_{a}$ can be written as a function of $u_{d}$ without additional differentiations of right-hand side functions. We can use (2.32) to rewrite (2.28a) in terms of $u_{d}$ only, namely as

$$
\begin{equation*}
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi\left(t, \mathcal{D}^{-} u_{d}(t)+\mathcal{Q} g\left(t, u_{d}(t)\right)\right)=\mathcal{A}^{-} q(t) . \quad \text { f. a. a. } t \in[0, T] \tag{2.33}
\end{equation*}
$$

This is the inherent ODE of our abstract DAE (2.2) which describes the inherent dynamics. It is now also clear how to prescribe initial values. Since the algebraic variables are determined conclusively from the dynamical variables by (2.32), we can prescribe initial values for $u_{d}$ only. Also $u(0) \in \operatorname{im} \mathcal{D}$ needs to hold. From these, the initial values of $u_{a}$ are to be inferred.

Observe that the dissection-based decoupling approach we chose in Section 2.3 only works due to the Assumption 4 and Theorem 2.20. This approach applied to an
abstract DAE of the form (2.2) always leads to a system of the form (2.28) but as stated before, this has to be seen as a mere reformulation. It is Assumption 4 and Theorem 2.20 which allow to solve the derivative-free equations in a way that allows $u_{a}$ to be written as a function of $u_{d}$.

We conclude this section by presenting an existence and uniqueness result for solutions to an initial value problem based on the dissected system (2.28). Note that under our current assumptions, classical results from ODE theory do not apply, at least not directly. Although there are generalized versions of Peano's Theorem and the Theorem by Picard and Lindelöf, both require already in the finite-dimensional case that all appearing functions are at least continuous with respect to time. In order to transfer Peano's Theorem to the infinite-dimensional case, the continuity assumption needs to be replaced by a stronger compactness criterion since the proof is based on Schauder's fixed-point theorem; see for instance [39, pp. 190 sqq.]. This holds true for the more general existence result by Carathéodory as well; see for instance [60, pp. 28 sq.]. This issue also appears even when we try to use results from semigroup theory which is explicitly tailored for Banach space valued ODEs. See for instance Theorem 1.4 in the textbook by Pazy [95, pp. 185 sqq.].

So far, we only demanded $\phi$ to be continuous but not the right-hand side $\mathcal{A}^{-} q$. Note that Assumption 4 already contains a local Lipschitz condition. Thus, we aim to provide an existence and uniqueness result based on the Generalized Picard-Lindelöf Theorem C. 3 whilst trying to deviate from our previous assumptions as little as possible. In particular, the issue of the discontinuity of $\mathcal{A}^{-} q$ can be overcome by a specific trick we took from [108, pp. 197 sq.].

Assumption 5. Let Assumptions 1, 3, and 4 hold. In addition, we need the following requirements to hold.
i) The nonlinear function $\phi:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n}\right)$ is assumed to be locally Lipschitz continuous with respect to the second variable in the sense of Definition C.1.
ii) For simplicity, we also assume $\phi$ to be bounded. Compare this to the assumption on $f$ in the Generalized Picard-Lindelöf Theorem C.3, that is the existence of an a priori estimate. Compare also to the requirement of uniform Lipschitz continuity for the version of the generalized Picard-Lindelöf Theorem stated in [39, pp. 169 sqq.].

Remark. The assumption on $\phi$ to be locally Lipschitz continuous implies the local Lipschitz continuity of the operator $\Phi$ as required by Assumption 4.

Theorem 2.22. Let Assumptions 1, 3, 4, and 5 hold. Consider the initial value
problem

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right) & =\mathcal{A}^{-} q(t) & & \text { f. a. a. } t \in[0, T],  \tag{2.34a}\\
\mathcal{W} \phi\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t)\right) & =\mathcal{W} q(t) & & \text { f. a.a. } t \in[0, T], \\
u_{d}(0) & =u_{0} & &
\end{align*}\right.
$$

for given $u_{0} \in L^{2}\left(\Omega, \mathbb{R}^{r}\right)=\operatorname{im} \mathcal{D}$. Then, this system admits a unique solution $\left(u_{d}, u_{a}\right)$ with

$$
u_{d} \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad u_{a} \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)\right)
$$

Proof. Instead of system (2.34), we consider the system

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi\left(t, \mathcal{D}^{-} u_{d}(t)+\mathcal{Q} g\left(t, u_{d}(t)\right)\right) & =\mathcal{A}^{-} q(t) & & \text { f. a. a. } t \in[0, T],  \tag{2.35a}\\
u_{a}(t) & =g\left(t, u_{d}(t)\right) & & \text { f. a. a. } t \in[0, T], \\
u_{d}(0) & =u_{0}, & &
\end{align*}\right.
$$

where $g$ is the unique implicit function provided by Theorem 2.21. As a matter of fact, (2.34b) and (2.35b) are equivalent. It is not relevant that the second variable in $g$ now also depends on $t$; observe also that the continuity of $g$ does not imply the continuity of the mapping $t \mapsto g\left(t, u_{d}(t)\right)$.

In order to prove existence and uniqueness of a solution to (2.35) by means of the Generalized Picard-Lindelöf Theorem C.3, we first show that the nonlinear term

$$
\mathcal{A}^{-} \phi\left(t, \mathcal{D}^{-} u_{d}(t)+\mathcal{Q} g\left(t, u_{d}(t)\right)\right)
$$

fulfills a local Lipschitz condition. Afterwards, we discuss how to treat the possibly discontinuous right-hand side function $\mathcal{A}^{-} q$.

We begin and define an auxiliary function $h:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n}\right)$ through

$$
h(t, \tilde{u}):=\mathcal{D}^{-} \tilde{u}+\mathcal{Q} g(t, \tilde{u}) \quad \text { for } t \in[0, T] \text { and } \tilde{u} \in L^{2}\left(\Omega, \mathbb{R}^{r}\right) .
$$

This function $h$ is locally Lipschitz continuous with respect to the second variable in the sense of Definition C.1. In fact, fix $t_{0} \in[0, T]$ and $\tilde{u}_{0} \in L^{2}\left(\Omega, \mathbb{R}^{r}\right)$ arbitrarily. By assumption on $g$, there are positive numbers $c_{1}, c_{2}>0$ and a constant $L_{g}=$ $L_{g}\left(c_{1}, c_{2}\right) \geq 0$ such that for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$ and all $\tilde{u}_{1}, \tilde{u}_{2} \in \overline{\mathcal{B}}\left(\tilde{u}_{0}, c_{2}\right)$, the estimation

$$
\left\|g\left(t, \tilde{u}_{1}\right)-g\left(t, \tilde{u}_{2}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)} \leq L_{g}\left\|\tilde{u}_{1}-\tilde{u}_{2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}
$$

holds. For $h$, we thus have by linearity of $\mathcal{D}^{-}$and $\mathcal{Q}$

$$
\begin{aligned}
\left\|h\left(t, \tilde{u}_{1}\right)-h\left(t, \tilde{u}_{2}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n}\right)}= & \left\|\mathcal{D}^{-} \tilde{u}_{1}+\mathcal{Q} g\left(t, \tilde{u}_{1}\right)-\mathcal{D}^{-} \tilde{u}_{2}-\mathcal{Q} g\left(t, \tilde{u}_{2}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n}\right)} \\
\leq & \left\|\mathcal{D}^{-}\right\|\left\|\tilde{u}_{1}-\tilde{u}_{2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \\
& \quad+\|\mathcal{Q}\|\left\|g\left(t, \tilde{u}_{1}\right)-g\left(t, \tilde{u}_{2}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)} \\
\leq & \left(\left\|\mathcal{D}^{-}\right\|+\|\mathcal{Q}\| L_{g}\right)\left\|\tilde{u}_{1}-\tilde{u}_{2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}
\end{aligned}
$$

for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$ and $\tilde{u}_{1}, \tilde{u}_{2} \in \overline{\mathcal{B}}\left(\tilde{u}_{0}, c_{2}\right)$. We recall moreover from (2.5) that the norms of $\mathcal{D}^{-}$and $\mathcal{Q}$ are bounded by the spectral norms of their respective inducing matrices. This shows that $h$ is locally Lipschitz continuous.
Next, introduce the function $\widetilde{\phi}:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{r}\right)$ through

$$
\begin{equation*}
\widetilde{\phi}(t, \tilde{u}):=\mathcal{A}^{-} \phi\left(t, \mathcal{D}^{-} \tilde{u}+\mathcal{Q} g(t, \tilde{u})\right)=\mathcal{A}^{-} \phi(t, h(t, \tilde{u})) . \tag{2.36}
\end{equation*}
$$

The composition $\phi \circ h:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n}\right)$ defined as in (2.39) by

$$
(\phi \circ h)(t, \tilde{u}):=\phi(t, h(t, \tilde{u}))
$$

is also locally Lipschitz continuous; see the auxiliary Lemma 2.23 subsequent to this proof. The leading $\mathcal{A}^{-}$in the definition of $\widetilde{\phi}$ in (2.36) only changes the Lipschitz constant but not the local Lipschitz continuity itself. Hence, $\widetilde{\phi}$ is also locally Lipschitz continuous with respect to the second variable.
Using $\widetilde{\phi}$, we rewrite (2.35a), and together with the initial condition (2.35c), we obtain the initial value problem

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\widetilde{\phi}\left(t, u_{d}(t)\right) & =\mathcal{A}^{-} q(t) \quad \text { f. a. a. } t \in[0, T]  \tag{2.37a}\\
u_{d}(0) & =u_{0}
\end{align*}\right.
$$

Still, we cannot apply the Generalized Picard-Lindelöf Theorem C. 3 to this system due to missing continuity on the right-hand side. To overcome this issue, we define an abstract function $\widetilde{q}:[0, T] \rightarrow L^{2}\left(\Omega, \mathbb{R}^{r}\right)$ through

$$
\widetilde{q}(t):=\int_{0}^{t} \mathcal{A}^{-} q(s) \mathrm{d} s \quad \text { for } t \in[0, T] .
$$

By Lemma B.19, the function $\widetilde{q}$ is absolutely continuous, even classically differentiable almost everywhere, and clearly $\widetilde{q} \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$ with $\widetilde{q}^{\prime}=\mathcal{A}^{-} q$. We consider the auxiliary initial value problem

$$
\left\{\begin{align*}
v^{\prime}(t)+\widetilde{\phi}(t, v(t)+\widetilde{q}(t)) & =0 \quad \text { for } t \in[0, T],  \tag{2.38}\\
v(0) & =u_{0} .
\end{align*}\right.
$$

The function $t \mapsto \widetilde{\phi}(t, v+\widetilde{q}(t))$ is continuous, and the function $v \mapsto \widetilde{\phi}(t, v+\widetilde{q}(t))$ is, again, locally Lipschitz continuous; the translation by $\widetilde{q}$ in the second argument does not change this. Recall that by Assumption 5, $\phi$ and consequently $\widetilde{\phi}$
is bounded. Thus, by the Generalized Picard-Lindelöf Theorem C.3, the initial value problem (2.38) admits a unique continuously differentiable solution $v:[0, T] \rightarrow$ $L^{2}\left(\Omega, \mathbb{R}^{r}\right)$.

We now double back and step by step return to system (2.34). Having found a unique solution $v$ to (2.38), we set

$$
u_{d}:=v+\widetilde{q} \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) .
$$

This function solves system (2.37). In fact, the initial condition (2.37b) holds since $\widetilde{q}(0)=0$ by definition. Moreover, we have for almost all $t \in[0, T]$

$$
u_{d}^{\prime}(t)=v^{\prime}(t)+\widetilde{q}^{\prime}(t)=-\widetilde{\phi}(t, v(t)+\widetilde{q}(t))+\mathcal{A}^{-} q(t)=-\widetilde{\phi}\left(t, u_{d}(t)\right)+\mathcal{A}^{-} q(t)
$$

which is equivalent to (2.37a). But (2.37a) is equivalent to (2.35a), and therefore the dynamical part of our solution to (2.35) is uniquely determined. The relation (2.35b) now defines uniquely the algebraic components $u_{a}$. In summary, we found a unique pair ( $u_{d}, u_{a}$ ) which solves (2.35), and consequently (2.34).

Remark. From the solution $\left(u_{d}, u_{a}\right)$ provided by Theorem 2.22 we may, as before, uniquely reconstruct a function $u \in H_{\mathcal{D}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)$ using the relation (2.25). This function $u$ solves our properly stated abstract DAE (2.19).

We conclude this section by providing the promised auxiliary result which shows that a specific composition of two locally Lipschitz continuous functions is still locally Lipschitz continuous.

Lemma 2.23. Let $X, Y$, and $Z$ be real Banach spaces, and let $[0, T] \subset \mathbb{R}$ be a given fixed time interval with $T>0$. Let $f:[0, T] \times X \rightarrow Y$ and $g:[0, T] \times Y \rightarrow Z$ be two continuous mappings which are locally Lipschitz continuous with respect to their respective second variables, see Definition C.1. Then, the composition $g \circ f:[0, T] \times$ $X \rightarrow Z$ given by

$$
\begin{equation*}
(g \circ f)(t, x):=g(t, f(t, x)) \quad \text { for } t \in[0, T] \text { and } x \in X \tag{2.39}
\end{equation*}
$$

is locally Lipschitz continuous with respect to its second variable, i.e. for all $t_{0} \in$ $[0, T]$ and $x_{0} \in X$ there are positive numbers $c_{1}, c_{2}>0$ and a constant $L\left(c_{1}, c_{2}\right) \geq 0$ such that

$$
\left\|g\left(t, f\left(t, x_{1}\right)\right)-g\left(t, f\left(t, x_{2}\right)\right)\right\|_{Z} \leq L\left(c_{1}, c_{2}\right)\left\|x_{1}-x_{2}\right\|_{X}
$$

holds for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$, as well as for all $x_{1}, x_{2} \in \overline{\mathcal{B}}\left(x_{0}, c_{2}\right) \subset X$.

Proof. Let $t_{0} \in[0, T]$ and $x_{0} \in X$ be arbitrarily fixed. By assumption on $g$, there are positive numbers $c_{g 1}, c_{g 2}>0$ and a constant $L_{g}=L_{g}\left(c_{g 1}, c_{g 2}\right) \geq 0$ such that

$$
\begin{equation*}
\left\|g\left(t, y_{1}\right)-g\left(t, y_{2}\right)\right\|_{Z} \leq L_{g}\left\|y_{1}-y_{2}\right\|_{Y} \tag{2.40}
\end{equation*}
$$

is fulfilled for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{g 1}$, and all $y_{1}, y_{2} \in \overline{\mathcal{B}}\left(f\left(t_{0}, x_{0}\right), c_{g 2}\right) \subset Y$.
Similarly for $f$, there are positive numbers $c_{f 1}, c_{f 2}>0$ and a constant $L_{f}=$ $L_{f}\left(c_{f 1}, c_{f 2}\right)$ such that for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{f 1}$ and for all $x_{1}, x_{2} \in$ $\overline{\mathcal{B}}\left(x_{0}, c_{f 2}\right)$, we have

$$
\begin{equation*}
\left\|f\left(t, x_{1}\right)-f\left(t, x_{2}\right)\right\|_{Y} \leq L_{f}\left\|x_{1}-x_{2}\right\|_{X} \tag{2.41}
\end{equation*}
$$

Since $f$ and $g$ are only locally Lipschitz continuous, we need to pay attention to a certain technicality. Essentially, it is not clear that $f$ maps the ball around $\left(t_{0}, x_{0}\right)$ where $f$ is Lipschitz continuous into the ball around $f\left(t_{0}, x_{0}\right)$ where $g$ is Lipschitz continuous. Showing this is the principle task in proving Lemma 2.23.

By continuity of $f$, the mapping $t \mapsto\left\|f\left(t, x_{0}\right)\right\|_{Y}$ is continuous. In particular, it is continuous in $t_{0}$. Thus, for $\varepsilon:=\frac{1}{2} c_{g 2}$, there is a $\delta>0$ such that for $t \in[0, T]$ we have

$$
\left|t-t_{0}\right| \leq \delta \Longrightarrow\left\|f\left(t, x_{0}\right)-f\left(t_{0}, x_{0}\right)\right\|_{Y} \leq \varepsilon .
$$

Set $c_{1}:=\min \left\{c_{f 1}, c_{g 1}, \delta\right\}>0$, and choose $0<c_{2} \leq \min \left\{c_{f 2}, c_{g 2}\right\}$ sufficiently small such that $L_{f} c_{2} \leq \frac{1}{2} c_{g 2}$ is fulfilled. Then, for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$ and for all $x \in \overline{\mathcal{B}}\left(x_{0}, c_{2}\right)$, we have

$$
\begin{align*}
\left\|f(t, x)-f\left(t_{0}, x_{0}\right)\right\|_{Y} & \leq\left\|f(t, x)-f\left(t, x_{0}\right)\right\|_{Y}+\left\|f\left(t, x_{0}\right)-f\left(t_{0}, x_{0}\right)\right\|_{Y} \\
& \leq L_{f}\left\|x-x_{0}\right\|_{X}+\varepsilon \leq L_{f} c_{2}+\varepsilon \leq \frac{1}{2} c_{g 2}+\frac{1}{2} c_{g 2}=c_{g 2} . \tag{2.42}
\end{align*}
$$

Since $c_{1} \leq c_{g 1}$ by definition, this last estimation shows that there is a sufficiently small ball around ( $t_{0}, x_{0}$ ) which is mapped under $f$ into $\overline{\mathcal{B}}\left(f\left(t_{0}, x_{0}\right), c_{g 2}\right)$, the latter being the set where $g$ is Lipschitz continuous and (2.40) holds.

After these preparations, we may finally show that the composition $g \circ f$ as given above is also locally Lipschitz continuous. To this end, we fix arbitrary $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$ and arbitrary $x_{1}, x_{2} \in \overline{\mathcal{B}}\left(x_{0}, c_{2}\right)$. Then,

$$
\begin{aligned}
\left\|(g \circ f)\left(t, x_{1}\right)-(g \circ f)\left(t, x_{2}\right)\right\|_{Z} & =\left\|g\left(t, f\left(t, x_{1}\right)\right)-g\left(t, f\left(t, x_{2}\right)\right)\right\|_{Z} \\
& \leq L_{g}\left\|f\left(t, x_{1}\right)-f\left(t, x_{2}\right)\right\|_{Y} \\
& \leq L_{g} L_{f}\left\|x_{1}-x_{2}\right\|_{X}
\end{aligned}
$$

since estimation (2.42) holds for both $x_{1}$ and $x_{2}$, and $\overline{\mathcal{B}}\left(x_{0}, c_{2}\right) \subset \overline{\mathcal{B}}\left(x_{0}, c_{f 2}\right)$. This concludes the proof.

### 2.5 Summary and Discussion

In this chapter, we discussed the semilinear DAE

$$
\begin{equation*}
(\mathcal{E} u)^{\prime}(t)+\phi(t, u(t))=q(t) \quad \text { for } 0 \leq t \leq T . \tag{2.2}
\end{equation*}
$$

Motivated by the observation that in many fields of application, for instance electrical circuits or flow networks, the leading operator $\mathcal{E}$ inherently describes some sort of graph structure, we introduced in Section 2.1 the notion of matrix-induced linear operators. They are mappings between Banach spaces and thus infinite-dimensional objects but they behave like finite-dimensional matrices, and so may mediate between these two worlds. In order to discuss and successfully decouple abstract DAEs, i.e. DAEs in an infinite-dimensional setting, it is often necessary to require that the involved operators split the underlying function space in a certain sense, for instance to assume that the null space of these operators is complemented. See for instance [86, p. 58]. A very similar assumption is necessary to guarantee the existence of generalized inverses of linear operators between Banach spaces, see [91, pp. 827 sq.]. Matrix-induced linear operators directly have such a space splitting property, they naturally appear in many applications, and we believe that they are potentially very useful in the analysis of abstract DAEs.

In Section 2.2, we provided an appropriate functional analytical framework to understand the abstract DAE (2.2). We showed that a matrix-induced linear operator $\mathcal{E}$ can always be properly factorized, and we introduced suitable solution spaces following the work in [85].

Using these specific operators, we were able to decouple the Banach space valued DAE (2.2) by using an approach which is based on the dissection concept introduced by Jansen [64]. However, there are two major differences to the DAEs analyzed in [64]. First, (2.2) is formulated in an infinite-dimensional setting and not a finitedimensional one. This challenge was met by using matrix-induced linear operators, and we discussed the first part of the decoupling procedure in Section 2.3. The second major difference is that the DAEs discussed in [64] have exclusively classical continuously differentiable solution functions. In view of the coupled system analyzed in Chapter 4, we aimed at finding not classical but strong solutions instead, that is solutions which are continuous in time but in general not differentiable. For this reason, we could not rely on the Implicit Function Theorem which is often used to find the inherent ODE, see for instance [64, 65, 72]. Rather, we used a monotonicity assumption and developed an index-1-like characterization based on the novel theoretical existence result for operator equations stated in Section 2.4. This characterization has the advantage that it does not require the entire nonlinear function $\phi$ of the DAE to meet the monotonicity assumption. Only a certain image of $\phi$, namely $\mathcal{W} \phi$ needs to be strongly monotone, and further, it does not need to be strongly monotone on all of its domain but only on certain affine subspaces.

Finally, we were able to provide an existence and uniqueness result for the decoupled DAE with discontinuous right-hand side $q$ under fairly mild assumptions. Note that this is not trivial. In fact, typical existence results for ODEs in finite-dimensional settings are based on Schauder's fixed-point theorem, for instance Peano's theorem or Carathéodory's theorem. Consequently, they require the nonlinear function $\phi$ to be completely continuous or compact to be applicable also in an infinite-dimensional setting. The same holds true for existence results for semilinear initial value problems based on the semigroup approach, although, this would allow to include Banach space valued operators representing spatial differential operators. This difficulty was omitted here. For more information regarding the semigroup approach applied to nonlinear problems, we refer to [95, Chapter 6].

There are many possible points where we could generalize results, discuss related concepts, relax certain assumptions. We only discuss the most important.

More general Matrix-induced Linear Operators For this thesis, we introduced matrix-induced linear operators with strong solutions in mind, and we chose a notation comparable to the one in [85]. However, the concept of matrix-induced linear operators can naturally be transferred to work between more general Bochner spaces; consider for instance

$$
\mathcal{E}: L^{p}(0, T ; X)^{n} \rightarrow L^{p}\left(0, T ; X^{\prime}\right)^{m} .
$$

With this notion and the more flexible notation, the decoupling procedure based on Theorem 2.20 could work also in cases other than $p=2$. In addition, it would permit to analyze DAEs with respect to weaker solution concepts.

More specific Matrix-induced Linear Operators Besides generalizing the concept of matrix-induced linear operators to more general Bochner spaces, we could also go a step in the opposite direction. Observe that matrices representing graphs, in particular so-called Laplacian matrices, possess a lot of structure which we did not yet exploit. If a DAE arises from a field of application where network or graph structures are present, regularly also Laplacian matrices appear, and we might gain more insight into the composition of the DAE and the topology of its underlying graph by exploiting the properties of such graph describing matrices. See for instance [94]. For more information on graphs and their describing matrices, we refer to the textbook by Molitierno [88].

The Concept of Well-matched Factors The concept of well-matched operators can be extended to general linear operators. Let $U, V$, and $W$ be Banach spaces, and let an operator $\mathcal{E} \in \mathcal{L}(U, W)$ be given. Two operators $\mathcal{A} \in \mathcal{L}(V, W)$ and $\mathcal{D} \in \mathcal{L}(U, V)$ are well-matched factors of $\mathcal{E}$ if $\mathcal{E}=\mathcal{A D}$ holds, $\mathcal{A}$ is injective, and $\mathcal{D}$ is surjective. This
implies that $\operatorname{im} \mathcal{D}$ is closed and that the topological transversality condition (2.15) holds.

Linear Operators induced by Matrix-valued Functions The second natural continuation is the extension to linear operators induced by matrix-valued functions, thus to operators

$$
\mathcal{E}:[0, T] \times L^{p}(0, T ; X)^{n} \rightarrow L^{q}(0, T ; Y)^{m},
$$

such that $\mathcal{E}(t)$ is a matrix-induced linear operator for (almost all) $t \in[0, T]$. This also includes systems of PDEs. Consider for instance a coupled system of elliptic and parabolic PDEs with time depending and in general discontinuous coefficient functions. Such a system can directly be written as a semi-explicit abstract DAE. However, extending our results to DAEs with such operators is quite involved. We only touch upon a couple of possible difficulties. First and most obvious, $\mathcal{E}(t) u^{\prime}(t) \neq$ $(\mathcal{E}(\cdot) u(\cdot))^{\prime}(t)$ for linear operators induced by matrix-valued functions. Thus, we require a certain differentiability of $\mathcal{E}$ if we do not want all of $u$ but only $\mathcal{E} u$ to be differentiable in a certain sense. At least, we can expect $\mathcal{E}$ to be continuous then. However, it is known that even in the finite-dimensional case, the continuity of a matrix-valued function $E$ is not sufficient to guarantee the continuity of a generalized inverse. In fact, the continuity of its Moore-Penrose inverse is equivalent to a constant rank condition; in other words, $\operatorname{rank} E(t)$ needs to be constant in time. See [26, pp. 225 sq.$]$. In view of flow networks, this means that the topology of the network or graph must not change. This is a restriction for applications since it may well happen in reality that valves open or close and the network topology changes in time. To the best of our knowledge, it is unclear how to tackle such problems. Even under the assumption on the linear operator $\mathcal{E}$ that something analog to the constant rank assumption holds, if $\mathcal{E}$ varies with time, its null space might also vary with time. The results for DAEs with properly stated leading term and time-varying coefficients that are known so far always assume that either the null space is a $\mathcal{C}^{1}$ subspace, which means, its basis functions are continuously differentiable, or that $\mathcal{E}$ itself is continuously differentiable. See [72, 85]. In view of coefficient functions for PDEs, these are unusual strong assumptions.

Alternatives to Strong Monotonicity The goal of many DAE decoupling procedures is to find a way to write the algebraic part of the solution in terms of the dynamical part. For DAEs, this is often done by means of the Implicit Function Theorem, and lately, in particular for abstract DAEs, this has been replaced by applications of the Theorem of Browder and Minty; see [50, 64, 65, 86] amongst others. However, the fact that we assume strong monotonicity of our operator without exploiting the resulting existence of a Lipschitz continuous inverse operator indicates that this assumption is perhaps too strong. We already indicated that uniform monotonicity might be sufficient. Besides, it would be interesting to see if for instance
the concept of pseudomonotonicity could be transferred to abstract DAE analysis, in particular to abstract DAEs involving spatial differential operators.

With these remarks, we conclude this chapter.

# 3 A Brief Introduction to Linear Wave Equations 

## Introduction to Hyperbolic Partial Differential Equations

Partial Differential Equations (PDEs) are typically categorized into three groups: elliptic, parabolic, and hyperbolic PDEs. Generally speaking, elliptic PDEs describe stationary processes that do not change over time or are time-independent altogether. Parabolic and hyperbolic PDEs appear in evolution equations where the state of a system changes over time. Diffusion processes such as particle diffusion, heat conduction, reaction-diffusion and convection-diffusion phenomena are typically modeled by parabolic PDEs. Hyperbolic PDEs on the other hand describe wave-like phenomena. They can be characterized by a so-called finite speed of propagation. This means that any initial disturbance of an equilibrium is propagated through space and time at a finite speed. Such a disturbance could be an oscillation of some sort, for instance the vibration of a string or the displacement of a church spire due to violent storm. It could also be information being sent through some homogeneous or non-homogeneous medium like a radio or telecommunication signal.

Hyperbolic PDEs are linked to so-called conservation laws or balance laws. These laws stipulate that the rate of change of the total amount of a quantity inside a fixed domain is balanced by the flux of the quantity across the boundary of the domain, or in absence of any flux, conserved within the domain [77, p. 3]. Typical examples of conservation laws include the conservation law of linear momentum that states that the total momentum in any closed system remains constant, the conservation of electric charge that stipulates that the total electric charge in an isolated system does not change, or the well-known fundamental principle of conservation of energy [35, Chap. 2]. Conservation laws and balance laws are essential for our understanding of the physical world, and consequently, hyperbolic PDEs arise in a widespread range of applications.

It is common to further subdivide hyperbolic PDEs into first and second order hyperbolic PDEs. One distinguishing feature which can often be found in solutions for hyperbolic PDEs of first order are shocks. Shocks are discontinuities in the solution that may appear after a finite period of time, even if the initial data is continuous; see for instance [43, pp. 139 sq .]. The possibility of such discontinuities necessitates rather specific and involved techniques in order to describe these equations in a mathematically rigorous and at the same time physically meaningful way. For more
information on this, we refer to the very well-written introduction by Bressan [22], the standard monographs on hyperbolic conservation laws by Dafermos [35] and Lax [77], and the references therein. Second order hyperbolic PDEs are generally more benign. On one hand, they can be analyzed by techniques deemed more accessible and similar to techniques used for parabolic PDEs. On the other hand, the solutions can usually be expected to behave more regularly. In many cases, also non-trivial ones, solutions to second order hyperbolic PDEs are continuous in time, which is to say that shocks do not appear on a prescribed time interval. However, the possibility that shock waves appear, that solutions blow up after a finite time, or a non-existent altogether, is related to the finite propagation speed, and this is a feature inherent to all hyperbolic PDEs. Examples for blow-up in second order hyperbolic PDEs are for instance given in [7, 43, pp. 686 sqq., 127, Sec. 33.10].
The main focus of this thesis is the analysis of a coupled system of an abstract differential-algebraic equation and a hyperbolic PDE. We aim to find appropriate conditions on the coupling and the constraints that allow for continuous solutions. Therefore we concentrate on second order hyperbolic PDEs in this chapter, and we do not dive into the intricacies of first order hyperbolic equations.
As a prototype for a second order hyperbolic PDE we choose the linear wave equation

$$
\begin{equation*}
v^{\prime \prime}-\Delta v=q \tag{3.1}
\end{equation*}
$$

which can be used as an easy model to describe vibrating strings or membranes, or, more general, waves traveling through elastic material. To an extent, the propagation of acoustic, electromagnetic, or seismic waves, usually modeled by sets of more complex equations, can also be described by wave equations. See Section 3.3 below.

## Overview and Literature

In this chapter, we aim to give a brief introduction into the field of linear hyperbolic equations of second order. To keep this introduction concise, we focus on one specific type of second order hyperbolic partial differential equation, namely an abstract linear wave equation on a bounded domain. We present one way to prove existence and uniqueness of a solution, see Section 3.1. We also provide an a priori estimate that is crucial for the analysis of the coupled system in Chapter 4. In Section 3.2, we discuss the abstract linear wave equation which can be seen as a paradigm for an equation that fits into the general framework discussed before. We close this chapter by giving examples where linear wave equations, semilinear variants, and related equations appear in applications, see Section 3.3.
Accessible results for linear wave equations with homogeneous boundary conditions can be found in many textbooks on PDEs such as [43, 93, 104]. Abstract versions of linear second order hyperbolic equation, also complemented by non-homogeneous boundary conditions, can be found in the classical textbooks by Lions [81] and Lions
and Magenes [83, 84]. Variations thereof can also be found in [23, 108, 126, 127]. Regularity results on linear wave equations and general linear second order hyperbolic equations are due to Lasiecka and Triggiani and can be found in [73-76].
Results on nonlinear second order hyperbolic equations are not discussed in this chapter. We refer to the monographs of Alinhac [7] and Li and Zhou [78] and the references therein. Some results can also be found in [127, Chap. 33].

### 3.1 Linear Hyperbolic Partial Differential Equations of Second Order

In this section, we introduce notions to properly understand the wave equations discussed in the following sections, and we present techniques in order to solve them. The presentation follows closely the elaborations of Lions and Magenes [83, Chap. 3.4 and 3.8], Schweizer [108, Chap. 12], and Zeidler [126, Chap. 24].

Assumption 6. Let Assumption 1 hold. Let $V$ and $H$ be two real Hilbert spaces, and denote with $V^{\prime}$ the dual space of $V$. Require that $V$ is separable and that $\left(V, H, V^{\prime}\right)$ forms a Gelfand triple, see Definition B.2. In particular, the embedding $V \hookrightarrow H$ is dense. Moreover, let $a:[0, T] \times V \times V \rightarrow \mathbb{R}$ be a family of continuous bilinear forms on $V$ such that
i) the mapping

$$
t \mapsto a(t ; v, w):[0, T] \rightarrow \mathbb{R}
$$

is continuously differentiable for all $v, w \in V$;
ii) $a$ is symmetric, i. e. $a(t ; v, w)=a(t ; w, v)$ for all $t \in[0, T]$ and $v, w \in V$;
iii) there are $\lambda \geq 0$ and $\alpha>0$ such that

$$
a(t ; v, v)+\lambda\|v\|_{H}^{2} \geq \alpha\|v\|_{V}^{2}
$$

holds for all $t \in[0, T]$ and $v \in V$. In other words, $a$ fulfills an abstract Gårding's inequality. See [126, p. 426, 39, p. 218].
Due to the continuity of $a$, we may then introduce a family of linear operators $A(t) \in \mathcal{L}\left(V, V^{\prime}\right)$ through

$$
\begin{equation*}
\langle[A(t)] v, w\rangle=a(t ; v, w) \tag{3.2}
\end{equation*}
$$

We now consider the abstract linear hyperbolic partial differential equation of second order

$$
\begin{equation*}
v^{\prime \prime}(t)+A(t) v(t)=q(t) \quad \text { f. a. a. } t \in[0, T], \tag{3.3a}
\end{equation*}
$$

with initial conditions

$$
\begin{align*}
v(0) & =v_{0},  \tag{3.3b}\\
v^{\prime}(0) & =v_{1} . \tag{3.3c}
\end{align*}
$$

In order to render this equation meaningful, it suffices to let $q \in L^{1}\left(0, T ; V^{\prime}\right)$, and let $A(t)$ be given by (3.2). Then, (3.3) directly implies $v^{\prime \prime} \in L^{1}\left(0, T ; V^{\prime}\right)$ and thus, $v \in$ $W^{2,1}\left(0, T ; V^{\prime}\right)$. It follows that $v$ and $v^{\prime}$ are absolutely continuous, see Lemma B.24, and hence, the initial conditions are meaningful. Note that by slight abuse of notation we reused the variable $v$. This is common in this context and we will continue to do so whenever it is unambiguous.

Perspectives on (3.3) There are at least two different mathematical perspectives on partial differential equations such as (3.3), which we call the operator perspective and the variational perspective. Understanding the PDE in an operator sense, we try to find an appropriate framework to ensure that the appearing differential operators are as nice as possible, for instance isomorphisms. This approach seems natural in light of classical solutions for PDEs when differential operators can be meaningfully defined in a strong sense. To discuss wellposedness of the PDE as well as existence of solutions then effectively means to establish an understanding of the operators present in the PDE, by indicating specific domain and codomain spaces, or features the operators ought to have. Oftentimes a connection to the variational perspective can be established through the definition of certain inner products on the operator's domain space and establishing integration-by-parts formulas.

On the other hand, the variational perspective starts from a variational formulation which can only be understood properly if the solution and test function spaces are explicitly indicated. The variational formulation commonly contains bilinear forms or inner products and the operators appearing in the more concise formulation that is the PDE are derived from these bilinear forms, just as in Assumption 6. This approach seems, in general, to offer more flexibility in the sense that solution and test function space need not to be related directly, but it makes the comparison of different regularity results in literature and establishing the relations between them quite challenging. Nevertheless, in light of Sobolev or Bochner spaces, and considering distribution theory, the variational perspective is as common as the operator perspective.

As can be inferred from Assumption 6, we will rather take the variational perspective in the following. But this is a personal preference; both perspectives are closely related, and often it is easily possible to switch from one to the other. See for instance [83, pp. 200 sqq., 43, Chap. 8].

The next statement provides an existence and uniqueness result for the very general formulation (3.3) of a linear second order hyperbolic PDE. Note that we did not
explicitly specify boundary conditions. In fact, they are covered either by the choice of a specific solution space $V$ or by the given bilinear form $a$. Note also that we did not and will not pin down a variational formulation of (3.3). The reason for this is that we do not intend to give one proof for one specific understanding of the PDE, meaning one specific variational formulation. We rather aim to indicate a general procedure of proving such an existence result. This includes a certain density argument, which is, in turn, related to the test function space for the variational formulation.

Theorem 3.1 ([83, Thm. 8.1]). Let initial conditions $v_{0} \in V$ and $v_{1} \in H$ be given and assume the right-hand side to be $q \in L^{2}(0, T ; H)$. Then, there exists a unique function

$$
v \in L^{2}(0, T ; V) \cap H^{1}(0, T ; H) \cap H^{2}\left(0, T ; V^{\prime}\right)
$$

satisfying (3.3).

Sketch of Proof. Proofs of this or similar statements can be found, among others, in the textbooks by Lions and Magenes [83, pp. 265 sqq.], Schweizer [108, pp. 219 sqq.], and Zeidler [126, pp. 452 sqq.]. They all follow the same main line of action, starting from a more ( $[108,126]$ ) or less ([83]) explicitly given variational formulation, and using the fundamental principle "a priori estimates yield existence" applied to approximate Galerkin equations, see also [127, pp. 1183 sq.].

By Assumption 6, $V$ is separable. Using a Galerkin approach, we fix $k \in \mathbb{N}$ and approximate (3.3) on a $k$-dimensional subspace $V^{(k)} \subset V$. We obtain a set of $k$ linear ordinary differential equations with approximate initial conditions. This set of equations admits a unique solution $v^{(k)}:[0, T] \rightarrow V^{(k)}$ on all of $[0, T]$ by virtue of Carathéodory's solution theory, cf. [108, p. 228, 126, p. 465, Step 5]. This approximate solution fulfills an a priori estimate of the form

$$
\begin{equation*}
\left\|v^{(k)}(t)\right\|_{V}^{2}+\left\|\left(v^{(k)}\right)^{\prime}(t)\right\|_{H}^{2} \leq c\left(\left\|v_{0}\right\|_{V}^{2}+\left\|v_{1}\right\|_{H}^{2}+\int_{0}^{t}\|q(s)\|_{V}^{2} \mathrm{~d} s\right) \tag{3.4}
\end{equation*}
$$

with constant $c>0$ for almost all $t \in[0, T]$. Note that the right-hand side bound is independent of $k$. Hence, the sequence of approximate solutions $\left(v^{(k)}\right) \subset V$ is uniformly bounded. It is therefore possible to extract a subsequence that converges weakly to some $v$ in the sense of $L^{2}(0, T ; V) \cap H^{1}(0, T ; H)$.

In order to show that $v$ is indeed a solution to the $\operatorname{PDE}$ (3.3), we let $k \rightarrow \infty$ in the set of ordinary differential equations that determines $v^{(k)}$, all the while exploiting the fact that any function $v \in L^{2}(0, T ; V) \cap H^{1}(0, T ; H)$ can be approximated by a series of classically differentiable functions. This could be polynomials as in [126, Sec. 24.3], or functions with compact support and certain vanishing boundary values as in [108, p. 229,83, p. 268]. As noted above, this chosen density result effectively dictates how to understand the PDE (3.3) in view of its variational formulation.

The successful limiting process shows that the weak limit point solves (3.3), and consequently proves the existence of a solution.

Uniqueness of a solution follows from the a priori estimate applied to a solution of the variational formulation of (3.3) when tested with a specific test function, see [83, pp. 268 sqq., 126 , pp. 459 sq.]. This concludes the proof.

Of course, there are other techniques for proving similar results for similar problems such as the semigroup approach or the vanishing viscosity/parabolic regularization approach, to name only two. We will not dive into more detail here but refer to the corresponding literature, for instance [43, 77, 83, 127] and the references therein.

Remark. There are three remarks to be made concerning the uniqueness and the regularity of the solution. First, uniqueness of a solution to the PDE implies weak convergence of the entire series of approximate solutions $\left(v^{(k)}\right)$ and not only weak convergence along a subsequence. See [125, p. 480, 126, p. 465] for instance. This may be relevant for the numerical computation of the solution.

Second, since the a priori estimate (3.4) holds for almost all $t \in[0, T]$, we deduce that the unique solution of (3.3) has regularity

$$
\begin{equation*}
v \in L^{\infty}(0, T ; V) \cap W^{1, \infty}(0, T ; H) \tag{3.5}
\end{equation*}
$$

From this, we derive the continuity of $v$ with respect to time. More precisely, the equivalence class of solutions contains a continuous representative $v \in \mathcal{C}([0, T] ; H)$; cf. Lemma B.25. Using the technique of mollification, it is even possible to prove the existence of a continuous representative

$$
\begin{equation*}
v \in \mathcal{C}([0, T] ; V) \cap \mathcal{C}^{1}([0, T] ; H) \tag{3.6}
\end{equation*}
$$

See in particular the proofs of Theorems 12.5 and 12.6 in [108, pp. 230 sq.].
Third, we want to point out that this continuous representative (3.6) satisfies for all $t \in[0, T]$ the energy equation

$$
\begin{align*}
a(t ; v(t), v(t))+\left\|v^{\prime}(t)\right\|_{H}^{2}=a\left(0 ; v_{0}, v_{0}\right)+\left\|v_{1}\right\|_{H}^{2}+ & 2 \int_{0}^{t} a^{\prime}(s ; v(s), v(s)) \mathrm{d} s \\
& +2 \int_{0}^{t}\left(q(s), v^{\prime}(s)\right) \mathrm{d} s \tag{3.7}
\end{align*}
$$

See [83, pp. 276 sq.] and cf. [108, pp. 228, 230]. This energy equality can be interpreted as a balance law in compliance with our introduction: The energy of the system given on the left-hand side is equal to the initial energy of the system plus the energy put into the system by means of the right-hand side function $q$. In other words, the total amount of energy is conserved over time within the system.

### 3.2 Linear Wave Equations

In this section, we present the prototypical linear wave equation subject to homogeneous Dirichlet boundary conditions in its most well-known framework. It is an example for the class of linear hyperbolic PDEs of second order discussed in Section 3.1, and it will be used as a representative of this class in Chapter 4. We will also comment on other boundary conditions.

### 3.2.1 Homogeneous Dirichlet Boundary Conditions

The classical linear wave equation with homogeneous boundary conditions is given in the following setting which is in accordance with Assumption 6.

Let $V:=H_{0}^{1}(\Omega)$ and $H:=L^{2}(\Omega)$, and denote the dual space $V^{\prime}=: H^{-1}(\Omega)$ as usual in this framework. The triple $\left(H_{0}^{1}(\Omega), L^{2}(\Omega), H^{-1}(\Omega)\right)$ forms a Gelfand triple with compactness, i.e. the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$ is even compact. See Definition B.2.

We define an inner product on $H_{0}^{1}(\Omega)$ through

$$
(v, w)_{H_{0}^{1}(\Omega)}:=(\nabla v, \nabla w)_{L^{2}(\Omega)}
$$

for $v, w \in H_{0}^{1}(\Omega)$. This is indeed an inner product as its positive definiteness is ensured by the Poincaré inequality (B.9). It induces the typical norm in $H_{0}^{1}(\Omega)$, given by

$$
\|v\|_{H_{0}^{1}(\Omega)}:=\sqrt{(\nabla v, \nabla v)_{L^{2}(\Omega)}}
$$

but it will not be used otherwise. In all considerations below, $(\cdot, \cdot)$ will always denote the inner product in $L^{2}(\Omega)$. We may now introduce the linear operator $-\Delta: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ in the same way as in (3.2) through

$$
\begin{equation*}
\langle-\Delta v, w\rangle:=(\nabla v, \nabla w)_{L^{2}(\Omega)} . \tag{3.8}
\end{equation*}
$$

In this setting, the linear wave equation with homogeneous Dirichlet boundary conditions reads

$$
\left\{\begin{align*}
v^{\prime \prime}(t)-\Delta v(t) & =q(t) & & \text { f. a. a. } t \in(0, T),  \tag{3.9}\\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
v(0) & =v_{0} & & \text { in } \Omega, \\
v^{\prime}(0) & =v_{1} & & \text { in } \Omega .
\end{align*}\right.
$$

We aim to find a function $v:[0, T) \times \bar{\Omega}$ that solves this equation in some sense.

Definition 3.2. We call a function $v \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap H^{1}\left(0, T ; L^{2}(\Omega)\right)$ a weak solution to the wave equation (3.9) if the initial condition $v(0)=v_{0}$ holds, and $v$ satisfies

$$
\begin{equation*}
\int_{0}^{T}-\left(v^{\prime}(t), w\right) \varphi^{\prime}(t)+(\nabla v(t), \nabla w) \varphi(t) \mathrm{d} t=\int_{0}^{T}(q(t), w) \varphi(t) \mathrm{d} t+\left(v_{1}, w\right) \varphi(0) \tag{3.10}
\end{equation*}
$$

for all $w \in H_{0}^{1}(\Omega)$ and $\varphi \in \mathcal{C}_{c}^{1}([0, T))$.

We chose this definition in accordance with [83, 108]. Note that the notion of a weak solution is not necessarily unique but differs in literature. Compare for instance [108] and [126].

Proposition 3.3. Given initial data $v_{0} \in H_{0}^{1}(\Omega)$ and $v_{1} \in L^{2}(\Omega)$, and a right-hand side function $q \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, there exists a unique function

$$
\begin{equation*}
v \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap H^{2}\left(0, T ; H^{-1}(\Omega)\right) \tag{3.11}
\end{equation*}
$$

that solves (3.9) in the weak sense of Definition 3.2.
Moreover, we have

$$
\begin{equation*}
v \in \mathcal{C}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap \mathcal{C}^{1}\left([0, T] ; L^{2}(\Omega)\right) \tag{3.12}
\end{equation*}
$$

after a possible modification on a set of measure zero. This continuous representative fulfills for all $t \in[0, T]$ the energy equation

$$
\begin{equation*}
\|v(t)\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2}=\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v_{1}\right\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{t}\left(q(s), v^{\prime}(s)\right) \mathrm{d} s \tag{3.13}
\end{equation*}
$$

Proof. A direct proof is given in [43, Sec. 7.2]. It uses the same ideas as the proof of Theorem 3.1. The regularity result (3.12) and the energy equation (3.13) are special cases of (3.6) and (3.7). See the remark on page 46 and also [108, pp. 230 sq., 83 , pp. 276 sqq.].

Remark. Using the symbol $-\Delta$ for the operator defined in (3.8) is, of course, not accidental. From a mathematical point, this definition is absolutely sound but we should explain the connection to the differential operator

$$
\Delta v:=\sum_{i=1}^{d} \frac{\partial^{2} v}{\partial x_{i}^{2}},
$$

denoted by the same symbol.

To this end, assume that the weak solution $v$ of Proposition 3.3 is Fréchet differentiable with respect to the spatial variables, i. e. $v(t) \in \mathcal{C}^{2}(\bar{\Omega})$. Then, $v(t)$ vanishes on the boundary by the Theorem by Meyers and Serrin B.9. Therefore, Green's identity (B.10) reads

$$
\int_{\Omega}\langle\Delta v(t), w\rangle+(\nabla v, \nabla w) \mathrm{d} x=\int_{\partial \Omega} \frac{\partial v}{\partial \nu} w \mathrm{~d} \sigma=0
$$

with $w \in \mathcal{C}_{c}^{1}(\Omega)$. From this equality, using (3.8), (3.9), (3.11), and the consistent structure of the Gelfand triple, see Definition B.2, we deduce that

$$
\int_{\Omega}(\Delta v(t), w)+\left(q(t)-v^{\prime \prime}(t), w\right) \mathrm{d} x=0
$$

holds, thus $v^{\prime \prime}(t)-\Delta v(t)=q(t)$ almost everywhere in $\Omega$. In other words: If $v$ is sufficiently regular, the classical spatial Laplacian is recovered, and in this way, the solution theory is consistent with classical theory. For more information on this notion of consistency, that is, the recovery of classical solutions, see [23, Sec. 9.5] or [102, Sec 2.4].

### 3.2.2 Non-homogeneous Dirichlet Boundary Conditions

The analysis for the linear wave equation with non-homogeneous boundary conditions, i.e. for the equation

$$
\left\{\begin{align*}
v^{\prime \prime}(t)-\Delta v(t) & =q(t) & & \text { f. a. a. } t \in(0, T),  \tag{3.14}\\
v(t) & =v_{b}(t) & & \text { on }(0, T) \times \partial \Omega, \\
v(0) & =v_{0} & & \text { in } \Omega, \\
v^{\prime}(0) & =v_{1} & & \text { in } \Omega .
\end{align*}\right.
$$

can be traced back to the homogeneous case if the boundary data $v_{b}$ is sufficiently regular. This method is often called homogenization. Assume that $v_{b}(t)$ can be extended as a $H^{1}$-function to the interior of the domain $\Omega$. In other words, suppose there is a function $\tilde{v}_{b} \in L^{2}\left(0, T ; H^{1}(\Omega)\right)$ such that $\tilde{v}_{b}(t)=v(t)$ on the boundary $\partial \Omega$ for almost all $t \in[0, T]$. This relationship can also be expressed by writing $\tilde{v}_{b}(t) \in H^{1 / 2}(\partial \Omega)$. We may then look for solutions to (3.14) that lie in the set

$$
K:=\left\{v \in L^{2}\left(0, T ; H^{1}(\Omega)\right), \text { such that } v-\tilde{v}_{b} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)\right\}
$$

Note that in order to derive an appropriate variational formulation, the PDE (3.14) is usually tested with functions $w \in H_{0}^{1}(\Omega)$ or $w \in \mathcal{D}(\Omega)$, i. e. functions with vanishing boundary values. This leads to variational formulations similar to (3.10) with the slight but decisive difference that we look for solutions that lie in $K$ instead of $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$.

### 3.2.3 Other Boundary Conditions

Solutions to the linear wave equation and more general second order hyperbolic equations with other boundary conditions such as Neumann or mixed boundary conditions have been extensively studied by Lasiecka and Triggiani, see for instance [7376]. They continue the work by Lions and Magenes [83, 84], presenting results on improved and hidden regularity of solutions as well as results on the stability of solutions. A very intelligible introduction into this topic and overview of the results is given in [74].

### 3.3 Sample Applications

We conclude this chapter by giving two specific examples where wave equations appear in applications.

## Electromagnetic Wave Equation

The four Maxwell Equations

$$
\begin{align*}
\operatorname{div} E & =\frac{\rho}{\varepsilon_{0}}  \tag{3.15a}\\
\operatorname{curl} E & =-\frac{\partial B}{\partial t},  \tag{3.15b}\\
\operatorname{div} B & =0,  \tag{3.15c}\\
\operatorname{curl} B & =\mu_{0}\left(J+\varepsilon_{0} \frac{\partial E}{\partial t}\right), \tag{3.15d}
\end{align*}
$$

given here in their microscopic version, are the quintessential laws of classical electrodynamics. Gauss's law for static electric fields (3.15a) and Gauss's law for magnetic fields (3.15c) both are balance laws: The first one (3.15a) states that the flux of the electric field $E$ through a closed surface of a domain $\Omega$ is balanced by the electric charge density $\rho$ inside the domain. The second one (3.15c) posits that the magnetic field $B$ is a solenoidal field. In other words: There are no magnetic charges, or equivalently, magnetic monopoles do not, and also cannot, exist. Faraday's Law of Induction (3.15b), relating the electric to the magnetic field, explains in one equation why dynamos work. Last but not least, Ampère's Circuital Law with Maxwell's addition (3.15d) links the magnetic field to the electric current density $J$ and it respects, through Maxwell's additional term $\frac{\partial E}{\partial t}$, a third conservation law, namely the conservation of charge (cf. [46, Chap. 18]). For completeness, we mention the vacuum permittivity $\varepsilon_{0}$ and the vacuum magnetic permeability $\mu_{0}$.

Under the assumption that $\Omega$ is a region of neither electric charges ( $\rho=0$ ) nor electric currents $(J=0)$, as for instance in a vacuum, these equations reduce to

$$
\begin{equation*}
\operatorname{div} E=0, \quad \operatorname{curl} E=-\frac{\partial B}{\partial t}, \quad \operatorname{div} B=0, \quad \text { and } \quad \operatorname{curl} B=\mu_{0} \varepsilon_{0} \frac{\partial E}{\partial t} \tag{3.16}
\end{equation*}
$$

Let us finally assume that the two field functions $B$ and $E$ are sufficiently smooth vector fields, that is, $B, E \in \mathcal{C}^{2}\left(\mathbb{R} \times \mathbb{R}^{3}, \mathbb{R}^{3}\right)$. Then, applying the differential operator curl to the second and fourth equation of (3.16), and using the identity $\operatorname{curl}(\operatorname{curl} A)=$ $-\Delta A+\nabla \operatorname{div} A$ for any smooth vector field $A$, yields

$$
\begin{equation*}
-\frac{\partial}{\partial t}(\operatorname{curl} B)=\operatorname{curl}(\operatorname{curl} E)=-\Delta E+\nabla \operatorname{div} E \tag{3.17}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\mu_{0} \varepsilon_{0} \frac{\partial}{\partial t}(\operatorname{curl} E)=\operatorname{curl}(\operatorname{curl} B)=-(\Delta B+\nabla \operatorname{div} B) . \tag{3.18}
\end{equation*}
$$

Note that the three differential operators $\nabla$, div and curl operate on the spatial variables only, and that partial time and space derivatives permute. Finally, the first and fourth equation of (3.16) used in (3.17), and the second and third equation of (3.16) used in (3.18) reveals

$$
\begin{equation*}
\mu_{0} \varepsilon_{0} \frac{\partial^{2} E}{\partial t^{2}}-\Delta E=0 \quad \text { and } \quad \mu_{0} \varepsilon_{0} \frac{\partial^{2} B}{\partial t^{2}}-\Delta B=0 \tag{3.19}
\end{equation*}
$$

Thus, under certain assumptions, both the electric field $E$, and the magnetic field $B$ fulfill a homogeneous linear wave equation. Either of the two equations (3.19) is rightfully named electromagnetic wave equation.

## Oscillation of a string or a membrane

In the case $d=1$ with $\Omega:=(0, L), L>0$, consider a horizontal string that is fixed at two points $\partial \Omega=\{0, L\}$ in space. Under the assumption that the string has a constant tension $S$ and a constant mass per unit length $\mu$, the oscillation of a string can be modeled by the one dimensional wave equation

$$
\frac{\partial^{2}}{\partial t^{2}} v(t, x)=\frac{S}{\mu} \frac{\partial^{2}}{\partial x^{2}} v(t, x) \quad \text { for } t \in(0, T) \text { and } x \in \Omega,
$$

subject to initial conditions $v(0, x)=v_{0}$ and $\frac{\partial}{\partial t} v(0, x)=v_{1}$ for $x \in \Omega$, and boundary conditions $v(t, 0)=v(t, L)=0$ for $t>0$. The initial conditions represent the initial displacement $v_{0}$ and initial velocity $v_{1}$ of the string, and the function value $v(x, t)$ of the solution function $v:[0, T) \times(0, L) \rightarrow \mathbb{R}$ describes the displacement of the string at time $t \geq 0$ for some point of reference $x \in(0, L)$. The same considerations are valid for modeling oscillations of membranes $(d=2)$. For more information, we refer to [51, pp. 224 sq., 264 sqq.].

## Further Examples

Further sample applications, their modeling, and the connection to the linear wave equation can be found in the textbook on partial differential equations by Schweizer [108, pp. 22 sq., 26, sq., 219 sqq., 497 sqq.].

There are many more problems in physics, chemistry, and engineering that cannot be modeled directly by linear wave equations but by semilinear variants and other related equations. Strongly damped wave equations, which can be seen as regularized linear wave equations, are used to model longitudinal or torsional vibrations in rods, [51, Sec. 4.3.1]. Elastic wave equations such as the Navier-Cauchy equations are used in linear elasticity theory to model deformation processes of elastic materials, [51, Sec. 2.5]. In quantum mechanics, relativistic wave equations model the behavior of high energy particles. The Klein-Gordon equation for instance, which is a semilinear wave equation, describes spinless particles like pions; see [49, Chapter 1]. Also, problems in nonlinear acoustics and piezoelectricity are related to wave equations, ultimately showing its ubiquity.

### 3.4 Summary

In this chapter, we provided a shallow insight into the field of linear hyperbolic PDEs of second order and their applications. We presented an existence and uniqueness result for an abstract formulation, and we argued that the analysis of more specific versions can be executed along the same lines. This was done with the objective to be able to use the specific version in the analysis of a coupled system in the upcoming Chapter 4 as a representative for other linear hyperbolic PDEs of second order that fall into the same analytical framework.

## 4 Analysis of a Coupled System

## Introduction to Coupled Systems

Coupled systems of differential equations appear in various fields of applications. This includes multiphysics systems where the state of the physical systems needs to be modeled by more than one type of differential equation. It also includes cascading systems where physical systems are connected in series such that the solution to the first actuates the second system. In this chapter, we discuss a coupled system of an abstract differential-algebraic equation (DAE) and a partial differential equation (PDE). Such systems appear for instance in electrical engineering as so-called circuitfield coupled systems which become more and more important, see for instance [2-6, 107, 117]. In bio-mathematics, the blood flow through the cardiovascular system can be modeled by coupled systems of DAEs and PDEs, see for instance [67, 87, 111]. Due to the climate crisis, the interest in modeling and simulating energy transport networks is ever-increasing and the research of such and related problems has recently drawn more and more focus, see [62, 67, 116]. Coupled systems of DAEs and PDEs can often be found in literature as PDAEs, and we refer to the introduction in Chapter 2 for more information.

As promised by the title of this thesis, we want to analyze a coupled system of an abstract DAE and a hyperbolic PDE. More specifically, we are interested in coupling an abstract DAE and a semilinear wave equation through nonlinear coupling functions. When analyzing coupled systems of differential equations, it is necessary to take into account the nature of the different types of differential equations and to compensate for it. This does not only concern the varying frameworks different types of differential equations may be stated in, but also different notions of solutions, distinct analytical techniques to formulate and prove existence results, and so on. For example, already for PDEs a variety of different very general tools exist to treat appearing nonlinearities, such as variational methods, the method of linearization, fixed-point theorems, monotonicity approaches, implicit function theorems, or compactness methods, among others; see [125, pp. 5 sqq., 127, 483 sq., Chapter 25, 43, Chapters 8 and 9]. Analyzing coupled systems of differential equations with nonlinear coupling operators does obviously not simplify the discussion.

In this chapter, we focus on consolidating the type of abstract DAEs considered in Chapter 2, and the type of hyperbolic PDEs analyzed in Chapter 3 while foregoing individual complications. The analysis presented here has to be seen as a proof
of concept. Nonetheless, we will emphasize some possible points of deviation and discuss desirable extensions.

## Overview and Literature

In this chapter, we first analyze a coupled system of an ordinary differential equation (ODE) and a semilinear wave equation with homogeneous Dirichlet boundary conditions which reads

$$
\left\{\begin{align*}
u^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t) & & \text { f. a. a. } t \in(0, T),  \tag{4.1a}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega .
\end{align*}\right.
$$

The two solution variables $u$ and $v$ are coupled through nonlinear coupling functions $\phi_{1}$ and $\phi_{2}$. The wave equation with homogeneous Dirichlet boundary conditions has to be seen as a representative for the larger class of second order hyperbolic equations discussed in Chapter 3. Afterwards, we transfer the results obtained for this system to a coupled system of abstract DAE and semilinear wave equation of the form

$$
\left\{\begin{align*}
(\mathcal{E} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t))=q_{1}(t) & \text { f. a. a. } t \in(0, T)  \tag{1.1}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t))=q_{2}(t) & \text { f. a. a. } t \in(0, T)
\end{align*}\right.
$$

where the system has to complemented by appropriate initial and boundary conditions.

The major part of our efforts in this chapter is dedicated to analyzing the coupled system (4.1) of ODE and wave equation. In Section 4.1, we introduce a general functional framework, and in Section 4.2, we present an existence and a uniqueness result for (4.1) by means of an iteration procedure based on Banach's Fixed-Point Theorem B.1. This is possible due to Lipschitz conditions on the nonlinear coupling functions $\phi_{1}$ and $\phi_{2}$. Discussing nonlinear differential equations where the nonlinear terms fulfill Lipschitz conditions is a well-established idea. Due to the fundamentality of Banach's fixed-point theorem, it can also be applied to general operator equations, see [127, Chapter 25]. In the narrower context of (4.1), this idea has successfully been applied to quasilinear wave equations, see for instance [43, Section 12.2, 100, Section 6.3], as well as to coupled systems of ODEs and parabolic PDEs, as for instance the monodomain model, see for example [34] and the references therein. In fact, Sections 4.1 and 4.2 follow the work of Court and Kunisch [34].

The requirements made in Sections 4.1 and 4.2 are rather strong but facilitate the discussion. Also, they are compatible with the assumptions made in Chapter 2. This allows to carry over the general framework and the existence and uniqueness result
obtained for (4.1) in Sections 4.1 and 4.2 to coupled systems of abstract DAE and semilinear wave equation of the form (1.1). In this system, an abstract semilinear DAE as discussed in Chapter 2 and a semilinear wave equation are coupled. To the best of our knowledge, systems (4.1) and (1.1) have not been discussed so far in such a general framework.
Coupled systems of ODEs and hyperbolic PDEs often appear in research literature in the context of stabilizing or controlling one part of the equation by means of the other. This includes in particular motion-planning problems like in [36, 37, 45, 68, 96]. In these cases, the ODE part of the coupled system is usually stated in a finitedimensional setting and the spatial domain of the PDE part is often one-dimensional. The equations are usually coupled linearly only. Although our framework is a bit more general, the systems discussed in the specified articles are generally directly motivated by engineering or industrial problems, and in this sense, a lot closer to real-world applications. Other results include [19, 20] where ODEs and hyperbolic conservation laws are coupled through the boundary conditions. These systems often include in particular first-order hyperbolic equations which entail other challenges as depicted in the introduction of Chapter 3.
Coupled systems of DAEs and PDEs are used to model and simulate a large variety of physical phenomena including problems in multiphysics, flexible multibody problems, or flow networks like gas transport networks or electrical circuits. We refer to the introduction in Chapter 2 for more information.

### 4.1 Solution Spaces for the Coupled System

In this section, we specify the two function spaces which are used throughout this chapter, and we state the basic assumptions on the two coupling functions $\phi_{1}$ and $\phi_{2}$. Prior to this, recall the function space

$$
H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right):=\left\{u \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right), \exists u^{\prime} \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)\right\}
$$

which embeds continuously into $\mathcal{C}\left([0, T] ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$, see Lemma B.24. More specifically, functions $u \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$ have an absolutely continuous representative. In particular, this continuous representative fulfills for some positive constant $c>0$ the estimation

$$
\begin{equation*}
\max _{t \in[0, T]}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \leq c\|u\|_{H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \tag{4.2}
\end{equation*}
$$

Moreover, solutions to the abstract linear wave equation are essentially bounded and have a continuous representative in the sense of (3.6). With this in mind, we introduce

$$
\mathcal{X}:=\left(H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right),\|\cdot\|_{\mathcal{X}}\right)
$$

and

$$
\mathcal{Y}:=\left(\left\{v \in \mathcal{C}\left([0, T] ; H_{0}^{1}(\Omega)\right), v^{\prime} \in \mathcal{C}\left([0, T] ; L^{2}(\Omega)\right)\right\},\|\cdot\|_{\mathcal{Y}}\right)
$$

where the norms are given through

$$
\begin{equation*}
\|u\|_{\mathcal{X}}:=\max _{t \in[0, T]}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|u^{\prime}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \tag{4.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{\mathcal{Y}}:=\max _{t \in[0, T]}\|v(t)\|_{H_{0}^{1}(\Omega)}+\max _{t \in[0, T]}\left\|v^{\prime}(t)\right\|_{L^{2}(\Omega)} \tag{4.3b}
\end{equation*}
$$

respectively. The product space $\mathcal{X} \times \mathcal{Y}$ shall be equipped with the corresponding 1-norm

$$
\begin{equation*}
\|(u, v)\|_{\mathcal{X} \times \mathcal{Y}}:=\|u\|_{\mathcal{X}}+\|v\|_{\mathcal{Y}} . \tag{4.4}
\end{equation*}
$$

Lemma 4.1. $\mathcal{X}$ and $\mathcal{Y}$ are Banach spaces.

Proof. We prove the result for $\mathcal{X}$. The proof for $\mathcal{Y}$ works similarly.
It is clear that $\|\cdot\|_{\mathcal{X}}$ is a norm; (4.2) ensures its positive definiteness.
Let $\left(u_{n}\right) \subset \mathcal{X}$ be a Cauchy sequence. Then, by definition of the norm $\|\cdot\|_{\mathcal{X}}$ in (4.3), $\left(u_{n}\right)$ is also a Cauchy sequence in $\mathcal{C}\left([0, T] ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$. Moreover, $\left(u_{n}^{\prime}\right)$ is a Cauchy sequence in $L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$. By completeness of both spaces, there are limit points $u \in \mathcal{C}\left([0, T] ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$ and $w \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$ such that

$$
u_{n} \xrightarrow{n \rightarrow \infty} u \quad \text { and } \quad u_{n}^{\prime} \xrightarrow{n \rightarrow \infty} w
$$

For all $\varphi \in \mathcal{C}_{c}^{1}((0, T))$, we have

$$
\int_{0}^{T} u_{n}(t) \varphi^{\prime}(t) \mathrm{d} t=-\int_{0}^{T} u_{n}^{\prime}(t) \varphi(t) \mathrm{d} t .
$$

Taking the limit on both sides reveals

$$
\int_{0}^{T} u(t) \varphi^{\prime}(t) \mathrm{d} t=-\int_{0}^{T} w(t) \varphi(t) \mathrm{d} t
$$

for all $\varphi \in \mathcal{C}_{c}^{1}((0, T))$. Thus, $u$ admits a weak derivative in $L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$, therefore $u \in \mathcal{X}$ with $u^{\prime}=w$ and $\left\|u_{n}-u\right\|_{\mathcal{X}} \rightarrow 0$.

Remark. Note that choosing the function spaces $\mathcal{X}$ and $\mathcal{Y}$ in the way we did here is neither an obvious nor the only possible choice. Rather, and as will become clear shortly, the choice of $\mathcal{X}$ and $\mathcal{Y}$ is related to the regularity of the solutions for the component equations and to the corresponding a priori estimates. For instance, in Chapter 3, we have seen that solutions to the linear wave equation are essentially bounded and even continuous in time. Confer [103, pp. 100 sq.] and also [34, p. 4].

Assumption 7. Let Assumption 1 hold. Let the coupling functions

$$
\phi_{1}:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{r}\right)
$$

and

$$
\phi_{2}:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}(\Omega)
$$

be continuous and Lipschitz continuous with respect to the second and third variable. To put it in mathematical terms, assume that there are time independent constants $L_{1}>0$ and $L_{2}>0$ such that for all $u_{1}, u_{2}, u \in L^{2}\left(\Omega, \mathbb{R}^{r}\right)$ and all $v_{1}, v_{2}, v \in L^{2}(\Omega)$

$$
\begin{equation*}
\left\|\phi_{1}\left(t, u_{1}, v\right)-\phi_{1}\left(t, u_{2}, v\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \leq L_{1}\left\|u_{1}-u_{2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \tag{4.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\phi_{1}\left(t, u, v_{1}\right)-\phi_{1}\left(t, u, v_{2}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \leq L_{1}\left\|v_{1}-v_{2}\right\|_{L^{2}(\Omega)} \tag{4.5b}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left\|\phi_{2}\left(t, u_{1}, v\right)-\phi_{2}\left(t, u_{2}, v\right)\right\|_{L^{2}(\Omega)} \leq L_{2}\left\|u_{1}-u_{2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \tag{4.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\phi_{2}\left(t, u, v_{1}\right)-\phi_{2}\left(t, u, v_{2}\right)\right\|_{L^{2}(\Omega} \leq L_{2}\left\|v_{1}-v_{2}\right\|_{L^{2}(\Omega)} \tag{4.6b}
\end{equation*}
$$

hold uniformly for all $t \in[0, T]$.

Definition 4.2. We denote with $\Phi_{1}$ and $\Phi_{2}$ the corresponding generated Nemytskii operators defined through

$$
\begin{equation*}
\left[\Phi_{1}(u, v)\right](t):=\phi_{1}(t, u(t), v(t)) \quad \text { and } \quad\left[\Phi_{2}(u, v)\right](t):=\phi_{2}(t, u(t), v(t)) \tag{4.7}
\end{equation*}
$$

for abstract functions $u:[0, T] \rightarrow L^{2}\left(\Omega, \mathbb{R}^{r}\right)$ and $v:[0, T] \rightarrow L^{2}(\Omega)$, and almost all $t \in[0, T]$.

Remark. Both coupling functions $\phi_{1}$ and $\phi_{2}$ evidently fulfill the Carathéodory condition given by Definition C.5. Also the growth condition stated in Definition C. 6 is fulfilled: For $\phi_{1}$, and analogously for $\phi_{2}$, we have

$$
\begin{aligned}
\left\|\phi_{1}(t, u, v)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} & =\left\|\phi_{1}(t, 0,0)+\phi_{1}(t, u, v)-\phi_{1}(t, 0,0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \\
& \leq\left\|\phi_{1}(t, 0,0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|\phi_{1}(t, u, v)-\phi_{1}(t, 0,0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \\
& \leq\left\|\phi_{1}(t, 0,0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+L_{1}\|(u, v)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega)} .
\end{aligned}
$$

The continuity of $\phi_{1}$ implies

$$
\max _{t \in[0, T]}\left\|\phi_{1}(t, 0,0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}<\infty
$$

Thus, estimate (C.5) holds with $p=2, q=2, \beta=L_{1}$, and $\gamma \in L^{2}(0, T)$ where

$$
\gamma(t):=\left\|\phi_{1}(t, 0,0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} .
$$

It follows from Theorem C. 7 that the Nemytskii operators $\Phi_{1}$ and $\Phi_{2}$ satisfy

$$
\begin{equation*}
\Phi_{1}(u, v) \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad \Phi_{2}(u, v) \in L^{2}\left(0, T ; L^{2}(\Omega)\right) \tag{4.8}
\end{equation*}
$$

for all $(u, v) \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times L^{2}\left(0, T ; L^{2}(\Omega)\right)$. Theorem C. 7 also provides the continuity of $\Phi_{1}$ and $\Phi_{2}$.

### 4.2 Analysis of a Coupled System of Abstract ODE and Semilinear Wave Equation

Before we can begin to prove existence and uniqueness of solutions to the coupled system (4.1), we need to clarify what kind of solutions we are looking for. We obtained strong solutions for the abstract semilinear DAE discussed in Chapter 2, and we aimed at weak solutions for the linear wave equation discussed in Chapter 3. Recall in particular Theorem 2.22 and Definition 3.2. Therefore, we install the following definition of a solution to the coupled system in accordance with Chapters 2 and 3.

Definition 4.3. Let Assumptions 1 and 7 hold. Let $\left(u_{0}, v_{0}, v_{1}\right) \in L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times$ $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ be given initial conditions. We call a tuple $(u, v) \in \mathcal{X} \times \mathcal{Y}$ a solution to (4.1) if

$$
\begin{equation*}
u(t)=u_{0}+\int_{0}^{t} q_{1}(s)-\Phi_{1}(u, v)(s) \mathrm{d} s \tag{4.9a}
\end{equation*}
$$

holds for almost all $t \in[0, T]$,

$$
\begin{align*}
\int_{0}^{T}-\left(v^{\prime}(t), w\right) \varphi^{\prime}(t)+ & (\nabla v(t), \nabla w) \varphi(t) \mathrm{d} t \\
& =\int_{0}^{T}\left(q_{2}(t)-\Phi_{2}(u, v)(t), w\right) \varphi(t) \mathrm{d} t+\left(v_{1}, w\right) \varphi(0) \tag{4.9b}
\end{align*}
$$

holds for all $w \in H_{0}^{1}(\Omega)$ and $\varphi \in \mathcal{C}_{c}^{1}([0, T))$, and the initial conditions

$$
\begin{equation*}
\left(u, v, v^{\prime}\right)(0)=\left(u_{0}, v_{0}, v_{1}\right) \tag{4.9c}
\end{equation*}
$$

are fulfilled almost everywhere in $\Omega$.

### 4.2 Analysis of a Coupled System of Abstract ODE and Semilinear Wave Equation

Remark. Functions $\psi:[0, T] \rightarrow H_{0}^{1}(\Omega)$ of the form $\psi(t):=\varphi(t) \cdot w$ with $\varphi \in$ $\mathcal{C}_{c}^{1}([0, T))$ and $w \in H_{0}^{1}(\Omega)$ are dense in the space $\mathcal{C}_{c}^{1}\left([0, T) ; H_{0}^{1}(\Omega)\right)$ and moreover dense in the space

$$
\hat{\mathcal{V}}:=\left\{\psi \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right), \psi^{\prime} \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \text { with } \psi(T)=0\right\}
$$

See [108, p. 229, 83, p. 268]. Consequently, if (4.9b) holds, then for all $\psi \in \hat{\mathcal{V}}$ we also have

$$
\int_{0}^{T}-\left(v^{\prime}(t), \psi^{\prime}(t)\right)+(\nabla v(t), \nabla \psi(t)) \mathrm{d} t=\int_{0}^{T}\left(q_{2}(t)-\Phi_{2}(u, v)(t), \psi(t)\right) \mathrm{d} t+\left(v_{1}, \psi(0)\right) .
$$

Prior to proving existence of a solution, we show its uniqueness.

### 4.2.1 Uniqueness of a Solution

Theorem 4.4. Let Assumptions 1 and 7 hold, and let $\left(u_{0}, v_{0}, v_{1}\right) \in L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times$ $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ be given initial conditions. If the coupled system (4.1) admits a solution in the sense of Definition 4.3, it is unique.

Proof. Let $\left(u^{(1)}, v^{(1)}\right) \in \mathcal{X} \times \mathcal{Y}$ and $\left(u^{(2)}, v^{(2)}\right) \in \mathcal{X} \times \mathcal{Y}$ be two solutions to (4.1), and denote with

$$
(u, v):=\left(u^{(2)}-u^{(1)}, v^{(2)}-v^{(1)}\right)
$$

their difference. This tuple solves the coupled system

$$
\left\{\begin{aligned}
u^{\prime}(t) & =\phi_{1}\left(t, u^{(1)}(t), v^{(1)}(t)\right)-\phi_{1}\left(t, u^{(2)}(t), v^{(2)}(t)\right) & & \text { f. a. a. } t \in(0, T) \\
v^{\prime \prime}(t)-\Delta v(t) & =\phi_{2}\left(t, u^{(1)}(t), v^{(1)}(t)\right)-\phi_{2}\left(t, u^{(2)}(t), v^{(2)}(t)\right) & & \text { f. a. a. } t \in(0, T) \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega \\
\left(u, v, v^{\prime}\right)(0) & =(0,0,0) & & \text { a.e. in } \Omega
\end{aligned}\right.
$$

in the sense of Definition 4.3. For the remainder of this proof, let $t^{*} \in(0, T]$ be fixed. Multiplying the first equation of the system by $u(t)$ reveals

$$
\left(u^{\prime}(t), u(t)\right)_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}=\left(\phi_{1}\left(t, u^{(1)}(t), v^{(1)}(t)\right)-\phi_{1}\left(t, u^{(2)}(t), v^{(2)}(t)\right), u(t)\right)_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}
$$

The left-hand side can be rewritten into $\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}$ by (B.16). Then, integrating both sides over $\left[0, t^{*}\right]$, recalling the initial conditions for $u$, using the Cauchy-

Schwarz inequality and the Lipschitz continuity of $\phi_{1}$ shows

$$
\begin{aligned}
& \frac{1}{2}\left\|u\left(t^{*}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} \\
& \leq \int_{0}^{t^{*}}\left|\left(\phi_{1}\left(t, u^{(1)}(t), v^{(1)}(t)\right)-\phi_{1}\left(t, u^{(2)}(t), v^{(2)}(t)\right), u(t)\right)_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}\right| \mathrm{d} t \\
& \leq \int_{0}^{t^{*}}\left|\left(\phi_{1}\left(t, u^{(1)}(t), v^{(1)}(t)\right)-\phi_{1}\left(t, u^{(2)}(t), v^{(1)}(t)\right), u(t)\right)_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}\right| \\
& \quad \quad+\left|\left(\phi_{1}\left(t, u^{(2)}(t), v^{(1)}(t)\right)-\phi_{1}\left(t, u^{(2)}(t), v^{(2)}(t)\right), u(t)\right)_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}\right| \mathrm{d} t \\
& \leq \int_{0}^{t^{*}} L_{1}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+L_{1}\|v(t)\|_{L^{2}(\Omega)}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \mathrm{d} t .
\end{aligned}
$$

With Young's inequality (B.3), we obtain

$$
\begin{equation*}
\left\|u\left(t^{*}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} \leq L_{1} \int_{0}^{t^{*}} 3\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+\|v(t)\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t . \tag{4.10}
\end{equation*}
$$

We proceed essentially as in the proof of uniqueness for solutions to linear wave equations; see [126, Section 24.3, 43, pp. 406 sqq.]. Introduce two functions

$$
w(t):=\int_{0}^{t} v(s) \mathrm{d} s \quad \text { and } \quad \bar{w}(t):= \begin{cases}w(t)-w\left(t^{*}\right), & \text { for } 0 \leq t \leq t^{*} \\ 0 & \text { else. }\end{cases}
$$

By Lemma B.19, both $w$ and $\bar{w}$ are absolutely continuous, classically differentiable almost everywhere, and it holds $w^{\prime}=v$ and $\bar{w}^{\prime}=v$ on $\left(0, t^{*}\right)$. In particular, we have

$$
\bar{w} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap H^{1}\left(0, T ; L^{2}(\Omega)\right),
$$

and moreover $\bar{w}\left(t^{*}\right)=0$ by definition. Thus, by the preceding remark on page 59 , it holds

$$
\begin{align*}
\int_{0}^{t^{*}}-\left(v^{\prime}(t),\right. & \left.\bar{w}^{\prime}(t)\right)+(\nabla v(t), \nabla \bar{w}(t)) \mathrm{d} t \\
& =\int_{0}^{t^{*}}\left(\phi_{2}\left(t, u^{(1)}(t), v^{(1)}(t)\right)-\phi_{2}\left(t, u^{(2)}(t), v^{(2)}(t)\right), \bar{w}(t)\right) \mathrm{d} t \tag{4.11}
\end{align*}
$$

since $v_{1}=0$. Rewriting the left-hand side using the relations between $v, w$, and $\bar{w}$ yields

$$
\begin{aligned}
\int_{0}^{t^{*}}-\left(v^{\prime}(t), \bar{w}^{\prime}(t)\right)+(\nabla v(t), \nabla \bar{w}(t)) \mathrm{d} t & =\int_{0}^{t^{*}}-\left(v^{\prime}(t), v(t)\right)+\left(\nabla \bar{w}^{\prime}(t), \nabla \bar{w}(t)\right) \mathrm{d} t \\
& =-\frac{1}{2}\left\|v\left(t^{*}\right)\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{2}\|\nabla \bar{w}(0)\|_{L^{2}(\Omega)}^{2} \\
& =-\frac{1}{2}\left\|v\left(t^{*}\right)\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{2}\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2}
\end{aligned}
$$

by (B.16) and definition of the norm in $H_{0}^{1}(\Omega)$; see Section 3.2. Using this, (4.11) reads

$$
\begin{aligned}
& -\frac{1}{2}\left\|v\left(t^{*}\right)\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{2}\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2} \\
& \quad=\int_{0}^{t^{*}}\left(\phi_{2}\left(t, u^{(1)}(t), v^{(1)}(t)\right)-\phi_{2}\left(t, u^{(2)}(t), v^{(2)}(t)\right), \bar{w}(t)\right) \mathrm{d} t
\end{aligned}
$$

Taking the absolute value on both sides and estimating the right-hand side similarly to before using the Cauchy-Schwarz inequality and the Lipschitz continuity of $\phi_{2}$, we see that

$$
\begin{align*}
& \left\|v\left(t^{*}\right)\right\|_{L^{2}(\Omega)}^{2}+\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2} \\
& \quad \leq 2 L_{2} \int_{0}^{t^{*}}\left(\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\|v(t)\|_{L^{2}(\Omega)}\right)\|\bar{w}(t)\|_{L^{2}(\Omega)} \mathrm{d} t \tag{4.12}
\end{align*}
$$

We continue by examining the integral on the right-hand side. By definition, it holds $\bar{w}(t)=w(t)-w\left(t^{*}\right)$ on $\left[0, t^{*}\right]$. Hence, a successive application of the triangle inequality, Poincaré's inequality (B.9), Young's inequalities (B.3) and (B.4) as well as inequality (B.1) reveals

$$
\left.\begin{array}{rl}
\int_{0}^{t^{*}}\left(\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\right. & \left.\|v(t)\|_{L^{2}(\Omega)}\right)\|\bar{w}(t)\|_{L^{2}(\Omega)} \mathrm{d} t \\
\leq C_{P} \int_{0}^{t^{*}}\left(\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\|v(t)\|_{L^{2}(\Omega)}\right)\|w(t)\|_{H_{0}^{1}(\Omega)} \mathrm{d} t \\
& \quad+C_{P} \int_{0}^{t^{*}}\left(\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\|v(t)\|_{L^{2}(\Omega)}\right)\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)} \mathrm{d} t
\end{array}\right] \begin{aligned}
& \leq C_{P} \int_{0}^{t^{*}}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+\|v(t)\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\|w(t)\|_{H_{0}^{1}(\Omega)}^{2} \mathrm{~d} t
\end{aligned} \quad \begin{aligned}
& \quad+C_{P} \int_{0}^{t^{*}} \frac{1}{\varepsilon^{2}}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+\frac{1}{\varepsilon^{2}}\|v(t)\|_{L^{2}(\Omega)}^{2}+\frac{\varepsilon^{2}}{2}\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2} \mathrm{~d} t
\end{aligned}
$$

where $\varepsilon>0$. Returning to (4.12) and making use of the previous estimations, we
find

$$
\begin{align*}
\left\|v\left(t^{*}\right)\right\|_{L^{2}(\Omega)}^{2} & +\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2} \\
& \leq L_{2} C_{P} \int_{0}^{t^{*}} 2\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+2\|v(t)\|_{L^{2}(\Omega)}^{2}+\|w(t)\|_{H_{0}^{1}(\Omega)}^{2} \mathrm{~d} t \\
& +L_{2} C_{P} t^{*} \varepsilon^{2}\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2}+\frac{2}{\varepsilon^{2}} L_{2} C_{P} \int_{0}^{t^{*}}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+\|v(t)\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t . \tag{4.13}
\end{align*}
$$

We now choose

$$
\varepsilon:=\sqrt{\frac{1}{2 L_{2} C_{P} T}}
$$

which is sufficiently small to absorb the $H_{0}^{1}$-norm of $w\left(t^{*}\right)$ on the right-hand side of (4.13) into the left-hand side. We thus obtain

$$
\begin{equation*}
\left\|v\left(t^{*}\right)\right\|_{L^{2}(\Omega)}^{2}+\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2} \leq C \int_{0}^{t^{*}}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+\|v(t)\|_{L^{2}(\Omega)}^{2}+\|w(t)\|_{H_{0}^{1}(\Omega)}^{2} \mathrm{~d} t \tag{4.14}
\end{equation*}
$$

for some generic constant $C>0$ depending on $L_{2}, C_{P}$, and $T>0$. In particular, this positive constant $C$ is independent of the fixed $t^{*}$.
We conclude the proof as follows. Adding (4.10) and (4.14) gives

$$
\begin{aligned}
& \left\|u\left(t^{*}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+\left\|v\left(t^{*}\right)\right\|_{L^{2}(\Omega)}^{2}+\left\|w\left(t^{*}\right)\right\|_{H_{0}^{1}(\Omega)}^{2} \\
& \quad \leq C \int_{0}^{t^{*}}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2}+\|v(t)\|_{L^{2}(\Omega)}^{2}+\|w(t)\|_{H_{0}^{1}(\Omega)}^{2} \mathrm{~d} t
\end{aligned}
$$

where $C>0$ now also depends on the Lipschitz constant $L_{1}>0$. Since $t^{*}$ was arbitrarily fixed in $(0, T]$, this estimation holds for almost all $t^{*} \in(0, T)$. An application of Gronwall's Lemma C. 4 shows that $u\left(t^{*}\right)=0$ and $v\left(t^{*}\right)=0$ for almost all $t^{*} \in(0, T)$ and thus, we have $u=0$ and $v=0$ on all of $[0, T]$ by continuity of $u$ and $v$. This proves that any solution to the coupled system (4.1) must be unique.

Theorem 4.4 shows that on any time interval at most one solution to system (4.1) can exist. We continue by proving existence of a local solution under slightly modified assumptions, see Assumption 8. The existence results stated in Theorems 4.10 and 4.11 are based on a fixed-point iteration method. The procedure works as follows: We shift the nonlinear terms onto the right-hand side, and evaluate them at the previous iterate. This yields a system of two linear equations, namely a linear ODE and a linear wave equation, which are unrelated. In other words, both equations of the system are decoupled. The newly obtained right-hand sides are, mainly due to Assumption 7 and the resulting (4.8), regular enough that existence and uniqueness of a solution to the linear ODEs is directly evident. For the linear wave equation we use the results of Chapter 3. Consequently, the decoupled linear system admits

### 4.2 Analysis of a Coupled System of Abstract ODE and Semilinear Wave Equation

a unique solution, the new iterate. Using a priori estimates, we ensure that the iteration mapping is a contraction mapping. We conclude using Banach's fixed-point theorem.

We would like to point out at this point that this procedure only allows to show existence of a local solution, i.e. there is a positive maximal time of existence $T_{\max }>$ 0 . However, we are able to argue that the solution may be extended to any desired finite time interval such that system (4.1) admits, in fact, a global solution.

### 4.2.2 Linear System

Consider the system

$$
\left\{\begin{array}{rlrl}
u^{\prime}(t) & =f_{1}(t) & & \text { f. a. a. } t \in(0, T)  \tag{4.15a}\\
v^{\prime \prime}(t)-\Delta v(t)=f_{2}(t) & & \text { f. a. a. } t \in(0, T) \\
v(t)=0 & & \text { on }(0, T) \times \partial \Omega \\
\left(u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega
\end{array}\right.
$$

which consists of two independent linear equations. To obtain a priori bounds for the solution to this linear system that are independent of $T$, we consider in the following $T \in(0,1]$. Cf. for instance [100, pp. 222 sqq.]. In our existence proofs Theorems 4.10 and 4.11, we then make use of these bounds, still considering $T \in(0,1]$. Having found a solution on this time interval, we then discuss how to extend this solution.

Lemma 4.5. Let Assumption 1 with $T \in(0,1]$ hold. Let the right-hand side functions $f_{1}$ and $f_{2}$ satisfy

$$
f_{1} \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad f_{2} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)
$$

and let initial conditions $\left(u_{0}, v_{0}, v_{1}\right) \in L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ be fixed. Then, system (4.15) admits a unique solution $(u, v) \in \mathcal{X} \times \mathcal{Y}$ that fulfills the a priori estimate

$$
\begin{align*}
&\|u\|_{\mathcal{X}}+\|v\|_{\mathcal{Y}} \leq C\left(\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}+\left\|v_{1}\right\|_{L^{2}(\Omega)}\right. \\
&\left.+\left\|f_{1}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)}+\left\|f_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{4.16}
\end{align*}
$$

with a constant $C>0$ that does not depend on $T$.

Proof. As stated before, both equations can be solved independently. Since $f_{1}$ is Bochner-integrable by assumption, the function

$$
\begin{equation*}
u(t):=u_{0}+\int_{0}^{t} f_{1}(s) \mathrm{d} s \tag{4.17}
\end{equation*}
$$

is absolutely continuous, see Lemma B.19. It is classically differentiable almost everywhere, and it holds $u^{\prime}=f_{1}$ for almost all $t \in[0, T]$. In particular, $u \in \mathcal{X}$. In addition, the initial condition is fulfilled. Note that the solution is unique by Lemma B.23: If there was a second function $\bar{u} \in \mathcal{X}$ satisfying (4.15a), then there would be some $\bar{u}_{0}$ such that

$$
\bar{u}(t)=\bar{u}_{0}+\int_{0}^{t} f_{1}(s) \mathrm{d} s
$$

But then, by virtue of the initial condition, $\bar{u}=u$. From (4.17), we deduce for $t \in[0, T]$

$$
\begin{aligned}
\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} & \leq\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\int_{0}^{t}\left\|f_{1}(s)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \mathrm{d} s \\
& \leq\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|f_{1}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
\Longrightarrow \max _{t \in[0, T]}\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} & \leq\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|f_{1}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)},
\end{aligned}
$$

and thus, $u$ complies with the estimate

$$
\begin{equation*}
\|u\|_{\mathcal{X}} \leq\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+2\left\|f_{1}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} . \tag{4.18}
\end{equation*}
$$

The initial conditions $v_{0}$ and $v_{1}$ and the right-hand side function $f_{2}$ fulfill the assumptions of Proposition 3.3. Consequently, there exists a unique function

$$
v \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap H^{2}\left(0, T ; H^{-1}(\Omega)\right)
$$

which satisfies the energy equation (3.13). We deduce using the Cauchy-Schwarz inequality

$$
\begin{aligned}
\|v(t)\|_{H_{0}^{1}(\Omega)}^{2}+ & \left\|v^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2} \\
& =\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v_{1}\right\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{t}\left(f_{2}(s), v^{\prime}(s)\right) \mathrm{d} s \\
& \leq\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v_{1}\right\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{t}\left\|f_{2}(s)\right\|_{L^{2}(\Omega)}\left\|v^{\prime}(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& \leq\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v_{1}\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{t}\left\|f_{2}(s)\right\|_{L^{2}(\Omega)}^{2}+\left\|v^{\prime}(s)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} s \\
& \leq\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v_{1}\right\|_{L^{2}(\Omega)}^{2}+\left\|f_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\int_{0}^{t}\left\|v^{\prime}(s)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} s .
\end{aligned}
$$

It now follows from Gronwall's Lemma C. 4 that

$$
\|v(t)\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v^{\prime}(t)\right\|_{L^{2}(\Omega)}^{2} \leq e^{T}\left(\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|v_{1}\right\|_{L^{2}(\Omega)}^{2}+\left\|f_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right)
$$

Since $T \leq 1$ holds by assumption, and by using (B.2), we obtain

$$
\|v(t)\|_{H_{0}^{1}(\Omega)} \leq e^{1 / 2}\left(\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}+\left\|v_{1}\right\|_{L^{2}(\Omega)}+\left\|f_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right)
$$

as well as

$$
\left\|v^{\prime}(t)\right\|_{L^{2}(\Omega)} \leq e^{1 / 2}\left(\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}+\left\|v_{1}\right\|_{L^{2}(\Omega)}+\left\|f_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right)
$$

We can sum these two estimations, and since the bounds hold uniform in $t$, we find

$$
\begin{equation*}
\|v\|_{\mathcal{Y}} \leq 2 e^{1 / 2}\left(\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}+\left\|v_{1}\right\|_{L^{2}(\Omega)}+\left\|f_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) . \tag{4.19}
\end{equation*}
$$

Estimate (4.16) now follows from (4.18) and (4.19) with $C:=2 e^{1 / 2}$.

### 4.2.3 Bounds on Nemytskii Operators

Next, we present a couple of auxiliary lemmas and estimations to handle the nonlinear terms within the fixed-point iteration. Essentially, these estimations allow to control the solution to the coupled system by shrinking its time interval of existence. In this way, we can ensure that the iteration mapping is a contraction, and thus, the iteration is guaranteed to converge.

Lemma 4.6. Let $V$ be a real Banach space, and let $u \in H^{1}(0, T ; V)$. Then, it holds

$$
\|u\|_{L^{2}(0, T ; V)} \leq T^{1 / 2}\|u(0)\|_{V}+T\left\|u^{\prime}\right\|_{L^{2}(0, T ; V)} .
$$

Proof. This result and its proof are taken from [34, p. 8].
By Lemma B. 23 and the remark on page 113, we have for almost all $t \in[0, T]$

$$
u(t)=u(0)+\int_{0}^{t} u^{\prime}(s) \mathrm{d} s
$$

A combined application of Minkowski's inequality (B.6), the triangle inequality, (B.2), and Hölder's inequality (B.5) shows

$$
\begin{aligned}
\|u\|_{L^{2}(0, T ; V)} & \leq\left(\int_{0}^{T}\|u(0)\|_{V}^{2} \mathrm{~d} t\right)^{1 / 2}+\left[\int_{0}^{T}\left(\int_{0}^{t}\left\|u^{\prime}(s)\right\|_{V} \mathrm{~d} s\right)^{2} \mathrm{~d} t\right]^{1 / 2} \\
& \leq T^{1 / 2}\|u(0)\|_{V}+\left[\int_{0}^{T}\left(\int_{0}^{t} 1^{2} \mathrm{~d} s\right)\left(\int_{0}^{t}\left\|u^{\prime}(s)\right\|_{V}^{2}\right) \mathrm{d} t\right]^{1 / 2} \\
& \leq T^{1 / 2}\|u(0)\|_{V}+\left[\int_{0}^{T} t \mathrm{~d} t \int_{0}^{T}\left\|u^{\prime}(s)\right\|_{V}^{2} \mathrm{~d} s\right]^{1 / 2} \\
& =T^{1 / 2}\|u(0)\|_{V}+T\left\|u^{\prime}\right\|_{L^{2}(0, T ; V)}
\end{aligned}
$$

Lemma 4.7. Let Assumption 7 hold. Let $\Phi_{1}$ be the Nemytskii operator of (4.7), generated by $\phi_{1}$, and denote with $L_{1}>0$ the Lipschitz constant of $\phi_{1}$. Then, for all $u_{1}, u_{2}, u \in \mathcal{X}$ and $v_{1}, v_{2}, v \in \mathcal{Y}$ it holds

$$
\begin{align*}
\| \Phi_{1}\left(u_{1}, v\right)- & \Phi_{1}\left(u_{2}, v\right) \|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
& \leq L_{1} \max \left\{T^{1 / 2}, T\right\}\left(\left\|u_{1}(0)-u_{2}(0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|u_{1}-u_{2}\right\|_{\mathcal{X}}\right) \tag{4.20}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\Phi_{1}\left(u, v_{1}\right)-\Phi_{1}\left(u, v_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \leq C_{P} L_{1} T^{1 / 2}\left\|v_{1}-v_{2}\right\|_{\mathcal{Y}} . \tag{4.21}
\end{equation*}
$$

The constant $C_{P}>0$ is the constant that appears in the Poincaré inequality (B.9). Note that $C_{P}$ does not depend on $T$ but on $\Omega$ only. See Theorem B.11.

Proof. To show (4.20), we estimate using (4.5) and Lemma 4.6

$$
\begin{aligned}
\left(\int_{0}^{T} \| \Phi_{1}\left(u_{1}, v\right)\right. & \left.(t)-\Phi_{1}\left(u_{2}, v\right)(t) \|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} \mathrm{~d} t\right)^{1 / 2} \\
& =\left(\int_{0}^{T}\left\|\phi_{1}\left(t, u_{1}(t), v(t)\right)-\phi_{1}\left(t, u_{2}(t), v(t)\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} \mathrm{~d} t\right)^{1 / 2} \\
& \leq\left(L_{1}^{2} \int_{0}^{T}\left\|u_{1}(t)-u_{2}(t)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} \mathrm{~d} t\right)^{1 / 2} \\
& =L_{1}\left\|u_{1}-u_{2}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
& \leq L_{1}\left(T^{1 / 2}\left\|u_{1}(0)-u_{2}(0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+T\left\|u_{1}^{\prime}-u_{2}^{\prime}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)}\right) \\
& \leq L_{1} \max \left\{T^{1 / 2}, T\right\}\left(\left\|u_{1}(0)-u_{2}(0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|u_{1}-u_{2}\right\|_{\mathcal{X}}\right) .
\end{aligned}
$$

For (4.21), we find analogously and by means of (B.9)

$$
\begin{aligned}
\left(\int_{0}^{T}\left\|\Phi_{1}\left(u, v_{1}\right)(t)-\Phi_{1}\left(u, v_{2}\right)(t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t\right)^{1 / 2} & \leq L_{1}\left\|v_{1}-v_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \\
& \leq L_{1} C_{P}\left\|v_{1}-v_{2}\right\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)} \\
& \leq C_{P} L_{1} T^{1 / 2}\left\|v_{1}-v_{2}\right\|_{\mathcal{Y}}
\end{aligned}
$$

Recall that $v_{1}-v_{2}$ is essentially bounded by definition of $\mathcal{Y}$.

Lemma 4.8. Let $\Phi_{2}$ be the Nemytskii operator of (4.7), generated by $\phi_{2}$, and denote with $L_{2}$ the Lipschitz constant of $\phi_{2}$. Then, it holds for all $u_{1}, u_{2}, u \in \mathcal{X}$ and

$$
\begin{align*}
& v_{1}, v_{2}, v \in \mathcal{Y} \\
& \qquad \begin{array}{l}
\| \Phi_{2}\left(u_{1}, v\right)- \\
\quad \Phi_{2}\left(u_{2}, v\right) \|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \\
\quad \leq L_{2} \max \left\{T^{1 / 2}, T\right\}\left(\left\|u_{1}(0)-u_{2}(0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|u_{1}-u_{2}\right\|_{\mathcal{X}}\right)
\end{array}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\Phi_{2}\left(u, v_{1}\right)-\Phi_{2}\left(u, v_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq C_{P} L_{2} T^{1 / 2}\left\|v_{1}-v_{2}\right\|_{\mathcal{Y}} . \tag{4.23}
\end{equation*}
$$

Again, $C_{P}>0$ is the Poincaré constant of (B.9) which is independent of $T$.

Proof. Analogously to the proof of Lemma 4.7.

Corollary 4.9. Lemmas 4.7 and 4.8 entail the estimation

$$
\begin{array}{r}
\left\|\Phi_{1}\left(u_{1}, v_{1}\right)-\Phi_{1}\left(u_{2}, v_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)}+\left\|\Phi_{2}\left(u_{1}, v_{1}\right)-\Phi_{2}\left(u_{2}, v_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \\
\leq \max \left\{C_{P}, 1\right\} \max \left\{L_{1}, L_{2}\right\} \max \left\{T^{1 / 2}, T\right\}\left(\left\|u_{1}(0)-u_{2}(0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|u_{1}-u_{2}\right\|_{\mathcal{X}}\right. \\
\left.+\left\|v_{1}-v_{2}\right\|_{\mathcal{Y}}\right) \tag{4.24}
\end{array}
$$

where $C_{P}>0$ denotes the Poincaré constant of (B.9) which is independent of $T$.

Proof. Estimations (4.20) and (4.21) imply

$$
\begin{aligned}
& \left\|\Phi_{1}\left(u_{1}, v_{1}\right)-\Phi_{1}\left(u_{2}, v_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
& \leq\left\|\Phi_{1}\left(u_{1}, v_{1}\right)-\Phi_{1}\left(u_{2}, v_{1}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
& \quad+\left\|\Phi_{1}\left(u_{2}, v_{1}\right)-\Phi_{1}\left(u_{2}, v_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
& \leq L_{1} \max \left\{T^{1 / 2}, T\right\}\left(\left\|u_{1}(0)-u_{2}(0)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|u_{1}-u_{2}\right\|_{\mathcal{X}}\right) \\
& \\
& \quad+C_{P} L_{1} T^{1 / 2}\left\|v_{1}-v_{2}\right\|_{\mathcal{Y}}
\end{aligned}
$$

Similarly, (4.22) and (4.23) imply

$$
\left.\begin{array}{l}
\left\|\Phi_{2}\left(u_{1}, v_{1}\right)-\Phi_{2}\left(u_{2}, v_{2}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \\
\leq\left\|\Phi_{2}\left(u_{1}, v_{1}\right)-\Phi_{2}\left(u_{2}, v_{1}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \\
\quad+\| \Phi_{2}\left(u_{2}, v_{1}\right)-
\end{array} \Phi_{2}\left(u_{2}, v_{2}\right) \|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right)
$$

Estimation (4.24) follows immediately.

### 4.2.4 Local Existence for System (4.1)

In this section, we prove existence of a solution to the coupled system (4.1). As mentioned before, the result is a local one. This means that the solution only exists up to a certain maximal point in time $T_{\max }>0$. Since $T_{\max }$ is not known beforehand, we need to slightly tweak the regularity assumptions on the coupling functions $\phi_{1}$ and $\phi_{2}$, see Assumption 8. This is, however, quite common in the broader scheme of things. See for instance [34, p. 9, 43, p. 663, 100, p. 222].

For our first existence result presented as Theorem 4.10 we need another additional assumption on $\phi_{1}$ and $\phi_{2}$, see (4.25). Such an assumption also often appears in literature, for example in [34, p. 10, 43, p. 663, 100, p. 215]. Our second existence result, given as Theorem 4.11, is based on Theorem 4.10 but shows that this additional assumption can quite easily be relaxed.

Assumption 8. Let Assumption 1 hold. Since the maximal time $T_{\max }>0$ is not known beforehand, we need the following requirements to hold.
i) The right-hand side functions $q_{1}$ and $q_{2}$ need to fulfill

$$
q_{1} \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad q_{2} \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}(\Omega)\right)
$$

Essentially, both need to be square-integrable on any compact time interval $[0, T] \subset$ $[0, \infty)$.
ii) For the coupling functions $\phi_{1}$ and $\phi_{2}$, we assume that

$$
\phi_{1}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{r}\right)
$$

and

$$
\phi_{2}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}(\Omega)
$$

are continuous and Lipschitz continuous with respect to the second and third variable, see (4.5) and (4.6) of Assumption 7. As before, the Lipschitz constants $L_{1}>0$ and $L_{2}>0$ need to be uniform in time.

Theorem 4.10. Let Assumptions 1 and 8 hold. In addition, assume that for all $t \in[0, T]$ the coupling functions fulfill

$$
\begin{equation*}
\phi_{1}(t, 0,0)=0 \quad \text { and } \quad \phi_{2}(t, 0,0)=0 . \tag{4.25}
\end{equation*}
$$

Suppose initial conditions $\left(u_{0}, v_{0}, v_{1}\right) \in L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times H_{0}^{1}(\Omega) \times L^{2}(\Omega)$.

Then, there exists a maximal time $T_{\max }>0$ such that for any positive $T<T_{\max }$ the coupled system

$$
\left\{\begin{align*}
u^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t) & & \text { f. a. a. } t \in(0, T),  \tag{4.1}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a. e. in } \Omega
\end{align*}\right.
$$

admits a weak solution in the sense of Definition 4.3.

Proof. We prove the statement using a nested iteration procedure. The inner iteration provides a unique solution by means of Banach's fixed-point theorem. In order to apply this theorem, we need to consider the coupled system on a sufficiently small time interval. In the outer iteration, we try to extend the time interval by restarting the inner iteration with different initial values. It may happen that in each outer iteration the possible extension gets smaller every cycle, thus providing existence of a solution only up to a possibly finite maximal time $T_{\text {max }}$.

Inner Iteration Let us first define the fixed-point iteration procedure. For this, we set $T:=1$, meaning, we consider system (4.1) on the time interval $[0,1]$ only. In a sense, $T=1$ is an initial guess up to which point in time a solution might exist. In the course of this proof, we might need to reduce $T$ further but for now, fixing it in this way shall suffice. In any case, it means that the assumptions of Lemma 4.5 are fulfilled. Next, we introduce Banach spaces

$$
\mathcal{X}_{1}:=\left(H^{1}\left(0,1 ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right),\|\cdot\|_{\mathcal{X}_{1}}\right)
$$

and

$$
\mathcal{Y}_{1}:=\left(\left\{v \in \mathcal{C}\left([0,1] ; H_{0}^{1}(\Omega)\right), v^{\prime} \in \mathcal{C}\left([0,1] ; L^{2}(\Omega)\right)\right\},\|\cdot\|_{\mathcal{Y}_{1}}\right)
$$

with norms $\|\cdot\|_{\mathcal{X}_{1}}$ and $\|\cdot\|_{\mathcal{Y}_{1}}$ defined similarly to (4.3) but on $[0,1]$ instead of $[0, T]$.
We then define the following recursion: We start with $\left(u^{(0)}, v^{(0)}\right):=(0,0) \in \mathcal{X}_{1} \times \mathcal{Y}_{1}$. For $k \geq 0$, let $\left(u^{(k+1)}, v^{(k+1)}\right)$ be the unique solution to the linear system

$$
\begin{align*}
u^{\prime}(t) & =q_{1}(t)-\phi_{1}\left(t, u^{(k)}(t), v^{(k)}(t)\right) & & \text { f. a. a. } t \in(0,1),  \tag{4.26a}\\
v^{\prime \prime}(t)-\Delta v(t) & =q_{2}(t)-\phi_{2}\left(t, u^{(k)}(t), v^{(k)}(t)\right) & & \text { f. a. a. } t \in(0,1),  \tag{4.26b}\\
v(t) & =0 & & \text { on }(0,1) \times \partial \Omega,  \tag{4.26c}\\
\left(u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega .
\end{align*}
$$

There are a couple of notes to be made. First, (4.26) is a system of two linear and independent equations as the right-hand sides do not depend on $u$ nor on $v$. In fact,
for $k=0$, system (4.26) corresponds to (4.15) with right-hand sides $f_{1}=q_{1}$ and $f_{2}=q_{2}$, and for $k>0$, it corresponds to (4.15) with

$$
f_{1}=q_{1}-\Phi_{1}\left(u^{(k)}, v^{(k)}\right) \quad \text { and } \quad f_{2}=q_{2}-\Phi_{2}\left(u^{(k)}, v^{(k)}\right) .
$$

Second, (4.26) admits a unique solution for any arbitrarily large $T<\infty$ as the right-hand sides always make sense by Assumption 8. And third, the next iterate $\left(u^{(k+1)}, v^{(k+1)}\right) \in \mathcal{X}_{1} \times \mathcal{Y}_{1}$ is well-defined by Lemma 4.5.

Lemma 4.5 also provides the a priori estimate (4.16). Applied to the first iterate, it reads

$$
\begin{equation*}
\left\|u^{(1)}\right\|_{\mathcal{X}_{1}}+\left\|v^{(1)}\right\|_{\mathcal{Y}_{1}} \leq C R . \tag{4.27}
\end{equation*}
$$

Here, $C>0$ is the constant appearing in (4.16) which is independent of $T$, and

$$
\begin{equation*}
R:=\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}+\left\|v_{1}\right\|_{L^{2}(\Omega)}+\left\|q_{1}\right\|_{L^{2}\left(0,1 ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)}+\left\|q_{2}\right\|_{L^{2}\left(0,1 ; L^{2}(\Omega)\right)} \tag{4.28}
\end{equation*}
$$

We briefly discuss the case $R=0$ which means that the initial conditions and the right-hand side functions $q_{1}$ and $q_{2}$ vanish. In this case, we have ( $\left.u^{(1)}, v^{(1)}\right)=(0,0) \in$ $\mathcal{X}_{1} \times \mathcal{Y}_{1}$ by (4.27); thus $\left(u^{(1)}, v^{(1)}\right)=\left(u^{(0)}, v^{(0)}\right)$. Consequently, all iterates coincide; the sequence of iterates is constant. In this case, the iteration mapping is trivially a contraction and the unique fixed point $(0,0) \in \mathcal{X}_{1} \times \mathcal{Y}_{1}$ is sole solution to the coupled system (4.1).

From now on, we assume $R>0$. Having introduced the general iteration procedure, we expound on how to choose $T$ sufficiently small. In fact, we now choose $T \in(0,1]$ such that it meets the somewhat peculiar requirement

$$
\begin{equation*}
\widetilde{C} L T^{1 / 2}<\frac{R}{\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+2 C R} . \tag{4.29}
\end{equation*}
$$

Here, $\widetilde{C}:=\max \left\{C_{P}, 1\right\}>0$ and $L:=\max \left\{L_{1}, L_{2}\right\}>0$ appear in (4.24). Recall that the Poincaré constant $C_{P}>0$ is independent of $T$ and the Lipschitz constants $L_{1}$ and $L_{2}$ of the two coupling functions $\phi_{1}$ and $\phi_{2}$ are uniform in time. Moreover, observe that for $T \in(0,1]$, we have $T^{1 / 2}=\max \left\{T^{1 / 2}, T\right\}$. This term also appears in (4.24).

We have two remarks concerning (4.29). First, since $R>0$, we can always find a strictly positive $T$ satisfying (4.29). In addition, the right-hand side bound is itself bounded. In fact, we have

$$
\begin{equation*}
C R<\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+2 C R \Longrightarrow \frac{R}{\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+2 C R}<\frac{1}{C} . \tag{4.30}
\end{equation*}
$$

Second, observe that if (4.29) holds for our initial guess $T=1$, then we continue this proof without reducing the time interval. Otherwise, we find a $T \in(0,1)$ that fulfills (4.29), consider system (4.26) on the smaller time interval $[0, T]$ and use function spaces $\mathcal{X}$ and $\mathcal{Y}$ as introduced in Section 4.1.

Next, we define the closed set

$$
\begin{equation*}
\mathcal{B}:=\left\{(u, v) \in \mathcal{X} \times \mathcal{Y},\|u\|_{\mathcal{X}}+\|v\|_{\mathcal{Y}} \leq 2 C R\right\} . \tag{4.31}
\end{equation*}
$$

Identifying the iterates $\left(u^{(0)}, v^{(0)}\right),\left(u^{(1)}, v^{(1)}\right) \in \mathcal{X}_{1} \times \mathcal{Y}_{1}$ with their restrictions onto the possibly smaller time interval $[0, T] \subset[0,1]$, it is clear that $\left(u^{(0)}, v^{(0)}\right) \in \mathcal{B}$, $\left(u^{(1)}, v^{(1)}\right) \in \mathcal{B}$. We now show that the next iterate fulfills $\left(u^{(k+1)}, v^{(k+1)}\right) \in \mathcal{B}$ provided that $\left(u^{(k)}, v^{(k)}\right) \in \mathcal{B}$.
Since every iterate is a solution to the linear system (4.26) on $[0, T]$, the corresponding version of estimate (4.16) is valid. For $\left(u^{(k+1)}, v^{(k+1)}\right)$, it reads

$$
\begin{aligned}
\left\|u^{(k+1)}\right\|_{\mathcal{X}}+\left\|v^{(k+1)}\right\|_{\mathcal{Y}} \leq C(\| & u_{0}\left\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\right\| v_{0}\left\|_{H_{0}^{1}(\Omega)}+\right\| v_{1} \|_{L^{2}(\Omega)} \\
& +\left\|q_{1}-\Phi_{1}\left(u^{(k)}, v^{(k)}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
& \left.+\left\|q_{2}-\Phi_{2}\left(u^{(k)}, v^{(k)}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) .
\end{aligned}
$$

Using the triangle inequality, and the fact that $q_{1}$ and $q_{2}$ are square-integrable on every compact time interval, in particular on $[0,1]$, we find

$$
\begin{aligned}
&\left\|u^{(k+1)}\right\|_{\mathcal{X}}+\left\|v^{(k+1)}\right\|_{\mathcal{Y}} \leq C R+C( \left\|\Phi_{1}\left(u^{(k)}, v^{(k)}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
&\left.+\left\|\Phi_{2}\left(u^{(k)}, v^{(k)}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right)
\end{aligned}
$$

We now make use of the additional assumption on the coupling functions (4.25) as well as Corollary 4.9 to find

$$
\begin{aligned}
&\left\|u^{(k+1)}\right\|_{\mathcal{X}}+\left\|v^{(k+1)}\right\|_{\mathcal{Y}} \leq C R+C( \left\|\Phi_{1}\left(u^{(k)}, v^{(k)}\right)-\Phi_{1}(0,0)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)} \\
&\left.+\left\|\Phi_{2}\left(u^{(k)}, v^{(k)}\right)-\Phi_{2}(0,0)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) . \\
& \leq C R+C \widetilde{C} L T^{1 / 2}\left(\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|u^{(k)}\right\|_{\mathcal{X}}+\left\|v^{(k)}\right\|_{\mathcal{Y}}\right) .
\end{aligned}
$$

Finally, by (4.29) and since $\left(u^{(k)}, v^{(k)}\right) \in \mathcal{B}$, we have

$$
\begin{aligned}
\left\|u^{(k+1)}\right\|_{\mathcal{X}}+\left\|v^{(k+1)}\right\|_{\mathcal{Y}} & <C R+C\left(\frac{R}{\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+2 C R}\right)\left(\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+2 C R\right) \\
& =2 C R .
\end{aligned}
$$

Thus, $\left(u^{(k+1)}, v^{(k+1)}\right) \in \mathcal{B}$.
It remains to show that the iteration mapping $\mathcal{K}: \mathcal{B} \rightarrow \mathcal{B}$ with $\left(u^{(k)}, v^{(k)}\right) \mapsto$ $\left(u^{(k+1)}, v^{(k+1)}\right)$ is contracting. To this end, let two tuples $\left(u^{(i)}, v^{(i)}\right),\left(u^{(j)}, v^{(j)}\right) \in \mathcal{B}$ be given, and consider the unique solutions

$$
\left(u^{(i+1)}, v^{(i+1)}\right):=\mathcal{K}\left(u^{(i)}, v^{(i)}\right) \quad \text { and } \quad\left(u^{(j+1)}, v^{(j+1)}\right):=\mathcal{K}\left(u^{(j)}, v^{(j)}\right)
$$

to the respective linear systems (4.26). By linearity, the difference

$$
(u, v):=\left(u^{(i+1)}-u^{(j+1)}, v^{(i+1)}-v^{(j+1)}\right)
$$

then solves the system

$$
\left\{\begin{align*}
u^{\prime}(t) & =\phi_{1}\left(t, u^{(i)}(t), v^{(i)}(t)\right)-\phi_{1}\left(t, u^{(j)}(t), v^{(j)}(t)\right) & & \text { f.a.a. } t \in(0, T),  \tag{4.32}\\
v^{\prime \prime}(t)-\Delta v(t) & =\phi_{2}\left(t, u^{(i)}(t), v^{(i)}(t)\right)-\phi_{2}\left(t, u^{(j)}(t), v^{(j)}(t)\right) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \\
\left(u, v, v^{\prime}\right)(0) & =(0,0,0) & & \text { a.e. in } \Omega .
\end{align*}\right.
$$

This system is still linear, is still uniquely solvable by Lemma 4.5, and its solution again fulfills the corresponding version of (4.16) which in this case reads

$$
\begin{aligned}
&\|u\|_{\mathcal{X}}+\|v\|_{\mathcal{Y}} \leq C\left(\left\|\Phi_{1}\left(u^{(i)}, v^{(i)}\right)-\Phi_{1}\left(u^{(j)}, v^{(j)}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)}\right. \\
&\left.+\left\|\Phi_{2}\left(u^{(i)}, v^{(i)}\right)-\Phi_{2}\left(u^{(j)}, v^{(j)}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right)
\end{aligned}
$$

Once more, we make use of Corollary 4.9 and obtain

$$
\|u\|_{\mathcal{X}}+\|v\|_{\mathcal{Y}} \leq C \widetilde{C} L T^{1 / 2}\left(\left\|u^{(i)}-u^{(j)}\right\|_{\mathcal{X}}+\left\|v^{(i)}-v^{(j)}\right\|_{\mathcal{Y}}\right)
$$

since $u^{(i)}$ and $u^{(j)}$ satisfy the same initial conditions. By (4.30),

$$
\left\|u^{(i+1)}-u^{(j+1)}\right\|_{\mathcal{X}}+\left\|v^{(i+1)}-v^{(j+1)}\right\|_{\mathcal{Y}}<\left(\left\|u^{(i)}-u^{(j)}\right\|_{\mathcal{X}}+\left\|v^{(i)}-v^{(j)}\right\|_{\mathcal{Y}}\right)
$$

holds, showing that $\mathcal{K}$ is a contraction. According to Banach's Fixed-Point Theorem B.1, this iteration procedure converges to a unique limit point $\left(u^{*}, v^{*}\right) \in \mathcal{B}$. It satisfies the fixed-point equation $\left(u^{*}, v^{*}\right)=\mathcal{K}\left(u^{*}, v^{*}\right)$ which reads

$$
\left\{\begin{align*}
\left(u^{*}\right)^{\prime}(t) & =q_{1}(t)-\phi_{1}\left(t, u^{*}(t), v^{*}(t)\right) & & \text { f. a. a. } t \in(0, T),  \tag{4.33}\\
\left(v^{*}\right)^{\prime \prime}(t)-\Delta v^{*}(t) & =q_{2}(t)-\phi_{2}\left(t, u^{*}(t), v^{*}(t)\right) & & \text { f. a. a. } t \in(0, T), \\
v^{*}(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u^{*}, v^{*},\left(v^{*}\right)^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a. e. in } \Omega .
\end{align*}\right.
$$

This concludes the inner iteration.

Outer Iteration The remainder of this proof is dedicated to showing how the solution can be extended. To this end, observe that the unique fixed point $\left(u^{*}, v^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ lies in $\mathcal{B}$ defined in (4.31). This implies

$$
\begin{align*}
& \max _{0 \leq t \leq T}\left(\left\|u^{*}(t)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|v^{*}(t)\right\|_{H_{0}^{1}(\Omega)}+\left\|\left(v^{*}\right)^{\prime}(t)\right\|_{L^{2}(\Omega)}\right) \\
& \leq 2 C\left(\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}+\left\|v_{1}\right\|_{L^{2}(\Omega)}\right. \\
& \left.\quad+\left\|q_{1}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)}+\left\|q_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{4.34}
\end{align*}
$$

### 4.2 Analysis of a Coupled System of Abstract ODE and Semilinear Wave Equation

Thus, $u^{*}(T), v^{*}(T)$, and $\left(v^{*}\right)^{\prime}(T)$ are sufficiently regular to restart the inner iteration procedure using these three as new initial values. We again fix an initial guess $\widetilde{T}=1$, redefine our spaces accordingly, i.e.

$$
\mathcal{X}_{1}:=\left(H^{1}\left(T, T+1 ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right),\|\cdot\|_{\mathcal{X}_{1}}\right)
$$

and

$$
\mathcal{Y}_{1}:=\left(\left\{v \in \mathcal{C}\left([T, T+1] ; H_{0}^{1}(\Omega)\right), v^{\prime} \in \mathcal{C}\left([T, T+1] ; L^{2}(\Omega)\right)\right\},\|\cdot\|_{\mathcal{Y}_{1}}\right)
$$

begin the inner iteration with $\left(u^{(0)}, v^{(0)}\right):=(0,0) \in \mathcal{X}_{1} \times \mathcal{Y}_{1}$ and consider for $k \geq 0$ the linear system

$$
\left\{\begin{aligned}
u^{\prime}(t) & =q_{1}(T+t)-\phi_{1}\left(T+t, u^{(k)}(t), v^{(k)}(t)\right) & & \text { f. a. a. } t \in(0,1), \\
v^{\prime \prime}(t)-\Delta v(t) & =q_{2}(T+t)-\phi_{2}\left(T+t, u^{(k)}(t), v^{(k)}(t)\right) & & \text { f. a. a. } t \in(0,1), \\
v(t) & =0 & & \text { on }(0,1) \times \partial \Omega, \\
\left(u, v, v^{\prime}\right)(0) & =\left(u^{*}(T), v^{*}(T),\left(v^{*}\right)^{\prime}(T)\right) & & \text { a.e. in } \Omega .
\end{aligned}\right.
$$

The discussion continues as before; in particular, we reduce $\widetilde{T}$ such that (4.29) is fulfilled. However, since $R$ of (4.27) depends on the initial values, it may be possible that the bound of (4.29) becomes arbitrarily small. Consequently, in each outer iteration the possible extension of the time interval may become smaller and smaller in order to fulfill (4.29) and for Banach's Fixed-Point Theorem B. 1 to be applicable. In this case, the solution may not be extended beyond a certain maximal time $T_{\max }$.

The following Theorem 4.11 is a consequence of Theorem 4.10 where the seemingly strong assumption (4.25) on the coupling functions is relaxed completely.

Theorem 4.11. Let Assumptions 1 and 8 hold, and let initial conditions $\left(u_{0}, v_{0}, v_{1}\right) \in$ $L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ be given.

Then, there exists a maximal time $T_{\max }>0$ such that for any positive $T<T_{\max }$ the coupled system

$$
\left\{\begin{align*}
u^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t) & & \text { f. a. a. } t \in(0, T),  \tag{4.1}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a. e. in } \Omega
\end{align*}\right.
$$

admits a solution in the sense of Definition 4.3.

Proof. By Assumption 8, the coupling functions $\phi_{1}$ and $\phi_{2}$ are continuous. Since a continuous function attains its extreme values on any closed and bounded set by Weierstrass's extreme value theorem, the coupling functions fulfill in particular

$$
\phi_{1}(t, 0,0) \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad \phi_{2}(t, 0,0) \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}(\Omega)\right)
$$

Therefore, we may define new right-hand side functions

$$
\widetilde{q}_{1} \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad \widetilde{q}_{2} \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}(\Omega)\right)
$$

through

$$
\widetilde{q}_{1}(t):=q_{1}(t)-\phi_{1}(t, 0,0) \quad \text { and } \quad \widetilde{q}_{2}(t):=q_{2}(t)-\phi_{2}(t, 0,0)
$$

respectively. Also, we introduce two new coupling functions

$$
\widetilde{\phi}_{1}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{r}\right)
$$

and

$$
\widetilde{\phi}_{2}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}(\Omega)
$$

through

$$
\widetilde{\phi}_{1}(t, u, v):=\phi_{1}(t, u, v)-\phi_{1}(t, 0,0) \quad \text { and } \quad \widetilde{\phi}_{2}(t, u, v):=\phi_{2}(t, u, v)-\phi_{2}(t, 0,0) .
$$

Note that system (4.1) is equivalent to the coupled system

$$
\left\{\begin{aligned}
u^{\prime}(t)+\widetilde{\phi}_{1}(t, u(t), v(t)) & =\widetilde{q}_{1}(t) & & \text { f.a.a. } t \in(0, T), \\
v^{\prime \prime}(t)-\Delta v(t)+\widetilde{\phi}_{2}(t, u(t), v(t)) & =\widetilde{q}_{2}(t) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega .
\end{aligned}\right.
$$

Since $\widetilde{q}_{1}, \widetilde{q}_{2}$ and $\widetilde{\phi}_{1}, \widetilde{\phi}_{2}$ fulfill the requirements of Assumption 8, and also abide by (4.25), Theorem 4.10 is applicable. The assertion follows immediately.

### 4.2.5 Global Existence for System (4.1)

We will now shortly argue that the solution can, indeed, be extended to any desired finite time interval $\left[0, T_{d}\right]$ with $T_{d}<\infty$. At the end of the proof of Theorem 4.10 we explained that in each outer iteration the current extension of the time interval of existence may become smaller and smaller. This is due to the fact that in order to apply Banach's Fixed-Point Theorem B.1, the current extension $T \in(0,1]$ is required to fulfill

$$
\begin{equation*}
\widetilde{C} L T^{1 / 2}<\frac{R}{\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+2 C R} . \tag{4.29}
\end{equation*}
$$

The positive constants $\widetilde{C}, L$, and $C$ are independent of time but $R$ is not; it is influenced by the current initial values by definition (4.28). However, a closer examination of the right-hand side bound in (4.29) reveals that it is bounded from below as

$$
\frac{1}{5} \leq \frac{R}{R+4 R} \leq \frac{R}{\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+4 R}
$$

holds. Consequently, if we choose $T>0$ such that $\widetilde{C} L T^{1 / 2}<\frac{1}{5}$, the requirement (4.29) is still satisfied and the length of the interval does not depend on the initial values nor on the right-hand side functions $q_{1}$ and $q_{2}$ any longer. Therefore, the outer iteration may continue to provide a solution on any desired finite time interval $\left[0, T_{d}\right]$ as long as $q_{1}$ and $q_{2}$ are meaningfully defined. In particular, revisiting Assumption 8, we can relax the assumptions on $q_{1}$ and $q_{2}$ and assume

$$
q_{1} \in L^{2}\left(0, T_{d} ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \quad \text { and } \quad q_{2} \in L_{\mathrm{loc}}^{2}\left(0, T_{d} ; L^{2}(\Omega)\right)
$$

Note that the global solution then also fulfills an estimate of the form (4.34) for a possible large $C>0$. This follows from the fact that we find a solution on any desired time interval by a finite number of outer iterations.

We have proved existence and uniqueness of a solution to the coupled system (4.1). In particular, if a solution exists, it is always unique by Theorem 4.4. Under the Lipschitz assumptions of Assumptions 7 and 8, existence of a local solution could be proved. This is comparable to the result given in [100, Chapter 6], although here, the nonlinear term of the semilinear wave equation is assumed to be sufficiently smooth with bounded partial derivatives. However, in comparison to [100], we were able to argue that the time interval of existence may be extended to any finite desired time interval.

In the following section, we transfer the results obtained to a coupled system of an abstract DAE and semilinear wave equation.

### 4.3 Analysis of a Coupled System of Abstract DAE and Semilinear Wave Equation

So far, the discussion in this chapter has been dedicated to the analysis of system (4.1), a coupled system of an abstract ODE and a semilinear wave equation. In this section, we make use of the results previously obtained to finally analyze a coupled system of an abstract DAE and a semilinear wave equation, namely

$$
\left\{\begin{align*}
(\mathcal{E} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t))=q_{1}(t) & \text { f. a. a. } t \in(0, T)  \tag{1.1a}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t))=q_{2}(t) & \text { f. a. a. } t \in(0, T)
\end{align*}\right.
$$

subject to appropriate initial and boundary conditions.
In this system the kind of abstract DAEs which we analyzed in Chapter 2 and the kind of hyperbolic PDEs which we discussed in Chapter 3 are connected through nonlinear coupling functions $\phi_{1}$ and $\phi_{2}$. The analysis of the coupled system (1.1) is based on a theoretical framework similar to the one of Section 4.1. More specifically, first we utilize the techniques presented in Chapter 2 to decouple the abstract DAE in a certain way to separate its dynamic from its non-dynamic components. Using the dynamic components only, we may then formulate a second system which is related to (1.1) in a certain way but has the form of (4.1). Consequently, the theoretical results presented in Section 4.2 are applicable, providing a unique solution for the related system. From this solution and due to the index-1 character of the abstract DAE, see Chapter 2, we may then construct a solution to the original system (1.1).

In the following, we state the assumptions necessary to make this aforementioned transformation, we introduce the intermediate systems, and we explain how all systems are related. As a reward for our consideration in choosing preceding assumptions, the assumptions below are very much in line with the ones made before. Still, we make the extra effort and compile all that is required, not least to provide a meaningful starting point for future research. We also try to keep the presentation of the decoupling process as self-sufficient as possible whilst keeping it efficient and concise.

Assumption 9. Let Assumption 1 hold. In addition, we need the following requirements to hold.
i) Let $\mathcal{E}: L^{2}\left(\Omega, \mathbb{R}^{n}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n}\right)$ be a matrix-induced linear operator as in Definition 2.1 such that Assumptions 2 and 3 hold.
ii) In accordance with Assumptions 4 and 8, assume that the right-hand side functions fulfill

$$
q_{1} \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right) \quad \text { with } \quad \mathcal{W} q_{1} \in \mathcal{C}\left([0, \infty) ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)
$$

as well as

$$
q_{2} \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}(\Omega)\right) .
$$

iii) As in Assumption 8, assume that the coupling functions

$$
\phi_{1}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{n}\right) \times L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n}\right)
$$

and

$$
\phi_{2}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{n}\right) \times L^{2}(\Omega) \rightarrow L^{2}(\Omega)
$$

are continuous and Lipschitz continuous with respect to the second and third variable, see (4.5) and (4.6) of Assumption 7. As before, the Lipschitz constants $L_{1}>0$ and $L_{2}>0$ need to be uniform in time.

The first assumption stated in Assumption 9 allows to factorize the matrix-induced linear operator $\mathcal{E}$ appearing in system (1.1) using well-matched factors $\mathcal{A}$ and $\mathcal{D}$, and to consider the system

$$
\left\{\begin{align*}
\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t) & & \text { f. a. a. } t \in(0, T),  \tag{4.35a}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(\mathcal{D} u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega
\end{align*}\right.
$$

instead. Here, the first equation is a properly stated abstract DAE replacing the abstract DAE (1.1a), cf. (2.19) and Definition 2.13. Appropriate boundary and initial conditions are provided by (4.35c) and (4.35d). As explained in Section 2.2, it makes sense to consider as solution space for $u$ the space

$$
H_{\mathcal{D}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)=\left\{u \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right), \mathcal{D} u \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)\right\}
$$

cf. Theorem 2.12, in particular (2.17). For $v$, we reuse the space $\mathcal{Y}$ introduced in Section 4.1.

In Section 2.3, we demonstrated how to split (4.35a) into the equivalent system

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi_{1}\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t), v(t)\right) & =\mathcal{A}^{-} q_{1}(t)  \tag{4.36a}\\
\mathcal{W} \phi_{1}\left(t,\left(\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}\right)(t), v(t)\right) & =\mathcal{W} q_{1}(t)
\end{align*}\right.
$$

Here, $\mathcal{A}^{-}$and $\mathcal{D}^{-}$are specifically chosen generalized inverses to $\mathcal{A}$ and $\mathcal{D}$ respectively, and $\mathcal{Q}$ and $\mathcal{W}$ form a pair of decoupling operators. Recall that the functions $u_{d} \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$ and $u_{a} \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)\right)$ are connected to $u \in H_{\mathcal{D}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)$ via the relation

$$
\begin{equation*}
u=\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a} . \tag{2.25}
\end{equation*}
$$

See in particular Definitions 2.4 and 2.14, and Lemmas 2.16 and 2.17.
Next, we show how to directly solve (4.36b) with respect to the non-dynamical components of the DAE. This corresponds to an index-1 characterization of the abstract DAE (4.35a). To this end, introduce an operator

$$
\Psi:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}\left(\Omega, \mathbb{R}^{n-r}\right) \times L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)
$$

through

$$
\Psi\left(t, u_{d}, u_{a}, v\right):=\mathcal{W} \phi_{1}\left(t, \mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}, v\right)
$$

Remark. The operator $\Psi$ is similar but slightly different to the operator $\Phi$ introduced in Assumption 4, and we use the symbol $\Psi$ here to avoid confusion with the Nemytskii operators $\Phi_{1}$ and $\Phi_{2}$ from Definition 4.2.

Assumption 10. Let Assumptions 1 and 9 hold, and assume that $\Psi$ is strongly monotone with respect to the third variable $u_{a}$.

Assumption 10 has the following implication which is comparable to the result of Theorem 2.21.

Lemma 4.12. Let Assumptions 1, 9, and 10 hold. Then, there exists a unique continuous function $g:[0, T] \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)$ such that (4.36b) is fulfilled if and only if

$$
\begin{equation*}
u_{a}(t)=g\left(t, u_{d}(t), v(t)\right) \tag{4.37}
\end{equation*}
$$

holds. Moreover, $g$ is Lipschitz continuous with respect to its second and third variable.

Proof. The proof is quite similar to the one of Theorem 2.21. First, the operator $\Psi$ of Assumption 10 is continuous since $\phi_{1}$ is continuous; it is Lipschitz continuous with respect to its fourth variable $v$ since $\phi_{1}$ has this property. Moreover, $\Psi$ is also Lipschitz continuous with respect to the second variable $u_{d} \in L^{2}\left(\Omega, \mathbb{R}^{r}\right)$, since

$$
\begin{aligned}
& \| \Psi\left(t, u_{d 1}, u_{a}\right., v)-\Psi\left(t, u_{d 2}, u_{a}, v\right) \|_{L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)} \\
& \quad\left\|\mathcal{W} \phi_{1}\left(t, \mathcal{D}^{-} u_{d 1}+\mathcal{Q} u_{a}, v\right)-\mathcal{W} \phi_{1}\left(t, \mathcal{D}^{-} u_{d 2}+\mathcal{Q} u_{a}, v\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)} \\
& \quad \leq\|\mathcal{W}\|\left\|\phi_{1}\left(t, \mathcal{D}^{-} u_{d 1}+\mathcal{Q} u_{a}, v\right)-\phi_{1}\left(t, \mathcal{D}^{-} u_{d 2}+\mathcal{Q} u_{a}, v\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n}\right)} \\
& \leq L_{1}\|\mathcal{W}\|\left\|\mathcal{D}^{-} u_{d 1}-\mathcal{D}^{-} u_{d 2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n}\right)} \\
& \leq L_{1}\|\mathcal{W}\|\left\|\mathcal{D}^{-}\right\|\left\|u_{d 1}-u_{d 2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} .
\end{aligned}
$$

Consequently, the operator

$$
F:[0, T] \times\left(L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega)\right) \times L^{2}\left(\Omega, \mathbb{R}^{n-r}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)
$$

defined through

$$
F\left(t,\left(u_{d}, v\right), u_{a}\right):=\Psi\left(t, u_{d}, u_{a}, v\right)-\mathcal{W} q(t)
$$

fulfills the assumptions of Theorem 2.20, which implies the existence of a unique function $g$ with the desired properties. Since $\Psi$ is globally Lipschitz continuous, so is $F$, and from the proof of Theorem 2.20 the global Lipschitz continuity of $g$ can be directly inferred.

We may now proceed in a fashion similar to the proof of Theorem 2.22, cf. in particular system (2.35). We substitute $u_{a}$ in (4.36a) using the relation (4.37) to obtain

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\mathcal{A}^{-} \phi_{1}\left(t, \mathcal{D}^{-} u_{d}(t)+\mathcal{Q} g\left(t, u_{d}(t)\right), v(t)\right) & =\mathcal{A}^{-} q_{1}(t),  \tag{4.38a}\\
u_{a}(t)-g\left(t, u_{d}(t), v(t)\right) & =0,
\end{align*}\right.
$$

which is equivalent to (4.36). Note that (4.38a) depends only on dynamic variables; it is the inherent ODE of (4.35a). We now combine the inherent ODE (4.38a) and the remaining equations of system (4.35), and consider

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\widetilde{\phi}_{1}\left(t, u_{d}(t), v(t)\right) & =\widetilde{q}_{1}(t) & & \text { f. a. a. in } t \in(0, T),  \tag{4.39a}\\
v^{\prime \prime}(t)-\Delta v(t)+\widetilde{\phi}_{2}\left(t, u_{d}(t), v(t)\right) & =q_{2}(t) & & \text { f. a. a. in } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u_{d}, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a. e. in } \Omega,
\end{align*}\right.
$$

where the newly appearing functions

$$
\begin{aligned}
& \widetilde{\phi}_{1}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{r}\right), \\
& \widetilde{\phi}_{2}:[0, \infty) \times L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times L^{2}(\Omega) \rightarrow L^{2}(\Omega),
\end{aligned}
$$

and

$$
\widetilde{q}_{1} \in L_{\mathrm{loc}}^{2}\left(0, \infty ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)
$$

are defined through

$$
\begin{aligned}
& \widetilde{\phi}_{1}\left(t, u_{d}, v\right):=\mathcal{A}^{-} \phi_{1}\left(t, \mathcal{D}^{-} u_{d}+\mathcal{Q} g\left(t, u_{d}\right), v\right), \\
& \widetilde{\phi}_{2}\left(t, u_{d}, v\right):=\phi_{2}\left(t, \mathcal{D}^{-} u_{d}+\mathcal{Q} g\left(t, u_{d}\right), v\right),
\end{aligned}
$$

and

$$
\widetilde{q}_{1}(t):=\mathcal{A}^{-} q_{1}(t),
$$

for $t \in[0, T], u_{d} \in L^{2}\left(\Omega, \mathbb{R}^{r}\right)$ and $v \in L^{2}(\Omega)$.
Note that the systems (4.35) and (4.39) are not equivalent, since it does not include the non-dynamical part of the DAE (4.36b). However, (4.39) falls into the framework of Section 4.1. In fact, we have the following existence result.

Theorem 4.13. Let Assumptions 1, 9, and 10 hold. Moreover, let initial conditions $\left(u_{0}, v_{0}, v_{1}\right) \in L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ be given.

Then, there exists a maximal time $T_{\max }>0$ such that for any positive $T<T_{\max }$ the coupled system

$$
\left\{\begin{align*}
u_{d}^{\prime}(t)+\widetilde{\phi}_{1}\left(t, u_{d}(t), v(t)\right) & =\widetilde{q}_{1}(t) & & \text { f. a. a. in } t \in(0, T),  \tag{4.39}\\
v^{\prime \prime}(t)-\Delta v(t)+\widetilde{\phi}_{2}\left(t, u_{d}(t), v(t)\right) & =q_{2}(t) & & \text { f. a. a. in } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u_{d}, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega
\end{align*}\right.
$$

admits a unique solution $\left(u_{d}, v\right) \in \mathcal{X} \times \mathcal{Y}$ in the sense of Definition 4.3.

Proof. By Lemma 4.12, the function $g$, which appears in the definitions of $\widetilde{\phi}_{1}$ and $\widehat{\phi}_{2}$, is Lipschitz continuous with respect to its second variable. From this and Assumption 9 it follows that $\widetilde{\phi}_{1}$ and $\widetilde{\phi}_{2}$ are continuous and Lipschitz continuous with respect to the second and third variable. This is exemplified for the function $\widetilde{\phi}_{1}$ with respect to the second variable by means of

$$
\begin{aligned}
& \left\|\widetilde{\phi}_{1}\left(t, u_{d 1}, v\right)-\widetilde{\phi}_{1}\left(t, u_{d 2}, v\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \\
& \quad=\left\|\mathcal{A}^{-} \phi_{1}\left(t, \mathcal{D}^{-} u_{d 1}+\mathcal{Q} g\left(t, u_{d_{1}}\right), v\right)-\mathcal{A}^{-} \phi_{1}\left(t, \mathcal{D}^{-} u_{d 2}+\mathcal{Q} g\left(t, u_{d 2}\right), v\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} \\
& \quad \leq\left\|\mathcal{A}^{-}\right\|\left\|\phi_{1}\left(t, \mathcal{D}^{-} u_{d 1}+\mathcal{Q} g\left(t, u_{d 1}\right), v\right)-\phi_{1}\left(t, \mathcal{D}^{-} u_{d 2}+\mathcal{Q} g\left(t, u_{d 2}\right), v\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n}\right)} \\
& \quad \leq L_{1}\left\|\mathcal{A}^{-}\right\|\left\|\mathcal{D}^{-} u_{d 1}-\mathcal{D}^{-} u_{d 2}+\mathcal{Q} g\left(t, u_{d 1}\right)-\mathcal{Q} g\left(t, u_{d 2}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n}\right)} \\
& \quad \leq L_{1}\left\|\mathcal{A}^{-}\right\|\left(\left\|\mathcal{D}^{-}\right\|\left\|u_{d 1}-u_{d 2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\|\mathcal{Q}\|\left\|g\left(t, u_{d 1}\right)-g\left(t, u_{d 2}\right)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)}\right) \\
& \quad \leq L_{1}\left\|\mathcal{A}^{-}\right\|\left(\left\|\mathcal{D}^{-}\right\|\left\|u_{d 1}-u_{d 2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+L_{g}\|\mathcal{Q}\|\left\|u_{d 1}-u_{d 2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}\right) \\
& \quad=\left(L_{1}\left\|\mathcal{A}^{-}\right\|\left\|\mathcal{D}^{-}\right\|+L_{1} L_{g}\left\|\mathcal{A}^{-}\right\|\|\mathcal{Q}\|\right)\left\|u_{d 1}-u_{d 2}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)} .
\end{aligned}
$$

Consequently, the coupled system (4.39) fulfills Assumptions 7 and 8, and we deduce that (4.39) admits a unique solution $\left(u_{d}, v\right) \in \mathcal{X} \times \mathcal{Y}$ by Theorems 4.4 and 4.11.

This result can now be used to prove existence and uniqueness of a solution to the coupled system of abstract DAE and semilinear wave equation (4.35) and as a consequence system (1.1) if appropriate initial and boundary conditions are provided.

Theorem 4.14. Let Assumptions 1, 9, and 10 hold. Moreover, let initial conditions $\left(u_{0}, v_{0}, v_{1}\right) \in L^{2}\left(\Omega, \mathbb{R}^{r}\right) \times H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ be given.

Then, there exists a maximal time $T_{\max }>0$ such that for any positive $T<T_{\max }$ the coupled system

$$
\left\{\begin{align*}
\mathcal{A}(\mathcal{D} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t) & & \text { f. a. a. } t \in(0, T),  \tag{4.35a}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(\mathcal{D} u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega
\end{align*}\right.
$$

admits a unique solution $(u, v) \in H_{\mathcal{D}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times \mathcal{Y}$.
Proof. By Assumption 9 and the subsequent considerations we know how to extract from our given system (4.35) a system of the form (4.39). Theorem 4.13 then provides the existence of a unique solution $\left(u_{d}, v\right) \in \mathcal{X} \times \mathcal{Y}$ to (4.39). The solution variable $u_{d}$ constitutes the dynamical part of $u$, and from it we recover the non-dynamical part $u_{a}$ of $u$ by means of

$$
\begin{equation*}
u_{a}(t)=g\left(t, u_{d}(t), v(t)\right) . \tag{4.37}
\end{equation*}
$$

The pair $\left(u_{d}, u_{a}\right) \in H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n-r}\right)\right)$ of dynamical and non-dynamical components now solves (4.38) which is equivalent to (4.36). Using the relation

$$
\begin{equation*}
u=\mathcal{D}^{-} u_{d}+\mathcal{Q} u_{a}, \tag{2.25}
\end{equation*}
$$

we restore the variable $u \in H_{\mathcal{D}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right)$ and since (4.36) is equivalent to DAE (4.35a), the pair $(u, v) \in H_{\mathcal{D}}^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{n}\right)\right) \times \mathcal{Y}$ is the unique solution to the coupled system (4.35).

Remark. As in Section 4.2.5, we argue that there exists a solution to (4.39) on any desired finite time interval. Since the implicit function $g$ of (4.37) is even globally Lipschitz continuous by assumption on $\phi_{1}$, cf. Assumption 9, this yields the existence of a unique global solution to (4.35), and consequently to (1.1).

### 4.4 Summary and Discussion

In this chapter we analyzed a coupled system of abstract DAE and hyperbolic PDE of the form (1.1) introduced in the beginning of this thesis. The analysis presented here serves as a proof of concept for how to analyze such systems. We first reconciled the settings for abstract DAEs and linear wave equations presented in Chapters 2 and 3 respectively, consequently looking for continuous solutions to the coupled system (1.1). We then used this framework to first analyze the system (4.1) where instead of an abstract DAE a Banach space valued ODE and a semilinear wave equation are coupled through nonlinear coupling functions. We provided appropriate assumptions to prove existence and uniqueness of a solution to (4.1) by means of a fixed-point iteration scheme. The existence results formulated in Theorems 4.10 and 4.11 are local ones which means that they only provide the existence of a unique solution on a possibly small time interval $[0, T)$ with $T>0$. Upon further investigation on the specific upper bounds restricting the time interval, we found that this solution can be continued to any desired finite time interval; see Section 4.2.5. We then transferred the results to coupled systems of abstract DAE and wave equation (1.1). The abstract DAE part of (1.1) was reformulated into an abstract DAE with properly stated leading term, see Section 2.2, resulting in system (4.35). Due to our assumptions on the abstract DAE, in particular its index-1 characteristic, we were able to retrieve the inherent abstract ODE using the technique presented in Chapter 2. Combining this inherent abstract ODE and the wave equation of (4.35) we obtained an intermediate system similar to (4.1). Thus, the previous existence and uniqueness result for (4.1) applied, and from the solution to this intermediate system we were able to retrieve a solution to the coupled system of abstract DAE and wave equation (4.35).

Note that in order to apply our results to realistic problems from electrical engineering, bio-mathematics, or multiphysics, it will most certainly be necessary to verify certain assumptions and adapt the techniques presented here.

Relation to other Coupled Systems and Hyperbolic Systems In the introduction of this chapter, we indicated that the analysis of coupled systems of ODEs and hyperbolic PDEs can be motivated by so-called motion-planning problems; see e.g. [36, 37, 45, 68, 96]. Other fields of application include problems in traffic control [79] or the piston problem [19, 20]. In these articles, the coupled systems take the form of a cascading system, i.e. the ODE and the PDE part of the system are usually coupled only at one part of the boundary. Thus, if the system is excited, only one part of the system is immediately affected; the second part reacts only after a certain delay. In the specified publications, the systems are rigorously analyzed using tools similar to the ones for the analysis of hyperbolic systems. Often, the solution to one part of the system can be written down explicitly leading to a delay differential equation which is then subjected to questions of control or stabilization. It is an open topic if the extension of these techniques to coupled systems of DAEs and hyperbolic PDEs would also lead to DAEs with delay as discussed for instance in [55]. For more information regarding hyperbolic systems, we refer to [22, 35, 77].

One field of research for coupled systems of DAEs and hyperbolic PDEs is the modeling, simulation, and optimization of flow networks, e.g. gas transport networks. Above, we hinted at the close connection between such coupled systems and hyperbolic systems. And in fact, it has already been shown in [53,54] that the gas flow through a pipe network, modeled by a system of isothermal Euler equations, can be analyzed using techniques from the analysis of hyperbolic systems. To be more explicit, the authors were able to show existence and uniqueness of a solution without using specific tools from DAE theory. The same holds true for the numerical analysis and discretization of such and related systems presented in [38, 52]. So, in view of our coupled system (1.1) and the analysis presented in this thesis, we would like to make two remarks. First, all pipes of the networks analyzed in [38, 52-54] are governed by the same differential equation. It is debatable if the techniques used in the specified publications can still be used if such a network includes other also components. Second, it is well-known from DAE theory that the topology of a network directly influences how perturbations of the initial data and force terms propagate over time. The same holds true for the discretization of such a system: As shown in [62], it is necessary to discretize such a gas transport system properly to avoid unstable numerical solutions. With respect to such questions, a DAE perspective seems unavoidable.

Specific Coupling Functions and the Connection to Other Second Order Semilinear Wave Equations Depending on the motivating application, semilinear wave
equations take different forms and it might make sense to choose the coupling operators, in particular $\phi_{2}$, more specifically. For instance, wave equations emerging in particle physics, especially nonlinear meson theory, can be of the form

$$
v^{\prime \prime}(t)-\Delta v(t)+|v(t)|^{\rho} v(t)=0,
$$

for some non-critical exponent $\rho \geq 0$; see [ $66,82,105$ ] and cf. [43, pp. 677 sqq.] as well. The nonlinear term $|v(t)|^{\rho} v(t)$ which appears here has additional monotonicity properties. If the coupling function $\phi_{2}$ is now exemplarily given as

$$
\phi_{2}(t, u, v):=|v|^{\rho} v+u,
$$

these monotonicity properties could be exploited, for instance in the limiting process of a Galerkin approach which, for sufficiently small $\rho$, is another possibility to show existence of solutions for abstract differential equations; see e. g. [82, Chapter 1, 127, Section 33.3]. Note that Galerkin approaches have already been used to analyze coupled systems of DAEs and PDEs; cf. for instance [86, 119].

For critical power nonlinearities, i. e. if $\rho$ is too large in comparison to the dimension of the underlying spatial domain, for dispersive wave equations like the sine-Gordon equation, or for wave equations with other types of nonlinearities, the existence theory may change drastically. This effects in particular the regularity of solutions, hence the choice of the coupling functions, but also the existence of essential a priori estimates like e.g. Strichartz-type estimates. We refer to the textbooks by Evans [ 43 , pp. 688 sqq., 695 sqq.], Rauch [100, pp. 246 sqq.], Shatah and Struwe [109], and Cazenave and Haraux [30]. The analysis of nonlinear wave equations and the regularity of solutions has a long history which continues up to this date; see exemplary [24, 31, 110, 123].

Further Generalizations There are a couple of possible ways to generalize the results obtained in this chapter without immoderate effort. In view of Assumptions 4 and 5 , demanding the coupling operators $\phi_{1}$ and $\phi_{2}$ to be only locally Lipschitz continuous with respect to the second and third variable but still uniform in time would allow for a considerably larger class of suitable coupling operators. The existence proof would be a bit more elaborate but since we already had to choose $T$ sufficiently small to ensure existence of a local solution, we are convinced that a local Lipschitz condition instead of a global one is sufficient to obtain analogous results.

We already discussed at the end of Chapter 2 how to generalize the notion of matrixinduced linear operators. This offers a way to couple even more general abstract DAEs, possible including spatial differential operators, with other types of wave equations that do not allow for strong but only mild, weak, or other types of more irregular solutions. On the other hand, we could still exploit present network or other underlying algebraic structures through the use of matrix-induced linear operators.

As can be seen from the proofs of our local existence results Theorems 4.10 and 4.11, it is absolutely crucial to have a priori estimates at hand. If those are available for other types of abstract ODEs, abstract DAEs, or other second order semilinear wave equations, similar techniques to the ones presented in this chapter could be applied in order to prove existence of local solutions.

With these remarks, we conclude this chapter.

## 5 A First Small Step Towards Optimal Control

## Introduction, Overview, Literature

In applied sciences and applications, it is of general interest to either control or to stabilize a physical system in the most efficient way. Such problems can usually be formulated as problems of optimal control where we aim to minimize a certain cost functional subjected to side conditions.

In the previous chapter, we proved existence and uniqueness of a solution to the coupled system (4.1) where an abstract ODE and a semilinear wave equation are coupled via nonlinear coupling functions. In this chapter, we will briefly investigate an optimal control problem where we aim to find the optimal right-hand side control functions $q_{1}$ and $q_{2}$ to minimize a given cost functional. Controlling by means of the right-hand side functions rather than through boundary values means that the control is distributed and as such acts on the entire spatial domain $\Omega \subset \mathbb{R}^{d}$. The control is allowed to be exposed to further constraints.

In Section 5.1, we formulate an optimal control problem for system (4.1), and in particular we specify the cost functional. In Section 5.2 , we show existence of a global minimizer under strong assumptions on the right-hand side control functions. There are, of course, alternatives to these assumptions, some of which we discuss in Section 5.3. But as pointed out subsequently, already proving existence of an optimal control for our coupled system (4.1) is quite challenging. First-order conditions are not part of our discussion. Before we dive into the problem, we take a look at relevant literature.

There are many textbooks on optimal control with PDE constraints, for instance by Hinze, Pinnau, Ulbrich, and Ulbrich [61], Lions [81], Salsa, Vegni, Zaretti, and Zunino [104], and Tröltzsch [122]. However, due to their differences to elliptic and parabolic PDEs, hyperbolic PDEs are rarely discussed. Few books on optimal control with DAE constraints exist, for instance by Biegler, Campbell, and Mehrmann [18], but they do not include the optimal control of abstract DAEs.

Optimal control of semilinear wave equations and more general hyperbolic equations is in itself already very challenging, and such problems have been in the focus of research interest for a long time. A selection of notable publications include articles from Ismayilova [63], Kunisch and Meinlschmidt [69], Kunisch, Trautmann, and

Vexler [70], Pfaff and Ulbrich [98], Schmitt and Ulbrich [106], and Zuazua [130]. Related research in the narrower context of hyperbolic equations describing the gas flow through pipes, in particular Euler equations, is due to Gugat, Dick, and Leugering [52] and Gugat and Ulbrich [53, 54]; see also [56, 57]. Questions of controllability, observability, and stabilization of hyperbolic equations are discussed for instance by Coron [32], Coron and Bastin [33], Li and Zhou [78], and Triggiani [120]. We refer also to the review article by Zuazua [129] in which some challenges are presented that appear in optimal control problems with wave equations.

We already mentioned selected results for optimal control problems of coupled systems of ODEs and hyperbolic equations in the last chapter, e. g. [36, 45, 68, 96], but also [19, 20, 99]. However, the research on optimal control for coupled systems of ODEs and hyperbolic equations in higher space dimensions, the research on optimal control of DAEs and hyperbolic equations, and in particular the analysis of optimal control problems with coupled systems of abstract DAEs and hyperbolic equations is largely open.

### 5.1 Problem Formulation

We want to control the coupled system of an abstract ODE and a wave equation for which we discussed existence and uniqueness of solutions in Chapter 4. It reads

$$
\left\{\begin{align*}
u^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t) & & \text { f. a. a. } t \in(0, T),  \tag{4.1}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t) & & \text { f. a. a. } t \in(0, T), \\
v(t) & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\left(u, v, v^{\prime}\right)(0) & =\left(u_{0}, v_{0}, v_{1}\right) & & \text { a.e. in } \Omega .
\end{align*}\right.
$$

Remark. Recall from Chapter 4 that, presuming Assumptions 1 and 8 hold, there exists for any fixed control $q \in L_{\text {loc }}^{2}\left(0, \infty ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times L_{\text {loc }}^{2}\left(0, \infty ; L^{2}(\Omega)\right)$ a unique local solution $(u, v) \in \mathcal{X} \times \mathcal{Y}$. As discussed in Section 4.2.5, we can extend this solution to any finite time interval $[0, T]$, and from the proof of Theorems 4.10 and 4.11 it follows that the solution fulfills the a priori estimate

$$
\begin{align*}
& \max _{0 \leq t \leq T}\left(\|u(t)\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\|v(t)\|_{H_{0}^{1}(\Omega)}+\left\|v^{\prime}(t)\right\|_{L^{2}(\Omega)}\right) \\
& \leq C\left(\left\|u_{0}\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}+\left\|v_{0}\right\|_{H_{0}^{1}(\Omega)}+\left\|v_{1}\right\|_{L^{2}(\Omega)}\right. \\
& \left.\quad+\left\|q_{1}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)}+\left\|q_{2}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{5.1}
\end{align*}
$$

for some positive and possibly large constant $C>0$.

We now fix a finite $T>0$ and consider the optimal control problem

$$
\left\{\begin{array}{l}
\min _{u, v, q} J(u, v, q)  \tag{5.2}\\
\quad \text { s.t. }(u, v) \text { solving (4.1) with right-hand sides } q=\left(q_{1}, q_{2}\right) \in \mathcal{C}_{\text {ad }},
\end{array}\right.
$$

where $\mathcal{C}_{\text {ad }}$ denotes the non-empty set of admissible controls which will be specified in Assumption 11 below. In the context of this optimal control problem, $J$ is called the cost functional, $q=\left(q_{1}, q_{2}\right)$ is the distributed control with components $q_{1}$ and $q_{2}$ corresponding to the right-hand sides of system (4.1), the tuple $(u, v)$ is called the state, $u$ and $v$ are the state variables, and system (4.1) is called the state equation.

Remark. The solution spaces $\mathcal{X}$ and $\mathcal{Y}$ introduced in Section 4.1 are not ideally chosen with respect to the optimal control problem (5.2). For the analysis of this problem, we therefore consider instead of $\mathcal{X}$ the Hilbert space

$$
\mathcal{U}:=H^{1}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)
$$

with its usual norm, and instead of $\mathcal{Y}$ the space

$$
\mathcal{V}:=\left\{v \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right), v^{\prime} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)\right\}
$$

equipped with the 1-norm; cf. (B.12). Both spaces are reflexive which we will exploit in the proof of our existence result stated in Section 5.2. Other possible choices are discussed at the end of this chapter. Note that the space $\mathcal{V}$ appears commonly in optimal control problems with wave equations; cf. e.g. [69] and the references therein.

From (5.1) in our remark above, we deduce directly that any solution $(u, v) \in \mathcal{X} \times \mathcal{Y}$ must also be bound in $\mathcal{U} \times \mathcal{V}$ with respect to the product 1-norm.

Assumption 11. Let Assumptions 1 and 8 hold. In addition, we need the following requirements to hold.
i) Let the cost functional $J: \mathcal{U} \times \mathcal{V} \times \mathcal{C}_{\text {ad }} \rightarrow \mathbb{R} \cup\{+\infty\}$ be given through

$$
\left.\begin{array}{rl}
J(u, v, q):=\frac{1}{2} \int_{0}^{T}\left\|u(t)-u_{\text {data }}(t)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} & \mathrm{~d}
\end{array}\right)+\frac{1}{2} \int_{0}^{T}\left\|v(t)-v_{\text {data }}(t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t,
$$

with coefficient $\beta \geq 0$.
ii) Assume that the set of admissible controls

$$
\mathcal{C}_{\text {ad }} \subset L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times L^{2}\left(0, T ; L^{2}(\Omega)\right)
$$

is non-empty, convex, and compact. In particular, it is bounded and closed.

We introduce the following definitions.

Definition 5.1. A triple $(u, v, q) \in \mathcal{U} \times \mathcal{V} \times \mathcal{C}_{\text {ad }}$ is called a feasible point for (5.2) if $(u, v) \in \mathcal{U} \times \mathcal{V}$ solves the coupled system (4.1) with right-hand side $q \in \mathcal{C}_{\text {ad }}$. In other words, the triple $(u, v, q)$ satisfies the state equation. Since the state is uniquely determined for any fixed control $q \in \mathcal{C}_{\text {ad }}$, we denote the associated state by ( $u_{q}, v_{q}$ ).

Definition 5.2. An admissible control $\bar{q} \in \mathcal{C}_{\text {ad }}$ is called an optimal control and $(\bar{u}, \bar{v}) \in \mathcal{U} \times \mathcal{V}$ the corresponding optimal state if the triple $(\bar{u}, \bar{v}, \bar{q})$ is a feasible point, i. e. $(\bar{u}, \bar{v})=\left(u_{\bar{q}}, v_{\bar{q}}\right)$, and

$$
\begin{equation*}
J(\bar{u}, \bar{v}, \bar{q}) \leq J(u, v, q) \tag{5.4}
\end{equation*}
$$

holds for all feasible points $(u, v, q) \in \mathcal{U} \times \mathcal{V} \times \mathcal{C}_{\text {ad }}$.

### 5.2 Existence of a Global Minimizer

In this section, we prove existence of a global minimizer to our optimal control problem (5.2). In this proof, we follow the outline given in [34, pp. 12 sq.]. This is possible due to the compactness of the set of admissible controls $\mathcal{C}_{\text {ad }}$ provided by Assumption 11. As mentioned already, we will discuss possible alternatives at the end of this chapter.

Theorem 5.3. Let Assumptions 1, 7, 8, and 11 hold. Then, the optimal control problem (5.2) admits a global minimizer.

Proof. This proof follows the general procedure for global optimal control problems, often called direct method; see e.g. [14, pp. 74 sqq., 61 , pp. 52 sq., 54 sqq.], and compare also to [69, pp. 17 sq.$]$.

For any chosen and fixed pair of right-hand side control functions $q=\left(q_{1}, q_{2}\right) \in$ $\mathcal{C}_{\text {ad }} \neq \emptyset$, there is a unique solution $(u, v) \in \mathcal{X} \times \mathcal{Y}$ to the coupled system (4.1) by Theorems 4.4, 4.10, and 4.11. This solution also fulfills $(u, v) \in \mathcal{U} \times \mathcal{V}$. Thus, there is a feasible solution to the optimal control problem (5.2) in the sense of Definition 5.1, and since the cost functional $J$ is bounded from below by zero, there exists an infimizing sequence ( $u^{(k)}, v^{(k)}, q^{(k)}$ ) of feasible points such that

$$
J\left(u^{(k)}, v^{(k)}, q^{(k)}\right) \xrightarrow{k \rightarrow \infty} \inf _{u, v, q} J(u, v, q)>-\infty .
$$

Note that such a sequence always exists; see e.g. [14, p. 84].

By Assumption 11, the set of admissible controls $\mathcal{C}_{\text {ad }}$ is compact, and thus we may extract from $\left(q^{(k)}\right) \subset \mathcal{C}_{\text {ad }}$ a strongly convergent subsequence, denoted by the same symbol, with limit point $q^{*} \in \mathcal{C}_{\text {ad }}$. The state variables are bounded with respect to the norm in $\mathcal{U} \times \mathcal{V}$ which follows from the energy estimate (5.1). Therefore, the boundedness of the sequence of controls $\left(q^{(k)}\right)$ implies the boundedness of the sequence of corresponding states $\left(\left(u^{(k)}, v^{(k)}\right)\right) \subset \mathcal{U} \times \mathcal{V}$. By reflexivity of $\mathcal{U} \times \mathcal{V}$, we may extract a weakly convergent subsequence, denoted by the same symbol, with weak limit point $\left(u^{*}, v^{*}\right) \in \mathcal{U} \times \mathcal{V}$. Observe that the cost functional $J$ is continuous and convex, thus weakly lower semicontinuous by Lemma B.7. Thus, we still have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} J\left(u^{(k)}, v^{(k)}, q^{(k)}\right) \geq \liminf _{k \rightarrow \infty} J\left(u^{(k)}, v^{(k)}, q^{(k)}\right)=J\left(u^{*}, v^{*}, q^{*}\right) . \tag{5.5}
\end{equation*}
$$

Therefore, the limit point minimizes our cost functional. It remains to show that the triple $\left(u^{*}, v^{*}, q^{*}\right)$ is feasible. In other words, we have to show that $\left(u^{*}, v^{*}\right)$ is a solution to the state equation (4.1) with right-hand side $q^{*}$, i.e. it holds $\left(u^{*}, v^{*}\right)=\left(u_{q^{*}}, v_{q^{*}}\right)$.
To this end, note that the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$ is dense and compact; cf. Section 3.2. Then, the weak convergence $v^{(k)} \rightharpoonup v^{*}$ in the sense of $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ implies the strong convergence $v^{(k)} \rightarrow v^{*}$ in the sense of $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ by Lemma B.4. Considering the constituent terms of $J$ in (5.3) independently, we see that therefore

$$
\int_{0}^{T}\left\|v^{(k)}(t)-v_{\text {data }}(t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \quad \xrightarrow{k \rightarrow \infty} \int_{0}^{T}\left\|v^{*}(t)-v_{\text {data }}(t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t
$$

holds as well as

$$
\left\|q^{(k)}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \xrightarrow{k \rightarrow \infty} \quad\left\|q^{*}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}
$$

Then, it follows from (5.5) that also

$$
\int_{0}^{T}\left\|u^{(k)}(t)-u_{\text {data }}(t)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} \mathrm{~d} t \quad \xrightarrow{k \rightarrow \infty} \int_{0}^{T}\left\|u^{*}(t)-u_{\text {data }}(t)\right\|_{L^{2}\left(\Omega, \mathbb{R}^{r}\right)}^{2} \mathrm{~d} t
$$

must hold. Since $L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$ is a Hilbert space, it is uniformly convex, and weak convergence together with convergence of the norms implies strong convergence; see Lemma B.5. Thus $u^{(k)} \rightarrow u^{*}$ strongly in the sense of $L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$.
Now, consider a fixed element $\left(u^{(k)}, v^{(k)}, q^{(k)}\right) \in \mathcal{U} \times \mathcal{V} \times \mathcal{C}_{\text {ad }}$ of the sequence. According to Definition 4.3 of a solution for the coupled system (4.1), it fulfills Equation (4.9a), i. e. for almost all $t \in[0, T]$

$$
\begin{equation*}
u^{(k)}(t)=u_{0}+\int_{0}^{t} q_{1}^{(k)}(s)-\Phi_{1}\left(u^{(k)}, v^{(k)}\right)(s) \mathrm{d} s \tag{5.6}
\end{equation*}
$$

holds. Here $\Phi_{1}$ is the Nemytskii operator generated by the coupling function $\phi_{1}$, introduced in Definition 4.2. We recall from the proof of Lemma 4.7 that $\Phi_{1}$ is

Lipschitz continuous and thus, the strong convergence of the sequence $\left(\left(u^{(k)}, v^{(k)}\right)\right)$ in the sense of $L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times L^{2}\left(0, T ; L^{2}(\Omega)\right)$ implies

$$
\Phi_{1}\left(u^{(k)}, v^{(k)}\right) \xrightarrow{k \rightarrow \infty} \Phi_{1}\left(u^{*}, v^{*}\right)
$$

Recall that $\left(q^{(k)}\right)$ converges strongly. We may therefore take the limit on both sides of (5.6) and find that

$$
\begin{equation*}
u^{*}(t)=u_{0}+\int_{0}^{t} q_{1}^{*}(s)-\Phi_{1}\left(u^{*}, v^{*}\right)(s) \mathrm{d} s \tag{5.7}
\end{equation*}
$$

is fulfilled. Note that $u^{*}$ is absolutely continuous by Lemma B.19, and the strong convergence of $\left(u^{(k)}\right)$ in the sense of $L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right)$ then immediately shows that $u^{*}$ fulfills the initial conditions, i. e. $u^{*}(0)=u_{0}$.
But, again by Definition 4.3 , it holds for all $w \in H_{0}^{1}(\Omega)$ and for all $\varphi \in \mathcal{C}_{c}^{1}([0, T))$

$$
\begin{align*}
\int_{0}^{T}-\left(\left(v^{(k)}\right)^{\prime}(t),\right. & w) \varphi^{\prime}(t)+\left(\nabla v^{(k)}(t), \nabla w\right) \varphi(t) \mathrm{d} t \\
& =\int_{0}^{T}\left(q_{2}^{(k)}(t)-\Phi_{2}\left(u^{(k)}, v^{(k)}\right)(t), w\right) \varphi(t) \mathrm{d} t+\left(v_{1}, w\right) \varphi(0) \tag{5.8}
\end{align*}
$$

where the Nemytskii operator $\Phi_{2}$ is also defined in Definition 4.2. Similarly to above we argue with Lemma 4.8 that

$$
\Phi_{2}\left(u^{(k)}, v^{(k)}\right) \xrightarrow{k \rightarrow \infty} \Phi_{2}\left(u^{*}, v^{*}\right)
$$

holds. The weak convergence of $\left(v^{(k)}\right)$ in $\mathcal{V}$ implies weak convergence of $\left(\left(v^{(k)}\right)^{\prime}\right)$ in the sense of $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ and weak convergence of $\left(\nabla v^{(k)}\right)$ in the sense of $L^{2}\left(0, T ; L^{2}(\Omega)\right)$. Consequently, we may also take the limit in (5.8) and find

$$
\begin{align*}
\int_{0}^{T}-\left(\left(v^{*}\right)^{\prime}(t), w\right) \varphi^{\prime}(t) & +\left(\nabla v^{*}(t), \nabla w\right) \varphi(t) \mathrm{d} t \\
= & \int_{0}^{T}\left(q_{2}^{*}(t)-\Phi_{2}\left(u^{*}, v^{*}\right)(t), w\right) \varphi(t) \mathrm{d} t+\left(v_{1}, w\right) \varphi(0) \tag{5.9}
\end{align*}
$$

Finally, another compactness argument shows that $v^{*}$ fulfills the initial conditions: We already discussed that $v^{(k)}(0) \rightarrow v^{*}(0)$ strongly in the sense of $L^{2}(\Omega)$ due to the compactness of the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$. But similarly, also the embedding $L^{2}(\Omega) \hookrightarrow H^{-1}(\Omega)$ is compact. Thus, $\left(v^{(k)}\right)^{\prime} \rightarrow\left(v^{*}\right)^{\prime}$ in the sense of $H^{-1}(\Omega)$. Thus, we have

$$
\begin{equation*}
\left(v^{*},\left(v^{*}\right)^{\prime}\right)(0)=\left(v_{0}, v_{1}\right) \tag{5.10}
\end{equation*}
$$

which by assumption even lies in $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$. From (5.7), (5.9), and (5.10), it follows that $\left(u^{*}, v^{*}, q^{*}\right)$ is feasible in the sense of Definition 5.1 and (5.5) shows that it is optimal in the sense of Definition 5.2. The convexity of $J$ ensures that it is a global minimizer.

Remark. If $\beta>0$ holds, then the mapping $q \mapsto J(u, v, q)$ is strictly convex. This ensures the uniqueness of the optimal control $q^{*}$, and moreover the uniqueness of a solution to the optimal control problem (5.2) since the state equation is also uniquely solvable.

### 5.3 Summary and Discussion

In this chapter, we took a very brief look at an optimal control problem constrained by the coupled system (4.1) we discussed in the previous chapter. We defined one specific cost functional and formulated strong assumptions on the set of admissible controls to be able to prove existence of a unique global minimizer.

Alternative Assumptions for Similar Results For our existence result stated in Theorem 5.3, we required in Assumption 11 that the set of admissible controls $\mathcal{C}_{\text {ad }}$ is compact. If we had demanded that $\mathcal{C}_{\text {ad }}$ was a closed, convex, and in the case $\beta=0$ also bounded, subset of a finite-dimensional subspace of $L^{2}\left(0, T ; L^{2}\left(\Omega, \mathbb{R}^{r}\right)\right) \times$ $L^{2}\left(0, T ; L^{2}(\Omega)\right)$, we could have formulated the statement in the same way without any notable modifications of the proof.

The crucial point for the proof of Theorem 5.3 is the feasibility of the weak limit point. To show this, it is often necessary to find some form of compactness criterion to ensure strong convergence of the extracted subsequence; either to guarantee convergence of the nonlinear terms, or to show that the limit point satisfies still the initial conditions. Following this reasoning, we can devise another alternative to restricting the admissible set of controls. Note that for the state variable $v$ we utilized the compactness of the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$ but for the other state variable $u$ such a criterion was not present. So, it would have also been possible to assume that the state variable $u$ lies, for almost all $t \in[0, T]$, in a compactly embedded subspace of $L^{2}\left(\Omega, \mathbb{R}^{r}\right)$. We would like to refer to the article on compactness in abstract Bochner spaces by Simon [115] for more information on compactness criteria. See also the existence proof of an optimal control for a energy-critical wave equation in [69, pp. 17 sq.].

First and Second Order Conditions We mentioned already that this chapter is supposed to serve as a first glimpse into the topic of optimal control. To derive suitable first-order or even higher order conditions for this optimal control problem to effectively calculate an optimal control, a much more profound investigation is necessary. For PDE constrained optimal control problems there are several techniques available, for instance sensitivity approaches, adjoint approaches, and so on; see e.g. [61, 104]. For certain optimal control problems with evolution equations as side conditions, also maximum principles like the Pontryagin principle are available;
see [ 122, pp. 178 sqq.]. This is for instance the case for optimal control problems with semilinear parabolic equations; see [27, 101]. The same holds true for second order conditions which so far exist only for specific cases; see e.g. [28, 29]. One possible way out is to first discretize the entire system with respect to the spatial variables by means of a Galerkin approach. This would result in a finite-dimensional ODE or DAE system, for which first and second order conditions are more easily available. However, the downside of this approach is that the computational costs commonly depend rather strongly on the degree of discretization and the size of the discretized system. As already indicated at the end of Chapter 4, in particular for DAE systems, it is necessary to be very mindful to avoid additional undesired numerical instabilities.

## 6 Conclusion and Outlook

In this thesis, we analyzed the coupled system

$$
\left\{\begin{align*}
(\mathcal{E} u)^{\prime}(t)+\phi_{1}(t, u(t), v(t)) & =q_{1}(t),  \tag{1.1}\\
v^{\prime \prime}(t)-\Delta v(t)+\phi_{2}(t, u(t), v(t)) & =q_{2}(t),
\end{align*}\right.
$$

consisting of an abstract differential-algebraic equation (DAE) and a second order hyperbolic partial differential equation (PDE) which are coupled through nonlinear but continuous coupling functions $\phi_{1}$ and $\phi_{2}$.

With this thesis, we continued and complemented the research on abstract DAEs by Matthes [86] and Tischendorf [119]. We developed the notion of matrix-induced linear operators which had already appeared implicitly in research literature on abstract DAEs, e.g. [86] but had not yet been explicitly discussed in the context of abstract DAEs. We showed how to reformulate the semilinear abstract DAE

$$
\begin{equation*}
(\mathcal{E} u)^{\prime}(t)+\phi(t, u(t))=q(t) \quad \text { for } 0 \leq t \leq T \tag{2.2}
\end{equation*}
$$

into a semilinear abstract DAE with properly stated leading term, and we transferred the decoupling approach of [64] to the infinite-dimensional framework of (2.2). Due to our theoretical result presented in Theorem 2.20, we were able to develop a novel index-1-like characterization for abstract DAEs of the form (2.2), and we could show existence and uniqueness for strong solutions to (2.2), also for discontinuous righthand side functions $q$.

Based on the discussion of the semilinear abstract DAE (2.2), we were able to provide a suitable framework for the coupled system (1.1). In order to prove existence and uniqueness for local and global solutions to this system, we first analyzed a related coupled system consisting of an abstract ordinary differential equation (ODE) and a second order hyperbolic PDE. Using a fixed-point approach, we showed existence and uniqueness of local and global solutions to this related system, and afterwards, we were able to transfer the results obtained to system (1.1). Finally, we considered an optimal control problem with the related coupled system of abstract ODE and wave equation as constraint. We were able to prove existence of an optimal control and thus a minimizer to a specific cost functional.

We already indicated at the end of each chapter possible generalizations and direction for future research. Since the main goal of this thesis was the consolidation of the different frameworks for abstract DAEs, hyperbolic PDEs, and optimal control
problems, most of the results we presented serve as a proof of concept. In the future, we would like to extend the notion of matrix-induced linear operators to allow also for abstract DAEs stated in a variational form, and to investigate whether these operators can keep the promise to be an effective and useful tool for the analysis of e. g. multiphysics systems. It would also be helpful to better understand the specifics and the "geometrical" meaning of the monotonicity assumptions we imposed on the nonlinear function $\phi$ in (2.2).

We should also examine further the relation between our coupled system (1.1) and partial differential-algebraic equations (PDAEs) where DAEs and PDEs are coupled. Related coupled systems where abstract DAEs are coupled with other types of semilinear wave equations could equally be of interest for certain applications. Further, we should investigate whether the assumptions on the coupling operators could be relaxed to allow for less regular solutions or other types of nonlinearities.

The research of optimal control problems as discussed in Chapter 5 is a rather open field. We were only able to take a glimpse into the topic; already the existence proof following standard techniques required strong assumptions. Finally, we should keep our eyes open for possible fields of application to apply our theory to real-world problems.

Appendix

## A Generalized Inverses, Projections and Factorizations of Matrices

Generalized inverses of a real matrix $E$ and projections onto or along the null space or the image of $E$ are intimately related. Not only is it possible to define such projections using generalized inverses, but it is also possible to uniquely determine a generalized inverse, given specific projections. Projections on the other hand are an important tool to decouple differential-algebraic equations (DAEs), in particular DAEs stated in a finite-dimensional setting. Recall that the decoupling process includes separating differentiable from non-differentiable components of solution functions for DAEs as well as isolating dynamical and non-dynamical equations within the DAE itself. See Chapter 2 for a more elaborated description. In order to know which kind of projections are needed for a successful decoupling process, it is often helpful to rewrite a given DAE using well-matched factorizing matrices. To close the loop, well-matched factors can be constructed using generalized inverses.

Below, we present some facts on generalized inverses, projections, and factorizations of matrices and illustrate the interconnection among these three topics as much as we deem necessary for the understanding of the analysis of Chapter 2. We refer to relevant literature and advise that the notation may have been adapted to be consistent with the remainder of the thesis. Throughout this appendix, let $E \in \mathbb{R}^{m \times n}$ be a real matrix, and denote with $\operatorname{ker} E$ the kernel (null space) of $E$, and with im $E$ the image (range) of $E$.

The definitions, propositions, and relations below can be found in the textbooks on generalized inverses by Campbell and Meyer [26] and Ben-Israel and Greville [17]. They can also be found in the textbook on projection-based decoupling of DAEs by Lamour, März, and Tischendorf [72].

Definition A.1. Let $E \in \mathbb{R}^{m \times n}$ be a matrix. We call $E^{-} \in \mathbb{R}^{n \times m}$ generalized inverse of $E$ if it fulfills

$$
\begin{equation*}
E E^{-} E=E \quad \text { and } \quad E^{-} E E^{-}=E^{-} \tag{A.1}
\end{equation*}
$$

A matrix $E^{+}$is called Moore-Penrose inverse of $E$ if it is a generalized inverse and, in addition, fulfills

$$
\begin{equation*}
\left(E E^{+}\right)^{\mathrm{T}}=E E^{+} \quad \text { and } \quad\left(E^{+} E\right)^{\mathrm{T}}=E^{+} E \tag{A.2}
\end{equation*}
$$

Proposition A.2. For any matrix $E \in \mathbb{R}^{m \times n}$, the Moore-Penrose inverse $E^{+}$is uniquely determined and can be constructed by means of the Singular Value Decomposition. In particular, any matrix $E \in \mathbb{R}^{m \times n}$ has got a generalized inverse.

Definition A.3. Let a matrix $P \in \mathbb{R}^{n \times n}$ be given, and let $U \subset \mathbb{R}^{n}$ be a subspace.
We call $P$ a projection if $P^{2}=P$ holds.
A projection $P$ is called orthogonal projection if $(P v, v-P v)=0$ holds for all $v \in \mathbb{R}^{n \times n}$.

A projection $P$ is called a projection along $U$ if $\operatorname{ker} P=U$.
A projection $P$ is called a projection onto $U$ if im $P=U$.

Proposition A.4. Let $U \subset \mathbb{R}^{n}$ be a subspace. Let $P \in \mathbb{R}^{n \times n}$ be a projection onto $U$. Then, $I-P \in \mathbb{R}^{n \times n}$ is a projection along $U$.

The next proposition reveals the promised strong relationship between generalized inverses and projections. A proof for this fundamental result is given in [26, pp. 92 sq.].

Proposition A.5. Let $E \in \mathbb{R}^{m \times n}$ be an arbitrary matrix.
i) Let a generalized inverse $E^{-} \in \mathbb{R}^{n \times m}$ of $E$ be fixed, and define $P:=E^{-} E \in \mathbb{R}^{n \times n}$ and $R:=E E^{-} \in \mathbb{R}^{m \times m}$. Then, $P$ is a projection along $\operatorname{ker} E$, and $R$ is a projection onto im $E$. If $E^{-}$is the Moore-Penrose inverse of $E$, in other words $E^{-}=E^{+}$, then these projections are orthogonal projections.
ii) Conversely, let $P \in \mathbb{R}^{n \times n}$ be an arbitrary projection along ker $E$, and let $R \in$ $\mathbb{R}^{m \times m}$ be an arbitrary projection onto im $E$. Then, there exists a uniquely defined generalized inverse $E^{-} \in \mathbb{R}^{n \times m}$ such that

$$
\begin{equation*}
P=E^{-} E \quad \text { and } \quad R=E E^{-} \tag{A.3}
\end{equation*}
$$

holds. If $P$ and $R$ are both orthogonal projections, then $E^{-}$is the Moore-Penrose inverse. In other words: $E^{-}=E^{+}$.

The definitions and propositions above relate generalized inverses and projections. The following definitions and lemmas add factorizations to our triumvirate. They can be found in the monograph by Lamour, März, and Tischendorf [72].

First, let us introduce the notion of well-matched factors.

Definition A.6. Let $E \in \mathbb{R}^{n \times n}$ be a given matrix. Two matrices $A \in \mathbb{R}^{n \times m}$ and $D \in \mathbb{R}^{m \times n}$ are called well-matched factors of $E$ if $E=A D$ holds, and $A$ and $D$ fulfill the transversality condition

$$
\begin{equation*}
\mathbb{R}^{m}=\operatorname{ker} A \oplus \operatorname{im} D . \tag{A.4}
\end{equation*}
$$

If in addition $m=\operatorname{rank} E$ holds, $A$ and $D$ are called well-matched full-rank factors of $E$.

The next lemma provides different conditions two matrices $A$ and $D$ may fulfill that are equivalent to the transversality condition (A.4). Afterwards, we use this equivalency to construct well-matched factors. We conclude by showing that also well-matched full-rank factors can always be constructed for any given square matrix $E$, and that this particular factorization brings about some important consequences.

Lemma A.7. Let two matrices $A \in \mathbb{R}^{n \times m}$ and $D \in \mathbb{R}^{m \times n}$ be given. Then, the following assertions are equivalent:
i) $\operatorname{rank} A D=\operatorname{rank} A=\operatorname{rank} D$;
ii) $\operatorname{im} A D=\operatorname{im} A$ and $\operatorname{ker} D=\operatorname{ker} A D$;
iii) $\mathbb{R}^{m}=\operatorname{ker} A \oplus \operatorname{im} D$.

Proof. i) $\Longleftrightarrow$ ii): Obviously, $\operatorname{im} A D \subseteq \operatorname{im} A$ and $\operatorname{ker} D \subseteq \operatorname{ker} A D$ hold. Thus,

$$
\begin{equation*}
\operatorname{im} A D=\operatorname{im} A \Longleftrightarrow \operatorname{rank} A D=\operatorname{rank} A \tag{A.5}
\end{equation*}
$$

Since $\operatorname{dim} \operatorname{ker} D=n-\operatorname{rank} D=n-\operatorname{rank} A D=\operatorname{dim} \operatorname{ker} A D$, we also have

$$
\begin{equation*}
\operatorname{ker} D=\operatorname{ker} A D \Longleftrightarrow \operatorname{rank} D=\operatorname{rank} A D . \tag{A.6}
\end{equation*}
$$

i) and ii) $\Longrightarrow$ iii): We directly have $m=\operatorname{dim} \operatorname{ker} A+\operatorname{rank} D$. Let $y \in \operatorname{ker} A \cap \operatorname{im} D$. Then, there exists $x \in \mathbb{R}^{n}$ with $D x=y$. Since $A D x=A y=0$, also $x \in \operatorname{ker} A D=$ ker $D$. This implies $y=D x=0$.
iii) $\Longrightarrow$ i): Immediately, $\operatorname{rank} D=\operatorname{rank} A$ holds. Let $x \in \operatorname{ker} A D$, i.e. $A D x=0$. Then, $D x \in \operatorname{ker} A \cap \operatorname{im} D$, therefore $D x=0$ and further $x \in \operatorname{ker} D$. We conclude that $\operatorname{ker} D=\operatorname{ker} A D$ which is equivalent to $\operatorname{rank} D=\operatorname{rank} A D$ (see above).

Lemma A.8. For any given matrix $E \in \mathbb{R}^{n \times n}$, there exists always a factorization $E=A D$ where $A \in \mathbb{R}^{n \times m}$ and $D \in \mathbb{R}^{m \times n}$ with $m \leq n$ such that $\operatorname{rank} A=\operatorname{rank} E=$ rank $D$ holds.

Proof. We start from a given factorization $E=A \tilde{D}$ with $A \in \mathbb{R}^{n \times m}, \tilde{D} \in \mathbb{R}^{m \times n}$, $m \leq n$, such that $\operatorname{im} A=\operatorname{im} E$ holds. For instance, simply take $A=E$ and set $\tilde{D}$ correspondingly. Let $A^{-}$be a generalized inverse of $A$ and set $D:=A^{-} A \tilde{D}$. Then, we also have

$$
E=A \tilde{D}=\left(A A^{-} A\right) \tilde{D}=A D
$$

Furthermore, $\operatorname{rank} A=\operatorname{rank} A D=\operatorname{rank} D$ holds: The first equality is clear as

$$
\operatorname{rank} A D=\operatorname{rank} A \tilde{D}=\operatorname{rank} E=\operatorname{rank} A
$$

As $\operatorname{ker} D \subseteq \operatorname{ker} A D$, we have $\operatorname{rank} A \leq \operatorname{rank} D$ by means of

$$
\operatorname{rank} A=\operatorname{rank} A D=n-\operatorname{dim} \operatorname{ker} A D \leq n-\operatorname{dim} \operatorname{ker} D=\operatorname{rank} D
$$

Conversely, we have ker $A \subseteq \operatorname{ker} A^{-} A \subseteq \mathbb{R}^{m}$ and $\operatorname{im} D=\operatorname{im} A^{-} A \tilde{D} \subseteq \operatorname{im} A^{-} A \subseteq \mathbb{R}^{m}$ by definition of $D$, thus

$$
\operatorname{rank} A \geq \operatorname{rank} A^{-} A \geq \operatorname{rank} D
$$

Remark. The last two lemmas show that, given any matrix $E \in \mathbb{R}^{n \times n}$, we may always construct a factorization that fulfills the transversality condition (A.4). In particular, the initial choices of $\tilde{D}$ and $A^{-}$in the proof of Lemma A. 8 do not matter.

Lemma A.9. For any square matrix $E \in \mathbb{R}^{n \times n}$ there exists a well-matched full-rank factorization.

Proof. Any matrix $E \in \mathbb{R}^{n \times n}$ allows for a compact singular-value decomposition: Let $r:=\operatorname{rank} E$. There are matrices $U_{r}, V_{r} \in \mathbb{R}^{n \times r}$ with orthonormal columns, and a diagonal matrix $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right) \in \mathbb{R}^{r \times r}$ containing the strictly positive singular values of $E$ such that

$$
E=U_{r} \Sigma V_{r}^{\mathrm{T}}
$$

With $A:=U_{r} \Sigma \in \mathbb{R}^{n \times r}$ and $D:=V_{r}^{\mathrm{T}} \in \mathbb{R}^{r \times n}$, it holds $E=A D$. By construction, we have $r=\operatorname{rank} A=\operatorname{rank} D=\operatorname{rank} E$ which is equivalent to the transversality condition (A.4) by Lemma A.7.

Lemma A.10. Let $A \in \mathbb{R}^{n \times r}$ and $D \in \mathbb{R}^{r \times n}$ be two matrices with $\operatorname{rank} A=$ $\operatorname{rank} D=r$. Furthermore, let $A^{-} \in \mathbb{R}^{r \times n}$ be a generalized inverse of $A$, and let $D^{-} \in \mathbb{R}^{n \times r}$ be a generalized inverse of $D$. Then, it holds:
i) $A^{-} A=\mathrm{id}_{\mathbb{R}^{r}}=D D^{-}$;
ii) $\{0\}=\operatorname{ker} A^{-} \cap \operatorname{im} A=\operatorname{ker} A^{T} \cap \operatorname{im}\left(A^{-}\right)^{T}=\operatorname{ker} D \cap \operatorname{im} D^{-}$.

Proof. i) By Proposition A.5, $D D^{-} \in \mathbb{R}^{r \times r}$ is a projection onto im $D$ and $A^{-} A \in$ $\mathbb{R}^{r \times r}$ is a projection along $\operatorname{ker} A$. But $\operatorname{im} D=\mathbb{R}^{r}$ and $\operatorname{ker} A=\{0\}$, in other words $D D^{-}$is surjective, and $A^{-} A$ is injective. The only projection that is injective or surjective is the identity.
ii) We prove the equality $\{0\}=\operatorname{ker} A^{\mathrm{T}} \cap \operatorname{im}\left(A^{-}\right)^{\mathrm{T}}$. The rest follows analogously.

Let $y \in \operatorname{ker} A^{\mathrm{T}} \cap \operatorname{im}\left(A^{-}\right)^{\mathrm{T}} \subset \mathbb{R}^{n}$. Then, $A^{\mathrm{T}} y=0$ holds, and there exists an $x \in \mathbb{R}^{r}$ such that $\left(A^{-}\right)^{\mathrm{T}} x=y$. Thus, $0=A^{\mathrm{T}}\left(A^{-}\right)^{\mathrm{T}} x=\left(A^{-} A\right)^{\mathrm{T}} x=A^{-} A x$ by i), whence also $x=0$. Thus, $y=\left(A^{-}\right)^{\mathrm{T}} x=0$.

Remark. The well-matched full-rank factorization of $E$ is not unique. Given wellmatched full-rank factors $A \in \mathbb{R}^{n \times r}$ and $D \in \mathbb{R}^{r \times n}$, any invertible matrix $T \in \mathbb{R}^{r \times r}$ can be used to define a new factorization: Set $\tilde{A}:=A T$ and $\tilde{D}:=T^{-1} D$ and observe that $E=\tilde{A} \tilde{D}$ is, again, a well-matched full-rank factorization.

Notice how Lemma A. 10 applies in particular to well-matched full-rank factors of a given square matrix $E \in \mathbb{R}^{n \times n}$.

## B Tools from Functional Analysis

In this chapter, we compile analytical tools and some of the definitions and assertions from the theory of functional analysis which we used most throughout this thesis. It is our intention to make for a consistent and self-contained lecture. However, we act under the assumption that vast majority of the statements given below are well-established. In each section, we refer to relevant literature.

We begin with some elementary inequalities; cf. [39, pp. 269 sqq., 103, pp. 42 sq.].

Elementary Inequalities Let $a, b \in \mathbb{R}$ be two numbers. Then,

$$
\begin{equation*}
(a+b)^{2} \leq 2 a^{2}+2 b^{2} \tag{B.1}
\end{equation*}
$$

holds. For $p \in(0,1)$, the function $f(x)=x^{p}$ is subadditive. In particular, it holds for non-negative numbers $a \geq 0$ and $b \geq 0$

$$
\begin{equation*}
(a+b)^{1 / 2} \leq a^{1 / 2}+b^{1 / 2} \tag{B.2}
\end{equation*}
$$

Young's Inequality Let $a \geq 0$ and $b \geq 0$ be two non-negative real numbers, and let $p, q>1$ be real numbers with $\frac{1}{p}+\frac{1}{q}=1$. Then,

$$
\begin{equation*}
a b \leq \frac{a^{p}}{p}+\frac{b^{q}}{q} . \tag{B.3}
\end{equation*}
$$

This inequality can be adapted by inserting an $\varepsilon>0$ to the very useful alternative

$$
\begin{equation*}
a b \leq \varepsilon^{p} \frac{a^{p}}{p}+\frac{1}{\varepsilon^{q}} \frac{b^{q}}{q} . \tag{B.4}
\end{equation*}
$$

Hölder's Inequality and Minkowski's Inequality (Bochner Space Versions) Let ( $X,\|\cdot\|_{X}$ ) be a real Banach space with dual space ( $X^{\prime},\|\cdot\| \|_{X^{\prime}}$ ). Let $1 \leq p, q \leq \infty$ be given such that $\frac{1}{p}+\frac{1}{q}=1$ with the usual convention $\frac{1}{\infty}=0$.
Let two functions $f \in L^{p}(0, T ; X)$ and $g \in L^{q}\left(0, T ; X^{\prime}\right)$ be given. The Hölder's inequality reads

$$
\begin{align*}
\left|\int_{0}^{T}\langle g(t), f(t)\rangle_{X} \mathrm{~d} t\right| & \leq \int_{0}^{T}\left|\langle g(t), f(t)\rangle_{X}\right| \mathrm{d} t  \tag{B.5}\\
& \leq \int_{0}^{T}\|g(t)\|_{X^{\prime}}\|f(t)\|_{X} \mathrm{~d} t \leq\|g\|_{L^{q}\left(0, T ; X^{\prime}\right)}\|f\|_{L^{p}(0, T ; X)}
\end{align*}
$$

For $f, g \in L^{p}(0, T ; X)$, the Minkowski's inequality reads

$$
\begin{equation*}
\|f+g\|_{L^{p}(0, T ; X)} \leq\|f\|_{L^{p}(0, T ; X)}+\|g\|_{L^{p}(0, T ; X)} . \tag{B.6}
\end{equation*}
$$

## B. 1 Facts from Functional Analysis

We begin with one of the most fundamental tools in mathematics. The version stated here is taken from [124, p. 181]; cf also [125, p. 17].

Banach's Fixed-Point Theorem B.1. Let $(X, d)$ be a non-empty complete metric space, and let $f: X \rightarrow X$ be a contraction, i.e. there is a positive number $L<1$ such that

$$
d(f(x), f(y)) \leq L d(x, y)
$$

holds for all $x, y \in X$. Then, $f$ admits a unique fixed point satisfying $f(x)=x$. Moreover, for any $x_{0} \in X$, the iteration defined recursively through

$$
x_{n+1}:=f\left(x_{n}\right)
$$

converges for $n \rightarrow \infty$ to this fixed point $x \in X$.

From now on and for the remainder of this section, let $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ be real Banach spaces, and let $X$ be reflexive. In accordance with the remainder of this thesis, we denote the dual of $X$ with $X^{\prime}$, and the dual pairing between $X$ and $X^{\prime}$ is denoted with $\langle\cdot, \cdot\rangle_{X}$. Moreover, we denote with $(H,(\cdot, \cdot))$ a real Hilbert space with inner product $(\cdot, \cdot)$.
The next definition is taken from [108, p. 191]; cf. [39, p. 205, 126, p. 416].

Definition B.2. The triple ( $X, H, X^{\prime}$ ) is called a Gelfand triple if the embedding $X \hookrightarrow H$ is continuous and dense, and we have a consistent structure. This is to say that we identify $H$ with its dual $H^{\prime}$ by means of Riesz's Representation Theorem, and demand that

$$
\langle y, x\rangle_{X}=(y, x)_{H}
$$

holds for all $x \in X$ and $y \in H$.

Lemma B.3. In the reflexive Banach space $X$, any bounded sequence $\left(x_{k}\right) \subset X$ admits a weakly convergent subsequence.

Proof. A proof is given in [124, 120 sq., Satz III.3.7].

Lemma B.4. Let $A: X \rightarrow Y$ be a compact operator. Then, it holds for all $\left(x^{(k)}\right) \subset$ X

$$
x^{(k)} \rightharpoonup x^{*} \Longrightarrow A x^{(k)} \rightarrow A x^{*} \in Y .
$$

Proof. A proof can be found in [8, p. 332, 61, p. 26].

Lemma B.5. In a real Hilbert space $H$, weak convergence and convergence of the norms implies strong convergence. In other words, if $\left(x^{(k)}\right) \subset H$ is weakly convergent with weak limit point $x^{*} \in H$, and in addition, we have $\left\|x^{(k)}\right\|_{H} \rightarrow\left\|x^{*}\right\|_{H}$, then $x^{(k)} \rightarrow x$ strongly.

Proof. This is immediate as

$$
\left\|x^{(k)}-x^{*}\right\|_{H}^{2}=\left(x^{(k)}-x^{*}, x^{(k)}-x^{*}\right)_{H}=\left\|x^{(k)}\right\|_{H}^{2}+2\left(x^{(k)}, x^{*}\right)_{H}+\left\|x^{*}\right\|_{H}^{2} \rightarrow 0 .
$$

This result transfers to uniformly convex spaces; cf. [126, p. 257] and also [124, pp. 187, 209, 23, p. 76].

Definition B.6. We call a subset $K \subset X$ convex if for all $x_{1}, x_{2} \in K$ and all $\lambda \in[0,1]$ we have $\lambda x_{1}+(1-\lambda) x_{2} \in K$.

Let $K \subset X$ be a convex set. A functional $J: K \rightarrow \mathbb{R} \cup\{+\infty\}$ is called convex if for all $x_{1}, x_{2} \in K$ and all $\lambda \in[0,1]$ it holds

$$
\begin{equation*}
J\left(\lambda x_{1}+(1-\lambda) x_{2}\right) \leq \lambda J\left(x_{1}\right)+(1-\lambda) J\left(x_{2}\right) . \tag{B.7}
\end{equation*}
$$

Lemma B.7. Any continuous, convex, and proper functional $J: X \rightarrow \mathbb{R} \cup\{+\infty\}$ is weakly lower semicontinuous, i.e.

$$
x^{(k)} \rightharpoonup x^{*} \Longrightarrow \liminf _{k \rightarrow \infty} J\left(x^{(k)}\right) \geq J\left(x^{*}\right) .
$$

Here, the functional $J$ is called proper if there is some $x \in X$ with $J(x)<\infty$; see [14, p. 74].

Proof. A proof can be found in [124, p. 138]; cf. also [61, pp. 25 sq.].

Lemma B.8. Let $K \subset X$ be a closed and convex subset. Then, the following assertions hold.
i) The set $K$ is weakly sequentially closed, i.e. if $\left(x^{(k)}\right) \subset K$ is a weakly convergent sequence with weak limit point $x^{*}$, then $x^{*} \in K$.
ii) If $K$ is also bounded, then $K$ is weakly sequentially compact. In other words, every sequence $\left(x^{(k)}\right) \subset K$ contains a weakly convergent subsequence $\left(x^{\left(k_{l}\right)}\right) \subset$ $x^{(k)}$ with

$$
x^{\left(k_{l}\right)} \rightharpoonup x^{*} \in K
$$

Proof. A proof can be found in [124, p. 121]; cf. also [61, p. 25].

## B. 2 On Sobolev Spaces

In this section, we collect some statements on Sobolev spaces. We refer especially to the textbooks by $[1,14,23,39,44]$. We recall the definition of a weak derivative; for simplicity in the one-dimensional case: Let $I \subset \mathbb{R}$ be an open, connected set, and let $1 \leq p \leq \infty$ be given. Then, a function $u \in L^{p}(I)$ is weakly differentiable if a function $v \in L^{p}(I)$ exists such that

$$
\int_{I} u \varphi^{\prime} \mathrm{d} x=-\int_{I} v \varphi \mathrm{~d} x
$$

holds for all $\varphi \in \mathcal{C}_{c}^{1}(I)$. If such a function $v$ exists, it is called the weak derivative of $u$. In the definition, $\mathcal{C}_{c}^{1}(I)$ denotes the set of all continuously differentiable functions with compact support, where the support of $\varphi$ is defined through

$$
\operatorname{supp} \varphi:=\operatorname{clos}(\{x \in I, \varphi(x) \neq 0\}) \subset \operatorname{clos}(I)
$$

The Sobolev space of weakly differentiable functions in $L^{p}(I)$ is denoted by $W^{1, p}(I)$.
This definition can be translated to weak derivatives of higher order and higherdimensional domains $\Omega \subset \mathbb{R}^{d}$. The corresponding versions can be found in the references above. Note that Sobolev spaces can also be defined as the completion of the space of classically differentiable functions with respect to a certain Sobolev norm. This is due to the famous Theorem by Meyers and Serrin B.9, published in a 1964 article bearing the perhaps shortest title in the history of mathematics. For more details and background information, in particular the definition of the Sobolev norms $\|\cdot\|_{W^{m, p}(\Omega)}$, we refer to [1, pp. 59 sqq.].

Theorem by Meyers and Serrin B.9. Let $\Omega \subset \mathbb{R}^{d}$ be a domain. Let $H^{m, p}(\Omega)$ be the completion of the space $\left\{u \in \mathcal{C}^{m}(\Omega),\|u\|_{W^{m, p}(\Omega)}<\infty\right\}$. Then, this space coincides with the Sobolev space $W^{m, p}(\Omega)$.

Proof. A proof can be found in [1, p. 67].

Definition B.10. Let $\Omega \subset \mathbb{R}^{d}$ be an open and bounded subset. The boundary $\partial \Omega$ is said to be Lipschitz if for each point $\bar{x} \in \partial \Omega$, there exists $r>0$ and a Lipschitz continuous mapping $\gamma: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ such that, upon rotating and relabeling the coordinate axes if necessary, we have

$$
\Omega \subset \mathcal{B}(\bar{x}, r)=\left\{x \in \mathbb{R}^{d}, \gamma\left(x_{1}, \ldots, x_{d-1}\right)<x_{d}\right\} \cap \mathcal{B}(\bar{x}, r)
$$

where $\mathcal{B}(\bar{x}, r):=\left\{x \in \mathbb{R}^{d},\left|x_{i}-\bar{x}_{i}\right|<r\right.$ for $\left.i=1, \ldots, d\right\}$ is the open ball with radius $r$ around $\bar{x}$.

A domain with Lipschitz boundary is called a Lipschitz domain.

Remark. This means that in a neighborhood of any boundary point $\bar{x} \in \partial \Omega$, the boundary can be written as the graph of a Lipschitz continuous function. Moreover, Definition B. 10 implies that $\Omega$ lies on one side of the boundary. Since Lipschitz continuous functions are differentiable almost everywhere by Rademacher's Theorem, Lipschitz domains allow for the definition of the outer unit normal $\nu(\bar{x})$ for almost all $\bar{x} \in \partial \Omega$. Here, "almost all" has to be understood with respect to the ( $n-1$ )-dimensional Hausdorff measure. For more information, see in particular [44, pp. 150 sq.].

Poincaré Inequality The Poincaré inequality is one of the most important inequalities in the theory of Sobolev functions and consequently the modern theory of partial differential equations. The following theorem is taken from [108, pp. 76 sq.].

Theorem B.11. Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain, let $1 \leq p<\infty$ be fixed, and let $V \subset W^{1, p}(\Omega)$ be a subset fulfilling one of the following conditions:
i) For all $u \in V$, it holds $u=0$ on $\partial \Omega$.
ii) For all $u \in V$, it holds that $\int_{\Omega} u=0$.

Then there exists a constant $C_{P}>0$ depending on $\Omega$ and $V$ such that

$$
\begin{equation*}
\|u\|_{W^{1, p}(\Omega)} \leq C_{P}\|\nabla u\|_{L^{p}(\Omega)} \tag{B.8}
\end{equation*}
$$

holds for all $u \in V$. We call $C_{P}$ the Poincaré constant.
In the special case $p=2$ and $V=H_{0}^{1}(\Omega)$, this implies

$$
\begin{equation*}
\|u\|_{L^{2}(\Omega)} \leq C_{P}\|\nabla u\|_{L^{2}(\Omega)} . \tag{B.9}
\end{equation*}
$$

This result can be transferred to hold in Sobolev-Bochner spaces, too. This can be seen from the proof given in [108, pp. 76 sq.].

Green's Identity The following statement is formulated for classically differentiable functions, but since we use it in Chapter 3 in the context of weak solutions to partial differential equations, we state it here anyway. The assertion is taken from [23, p. 296].

Lemma B.12. Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain. For all $v \in \mathcal{C}^{2}(\bar{\Omega})$ and $w \in \mathcal{C}^{1}(\Omega)$, it holds

$$
\begin{equation*}
\int_{\Omega}(\Delta v) w \mathrm{~d} x=\int_{\partial \Omega} \frac{\partial v}{\partial \nu} w \mathrm{~d} \sigma-\int_{\Omega} \nabla v \cdot \nabla w \mathrm{~d} x \tag{B.10}
\end{equation*}
$$

## B. 3 On Bochner Spaces

In this section, we recall the notion of Bochner functions. For this compilation, we rely mainly on the textbooks by Emmrich [39, Chapters 7 and 8] and Růzička [103, Chapter 2]. Further information can be found for instance in the books by Lions and Magenes [83, 84] and Zeidler [126, 127].
Throughout this section, let $[0, T] \subset \mathbb{R}$ be a finite time interval with $T>0$ as in Assumption 1, let $\left(X,\|\cdot\|_{X}\right)$ be a real Banach space, and denote with $\left(X^{\prime},\|\cdot\|_{X^{\prime}}\right)$ its dual space.

## B.3.1 Bochner Measurability and Bochner Integrability

Definition B.13. An abstract function $u:[0, T] \rightarrow X$ is called a simple function if there is a number $n \in \mathbb{N}$ such that $u$ takes the form

$$
u(t)=\sum_{i=1}^{n} \chi_{B_{i}} x_{i},
$$

where $x_{i} \in X$ and $B_{i} \subset[0, T]$ holds for $1 \leq i \leq n$, and the $B_{i}$ are Lebesgue measurable subsets with $B_{i} \cap B_{j}=\emptyset$ for $i \neq j$. The characteristic function $\chi_{B}$ corresponding to a set $B \subset[0, T]$ is defined as

$$
\chi_{B}(t):= \begin{cases}0, & t \notin B, \\ 1, & t \in B .\end{cases}
$$

For a simple function $u$, we define the Bochner integral as

$$
\int_{0}^{T} u(t) \mathrm{d} t:=\sum_{i=1}^{n} \mu\left(B_{i}\right) x_{i}
$$

where $\mu(B)$ denotes the Lebesgue measure of $B$. Note that the integral is an element of $X$.

The definition can be extended to unbounded sets $S \subset \mathbb{R}$; see [103, pp. 33 sqq.] for more information.

Definition B.14. An abstract function $u:[0, T] \rightarrow X$ is called Bochner measurable if there is a sequence of simple functions $\left(u^{(k)}\right)$ such that

$$
u^{(k)}(t) \rightarrow u(t)
$$

strongly in $X$ for almost all $t \in[0, T]$.

Lemma B.15. If an abstract function $u:[0, T] \rightarrow X$ is Bochner measurable, then the function

$$
t \mapsto\|u(t)\|_{X}:[0, T] \rightarrow \mathbb{R}
$$

is Lebesgue measurable.

Proof. A proof can be found in [39, pp. 154 sq.].

Definition B.16. Let $u:[0, T] \rightarrow X$ be a Bochner measurable function, and let $\left(u^{(k)}\right)$ be the sequence of simple functions from Definition B.14. Then, we call $u$ Bochner integrable if for all $\varepsilon>0$ there is some $N \in \mathbb{N}$ such that for all $k, j \geq N$ it holds

$$
\int_{0}^{T}\left\|u^{(k)}(t)-u^{(j)}(t)\right\| \mathrm{d} t<\varepsilon
$$

If $B \subset[0, T]$ is Lebesgue measurable, we define the Bochner integral of $u$ on $B$ as

$$
\int_{B} u(t) \mathrm{d} t:=\lim _{n \rightarrow \infty} \int_{0}^{T} u^{(k)}(t) \chi_{B}(t) \mathrm{d} t .
$$

Again, the integral is an element of $X$. This definition is independent of the choice of the sequence of simple functions; cf. [39, p. 155].

Theorem B.17. Let $u:[0, T] \rightarrow X$ be a Bochner measurable function.
i) The abstract function $u$ is Bochner integrable if and only if the mapping

$$
t \mapsto\|u(t)\|_{X}:[0, T] \rightarrow \mathbb{R}
$$

is Lebesgue integrable.
ii) Let $u:[0, T] \rightarrow X$ be Bochner integrable. Then,

$$
\left\|\int_{B} u(t) \mathrm{d} t\right\|_{X} \leq \int_{B}\|u(t)\|_{X} \mathrm{~d} t
$$

holds for any Lebesgue measurable set $B \subset[0, T]$. Moreover, we have for all $u^{*} \in X^{\prime}$

$$
\left\langle u^{*}, \int_{B} u(t) \mathrm{d} t\right\rangle_{X}=\int_{B}\left\langle u^{*}, u(t)\right\rangle_{X} \mathrm{~d} t .
$$

iii) Let $Y$ be another Banach space, and let $A \in \mathcal{L}(X, Y)$ be a linear and bounded operator. Let $u$ be Bochner integrable with values in $X$. Then, the abstract function

$$
t \mapsto(A u)(t):=A u(t):[0, T] \rightarrow Y
$$

is Bochner integrable with values in $Y$, and it holds

$$
A \int_{B} u(t) \mathrm{d} t=\int_{B} A u(t) \mathrm{d} t
$$

Proof. A proof is given in [39, pp. 156 sqq.].

Before introducing the Banach spaces that have become known as Bochner spaces, we present a definition for a specific type of continuity. It is closely connected to the differentiability of abstract functions and strong solutions for evolution equations, and thus it plays a particular role for the analysis presented in Chapter 2.

Definition B.18. An abstract function $u:[0, T] \rightarrow X$ is called absolutely continuous if for all $\varepsilon>0$ there is a $\delta>0$ such that for any finite set of disjoint partial intervals $\left(a^{(k)}, b^{(k)}\right) \subset[0, T], 1 \leq k \leq n$ we have

$$
\sum_{k=1}^{n}\left|b^{(k)}-a^{(k)}\right|<\delta \Longrightarrow \sum_{k=1}^{n}\left\|u\left(b^{(k)}\right)-u\left(a^{(k)}\right)\right\|_{X}<\varepsilon
$$

Lemma B.19. Let $u:[0, T] \rightarrow X$ be a Bochner-integrable function. For fixed $t_{0} \in$ $[0, T]$, the function

$$
v(t):=\int_{t_{0}}^{t} u(s) \mathrm{d} s
$$

defined for $t \in[0, T]$, is absolutely continuous and classically Fréchet differentiable with $v^{\prime}(t)=u(t)$ at almost every $t \in[0, T]$. This is in particular true for all times $t \in[0, T]$ at which $u$ is continuous.

Proof. A proof is given in [39, pp. 160 sq.].

In a sense, this statement provides the absolute continuity of the Bochner integral. On the other hand, the absolute continuity of an abstract function implies, under reflexivity assumptions, the Bochner integrability of its derivative; see [39, p. 161].

Theorem B.20. Let $X$ be reflexive and let $u:[0, T] \rightarrow X$ be an absolutely continuous function. Then, for almost all $t \in(0, T)$, the classical derivative $u^{\prime}(t)$ exists, and $u^{\prime}$ is Bochner-integrable on $(0, T)$. For any fixed $t_{0} \in[0, T]$, it holds

$$
u(t)=u\left(t_{0}\right)+\int_{t_{0}}^{t} u^{\prime}(s) \mathrm{d} s
$$

with $t \in[0, T]$.

The combination of Lemma B. 19 and Theorem B. 20 can be understood as a variant of the Fundamental Theorem of Calculus.

## B.3.2 Bochner Spaces and their Properties

Finally, we may introduce the Banach spaces of abstract functions and collect the most important information; cf. [39, pp. 150 sq., 163 sq.]

Definition B.21. We denote with $\mathcal{C}([0, T] ; X)$ the vector space of continuous abstract functions with values in $X$. Equipped with the norm

$$
\|u\|_{\mathcal{C}([0, T] ; X)}:=\max _{t \in[0, T]}\|u(t)\|_{X},
$$

it is a Banach space. The space of classically (Fréchet) differentiable functions is denoted by $\mathcal{C}^{1}([0, T] ; X)$. It is a Banach space when equipped with the norm

$$
\|u\|_{\mathcal{C}^{1}([0, T] ; X)}:=\max _{t \in[0, T]}\left(\|u(t)\|_{X}+\left\|u^{\prime}(t)\right\|_{X}\right)
$$

This notion translates directly to higher order derivatives.
For $1 \leq p<\infty$, we denote with $L^{p}(0, T ; X)$ the vector space of equivalence classes of Bochner integrable function $u:[0, T] \rightarrow X$ with

$$
\int_{0}^{T}\|u(t)\|_{X}^{p}<\infty .
$$

As for Lebesgue spaces, we identify functions which coincide almost everywhere in $[0, T]$. With $L^{\infty}(0, T ; X)$ we denote the space of equivalence classes of essentially bounded Bochner integrable functions. Equipped with the norms

$$
\|u\|_{L^{p}(0, T ; X)}:= \begin{cases}\left(\int_{0}^{T}\|u(t)\|_{X}^{p} \mathrm{~d} t\right)^{1 / p} & \text { for } 1 \leq p<\infty \\ \operatorname{ess}_{t \in(0, T)}\|u(t)\|_{X} & \text { for } p=\infty\end{cases}
$$

these spaces are Banach spaces.
With $L_{\text {loc }}^{1}(0, T ; X)$ we denote the space of equivalence classes of functions which are Bochner integrable on every compact subset $B \subset(0, T)$.

Theorem B.22. The following assertions hold.
i) Let $X$ be separable. Then, $\mathcal{C}([0, T] ; X)$ is separable. For $1 \leq p<\infty$ also $L^{p}(0 ; T ; X)$ is separable.
ii) For $1 \leq p \leq \infty$, we have the embedding $\mathcal{C}([0, T] ; X) \hookrightarrow L^{p}(0, T ; X)$. The embedding is dense in the case $1 \leq p<\infty$. In particular, any function $u \in \mathcal{C}([0, T] ; X)$ is Bochner integrable.
iii) Let $1<p<\infty$, and let $X$ be reflexive. Then, $L^{p}(0, T ; X)$ is reflexive. For $1<q<\infty$ with $\frac{1}{p}+\frac{1}{q}=1$, we have

$$
L^{p}(0, T ; X)^{\prime} \cong L^{q}\left(0, T ; X^{\prime}\right)
$$

Moreover, it holds $L^{1}(0, T ; X)^{\prime} \cong L^{\infty}\left(0, T ; X^{\prime}\right)$.
iv) Let $H$ be a Hilbert space with inner product $(\cdot, \cdot)$. Then, $L^{2}(0, T ; H)$ is a Hilbert space when equipped with the inner product

$$
(u, v)_{L^{2}(0, T ; H)}:=\int_{0}^{T}(u(t), v(t))_{H} \mathrm{~d} t
$$

v) Let $Y$ be another Banach space. Then, $X \hookrightarrow Y$ implies $L^{p}(0, T ; X) \hookrightarrow L^{q}(0, T ; Y)$ for all $1 \leq q \leq p \leq \infty$.

## B.3.3 Weak Differentiability in Bochner Spaces

Next, we define the notion of weak differentiability for Bochner spaces analogously to the definition we gave for Sobolev spaces in Appendix B.2. An abstract function $u \in L_{\text {loc }}^{1}(0, T ; X)$ is called weakly differentiable if a function $v \in L_{\text {loc }}^{1}(0, T ; X)$ exists such that

$$
\int_{0}^{T} u(t) \varphi^{\prime}(t) \mathrm{d} t=-\int_{0}^{T} v(t) \varphi(t) \mathrm{d} t
$$

holds for all $\varphi \in \mathcal{C}_{c}^{1}(0, T)$. In contrast to Sobolev functions, this equation now holds in $X$. If such a function $v$ exists, it is called the weak derivative of $u$.

Lemma B.23. Let two functions $u, v \in L^{1}(0, T ; X)$ be given. Then, the following assertions are equivalent:
i) $v$ is weak derivative of $u$, i.e. $v=u^{\prime}$.
ii) There exists a $u_{0} \in X$ such that

$$
\begin{equation*}
u(t)=u_{0}+\int_{0}^{t} v(s) \mathrm{d} s \tag{B.11}
\end{equation*}
$$

holds for almost all $t \in(0, T)$.

Proof. A proof is given in [39, pp. 202 sqq.].

As before, we may introduce the space of weakly differentiable abstract functions. For $1 \leq p<\infty$, we define

$$
W^{1, p}(0, T ; X):=\left\{v \in L^{p}(0, T ; X), \exists v^{\prime} \in L^{p}(0, T ; X)\right\}
$$

as the space of all Bochner-integrable functions that have a Bochner-integrable weak derivative of the same regularity. Equipped with the norm

$$
\|u\|_{W^{1, p}(0, T ; X)}:=\|u\|_{L^{p}(0, T ; X)}+\left\|u^{\prime}\right\|_{L^{p}(0, T ; X)},
$$

the space $W^{1, p}(0, T ; X)$ is a Banach space; see [39, p. 204, 108, p. 186]. We have the following regularity result.

Lemma B.24. Let $1 \leq p<\infty$. Any function $u \in W^{1, p}(0, T ; X)$ is almost everywhere equal to an absolutely continuous function on $[0, T]$, and the embedding

$$
W^{1, p}(0, T ; X) \hookrightarrow \mathcal{C}([0, T] ; X)
$$

is continuous.

Remark. Let $u \in W^{1,1}(0, T ; X)$. Since functions that coincide almost everywhere are equal in the sense of $L^{1}(0, T ; X)$, we may always choose the absolutely continuous representative and evaluate $u$ at $t_{0}$. Then, Equation (B.11) from above reads

$$
u(t)=u(0)+\int_{0}^{t} v(s) \mathrm{d} s
$$

and holds for almost all $t \in[0, T]$. We also refer to the trace theorem for Bochner functions stated in [108, p. 187].

Finally, we introduce and shortly discuss a rather specific function space which we used in Chapter 4. Recall in particular the remark on page 59. The function space is related to other spaces which appear commonly in the discussion of second order hyperbolic partial differential equations; see e. g. [83, pp. 265 sqq., 108, pp. 227 sqq.].

Let $\left(X, H, X^{\prime}\right)$ be a Gelfand triple, see Definition B.2. We define the function space

$$
\mathcal{V}:=\left\{v \in L^{2}(0, T ; X), v^{\prime} \in L^{2}(0, T ; H)\right\} .
$$

This definition is comparable to the space $\mathcal{W}(0, T)$ for parabolic problems, see e.g. [39, pp. 206 sq.], but requires a higher spatial regularity for the first time derivative. Equipped with the norm

$$
\begin{equation*}
\|v\|_{\mathcal{V}}:=\|v\|_{L^{2}(0, T ; X)}+\left\|v^{\prime}\right\|_{L^{2}(0, T ; H)} \tag{B.12}
\end{equation*}
$$

it is a Banach space. The following assertions hold.

Lemma B.25. Any function $v \in \mathcal{V}$ is almost everywhere equal to a continuous function $\tilde{v} \in \mathcal{C}([0, T] ; H)$, and the embedding

$$
\begin{equation*}
\mathcal{V} \hookrightarrow \mathcal{C}([0, T] ; H) \tag{B.13}
\end{equation*}
$$

is continuous. For $v, w \in \mathcal{V}$, the rule of partial integration

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}}\left(v^{\prime}(s), w(s)\right)_{H}+\left(v(s), w^{\prime}(s)\right)_{H} \mathrm{~d} s=\left(v\left(t_{2}\right), w\left(t_{2}\right)\right)_{H}-\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)_{H} \tag{B.14}
\end{equation*}
$$

holds for $0 \leq t_{1} \leq t_{2} \leq T$. Moreover, the embedding $\mathcal{C}^{\infty}([0, T] ; X) \hookrightarrow \mathcal{V}$ is dense.

Proof. Due to the embedding $H \hookrightarrow X^{\prime}$, the continuous embedding $\mathcal{V} \hookrightarrow \mathcal{C}([0, T] ; H)$ and the density of $\mathcal{C}^{\infty}([0, T] ; X)$ follow directly from [39, pp. 206 sqq.$\left.\right]$. The rule of partial integration in [39, p. 207] reads

$$
\int_{t_{1}}^{t_{2}}\left\langle v^{\prime}(s), w(s)\right\rangle_{X}+\left\langle v(s), w^{\prime}(s)\right\rangle_{X} \mathrm{~d} s=\left(v\left(t_{2}\right), w\left(t_{2}\right)\right)_{H}-\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)_{H}
$$

for $0 \leq t_{1} \leq t_{2} \leq T$. But due to the higher regularity of the time derivatives $v^{\prime}$ and $w^{\prime}$, the consistent structure of the Gelfand triple implies

$$
\left\langle v^{\prime}(s), w(s)\right\rangle_{X}=\left(v^{\prime}(s), w(s)\right)_{H} \quad \text { as well as } \quad\left\langle v(s), w^{\prime}(s)\right\rangle_{X}=\left(v(s), w^{\prime}(s)\right)_{H} .
$$

The rule of partial integration (B.14) follows immediately.

The next result also exists in a similar version for the space $\mathcal{W}(0, T)$. We translated it from [39, pp. 185 sq., 211 sq.].

Lemma B.26. Let $u \in \mathcal{C}^{1}([0, T] ; H)$. Then,

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)\|_{H}^{2}=\left(u^{\prime}(t), u(t)\right)_{H} \tag{B.15}
\end{equation*}
$$

holds for all $t \in[0, T]$. This result can be generalized: For $v \in \mathcal{V}$, we have

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)\|_{H}^{2}=\left(u^{\prime}(t), u(t)\right)_{H} \tag{B.16}
\end{equation*}
$$

for almost all $t \in(0, T)$.
Proof. The first assertion is given in [39, pp. 185 sq.]. The second assertion follows from [39, pp. 211 sq.] due to the higher regularity of $v \in \mathcal{V}$ and the consistent structure of the Gelfand triple.

## C On Abstract Differential Equations and Operator Equations

In this appendix, we recapitulate some existence results for abstract differential equations and operator equations. This includes in particular the Generalized PicardLindelöf Theorem C. 3 and Theorem by Browder and Minty C.9. We also present a definition of Nemytskii operators and some properties of these operators.

This composition is based on the textbooks by Emmrich [39], Růžička [103], Werner [124], and Zeidler [125-127] and the 1992 article on Nemytskii operators in Bochner spaces by Goldberg, Kampowsky, and Tröltzsch [48]. We would also like to refer to the standard textbook on the semigroup approach for abstract ODEs by Pazy [95].

Throughout this appendix, let $[0, T] \subset \mathbb{R}$ be a finite time interval with $T>0$, let $\left(X,\|\cdot\|_{X}\right),\left(Y,\|\cdot\|_{Y}\right)$, and $\left(Z,\|\cdot\|_{Z}\right)$ be a real Banach spaces.

## C. 1 Tools from Abstract ODE Theory

Consider the initial value problem

$$
\begin{equation*}
u^{\prime}(t)=f(t, u(t)) \quad \text { with } \quad u(0)=u_{0}, \tag{C.1}
\end{equation*}
$$

where the abstract ODE (C.1) is supposed to hold in $X$ for almost all $t \in[0, T]$. The right-hand side function $f:[0, T] \times X \rightarrow X$ is fixed. Given some initial data $u_{0} \in X$, we look for Banach space valued functions $u:[0, T] \rightarrow X$ that solve (C.1).

The following definition is taken from [125, pp. 79 sqq.].

Definition C.1. A continuous mapping $f:[0, T] \times X \rightarrow Y$ is said to be locally Lipschitz continuous with respect to the second variable if for all $t_{0} \in[0, T]$ and all $x_{0} \in X$, there are positive numbers $c_{1}, c_{2}>0$ and a constant $L\left(c_{1}, c_{2}\right) \geq 0$ such that the estimation

$$
\begin{equation*}
\left\|f\left(t, x_{1}\right)-f\left(t, x_{2}\right)\right\|_{Y} \leq L\left(c_{1}, c_{2}\right)\left\|x_{1}-x_{2}\right\|_{X} \tag{C.2}
\end{equation*}
$$

holds for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$, as well as for all $x_{1}, x_{2} \in \overline{\mathcal{B}}\left(x_{0}, c_{2}\right) \subset X$ where $\overline{\mathcal{B}}\left(x_{0}, c_{2}\right):=\left\{x \in X,\left\|x-x_{0}\right\|_{X} \leq c_{2}\right\}$ is the closed ball with radius $c_{2}$ around $x_{0}$.
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For completeness, we would like to restate Lemma 2.23 of Chapter 2. It is a rather general auxiliary result which fits quite well into the framework of this section. The proof is given at the end of Section 2.4 on pages 34 to 35 .

Lemma C.2. Let $f:[0, T] \times X \rightarrow Y$ and $g:[0, T] \times Y \rightarrow Z$ be two continuous mappings which are locally Lipschitz continuous with respect to their respective second variables. Then, the composition $g \circ f:[0, T] \times X \rightarrow Z$ given by

$$
\begin{equation*}
(g \circ f)(t, x):=g(t, f(t, x)) \quad \text { for } t \in[0, T] \text { and } x \in X \tag{C.3}
\end{equation*}
$$

is locally Lipschitz continuous with respect to its second variable, i. e. for all $t_{0} \in$ $[0, T]$ and $x_{0} \in X$ there are positive numbers $c_{1}, c_{2}>0$ and a constant $L\left(c_{1}, c_{2}\right) \geq 0$ such that

$$
\left\|g\left(t, f\left(t, x_{1}\right)\right)-g\left(t, f\left(t, x_{2}\right)\right)\right\|_{Z} \leq L\left(c_{1}, c_{2}\right)\left\|x_{1}-x_{2}\right\|_{X}
$$

holds for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq c_{1}$, as well as for all $x_{1}, x_{2} \in \overline{\mathcal{B}}\left(x_{0}, c_{2}\right) \subset X$.

Generalized Picard-Lindelöf Theorem C.3. Let $f:[0, T] \times X \rightarrow X$ be a continuous mapping that is locally Lipschitz continuous with respect to the second variable in the sense of Definition C.1. Assume moreover that there is a constant $K \geq 0$ such that

$$
\|f(t, u(t))\|_{X} \leq K
$$

holds for all $t \in[0, T]$ for which a solution $u:[0, T] \rightarrow X$ to the initial value problem (C.1) exists.

Then, for any fixed initial value $u_{0} \in X$, the initial value problem (C.1) admits a unique continuously differentiable solution $u:[0, T] \rightarrow X$.

Proof. This result is proved in this form in [125, pp. 80 sq.].

We conclude this section by stating one of the most widely used tools in ODE theory. This following version is taken from [39, p. 180].

Gronwall's Lemma C.4. Let $T>0$ and $t_{0} \in[0, T)$ be given. Let $a, b \in L^{\infty}\left(t_{0}, T\right)$ be two functions, and let $\lambda \in L^{1}\left(t_{0}, T\right)$ with $\lambda(t) \geq 0$ for almost all $t \in\left(t_{0}, T\right)$. Assume that the estimation

$$
a(t) \leq b(t)+\int_{t_{0}}^{t} \lambda(s) a(s) \mathrm{d} s
$$

is fulfilled for almost all $t \in\left(t_{0}, T\right)$. Then, for almost all $t \in\left(t_{0}, T\right)$ it holds

$$
a(t) \leq b(t)+\int_{t_{0}}^{t} e^{\Lambda(t)-\Lambda(s)} \lambda(s) b(s) \mathrm{d} s
$$

where $\Lambda(t):=\int_{t_{0}}^{t} \lambda(\tau) \mathrm{d} \tau$.
If $b$ is monotone increasing and continuous, then

$$
a(t) \leq e^{\Lambda(t)} b(t)
$$

holds.

Proof. A proof can be found in [39, pp. 180 sq.].

## C. 2 Nemytskii Operators on Bochner Spaces

The following statements are all taken from Goldberg, Kampowsky, and Tröltzsch [48]. Recall the notion of Bochner integrable functions, Definition B.16, from Appendix B.3.
The idea of Nemytskii operators is to associate to mappings $f:[0, T] \times X \rightarrow Y$ certain operators between function spaces through

$$
\begin{equation*}
[F(u)](t):=f(t, u(t)) \tag{C.4}
\end{equation*}
$$

In other words, the operator $F$ assigns to the abstract function $u:[0, T] \rightarrow X$ an abstract function $v:[0, T] \rightarrow Y$ with $v(t):=f(t, u(t))$. The analysis of Nemytskii operators deals with necessary and sufficient conditions for continuity, differentiability, and more.

Definition C.5. A mapping $f:[0, T] \times X \rightarrow Y$ fulfills the Carathéodory condition if for any fixed $x \in X$ the mapping $t \mapsto f(t, x):[0, T] \rightarrow Y$ is Bochner-measurable, and for almost all $t \in[0, T]$, the mapping $x \mapsto f(t, x): X \rightarrow Y$ is continuous.

Definition C.6. Let $1 \leq p, q<\infty$ be fixed. A mapping $f:[0, T] \times X \rightarrow Y$ fulfills the growth condition if there is some $\beta \geq 0$ and a function $\gamma \in L^{q}(0, T)$ such that

$$
\begin{equation*}
\|f(t, x)\|_{Y} \leq \gamma(t)+\beta\|x\|_{X}^{p / q} \tag{C.5}
\end{equation*}
$$

holds for almost all $t \in[0, T]$ and $x \in X$.

Theorem C.7. Let $f:[0, T] \times X \rightarrow Y$ fulfill the Carathéodory condition. If, in addition, it fulfills the growth condition (C.5) for $1 \leq p, q<\infty$, then the corresponding Nemytskii operator $F$ defined through (C.4) is a continuous mapping $F: L^{p}(0, T ; X) \rightarrow L^{q}(0, T ; Y)$.

Proof. This theorem is partially proved in [48, pp. 128, 132].
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## C. 3 On Monotone Operators

The following statements are taken from [103, Chapter 3, 127, Chapters 25 and 26].
In this section, let $\left(X,\|\cdot\|_{X}\right)$ be a real reflexive Banach space with dual $\left(X^{\prime},\|\cdot\|_{X^{\prime}}\right)$. We denote the dual pairing through $\langle\cdot, \cdot\rangle_{X}$. Let $(H,(\cdot, \cdot))$ be a real Hilbert space.

Definition C.8. i) An operator $A: X \rightarrow X^{\prime}$ is said to be monotone if for all $x_{1}, x_{2} \in$ X

$$
\left\langle A x_{1}-A x_{2}, x_{1}-x_{2}\right\rangle_{X} \geq 0
$$

holds.
ii) A monotone operator $A$ is said to be strictly monotone if we have for all $x_{1} \neq x_{2}$

$$
\left\langle A x_{1}-A x_{2}, x_{1}-x_{2}\right\rangle_{X}>0 .
$$

iii) An operator $A: X \rightarrow X^{\prime}$ is called coercive if for all $x \in X$ it holds

$$
\lim _{\|x\|_{X} \rightarrow \infty} \frac{\langle A x, x\rangle_{X}}{\|x\|_{X}} \rightarrow+\infty
$$

iv) An operator $A: X \rightarrow X^{\prime}$ is called strongly monotone if there is a $\mu>0$ such that for all $x_{1}, x_{2} \in X$, we have

$$
\left\langle A x_{1}-A x_{2}, x_{1}-x_{2}\right\rangle_{X} \geq \mu\left\|x_{1}-x_{2}\right\|_{X}^{2}
$$

v) An operator $A: X \rightarrow X^{\prime}$ is said to be demicontinuous if

$$
x^{(k)} \rightarrow x^{*} \Longrightarrow A x^{(k)} \rightharpoonup A x^{*}
$$

holds for any sequence $\left(x^{(k)}\right) \subset X$.
vi) An operator $A: X \rightarrow X^{\prime}$ is said to be hemicontinuous if the real function

$$
t \mapsto\left\langle A\left(x_{1}+t x_{2}\right), x_{3}\right\rangle_{X}
$$

is continuous on $[0,1]$ for all $x_{1}, x_{2}, x_{3} \in X$.

Remark. Strictly monotone operators are clearly monotone; moreover, strongly monotone operators are strictly monotone and coercive. Strong monotonicity implies

$$
\begin{equation*}
\left\|A x_{1}-A x_{2}\right\|_{X^{\prime}} \geq \mu\left\|x_{1}-x_{2}\right\|_{X} \tag{C.6}
\end{equation*}
$$

Cf. [127, pp. 501 sq.] for more information.

Theorem by Browder and Minty C.9. Let $X$ be a separable reflexive Banach space, and let $A: X \rightarrow X^{\prime}$ be a monotone, coercive, and hemicontinuous operator. Then, $A$ is surjective. Thus, for any $b \in X^{\prime}$ there exists a solution $u \in X$ to the operator equation

$$
\begin{equation*}
A u=b \text {. } \tag{C.7}
\end{equation*}
$$

The set of all solutions to this equation is closed, bounded, and convex.
If $A$ is strictly monotone, the solution to (C.7) is unique. Moreover, the strict monotonicity of $A$ implies the existence of an inverse operator $A^{-1}: X^{\prime} \rightarrow X$ which is strictly monotone, demicontinuous, and bounded. Recall that bounded operators map bounded sets into bounded sets.
If $A$ is strongly monotone, then $A^{-1}$ is even Lipschitz continuous.
Proof. A proof is given in [103, pp. 65 sqq.].

Remark. The Theorem by Browder and Minty C. 9 holds also true in non-separable Banach spaces. This extension can be proved for instance by means of so-called Moore-Smith sequences, confer [125, pp. 758 sqq., 127, pp. 561 sq.], or by using a cut-off technique to compensate for the lack of a countable basis in a modified Galerkin approach as in [103, pp. 68, 132 sqq.].

The following result can be found in literature as the Zarantonello's Theorem. It appeared prior to the Browder-Minty Theorem stated above and follows directly from it. Confer [127, pp. 503 sqq.].

Zarantonello's Theorem C.10. Let $A: H \rightarrow H^{\prime}$ be a strongly monotone and Lipschitz continuous operator. Then, for each $b \in H^{\prime}$, the operator equation (C.7) has a unique solution $u \in H$. The inverse operator $A^{-1}: H^{\prime} \rightarrow H$ is Lipschitz continuous.
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Coupled systems of differential-algebraic equations (DAEs) and partial differential equations (PDEs) appear in various fields of applications such as electrical engineering, bio-mathematics, or multi-physics. They are of particular interest for the modeling and simulation of flow networks, for instance energy transport networks. In this thesis, we discuss a system in which an abstract DAE and a second order hyperbolic PDE are coupled through nonlinear coupling functions.
The analysis presented is split into two parts: In the first part, we introduce the concept of matrix-induced linear operators which arise naturatly in the context of abstract DAEs but have surprisingly not been discussed in literature on abstract DAEs so far. We also present a novel index-1-like criterion that allows to separate dynamical and non-dynamical parts of the abstract DAE while allowing for a considerable reduction of required assumptions, compared to existing theoretical results for abstract DAEs.
In the second part, we build upon the developed techniques. We show how to combine the theoretical frameworks for abstract DAEs and second order hyperbolic PDEs in a way such that both parts of the solution are of similar regularity. We then use a fixed-point approach to prove existence and uniqueness of local as well as global solutions to the coupled system.
In the last part of this thesis, we throw a glance at a related optimal control problem and prove existence of a global minimizer.
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