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Introduction
Cyberlaw, But Make It Feminist

Meg Leta Jones

When I was a graduate student, a radio show on the Canadian Broadcast  
Corporation asked to interview me about the right to be forgotten, an idea gaining 
popularity and the subject of my dissertation. Flattered and excited, I enjoyed my 
conversation with the talented host and professional staff who asked about femi-
nist themes like non-carceral interventions for content removal and rehabilitation 
through deletion. After the show aired, I received an email from a man who had 
taken the time to find my email address and draft a long message explaining that I 
probably said smart enough things but he couldn’t determine one way or another 
because I sounded so stupid. My voice sounded silly and uneducated. He told me 
I should take voice lessons. Most of the authors in this volume regularly receive 
direct messages like this when they engage in public interviews on radio, podcasts, 
and television to discuss technology policy issues. Most of the messages are far 
more critical and inappropriate. The cyberspace phenomena of receiving unpleas-
ant and unwelcome direct messages from strange men is a jarring and degrading 
experience but few of us have changed our tune.

Instead, these voices have grown louder and are collected here to launch a new 
field called Feminist Cyberlaw.1 Feminist Cyberlaw represents a radical reimagin-
ing of technology law by articulating the way gender, race, sexuality, and disability 
shape cyberspace and the laws that govern it. Most of the voices, which include 
a mix of academics, practitioners, and clinicians, trained in a kind of traditional 
cyberlaw that include a canon of three white men: Barlow, Lessig, and Zittrain. 
Called the “single most influential essay in the history of Internet law,”2 John Perry 
Barlow’s 1996 “A Declaration of Independence of Cyberspace” instructed, “Gov-
ernments of the Industrial World, you weary giants of flesh and steel, I come from 
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Cyberspace, the new home of the Mind. On behalf of the future, I ask you of the 
past to leave us alone. You are not welcome among us.”3 A cattle rancher and lyri-
cist for the Grateful Dead, Barlow also cofounded one of cyberlaw’s most impor-
tant organizations: the Electronic Frontier Foundation. Lawrence Lessig’s book 
Code: And Other Laws Of Cyberspace came out in 1999 and popularized the idea 
that “code is law,”4 meaning code can constrain behavior the way architecture (i.e., 
a fence) can and as effectively as law can.5 The idea bolstered an entire line of study 
in technology law about design and governance that continues to thrive today. 
In The Future of the Internet—And How To Stop It, Jonathan Zittrain argued that 
the internet’s great value lay in its “openness,” and that in 2008, when the book 
was published, the internet operated as an exceptionally generative technology.6  
Zittrain feared that attempts by companies to enclose the internet into proprietary, 
closed source places and services would end that generativity. All three wrote to 
ensure a future internet that maintained the aspects they valued and both fought 
change and called for change.

Voices in Feminist Cyberlaw do the same, but describe different scenes, focus-
ing their lenses on alternative perspectives and values. The authors of this collec-
tion build on work that predated, coincided with, and responded to Barlow, Lessig, 
and Zittrain. In 2000, Jerry Kang asked whether cyberspace could “change the 
way that race functions in American society” and provided detailed design pro-
tocols to answer the question.7 That same year, Anita Allen revisited her seminal 
book Uneasy Access: Privacy For Women in a Free Society, noting that technology-
inspired interest into privacy “had little to do with gender.”8 Intellectual prop-
erty scholars like Sonia Katyal, Anupam Chander, Madhavi Sunder, and Rebecca  
Tushnet established critical feminist critique of copyright law through analysis 
of fair use interpretations.9 Danielle Citron and Mary Anne Franks centered the 
experience of marginalized people who endure bullying, threats, and harassment, 
revealing significant problems that derive from an emphasis on the virtual when 
seeking justice.10 And Julie Cohen has consistently demanded attention be paid 
to power dynamics and institutional structures that make and regulate technol-
ogy since the 1990s.11 Feminist Cyberlaw has gained momentum alongside our 
colleagues working in Information Science, Communications, Science and Tech-
nology Studies who established important networks to create change through 
concrete contributions like the Feminist Data Manifesto-No and Design Justice.12 
These interdisciplinary interventions lead to the same inescapable conclusion. As 
my coeditor Amanda Levendowski explains, “[Cyberlaw] has always been unified 
by its reactions to, and governance of, feminist issues—it simply hasn’t been under-
stood that way.”13 The authors of this collection also build on the interdisciplinary 
cohort of scholars, of which they are a part, who have furthered works written 
over the turn of the millennium that complemented and challenged the cyberlaw 
canon.14 In this volume, cyberlaw’s focus on universality, virtuality, and novelty 
gives way to Feminist Cyberlaw’s attention to contexts, bodies, and legacies.
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Barlow wrote his Declaration in the first person plural we. He articulated a 
universality built from the shared experiences of a particular idea of diversity. He 
declared, “We are creating a world that all may enter without privilege or preju-
dice accorded by race, economic power, military force, or station of birth . . . Your 
legal concepts of property, expression, identity, movement, and context do not 
apply to us.” Barlow’s universality fades into the background in Feminist Cyberlaw, 
which instead highlights context and locality. The recognition of unique experi-
ences and relationships to legal concepts in cyberspace is significant to Feminist 
Cyberlaw. Feminist Cyberlaw makes visible the local contexts in which we can see 
how cyberspace is part of specific communities, occupations, and relationships. 
When we hear the stories of those centered in Feminist Cyberlaw, the narratives 
change the way we see the world. In doing so, Feminist Cyberlaw scholars pursue 
an ever wider we.15

Barlow contends cyberspace “is a world that is both everywhere and nowhere, 
but it is not where bodies live.” Lessig further explored that nowhere/everywhere 
place, comparing the design elements of cyberspaces to the layouts of physical 
environments. Cyberspace is different, according to Lessig, where anonymity is 
the default. Relieving itself of these virtual versus meatspace analogies and placing 
anonymity on an ever-present spectrum, Feminist Cyberlaw emphasizes actual 
materiality and bodies. You will find an array of situated, lived bodies undertaking 
all kinds of activities, and those unique motivations are tied directly to the bod-
ies of many forms, colors, and capabilities. Computers have bodies too and the 
physical components of the networked infrastructure run under and over different 
places with different ideas about engaging with the hard drives, servers, and pipes 
to enforce rules. Feminist Cyberlaw scholars account for the physicality of the net-
work. They know where the bodies are.

Barlow sought to further “the dreams of Jefferson, Washington, Mill, Madison, 
DeToqueville, and Brandeis,” explaining, “These dreams must now be born anew 
in us.” Indeed, the canon utilizes the past in pursuit of the new and novel. Les-
sig puts novelty in the center of his readers’ attention in a way that connects to  
Zittrain’s generativity. They share a distaste for closed systems, those that keep out 
exciting and innovative new and renewed technologies. For Zittrain, this means 
that technologies should be built and governed to promote generativity: “a technol-
ogy’s overall capacity to produce unprompted change driven by large, varied, and 
uncoordinated audiences.” The Feminist Cyberlaw authors do not discard novelty 
but reestablish a legacy of novel uses, hacks, and appropriations from communi-
ties overlooked, discarded, or misunderstood by Silicon Valley and its many imita-
tors. Feminist Cyberlaw voices pull us back to note the legacies of excellence and 
oppression found in our most essential social institutions and invisible innovators.

We grouped Feminist Cyberlaw into three broad categories: ownership, access, 
and governance. Each section includes a set of chapters organized by legal sub-
ject and social value, notably not technology. Feminist Cyberlaw is values first, 
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recognizing the power dynamics and possibilities of technology as central to 
protecting and furthering those values. Values weaved throughout the chapters 
include accessibility, accountability, advocacy, attribution, autonomy, consent, 
creativity, dignity, participation, safety, and world building. Together, they are in 
conversation with those authors noted as canon, as well as the many scholars who, 
throughout the same period and within their intellectual domains and beyond, 
increasingly investigated the way oppression played out in cyberspace, its rhetoric, 
its logics, and its rules.16 You’ll find a unique genealogy built through the femi-
nist citation practices of the authors, acknowledging the “debt to those who came 
before; those who helped us find our way when the way was obscured because we 
deviated from the paths we were told to follow.”17

The first group of Feminist Cyberlaw authors reveal and challenge patriar-
chal ownership structures in a number of different contexts from various angles. 
Amanda Levendowski surfaces the “FU” in fair use that degrades and exploits the 
bodies and labor of women and people of color and develops a new vocabulary for 
feminist use by delving into the historical context of libraries. Leah Grinvald and 
Ofer Tur-Sinai highlight the unrealized potential to repair, arguing that copyright 
furthers the oppressive and exploitative limitations on repair, but seen through a 
feminist lens, the law can carve out more expansive exemptions to create a bolder 
right to repair. Nina Srejovic investigates why women, the first computer program-
mers, don’t hold more patents, and finds that it’s all about stereotypes of which 
bodies innovate. Cynthia Conti-Cook uses spillers, fillers, and thrillers to arrange 
a better procurement process, across its many varieties, that would limit trade  
secrecy obstruction with the legal precedent of the public’s right to know.  
Alexandra Roberts asks how women and marginalized people can better access 
and benefit from intellectual property rights instead of being exploited by  
them and answers by arguing that trademark law can, under the right circum-
stances, offer disenfranchised groups a means to controlling hashtags. Anjali Vats 
compares the racial geopolitics of cybercrime using Critical Race Intellectual 
Property to understand “good” versus “bad” intellectual property actors.

Another set of Feminist Cyberlaw writers investigate the way in which access 
makes different bodies vulnerable and empowered. Kendra Albert asks whether 
the law that originally prevented website operators from being held liable for the 
content posted by users to promote the growth of the web might be accidentally 
and even inspirationally work against the prison industrial complex. Blake Reid 
describes how the phenomenon of providing access to those bodies with disabil-
ities consistently brings forth positive effects for those without, but warns that 
emphasizing this popular policy motive can lead to deprioritizing and erasing 
disabled users from design and policy processes. Esha Bhandari highlights how 
those seeking to assess the civil rights legality of algorithms that act on them must 
do so in an uncertain legal environment due to an outsized corporate influence 
over antiquated hacking laws. Two chapters describe new threats to bodies after 
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the US Supreme Court overturned its 1973 case Roe v. Wade, which established a  
constitutional right to an abortion, with its 2022 decision Dobbs v. Jackson  
Women’s Health. Each tackles a unique facet of the amplified threats facing preg-
nant people. Michela Meister and Karen Levy describe how a post-Roe landscape 
is incredibly dangerous for a growing number of bodies, highlighting the physi-
cal threats of digital invasions and the vast fronts on which those violations may 
occur. Elizabeth Joh explains that the further limiting of access to safe abortions by 
Dobbs does not take us back to a time before Roe, but finds our intimacies brutally 
exposed in the present, most brutally by those least able to defend themselves, and 
requires structural changes for the future.

Finally, a collection of Feminist Cyberlaw authors write broadly about gov-
ernance categories that get at different social values. Using sexual speech as her 
guide, Hannah Block-Wehba traces early victories for civil society that set the 
stage for a libertarianism emphasizing government threats to speech and privacy 
while leaving a conservative, market-minded set of private platforms to shape the 
moralistic terms of expression and asks whether information about abortions will 
give rise to an effective wave of civil libertarianism or further marginalize the sub-
ject. Gabrielle Rejouis describes the many vulnerabilities experienced by Black 
women online produced by a lack of intervention from dominant platforms and 
argues for wielding antitrust law to restructure social media, because these com-
panies use their dominance as both insulation from pressure to protect their Black 
women users and as an excuse to inconsistently apply their own policies to the 
detriment of Black women. Jasmine McNealy challenges the viability of consent 
as a governance tool for data protection by complicating the politics and poten-
tial of control surrounding unsolicited dick pics. Iván Chaar López and Victoria 
Sánchez take an ethnographic dive into the racial politics of AI labor and digital 
infrastructure maintenance, arguing that current legislative efforts to continually 
classify and reclassify workers preserve a distinction about which bodies provide 
exploitable labor. Within the criminal justice context, Ngozi Okidegbe resists  
the way algorithms lock in existing inequalities by reminding us that algorithmic 
systems further the interests, attitudes, and values of those that design and employ 
them; she redirects them toward liberatory ideologies, calling for the meaningful 
shifts in power to our most oppressed and subjugated people. Kate Darling wraps 
up this volume by reflecting on how voices from breast pump innovators express-
ing concerns over historical erasure have shaped her work on the future of robotics 
policy and invites us all to find those a-ha moments.

These alternative voices provide alternative perspectives, but Feminist Cyber-
law is for everyone.18 We are overwhelmingly grateful to our authors for giving us 
so much to introduce, and to you, reader, for joining us in this reunification and 
reorientation. We organized the collection from a broad, intersectional feminist 
perspective, utilizing the “prism” to bring to light the dynamics otherwise under-
appreciated in the analysis of subordination.19 However, you won’t find a unified 
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theory of Feminist Cyberlaw, nor a volume steeped in feminist theory, in the  
following pages. You also won’t find degradations of bro-cyberlaw or attacks  
on existing cyberlaw scholarship. We hope our volume will supplement the  
canon and current course materials in cyberlaw, information and communication 
policy, and computer ethics. Through a tweak to the senses, we hope to expand 
possibilities. We hope this encouragement leads to further development of Femi-
nist Cyberlaw, for this volume, edited by two white women and largely limited to 
the United States, is just the beginning. We know there are more perspectives and 
voices to hear and support. We look forward to doing so.
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1

Feminist Use
Amanda Levendowski

In 2015, Judge Pierre Leval wrote that copyright isn’t about authors, it’s about the 
rest of us. “While authors are undoubtedly important intended beneficiaries of 
copyright,” he explained, “the primary intended beneficiary is the public.”1 He 
would know—his scholarship has been transformative for how every jurist from 
the Supreme Court down approaches key copyright questions.2 But copyright 
often falls short of this aspiration by benefiting only a sliver of the public.

Copyright law grants exclusive rights to authors of qualifying works, such  
as books, which protects those works from unauthorized copying.3 The first 
copyright legislation, the Statute of Anne of 1710, was drafted and enacted by a 
British Parliament comprised of privileged white men, largely for the benefit of 
other privileged white men, to encode men’s vision for the intersection of creativ-
ity and capitalism.4 The Copyright Act of 1976, which continues to govern much 
of copyright law in the United States, was enacted by a Congress comprised of 
predominantly white men, and it eliminated formalities for copyright registration 
and extended copyright terms.5 Those changes make it more challenging for the 
public to access, read, and remix copyrighted works.6 Consistently, copyright laws 
have focused on the creativity of other men, evidenced by their exclusion of arts 
stereotyped as “women’s work.”7

Scholars like Rebecca Tushnet, Ann Bartow, and Dan Burk have long grappled 
with how gender shapes copyright,8 including how feminism frames fair use.9 The 
fair use doctrine empowers the public to copy, share, and remake copyrighted 
works without consent.10 It transforms would-be infringements into statutorily 
sanctioned activity under certain conditions, one of which is whether the use is 
for a preferred purpose that serves the public—such as news reporting, teaching, 
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scholarship or research—which means the use is “not an infringement of copy-
right.”11 Courts also assess the use under a four-factor test, which analyzes:

1. The purpose and character of the use, including whether such use is of a 
commercial nature . . .;

2. The nature of the copyrighted work;
3. The amount and substantiality of the portion used in relation to the  

copyrighted work as a whole; and
4. The effect of the use upon the potential market for or value of the  

copyrighted work.12

Sonia Katyal described how “fair use bears an intimate relationship to the way in 
which critical legal studies focused its gaze on the role of entitlements for minor-
ity groups. Like critical race theory, a critical approach to copyright law tends to 
ask the question of how entitlements are distributed and their effect on disen-
franchised groups, and also to employ tools like fair use to restore some balance 
between property rights and social justice.”13 As Betsy Rosenblatt has documented, 
a growing body of critical scholarship seeks to explore the fairness of the fair use 
doctrine.14 However, there remains an FU lurking in fair use: fair use doesn’t need 
to be fair, and it often isn’t. Qualifying as “fair” legally says nothing about whether 
the use is “fair” equitably, and many fair uses are oppressive.15

When 2 Live Crew parodied Roy Orbison’s classic rock hit Oh, Pretty Woman 
with crude lyrics about “big hairy woman,” “need to shave that stuff,” “bald 
headed woman,” and “two timin’ woman,” the Supreme Court concluded in its 
inaugural fair use decision that the band’s parody qualified as fair use.16 The 
band’s misogynistic language was not a one-off. Kimberlé Crenshaw describes 
lyrics from the band’s album Nasty As They Wanna Be, the explicit version of 
the album that Oh, Pretty Woman appeared upon, was “virulently misogynist, 
sometimes violently so,” particularly toward Black women.17 Crenshaw coined 
the term “intersectionality” to account for “the particular manner in which 
Black women are subordinated,” which is embodied by the band’s lyrics.18 Orbi-
son’s original offered one sexist approach to catcalling, but 2 Live Crew’s version 
reinforces another misogynistic stereotype by equating a woman’s worth with 
her appearance and behavior.19 That decision, Campbell v. Acuff-Rose, paved the 
way for other oppressive fair uses.

In the aughts, Google began displaying thumbnail images of nude models as 
part of its Google Image Search results without those models’, or their photog-
raphers’, permission.20 In Perfect 10 v. Amazon, the Ninth Circuit concluded that 
such a use was fair.21 Even though the models’ consent was not relevant legally 
from a copyright perspective, the court did not address the ethics of broadly pub-
licizing nude photos without consent.22 More than a decade later, Dr. Safiya Umoja 
Noble revealed that indiscriminately hoovering up other people’s copyrighted 
works to power an algorithmic Image Search can contribute to a different ethical 



Feminist Use    13

conundrum: sexist and racist results, like hits for pornography in response to 
searches for “Black girls.”23

Gender and race play roles in other fair uses as well. Appropriation artist  
Richard Prince collaged and painted over portraits of Rastafarians by photogra-
pher Patrick Cariou, who spent six years building relationships with Rastafarians 
in Jamaica for his portraiture.24 As part of the same series, Prince collaged and 
painted over photographs of nude women.25 Both sets of subjects consented to the 
original photographs but not Prince’s alterations—and neither the subjects nor 
Cariou saw any part of Prince’s $10 million in sales.26 In Cariou v. Prince, how-
ever, the Second Circuit concluded that Prince’s art was mostly fair use.27 And 
the secretive company Clearview AI curated a cache of billions of internet users’ 
photographs without their awareness to fuel face surveillance technology for law 
enforcement.28 Often, the technology is demographically biased and dispropor-
tionately deployed against people of color, activists, immigrants, and other com-
munities who are unjustly targeted.29 And yet, while a court has not decided the 
issue, a judge could find some forms of face surveillance to constitute fair use.30

“Fair use” can be a misnomer, but the public needs a vocabulary for equitable 
uses that utilize copyrighted works to challenge oppression or promote liberation. 
This chapter suggests one: feminist use.

To function effectively, feminist use cannot be limited to abstract theory. It 
must be a practice. Libraries are already modeling it through the growing library 
practice of controlled digital lending (CDL).31 CDL enables libraries to create 1:1 
print-to-pixel conversion of their collections, empowering libraries to lend digital 
versions of print books in lieu of physical ones, which has significant impacts on 
dismantling oppression and promoting equity.32 CDL, unsurprisingly, also relies 
on fair use. Fair use can be flexible, fact dependent, and fraught. But as empirical 
and qualitative work by Pamela Samuelson, Matthew Sag, and Barton Beebe have 
shown, it can also be reasonably predictable.33 That is why a growing number of 
libraries, librarians, and lawyers have endorsed the idea that CDL is fair use.34 
However, several publishers and some authors vehemently disagree, with the lat-
ter charging that CDL makes earning a living as a writer more difficult; the Internet 
Archive is appealing a recent decision determining that its digital lending program 
is not fair use.35 This chapter does not settle that debate. Instead, it uses CDL to 
illustrate the characteristics of a feminist use.

Feminism is far from the only lens through which to reimagine secondary uses, 
but it offers one powerful way to discuss how such uses disrupt oppressive power 
dynamics. In a prior piece, Defragging Feminist Cyberlaw, I suggest conceptualizing 
cyberlaws and policies, including copyright, using three illustrative (but certainly 
not exhaustive) feminist values: consent, accessibility, and safety.36 This chapter 
uses each value to assess CDL in three parts. Section I explains how copyright  
law is premised on consent—except when it isn’t, including rights to create copies 
that serve the public which predate fair use by a century. In section II, I examine 
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how CDL amplifies the accessibility of copyrighted works, both physically and 
logistically, to improve access to information. And finally, section III explores how 
CDL supports the safety of libraries and patrons by protecting resources neces-
sary for a secure, informed public. Rather than reclassify less-than-feminist uses  
as unfair, this chapter concludes that we should adopt “feminist use” to describe 
uses that are morally defensible, socially desirable, and politically powerful, 
regardless of a legal regime that was not built to be feminist.

C OMPLICATING C ONSENT

Copyright is characterized by its relationship to consent. Without consent, creat-
ing copies and making other uses of copyrighted works represents infringement.37 
Members of the public may seek to license a work for appropriation, but a license 
may generally be denied for almost any reason, including objection to a critical 
reuse.38 The alternative, simply using a copyrighted work without consent, carries 
significant penalties. If someone comes along and infringes a work registered with 
the Copyright Office,39 such as by making and distributing copies or preparing 
derivative works,40 that person may face up to $150,000 in statutory damages per 
infringement.41 Usually.

Fair use is the obvious exception, and the consent-less use of copyrighted works 
has played a central role in libraries’ work for decades.42 It entitles patrons to copy 
information for purposes of teaching, scholarship, or research.43 It empowers 
libraries to host e-reserves of notable volumes.44 And it enables libraries to create 
digital books for patrons with print disabilities, promoting accessibility to infor-
mation.45 However, these feminist uses—all of which were also deemed legally 
fair—would be impossible if libraries were forced to seek consent from copyright 
owners like publishers, who resisted each of these innovations with litigation, lob-
bying, or both.46

Eschewing copyright owners’ consent, however, cuts both ways. It enables fair 
uses that are sexist, racist, voyeuristic, and colonialist in ways that copyright own-
ers would be unlikely to allow. The fix for oppressive fair uses may seem to be 
always requiring copyright owners’ consent for any secondary use. Some authors 
might like that to be the case. But it isn’t. Requiring consent can prevent oppressive 
uses, but it has the collateral effect of threatening the good faith fair use arguments 
underpinning many feminist ones, like CDL.47 Such a radical policy shift would 
prevent uses that are both fair and feminist, like many examples of libraries’ past 
and present work.48

However, the law has long recognized that consent is not always necessary to 
create copies. Nearly a century before Judge Joseph Story developed the framework 
for fair use, eighteenth-century booksellers were frustrated by the newly enacted 
Statute of Anne’s power to extinguish their publishing monopolies, particularly after 
Parliament declined to extend them.49 In response, booksellers brought a series of 
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lawsuits arguing that copyright was a common law right of infinite duration.50 In 
the landmark case of Donaldson v. Beckett, the House of Lords rejected that claim:

Copies of books have existed in all ages, and they have been multiplied; and yet  
an exclusive privilege, or the sole right of one man to multiply copies, was never  
dictated by natural justice in any age or country  .  .  . The common law has ever 
regarded public utility, as the mother of justice and equity. Public utility requires, that  
the productions of the mind should be diffused as wide as possible; and therefore the 
common law could not, upon any principle consistent with itself, abridge the right 
of multiplying copies.51

Donaldson’s bold proclamation recognizing that copyright owners’ consent to  
create copies is not and should not always be required is peppered with caveats and 
exceptions, but the sentiment still animates parts of contemporary copyright pol-
icy. Former Register of Copyright Barbara Ringer, who was one of the lead archi-
tects of the Copyright Act of 1976, championed authors’ rights and also identified 
one of the three goals comprising the public interest in copyright as “provid[ing] 
the widest possible access to information of all kinds.”52 The Act encouraged that 
access by retaining term limitations (albeit extended ones) after which works 
could be used freely without consent and codified fair use, even while limiting 
accessibility in other ways.53 To this day, the Supreme Court, as well as circuit 
courts, routinely address the “public benefit” of copying even though it is not a 
formal fair use factor.54 Whether formulated as public utility, public interest, or 
public benefit, feminist uses like CDL create copies to serve it.

AMPLIFYING AC CESSIBILIT Y

As feminist philosopher and disability advocate Anita Silvers recounted, “women 
with disabilities experience subordination by the dominant culture for being 
members of the class of women, and again by feminist identity theory when it fails 
to adopt a disability perspective in recognizing women.”55 Disabled women, as well 
as other disabled people, often have less access to information.56 As the American 
Association of People with Disabilities and its amici explained in Authors Guild 
v. HathiTrust, a prior case recognizing the legality of creating a digital library for 
disabled people, creating copies to serve disabled patrons “honor[s] the century-
long efforts of people with disabilities to seek equal access to copyrighted works,” 
which can be a challenge because there is “strong empirical evidence that people 
with disabilities are systemically unserved or underserved by copyright holders.”57 
CDL continues these efforts by sharing library resources with disabled patrons, 
who may not be able to use print books or visit physical libraries but can use CDL 
to access high-quality digital knowledge on their own terms.58 By making infor-
mation more easily available than it would be through brick-and-mortar channels, 
CDL counters epistemic injustices effectively.59
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Online lending also functionally extends libraries’ hours so that anyone who 
cannot visit a physical library during business hours—including disabled people, 
as well as working parents or people with eldercare responsibilities, people with 
limited access to public transit, and a world affected by a global pandemic—still 
benefit from libraries’ resources. Digital materials can also improve literacy for 
young readers, debunk dangerous misinformation, and make it easier to access 
resources that promote a candid treatment of sexuality and gender, race and rac-
ism, and religion.60 CDL also makes the histories of marginalized communities 
more broadly available.61

However, materials by and about marginalized people are under threat. In 2021, 
the American Librarian Association identified more than fifteen hundred books tar-
geted for bans, the highest number since the organization began tracking bans two  
decades years ago.62 Not only are more books being banned, but they are being 
banned broadly. From June 2021 to June 2022, school library book bans occurred 
in 138 districts across thirty-two states.63 Students see the problem. “Hiding away 
things that make us uncomfortable doesn’t make them go away,” explained Deeya, 
an Arkansas high school student, “Even if we don’t talk about it, racism, sexual 
assault, genocide, and many other complex issues will still exist. We have to face 
the discomfort to keep it from happening again.”64 By borrowing books with CDL, 
all people can access books digitally that explore these and many other urgent 
issues, even when those books may not be available locally in physical libraries.

SUPPORTING SAFET Y

Women flourish when they can safely access information. When books—whether 
written by women or about gender, sexuality, and reproductive rights—are 
destroyed or censored, the public suffers. Unfortunately, the safety of libraries, 
their collections, and their patrons is under siege, both physically and existentially. 
Physically, library collections are threatened by climate change. That threat inspired 
the creation of CDL. In 2001, Tropical Storm Allison devastated the University of 
Houston Law Library.65 Parts of the library were flooded with at least eight feet  
of water, submerging many law books; mold destroyed much of the remaining col-
lection.66 Law librarian Michelle Wu pioneered a new approach to library resilience: 
CDL.67 The initial idea driving CDL was, in Wu’s words, to “preserve collections 
while respecting copyright law in a world where natural disasters are a growing 
threat.”68 Wu published an article outlining her early vision for CDL,69 and many 
libraries responded by putting her theory into action.70 Libraries began scanning 
physical books and loaning digital versions instead of physical ones, taking steps to 
mirror physical borrowing by ensuring that only one copy was in circulation at a 
time, limiting lending terms, and restricting patrons’ ability to create copies.71

Existentially, libraries’ ability to provide patrons with high-quality infor-
mation is imperiled. Libraries have long been politicized, but that problem is 



Feminist Use    17

reaching new heights as attacks on library programs and patrons rise.72 Conservative  
politicians and school boards ban books about sexuality, race, and gender.73  
Right-wing lawmakers call for book burnings, and several have been held already.74 
And gun-carrying protestors and neo-Nazis threaten drag queen story hours at 
libraries.75 But CDL enables libraries to freely, and fairly frictionlessly, lend books 
that combat oppression without exposing patrons to harassment. While libraries 
will always be powerful physical presences, CDL provides another way to educate 
and empower patrons.76

REIMAGINING THE FU IN FAIR USE

CDL is promising, but it’s not a panacea for knowledge inequality. Digitizing 
books is not free, posing a hurdle to libraries with increasingly scarce resources.77 
Libraries that do engage in CDL may have limited digitized collections or, more 
dangerously, curate ones that promote oppression and misinformation.78 Patrons 
may not have reliable, or any, internet access, putting the benefits of CDL out of 
their reach.79 And publishers and authors who oppose CDL raise a challenge: why 
do libraries have to create their own copies when publishers sell e-books?

Some publishers and authors see every CDL copy as a lost e-book sale; some 
even see each library lend as a missed potential sale.80 However, CDL copies 
and e-books are not interchangeable.81 Libraries do not own e-books—they’re 
licensed.82 E-books can cost more than physical books while being subject to con-
tractual restrictions that limit lending, such as requiring libraries to rebuy e-book 
licenses after lending to a certain number of patrons.83 Publishers and platforms 
can also unilaterally remove e-books from libraries’ collections, as one publisher 
did when it pulled more than thirteen hundred titles from academic libraries or 
another corporation did when it deleted digital versions of 1984 from owners’ 
libraries, both without notice.84 And publishers do not produce e-books for every 
title, including for out-of-print books. CDL allows libraries to curate collections 
that more closely mirror their physical ones than publishers’ digital ones. In that 
sense, CDL magnifies what libraries do best: combatting oppression with access 
to knowledge.

Regardless of whether an appellate court ultimately finds that CDL is fair use, 
that term remains a misnomer. Legally, a use need not be equitable to be fair. A use 
certainly does not need to be feminist, and fair uses often are not. But fair uses can 
still make way for a new FU: feminist use. Take the sexist, racist, voyeuristic, and 
colonialist fair uses introduced earlier. Despite their oppressive effects, each one 
can be invoked to defend the legality of CDL. Losing that legal battle means that 
the public, the supposed beneficiaries of copyright law, will be robbed of an invalu-
able tool for combatting oppression—and the feminist goals of consent, accessi-
bility, and safety will be subverted along with it. By embracing the term “feminist 
use,” we gain a vocabulary for describing and distinguishing uses that are legally 
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tolerated from ones are radically transformative. Not in the copyright sense, but in 
the grand societal one.
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Defending the Right to Repair
Leah Chan Grinvald and Ofer Tur-Sinai

Access to repair information is an essential aspect of an effective right to repair. 
Yet repair manuals that used to be standard with one’s product purchase have 
gradually disappeared, and intentionally so. Manufacturers argue that products 
are too complicated to allow self-repair, citing safety concerns.1 While it is true 
that products have become more complicated in today’s “tethered economy,” safety 
concerns are only part of the reason behind blocking repair. Another reason is 
that funneling repairs to an authorized repairer can mean big business for some 
manufacturers—or may mean converting the consumer’s desire for repair into an 
upgrade purchase of the newer version of the product.

There is another hurdle to accessing repair information: copyright law, 
which provides manufacturers with the ability to claim copyright protection 
over manuals and block access to repair information. In addition, the Digital 
Millennium Copyright Act (“DMCA”), gives manufacturers the legal right to 
block access to their products through software locks (also known as techno-
logical protection measures, or TPMs).2 Under the DMCA, circumventing or 
“hacking” these software locks can be deemed a criminal offense.3 While the 
Copyright Office has recently made hacking for repair purposes exempted from 
liability,4 it is still illegal for those who have hacked the lock to share the infor-
mation under what is known as the anti-trafficking provision, thus limiting the 
universe of those who can access their products for repair purposes to tech-
savvy and entrepreneurial consumers.5

There are various convincing justifications for a broad right to repair. While we 
have previously argued that a right to repair is theoretically compatible with intel-
lectual property protection, this chapter applies feminist legal theory to this issue. 
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Feminism, as a movement to end all forms of oppression, provides further support 
for expanded exemptions to the DMCA. Even with limited exemptions currently 
in place, classism and imperialism are sustained due to an unrealized ability to 
repair through higher cost and burdensome repair, which also results in e-waste 
generated by wealthy countries that flows into poor and developing countries.6 
Empowering consumers to utilize third-party repairers and share repair-related 
information will assist in alleviating these forms of oppression.

REPAIR ,  C OPYRIGHT L AW, AND THE DMCA

The right to repair is having a global moment. Worldwide, the social movement to 
push governmental change to allow independent repair of products ranging from 
the everyday (e.g., smartphones) to the extraordinary (e.g., smart cars) is making 
progress. In the United States, some states have enacted or updated consumer pro-
tection laws that provide certain rights to facilitate repair,7 while the Federal Trade 
Commission (“FTC”) has brought actions against manufacturers who make illegal 
claims that non-authorized repair voids a product’s warranties.8 In Europe, the 
European Commission adopted in 2019 a new set of EcoDesign regulations under 
the framework of the EcoDesign Directive, which included repair-related provi-
sions with respect to ten categories of products.9 And in Australia, the Productivity 
Commission issued a “Right to Repair” report, which made several policy recom-
mendations to enable repair in Australia.10 But despite this progress, challenges to 
implementing a universal right to repair remain.

A thread that runs throughout the challenges to repairing products outside  
of a manufacturer’s authorized network is the lack of access to information. In  
the early days of consumer electronic goods, when one purchased a consumer 
product—for example, a television—a repair manual with the full schematics typi-
cally accompanied the purchase.11 Over time, this repair manual has disappeared 
and increasingly less information on self-repair has been provided. Some manu-
facturers made it virtually impossible to obtain any access to repair information, 
such as Apple in the 2010s.12

Unfortunately, manufacturers have a legal ability to bar access to this informa-
tion through copyright law. Manufacturers routinely claim copyright protection 
in their manuals, where those manuals have escaped their authorized channels 
and have appeared online without their consent.13 Even during the pandemic, a 
website database dedicated to publishing manuals to repair lifesaving medical 
devices received a cease-and-desist letter predicated on the manufacturer’s copy-
right protection.14

Without access to information regarding how to repair one’s product, only 
those consumers who are tech-savvy and entrepreneurial are able to figure it out 
on their own—but copyright law makes even this illegal.15 The Digital Millen-
nium Copyright Act (DMCA) was enacted in 1998 to update and modernize US 
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copyright law in response to the challenges presented by digital technologies and 
the internet.16 The DMCA provides protection for TPMs or digital locks (referred 
to in the DMCA as “a technological measure that effectively controls access to 
a work protected under [Copyright Law]) used by copyright owners to control 
access to their copyrighted works.”17 These locks are used by manufacturers of 
electronic devices to bar access to the product’s software that controls how it func-
tions. Access to this software is often needed to repair the product.18 So even if 
an enterprising do-it-yourselfer (“DIYer”) is able to figure out how to bypass the 
lock (commonly referred to as “hacking”), the DMCA prohibits this and even may 
provide for criminal liability in certain situations.19

Fortunately, the DMCA authorizes the Copyright Office to promulgate excep-
tions based on the recommendations of the Library of Congress.20 These “Section  
1201 Promulgations” are issued by the Copyright Office on a three-year cycle 
and provide exemptions from DMCA liability for various types of activity that 
would otherwise be considered infringing.21 As early as 2018, the Copyright Office 
has included exemptions that recognize that hacking into one’s product for pur-
poses of repairing it is not an infringement of the DMCA.22 But, this exemption 
is only limited to one part of the DMCA’s protection of digital locks—the act of 
circumventing (or hacking) the digital lock.23 The exemption does not extend  
to the anti-trafficking part of the DMCA, which prohibits anyone from distribut-
ing the information related to bypassing the digital lock (referred to in the DMCA 
as “anti-trafficking”). The reason that the Copyright Office has not extended the 
exemption to anti-trafficking is because it is not authorized to do so.24

We have argued in previous work that theories that justify intellectual property 
law also support a right to repair.25 Consider, for example, the utilitarian notion 
of intellectual property rights as a governmental tool to bargain for the develop-
ment and disclosure of socially valuable information.26 The DMCA was enacted 
as an additional form of protection for digital products that were easily copied,  
in keeping with this incentive rationale.27 Anti-circumvention measures allow 
manufacturers to safely release their copyrighted works for consumption because 
the digital locks protect against the copying of copyrighted works that are embed-
ded in a product.28 For example, a digital lock placed on a DVD, a music file, or 
software protects it from being illegally copied.29 But, with most products these 
days controlled by software, such software locks are protecting access to the prod-
ucts themselves—and not just the copyrighted software.30 The Copyright Office 
exemptions are adopted in recognition of this development. Therefore, while dis-
abling the lock is generally a violation of the DMCA, it is not a violation to so 
disable it for purposes of repairing the underlying product.31 The same rationales 
also seem to support extending the DMCA exemption to cover the dissemination 
of repair information (“trafficking”).

In this contribution, the authors highlight another theoretical frame that pro-
vides support for a right to repair: feminism. As conceptualized by scholar Amanda 
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Levendowski (relying on bell hooks’ definition of feminism), “intersectional  
feminism” extends the feminist movement to all parts of society, seeking to end 
multiple forms of oppression.32 Professor Levendowski’s conceptualization of “fem-
inist fair uses” of copyrighted works promotes accessibility of information, one of 
the ways women have long utilized to end their oppression.33 The authors argue 
that intersectional feminism, with its goal of ending all forms of oppression, also 
provides strong support for measures that would end forms of oppression that are 
furthered through preventing self or independent repair of one’s products, includ-
ing an expansion of the DMCA exemption.34 Among other things, the inability to 
repair products has led to pileups of discarded electronic products in developing 
countries, such as Brazil, Ghana, Mexico, and Nigeria.35 This has created a form of 
imperialistic oppression, since North America and Europe are the countries from 
which this electronic waste (e-waste) originates.36 Providing greater accessibility 
to repair would assist in alleviating this oppression. In addition, the inability to 
repair products leads to the continuation of classism—that is, only the wealthy are 
able to afford to upgrade their products when they break, whereas the poor must 
muddle on with products that are semi-functioning.37 Greater ability to access low 
cost alternatives to repair would assist in fighting back against this classism. Ulti-
mately, this chapter argues that a “feminist right to repair” would provide further 
support for expanding the repair exemptions to allow for third party repair and 
the distribution of repair-related information.

OPPRESSION THROUGH LIMITING AC CESS  
TO INFORMATION

There are many strands and movements within feminism, but a connecting thread 
is the fight against the oppression of women in society, albeit white, privileged 
women.38 It was in the 1980s with the writings of bell hooks that the scope of femi-
nism was expanded to be defined as “a movement to end sexism, sexist exploita-
tion, and oppression.”39 And, in recognizing that racism, classism, and imperialism 
were other forms of oppression, includes these within her definition of feminism.40 
Further, “intersectionality feminism” brings these strands together to recognize 
that oppressed people can experience various forms of inequality and oppression 
at the same time—and differently—from one another.41

hooks defines oppression as “the absence of choices.”42 Given this, one way 
to end oppression is to be able to provide choices to the oppressed—or access. 
Access, or “the ability to enter” or the “freedom or ability to obtain or make use 
of something” can be to resources (like money), information, or knowledge more 
generally (i.e., education).43 As Professor Levendowski points out in her chapter, 
Feminist Use, access to free information was recognized early on by feminist move-
ments.44 Women’s associations were the ones to establish close to three-quarters of 
the early American public lending libraries.45



Defending the Right to Repair    29

In the modern age, copyright owners are gatekeepers to knowledge and infor-
mation, such as books, magazines, news articles, documentaries, and on and on, 
and they want to be paid for such information. This is the “bargain” of copyright 
that was mentioned earlier, but at the same time, can be seen as the tool of oppres-
sion.46 Where copyright owners believe they have been shortchanged, they can 
bring a lawsuit (or even just threaten to bring one, which is often just as good).47 
This was seen, for example, in Kirtsaeng v. John Wiley & Sons, Inc., where the copy-
right owner brought a lawsuit against a graduate student who imported textbooks 
that had been lawfully sold in his homeland of Thailand.48 The enterprising gradu-
ate student took advantage of the price difference between the cost of the text-
books in Thailand and in the United States, reselling them in the United States to 
make a profit. The copyright owner believed that it should have been their profit  
to make and not the student’s.49

In the digital age, copyright owners continue their gatekeeping function 
through the use of digital locks (often referred to as technical protection mea-
sures or “TPMs”) and are aided by Section 1201 of the DMCA in keeping control 
over access to information.50 This includes information related to repair, such as 
repair manuals, schematics, as well as the information to bypass the digital locks 
that secure access to the underlying products. Manufacturers claim copyright 
protection in this information and are not shy in enforcing them, even during a 
pandemic.51 In allowing copyright owners to maintain control over repair-related 
information, the DMCA supports the oppression of those who live in poverty 
(classism) and in developing countries (imperialism).

Classism. The definition of classism, is “the systemic oppression of the lower 
class and middle class to the advantage of the upper class.”52 A lack of access to 
repair information sustains classism because only the wealthy can afford to rou-
tinely purchase new products when theirs break. Combined with some manufac-
turers’ “planned obsolescence” programs, some products are designed to break 
down sooner than others.53 For example, Apple has published the lifecycle expec-
tancies of its iPhones, which is approximately three years.54

Even where a consumer (wealthy or not) wishes to have their product repaired 
instead of purchasing a new one, there are barriers that make it burdensome, 
even aside from a lack of information needed for self-repair. Some manufacturers 
require that some repairs be undertaken only by them, which adds additional bur-
dens or makes repairs impossible.55 Authorized repairers are often more expen-
sive than independent repairers, as well as less conveniently located.56 And end 
user license agreements accompanying software embedded in many products 
can restrict repairs to authorized repairers.57 During the FTC’s workshop held on 
repair restrictions, Vermont State Senator Christopher Pearson testified that he 
was told by Apple to mail in his iPhone when the camera broke because, “accord-
ing to Apple, nobody in Vermont could fix it.”58 This meant that he could not fix his  
phone because he was using his phone to run his business and a week without  
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his phone was a “nonstarter.”59 In all, making it more difficult to repair products 
has the effect of sustaining the oppression of those with fewer resources.

Imperialism. The combination of planned obsolescence and lack of repair 
means that electronic waste (referred to as “e-waste”) is being generated at an 
increasing rate, from an average of 0.6 million tons per year (from 2018 to 2021) 
to over an estimated average of 2 million tons per year after 2021.60 While this is a 
global problem, when one examines the flow of e-waste, it can be seen as a form of 
modern-day imperialism. The countries that generate the most amount of e-waste 
are located in North America, Western Europe, and Australia, whereas the coun-
tries that receive the most amount of e-waste for disposal are Mexico, Brazil, India, 
and China.61 This seems to embody the definition of imperialism, which is the 
practice “of extending the power and dominion of a nation . . . by gaining indirect 
control over the political or economic life of other areas.”62

E-waste is extremely harmful in many aspects. Over 80 percent of e-waste is 
not collected for recycling.63 And even where e-waste is recycled, recycling of some 
types of e-waste is dangerous, with e-waste containing hazardous chemicals.64 In 
places where the recycling consists of burning the plastic material around the elec-
tronic good in order to obtain the valuable metal inside of them, such processes 
expose the workers and their community around them to a multitude of toxic 
substances.65 More troubling is that in some countries, women and children make 
up to 30 percent of those employed in these types of recycling facilities, which 
have long-term consequences.66 These have included “thyroid function, repro-
ductive health, lung function, growth, and changes to cell functioning.”67 In addi-
tion, one systematic review of a number of global studies of e-waste and health  
outcomes found that “[p]eople living in e-waste recycling towns or working  
in e-waste recycling had evidence of greater DNA damage than did those living in 
control towns.”68 This means that the damage done by e-waste will last long beyond 
the current generation of those living and working in these areas. Developed and 
wealthy countries are oppressing developing countries through their e-waste,  
and even if all e-waste shipments were to stop tomorrow, the half-life of these toxic 
substances would still be felt in generations to come.

TOWARD A FEMINIST RIGHT TO REPAIR

The values underpinning the right to repair movement are feminist values. Repair-
related information is power, and access to this information can assist in limiting 
the classist and imperialistic oppression that the lack of such information sus-
tains.69 A feminist right to repair provides support for expanding the exemptions 
provided under Section 1201 of the DMCA to third-party repair and in allowing 
the distribution of repair information and devices. The question remains, though, 
as to how these additional exemptions can be obtained, as well as how manufac-
turers can be compelled to release repair information.
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The right to repair movement in the United States has been working to pass 
state-based legislation that would assist with the latter part.70 In 2022, the move-
ment saw some success, with New York State being the first to pass a right-to-
repair law covering digital consumer products.71 But the law was narrowed upon 
the governor’s signing. For example, while the law requires manufacturers to make 
available repair information to independent repairers, it only requires it if manu-
facturers already make such information available to their network of authorized 
repairers.72 Also in 2022, Colorado passed a right to repair law focused solely on 
wheelchairs.73 Even though these two laws are somewhat more narrow than was 
advocated, it is still seen as a step in the right direction by some repair advocates.74 
Continued advocacy and lobbying persists in other states to attempt passage of 
similar, or even broader, legislation.75

Additionally, efforts are underway to pass repair legislation at the federal level. 
During the 2021–2022 session,76 pro-repair bills were introduced in both the House 
and Senate, but none of the bills moved beyond being assigned to committees.77 
In addition, the “Freedom to Repair Act of 2022” was introduced in the House 
and would have amended Section 1201 of the DMCA to permanently exempt from 
Section 1201 repair-related circumvention and trafficking.78 This, too, did not make 
it beyond being assigned to the House Judiciary Committee, despite advocacy to 
call for a hearing.79 With the 118th Congressional Session beginning in January 
2023, repair bills will need to be reintroduced. To date, H.R. 906 is the first bill 
introduced related to repair, but focuses on automobiles.80

More promising, though, is that self-regulation within the industry appears 
to be closer for electronic products. If companies would voluntarily allow con-
sumers and independent repairers to have access to repair information and share 
it freely, it could mean that neither state nor federal legislation is needed in the 
short term.81 There are signs that manufacturers themselves are looking into repair 
options for their products. For example, Google and Samsung have begun to sell 
some of their phone components on a repair platform, iFixit.82 Apple began a self-
repair service in 2022,83 although the initial roll out has not gone smoothly.84 Both 
the cost and complexity of the tools and parts needed led to some headlines such 
as “Apple Shipped Me a 79-Pound iPhone Repair Kit to Fix a 1.1 Ounce Battery.”85 
The sub-headline to this article was “I’m starting to think Apple doesn’t want us to 
repair them.”86 These articles were released in the early rollout days of the program, 
and it will likely take time to make self-repair more accessible, but as with the New 
York State and Colorado legislation, it is a step in the right direction.

Another promising sign is that other technology companies have started 
studying the issue, with Microsoft bowing to shareholder pressure in 2021 to 
complete an internal study by 2022 on how to better provide access to repair 
parts and information.87 Microsoft released the report in May 2022, which con-
cluded that “all forms of repair offer significant greenhouse gas (GHG) emis-
sion and waste reduction benefits.”88 In releasing the report, it was reported that 
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“Microsoft will continue to use these findings to expand the availability of certain 
parts and repair documentation beyond Microsoft’s Authorized Service Provider 
(ASP) network, as the company has recently begun, and initiate new mechanisms 
to enable and facilitate local repair options for consumers. . . .”89 Like with Google 
and Samsung, Microsoft has been selling some of its parts for the Surface device 
on iFixit.90 However, relying on corporate benevolence to grant consumers the 
right to repair their own devices means that consumers must trust that the same 
corporations that prevented access to information previously will not, once again, 
change their minds.

C ONCLUSION

These efforts underscore that consumers, as well as politicians and corporations, 
are advocating for a right to repair.91 The momentum appears to be heading in the 
direction of allowing consumers to have the information to either effectively self-
repair or choose to utilize an independent repairer.

The Section 1201 DMCA repair-related exemptions as promulgated by the 
Copyright Office in 2021 have paved the path for self-repair.92 But even with these 
limited exemptions currently in place, anti-feminist oppression, in the forms of 
classism and imperialism, are sustained due to an unrealized ability to repair 
through higher cost and burdensome repair, as well as the e-waste generated by 
wealthy countries that flows into poor and developing countries. A feminist right 
to repair recognizes how the movement aligns with feminist values and empowers 
consumers to combat these forms of oppression by being able to utilize third-party 
retailers and sharing repair information publicly.
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Patents and the Gendered View  
of Computer Programming  
as Drudgery or Innovation

Nina Srejovic

Women were the original computer programmers. Women programmed the 
ENIAC, the first programmable, electronic, general purpose computer. Women 
implemented the design to convert that computer into the first stored program 
computer. And a woman wrote the first compiler program. Despite these many 
programming firsts, the patent often recognized as the first patent for a computer 
program, or “software,” was granted to a man. While many argue that the waters 
surrounding the patentability of computer programs are murky even today, the 
history of computer programming and patents makes clear that judgments about 
what activity results in patentable subject matter is tied to gendered values society 
places on different types of work. When women were doing the work, program-
ming was viewed as drudgery, merely the use of a machine, not the innovation 
or creation of technology that the patent system is designed to reward. As com-
puter programming was professionalized and masculinized, that assessment was 
reversed, suggesting that at least in the history computer programming, to a large 
extent gender has determined who gets to invent.

Fundamentally, patents grant an economic right: the right to exclude others 
from making, using, or selling your invention for the term of the patent. If those 
rights are violated, patent holders are entitled to monetary damages. But patents 
are important for other reasons. Patents are used to measure the innovation taking 
place in society. To many they represent ingenuity, creativity, autonomy. Patent 
holders list their patents on resumes. In computer programming as in any other 
industry involving patentable technology, patents influence hiring, determine 
pay, and impact promotions.1 Indeed, patent counts have been used as a proxy for 
“meaningful participation” in the computing field.2

Patents and Gendered View of Programming
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On the law’s surface, society’s reliance on patents to measure and reward  
innovation should present no problem for women because patent law appears to be 
gender neutral. The patent statute lays out the requirements for a patent. New and 
useful processes, machines, manufactures, or compositions of matter, as well as any 
new and useful improvements are inventions entitled to recognition and exclusive 
rights.3 In contrast to these requirements on the subject matter of an invention, pat-
ent law has minimal limitations on who can invent. An inventor is simply an “indi-
vidual” who invents.4 There are no other qualifications. The Federal Circuit Court 
of Appeals, the federal court that hears all patent appeals, recently decided that an 
inventor must be human, but that is an undeniably low bar.5 So, if the system works 
according to the text of the law, whether the subject matter of any particular activity 
is judged to be an “invention” and worthy of a patent should depend on the subject 
matter that the activity produces not on who performed the activity.

However, the parallel histories of the computer programming profession and 
patents demonstrate that patent law is far from agnostic with respect to the gen-
der of those who engage in inventive activity. The subject matter of patents both 
reflects and perpetuates society’s judgments about the nature and the relative value 
of the work that women do. In the early days of computing, women were recruited 
to program computers because they were considered careful and detail oriented, 
excelling at repetitive and mundane tasks. Women used technology to make their 
chores easier. Men, on the other hand, were given the opportunity to develop the 
hardware of computer systems. Men were considered innovators. Men created 
technology. Men did the work that patents exist to reward and incentivize. The 
patent system both perpetuated and reflected those faulty assumptions. This chap-
ter takes advantage of the unique history of computer programming as an activity 
in which the primary gender of its participants shifted at an identifiable moment 
from almost exclusively women to largely men. Examining this history in parallel 
with the history of patenting activity sheds light on how patents reflect and per-
petuate society’s gendered views of activity as drudgery or innovation. Given the 
power of patents in the economy and society in general, those working in the pat-
ent system should be educated to recognize gendered views of inventive activity, or 
alternatively patents must be replaced by better measures of innovation in society.

THE HISTORY OF GENDER IDENTIT Y  
IN C OMPUTER PRO GR AMMING

Unlike the current composition of the programming workforce, the majority of 
computer programmers in the early days of computers were women. The Elec-
tronic Numerical Integrator and Computer (ENIAC), developed during World 
War II to solve the mathematical equations necessary to determine the ballistics 
trajectories, is widely recognized as the first programmable, electronic, general 
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purpose computer. The original programmers of the ENIAC were all women—Kay  
McNulty, Betty Jennings, Betty Snyder, Marlyn Meltzer, Fran Bilas, and Ruth 
Lichterman. They derived the programs based on block diagrams constructed 
by another woman, Adele Goldstine.6 Indeed, according to Herman Goldstine, 
a senior member of the ENIAC team and Adele’s husband, Adele (and, of course, 
himself) were the “only persons who really had a completely detailed knowledge 
of how to program the ENIAC.”7

At the time, women were the obvious choice to program the ENIAC. Before the 
ENIAC was developed, women manually calculated ballistics trajectories, which 
was the task the ENIAC was initially designed to perform. These women “comput-
ers”8 already used much simpler machines, such as slide rules and basic calculating 
machines,9 to perform what was viewed as their rote, dull, and low status job.10 
They were now just provided a much superior machine in the ENIAC to help them 
perform the same function.

At the time that women were working to program the ENIAC computer,  
their government job rating was SP, meaning “subprofessional.”11 They were ini-
tially prohibited from entering the ENIAC room because of security concerns, 
forcing them to learn the machine from wiring diagrams. The account of Herman  
Goldstine of the history of the ENIAC demonstrates how the contributions of 
women in the development of the ENIAC were discounted. Goldstine writes, 
“Holberton [the man in charge of the six women programmers of the ENIAC] and 
his group had been assigned the responsibility . . . of becoming the programming 
staff. . . . They were trained largely by my wife, with some help by me.”12 Holberton’s 
“group” was composed of women, here unnamed. During the first public demon-
stration of the ENIAC, the women programmers were not acknowledged at all.

Other women followed the path of those original ENIAC programmers. Klara 
von Neumann and Adele Goldstine worked together to convert the ENIAC into 
the first stored program computer. The first stored programs run on the ENIAC, 
complex calculations called Monte Carlo simulations tracing the paths of neu-
trons through an atomic bomb, were written by a woman and run by Klara von 
Neumann. Klara Dan was the primary programmer of the Mathematical Ana-
lyzer, Numerical Integrator, and Computer (MANIAC I), a computer in the 1950s  
initially designed to perform calculations of the thermonuclear process at Los  
Alamos National Laboratory. In 1952, Mary Tsingou programmed the first experi-
ment conducted entirely on a computer on the MANIAC.13

After the war, Grace Hopper joined the Eckert-Mauchly Computer Corpora-
tion and in 1953 wrote the first compiler, written for the COBOL language. Female 
computer programmers were vital to the computer language development taking 
place in the 1950s at Bell Labs. Dolores C. Leagus codeveloped the L1 language, 
and Ruth A. Weiss codeveloped the L2 language. The two languages were used  
on more the half the IBM computers doing scientific and engineering work in the 
late 1950s.14
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Women were not just co-participants with men in developing computer  
programs. In the days of the ENIAC computer programmers and into the 1950s, 
there was a clear gender-based line between software developers and hardware 
developers. As John Knox has observed, when women were doing the program-
ming, the men thought “it was sexier to be around the hardware than software. . . . 
No one cared about software; it was ‘women’s work’ in a way, even though nothing 
would have worked without the software.”15 Even some women believed program-
ming was women’s work. In Janet Abbate’s interviews of early female computer 
innovators, Elsie Shutt, who was hired by Raytheon in 1953 noted, “it really amazed 
me that these [men] were programmers, because I thought it was women’s work!”16

In the postwar years, the demand for computer programmers increased rapidly 
as computer manufacturers turned their attention to the commercial market. Ini-
tially, both women and men were recruited as programmers. Job titles varied from 
computing engineer to numerical analyst, data processing specialist, computer, 
or programmer.17 Recruiters used college degrees, aptitude tests, and experience 
in other occupations, such as mathematics, engineering, and business as proxy 
measures for programming skill, each with differing effects on women’s oppor-
tunities in the field.18 Some companies and universities affirmatively recruited 
women by equating the skills necessary for programming to the skills necessary 
for embroidery or knitting. According to an article in the Guardian, programming 
required “patience and tenacity, and a common-sense sort of logic. Much of the 
work is tedious, requiring great attention to detail, and this is where women usu-
ally score.”19 But the questions remained, “was computer programming a job for 
highly skilled scientists, or for clerical workers like secretaries and typists?”20

Despite these recruiting efforts, by the late 1960s, discussions about the future 
of the computing industry were dominated by warnings about the shortage of 
programmer labor. As more corporate or academically oriented men entered the 
profession, they “worked to establish professional societies, publish academic 
journals, develop credentialing programs, and lobby employers and govern-
ments for recognition and legitimacy.”21 As late as 1966, computer facilities were 
funded as tools in other scientific disciplines rather than as research in computing 
itself.22 By 1967, the Office for Computing Activities was established at the National  
Science Foundation, and in 1968, funding for the OCA was increased by 73 per-
cent.23 The 1969 report proclaimed “the emergence of computer science as an  
academic discipline.”24

Nathan Ensmenger has argued that as part of the professionalization of com-
puter programming in the 1960s, computer programming was made masculine 
as a way to pursue status and autonomy by male programmers.25 Male academics 
successfully transformed computer programming, previously viewed as routine 
and mechanical, into a “highly valued, well-paying, and professionally respectable 
discipline.”26 Mar Hicks has made a similar case for the masculinization of com-
puter programming work in Britain in the 1960s.27 “As computer programmers 
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constructed a professional identity for themselves during the crucial decades of 
the 1950s and 1960s . . . they also constructed a gender identity.”28 The term “soft-
ware engineering” was adopted in the late 1960s in order to associate program-
ming with a highly masculine occupation. Predictably, the identity of computer 
programmers became more masculine.29

During this time, women were not only replaced by men as programmers. They 
were also replaceable by computers. Physical computers, which were designed 
to replace female “computers,” were now explicitly marketed as a substitute for 
women’s work and without the distractions that women presented in the work-
place. A series of ads by Recognition Equipment Incorporated in the 1960s pro-
claimed, “Our optical reader can do anything your keypunch operators do. (Well, 
almost.)”30 Each ad then recited a presumably annoying skill of female keypunch 
operators that the optical reader lacked, such as taking maternity leave, suffering 
from morning sickness, getting mad and making silly mistakes, pouting for days 
or crying, or being a social butterfly.31

WOMEN AS SIDELINED INNOVATORS  
AND EXCLUDED INVENTORS

In interviews conducted by Janet Abbate for her book Recoding Gender32  
and, more recently, by Kathryn Kleiman,33 the story of early women computer 
programmers is starting to see the light of day. However, a search of the patent 
records for the names of these women programming pioneers reveals a puzzling 
fact: none of them have a patent to her name to recognize her contributions. The 
patent often recognized as the first patent for a computer program was granted in 
1968 to a man.34 Over the last thirty years, the number of patents granted yearly to 
inventors working in computer software ranged from thirty thousand to over two 
hundred thousand.35 Why were those women innovators not similarly recognized 
as inventors?

It wasn’t because patenting considerations were absent from the programmers’ 
working environment. John Presper Eckert and John W. Mauchly, who have been 
credited with inventing the ENIAC, applied for a patent for a numerical integrator 
and computer in 1947.36 After the patent was finally granted in 1964,37 Sperry Rand 
Univac, the assignee of the patent, charged a 1.5 percent royalty on every electronic 
computer sold in the United States.38 Several people resigned from the ENIAC 
project due to disputes over patent rights.39

Rather, the inventing was deemed complete once the computer hardware was 
developed. As John Eckert was quoted claiming, “[John] Mauchly and I achieved a 
complete workable computer system.”40 No mention was made of the software and 
the many women who developed it.

In those early days of computing, a clear line divided attitudes about the devel-
opment of computer hardware versus the development of computer software. The 
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development of hardware was considered inventive enough to warrant a patent, 
while computer programming, or the development of software, was not. It’s possi-
ble that this difference in perception was due to the different activities themselves. 
Perhaps it was easier to conceive of a machine rather than a series of steps as an 
invention. But the history of computer programming shows that the gender of the 
people doing the work also influenced that assessment.

When computer programmers were principally women, they were not per-
ceived as inventors. The women who were programming the ENIAC were simply 
continuing the task of calculating trajectories, now with the technology made pos-
sible by the innovation of brilliant men. Photos of the women “programming” the 
ENIAC depict them standing in front of hundreds of cables resembling an old-
time telephone switchboard, programming the computer by plugging and unplug-
ging the cables to alter its functionality.41 The similarity of the ENIAC’s wires and 
plugs to a telephone switchboard may have made the programmers seem like 
familiar women telephone operators. Even authors of current feminist retellings 
of computer history refer to the early programmers of ENIAC as “operators” of 
the machine.42 Despite the incredible innovation that was required to develop the 
logic behind the steps of the calculations and devise ways to program, use, and 
debug it, the women programmers appeared to be merely operating the “switch-
board” of the ENIAC.

Later, as the makeup of computer programmers became more masculine, 
computer programming took on a different gloss. As described earlier, computer 
programmers became software engineers tasked with creating rather than merely 
operating. In addition, the United States Department of Justice began an investi-
gation into whether IBM was committing antitrust violations by selling hardware 
and software as a “bundled” single product. In 1969, in an attempt to foreclose an  
antitrust lawsuit against it, IBM announced that it would unbundle software from 
hardware thus creating a market for computer programs separate from the com-
puter hardware in which they were incorporated. Lawyers and their clients pur-
sued patent protection for computer programs in order to protect their value in 
the marketplace.

Patent law in the context of computers reflected earlier notions about the pri-
macy of hardware. In the mid-1960s, the Patent Office’s guidelines were largely 
interpreted to exclude computer programs from patentable subject matter because 
they were either “abstract concepts” or “mental processes.” Only when programs 
were viewed as closely tied to a machine were courts willing to see them as pat-
entable subject matter. In 1969, the US Court of Customs and Patent Appeals, 
which preceded the Federal Circuit, held that a specialized computer created by 
programming a general purpose computer was patentable but the computer pro-
gram itself was not.43 In response, patents seeking protection for the substance of 
a computer program were carefully crafted to claim the invention of a machine (in 
practice, a physical computer together with software) that carried out a particular 
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process. In Gottschalk v. Benson, the first Supreme Court case addressing the  
patentability of computer programs, the justices focused on whether the program 
was part of the machine. In oral argument, they repeatedly asked whether the 
programmed computer was the same or a different machine from the computer 
before it was programmed.44 They challenged the assertion that the computer pro-
gram for which the respondent claimed patent rights should be considered part 
of the physical computer. Ultimately, the Court sided with the government, which 
argued that the program was completely separate from the computer, and invali-
dated the patent. Subsequent Supreme Court cases have been interpreted as either 
expanding or contracting the patentability of computer programs, but in order to 
increase the likelihood that their patents will be upheld by a court, patent attorneys 
today still include some hardware component when writing patents that cover  
computer programs.

Courts interpreting patent law in the context of computers singled out “technol-
ogy” as deserving of patent protection. In Application of Musgrave, a case decided 
in 1970, the US Court of Customs and Patent Appeals considered whether a pro-
cess is subject matter that can be patented and decided that a sequence of steps was 
the appropriate subject matter for a patent as long as “it be in the technological 
arts.”45 Scholars have also argued that patentable inventions should be limited to 
those that “involve technological contributions” to guard against “render[ing] all 
human endeavors subject to patenting.”46

Patent law’s requirement that inventive activity must relate to the machine or 
“technology” made patent lawyers, scholars, and judges party to the agenda of 
those who sought to professionalize computer programming in the ’60s and ’70s. 
Rather than being viewed as simply the use of a machine, programming had to 
be part of the machine. Only then would it be viewed as creative and innovative 
(as well as a respected profession). As they argued for the patentability of com-
puter programs, they reinforced the idea that only constructing something that 
was a part of the machine was inventive. If the machine, or “hardware,” is the 
important contribution, then to be patentable, programming must be a part of that 
machine. A program, they argued, in its “soft form” was nothing less than instant 
hardware.47 Those seeking patents for computer programs also argued that those 
programs related to “technology,” making them more likely to be viewed as the 
innovation that society values enough to reward with a patent.

Participants in the patent system were quite successful in arguing that com-
puter programming should cross the threshold into machinery, technology, and 
invention. But when that happened, women were left standing at the door. In 
asserting that computer programming is part of the machine and related to “tech-
nology,” participants in the patent system reinforced arguments made by the Asso-
ciation for Computing Machinery (ACM) and other professional organizations 
and university departments who advocated for treating computer programming as 
a more technical, and more masculine, occupation. As the perception of computer 
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programming shifted from simply using or operating the machinery of the com-
puter to inventing technology, it was no longer women’s work.

C OMPENSATING FOR GENDERED ASSESSMENT S  
OF INNOVATION

Starting in the 1960s, “the problems associated with exploiting fully the potenti-
alities of present and projected computers” were now “difficult and intellectually  
challenging.”48 The solutions were innovative and creative. They were inventions, 
and the inventors were male. A 2019 report by the United States Patent and Trade-
mark Office, which provided information inferred from the assumed gender of 
inventors’ names, found that the percentage of patents by either an individual 
woman inventor or a team of all-women inventors was about 4 percent and has 
shown little growth since 1976.49 A 2012 study found that only 1.9 percent of infor-
mation technology patents listed a woman as sole inventor.50

Suggested causes range from the lack of women in senior positions to the par-
ticular scientific occupations women pursue to a lack of resources to access the 
patent system.51 But the history of computer programming and patents suggests 
that there is another explanation behind the dearth of patents granted to women 
in information technology—something an individual inventor can do very little 
to counteract. Activities performed by women were seen as less innovative and 
less related to technology and therefore less deserving of patent protection. In 
addition, patents were only granted to computer programmers once an economic 
market existed for computer programming. But, as soon as that market was estab-
lished, women were forced out. Rather than an accurate measure of innovation, 
patents were part of the system that rewarded the participants, now mostly men, 
in that market. If the history of computing is representative, these current day 
patent statistics hide the rich history of women’s contributions to innovation, and 
invoking patents to measure innovation continues to devalue women’s innovation.

Computer programming provides a unique case study to examine these atti-
tudes as a single technological field in which patenting once languished when 
it was predominantly female and later boomed when it became predominantly 
male. The history of patents and computer programs challenges the notion that the 
innovative activities of women determine the number of patents they are granted. 
Efforts to address the gender imbalance in patenting, including the recommenda-
tions of the Success Act Report written by the Patent Office focus on resources to 
assist women in accessing the patent system to increase gender diversity in inno-
vation. Is this the right tactic? Perhaps rather than focusing on levers to increase 
the likelihood that women will do more to increase patent activity: do more to 
educate themselves about the patent system, do more to utilize pro bono services 
to file patent applications, do more innovating; we should be educating men at the 
Patent Office about women’s abilities.
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Or should we decouple perceptions of innovation from patenting entirely? If 
patent protection depends in part on the gender of the person doing the work, are 
patents even the right tool to measure innovation? Patents are not gender neutral 
instruments but rather reflect the value that society places—or doesn’t place—on 
women’s work. If women do not obtain patents, their contributions are not recog-
nized.52 While it is important to advocate for space and opportunity for women 
within the current organizational structure of knowledge production and owner-
ship, a critical evaluation of those structures through a feminist lens shows that 
rather than measuring innovation, the patent system more accurately measures 
the value our society places on certain activity—with sexist results.

The view of women’s work as less valuable continues today even among different 
types of computer programming. Women have made some headway in participa-
tion in front end programming, but salary in that area tends to be lower than other 
areas of computer programming.53 A wage discrimination suit against Google, 
LLC, alleges that female “Program Managers” are paid less than male “Technical 
Program Managers” despite performing equal work,54 and that women are chan-
neled into lower paying roles in the Operations family rather than higher paying 
roles in the Engineering family.55 The situation of women of color, particularly 
non-Asian women, is even worse. Google’s recent diversity report acknowledges 
that gains in women’s representation in its workforce have largely been driven by 
increases in the representation of White and Asian women,56 and Black women 
represent only 2.3 percent of Google’s workforce in 2022.57 This recent data makes 
clear that at least one legacy of the ENIAC programmers lives on. As Miriam Pos-
ner, professor of computer science, put it, the industry simply regards anything 
being done by a woman as easy.58
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Oppressive and Empowering 
#Tagmarks
Alexandra J. Roberts

#SayHerName is a hashtag social movement that works to amplify the names 
and narratives of Black women killed by police and to raise awareness about how 
state violence intersects with race and gender. Kimberlé Crenshaw, cofounder 
and executive director of the African American Policy Forum (AAPF), is credited 
with founding the movement1 following the police killing of Michelle Cusseaux 
in 2014.2 The following year, AAPF hosted “#SayHerName: A Vigil in Memory 
of Black Women and Girls Killed by the Police” and released a report that out-
lined the movement’s objectives.3 Since then, and especially following the death 
of Sandra Bland in police custody, the hashtag has taken off on social media. The 
AAPF applied to register #SayHerName as a trademark for charitable services and 
promoting awareness in 2016, but the US Patent and Trademark Office (USPTO) 
issued an office action refusing registration because it deemed the mark an infor-
mational slogan incapable of functioning as a source indicator. Citing copious 
online evidence, the examining attorney asserted that “because consumers are 
accustomed to seeing this slogan commonly used in everyday speech by many 
different sources . .  . the public would not perceive the slogan #SAYHERNAME 
as source-identifying matter that identifies applicant as the source of the ser-
vices but rather as an expression of support for anti-violence advocates and civil  
rights groups.”

Meanwhile, media consultant Jade Bryan, who says she created the #DeafTalent 
hashtag used to highlight Deaf and hard of hearing members of the entertainment 
community and protest the casting of hearing actors in deaf character roles, suc-
cessfully registered “#DeafTalent” as a trademark for entertainment and education 
services. She now tries to prohibit others from using the phrase; her website claims 
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that every use of the hashtag requires a license, and she has messaged members  
of the deaf community to demand they cease use.4 Bryan also succeeded in getting 
the UK advocacy group Deaf Talent Collective, which helped many Deaf actors of 
color earn roles in mainstream film and television productions, suspended from 
Twitter over a trademark complaint.5

The technical trademark analysis arguably does not come down on either 
AAPF’s side or Bryan’s. While Crenshaw and AAPF played a key role in making 
the #SayHerName hashtag go viral, its very virality prevented it from doing what 
a trademark must do—indicate to consumers that goods or services come from 
one specific source. And the uses to which Bryan objects are mostly expressive, 
non-trademark displays of the phrases, making them legally permissible under 
fair use doctrine. Even commercial uses of marks similar to registered marks can 
coexist with those registered marks if they don’t create confusion, which is more 
likely when both incorporate descriptive phrases like “Deaf talent.” Nonetheless, 
it’s easy to understand AAPF’s and Bryan’s actions. Bryan secured a registration for 
a hashtag she adopted, and that registration purports to provide exclusive property 
rights. AAPF sought to do the same for a hashtag it created and made popular, and 
in connection with which it provides educational and charitable services. Trade-
mark law is widely acknowledged to be weighted in favor of corporate interests 
and against individuals and somewhat less widely acknowledged to be more acces-
sible to wealthy white producers than to people of color.

Because of that imbalance, a movement is currently afoot to educate artists, 
entrepreneurs, activists, and online content creators, particularly those who are 
members of marginalized groups, about their rights and to help them avail them-
selves of intellectual property protection. But when members of those groups do 
apply for trademark registrations or assert common law trademark rights, particu-
larly those based on hashtag social movements and other online uses, they often 
find their applications refused or their attempts to stop others’ uses deemed over-
enforcement.6 Populations that are underrepresented among trademark owners 
need a clear understanding of what trademark law protects—one that equips them 
to invest their time and effort building something that they can legally safeguard 
and effectively enforce. Improving access to information via agency websites and 
other government resources can help level the playing field. Improving access to 
competent legal representation, including through law school clinics and oppor-
tunities for pro bono advice and representation, is also crucial. And trademark 
lawyers should work to educate themselves about their clients’ artistic, political, or 
entrepreneurial work and address their own biases or gaps in cultural knowledge 
to ensure effective advocacy.7 When resources are free or low-cost, easy to find, 
and designed for laypeople, members of groups that have traditionally been disen-
franchised under intellectual property laws can access the information and protec-
tion necessary to formalize and exploit their rights in service of their commercial 
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efforts. And they can enforce those rights in ways that do not use trademark law to 
silence the speech of other artists, activists, and creators.

A trademark is any device used in connection with goods or services that  
indicates their source. It can be a word, name, symbol, slogan, or even a scent or 
shape. It tells consumers who stands behind products or signals that those prod-
ucts come from only one producer. Some categories of marks, such as coined terms 
or those that don’t describe any aspect of the goods or services, can be protected 
immediately upon use; others, such as marks that describe where the product is 
made or what it’s for or marks that comprise the design of a product, are only 
protectable upon a showing that they have come to serve as source indicators in 
the eyes of consumers. In the United States, trademark rights are based on use 
in commerce and distinctiveness: owners can apply to register matter as a trade-
mark to formalize their federal rights, but registration is not required for rights to 
accrue, so no single comprehensive list of all enforceable trademarks exists. The 
goals of trademark law include protecting consumers from deception, promot-
ing economic efficiency and fair competition, and providing trademark owners 
incentive to invest in producing and marketing high-quality goods and services 
to generate goodwill. Owners of both registered and unregistered trademarks can 
sue other entities that create a likelihood of consumer confusion by using a simi-
lar mark in commerce; owners of marks that are famous nationwide can also sue  
for dilution when someone uses a mark that tarnishes the famous mark’s reputa-
tion or blurs its distinctiveness. Yet most trademark disputes happen outside of 
the courtroom—cease and desist letters or email demands that someone stop or 
alter their use are far more common than lawsuits, which means most trademark 
bargaining and dispute resolution takes place in the shadow of the law.8

Intellectual property scholars have decried racial and gender disparities in 
ownership, prosecution, and examination across all areas of IP, including patent9 
and copyright law.10 Trademark law is not immune from those inequities. The vast 
majority of trademark applications are filed by corporate entities, so data on race 
and gender disparities in trademark registration are somewhat limited compared 
to other forms of IP.11 But in a study of over a million trademark applications filed 
by individuals, researchers found that Black and Hispanic applicants were under-
represented, as were women, while white applicants and male applicants were 
overrepresented compared to the population.12

Individuals and activist groups need opportunities, resources, and support to 
innovate (patent), create expressive works (copyright), and engage in commerce 
(trademark).13 Access to formal IP protection requires access to information, capi-
tal, and expertise. What’s more, intellectual property laws are structured to privi-
lege and protect some forms of innovation, commerce, and art over others—and 
those forms of knowing and creating tend to be predominantly white and male.14 
IP is often said to serve the twin goals of incentivizing and rewarding labor and 
innovation. But the creative and entrepreneurial endeavors of women, people of 
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color, and members of other marginalized groups are less likely to be rewarded 
with protection and exclusive rights. Unequal numbers in ownership and dispa-
rate outcomes at the USPTO and the Copyright Office are not the only reflections 
of structural inequality. As KJ Greene has written, “A feminist critique recognizes 
that rights governing cultural production did not arise in a social or cultural vac-
uum, but in a crucible of gender and racial subordination, the embers of which 
still burn today.”

What happens to ownership of intellectual property in the age of social media? 
It has become easier than ever to create something that goes viral, but virality 
rarely begets control—ask Kayla Newman (aka Peaches Monroee), who coined 
“on fleek”; or Patty Mallette, who created the popular hashtag #LoveWins in the 
wake of the Supreme Court’s recognition of same-sex marriage; or the young, often 
Black choreographers who create viral TikTok dances15 only to see white influenc-
ers perform them on television.16 As intellectual property laws intersect with new 
forms of creativity and creation, the gulf between those who create the content 
that drives cultural conversations and those who monetize that content becomes 
increasingly apparent.17 Several challenges stand in the way of creators profiting 
from their creativity in this context. One takes the form of barriers to access to 
intellectual property rights described earlier. Another is the fact that those IP 
rights are often ill-suited for the particular types of creative works in question.

Take hashtags, which began appearing on social media in 2006. While they were 
originally designed to sort content and enable people to find posts on particular 
topics, they have evolved to do much more: social media users employ hashtags 
to label, link, discuss, criticize, and promote content. They call upon hashtags to 
build communities and engage in activism.18 Corporations often use a hashtag as 
a call to action, encouraging fans to add user-generated content to an advertising 
campaign or proclaim their affinity for a brand. Some companies use hashtags 
to celebrate a particular group, as with Equinox’s #PoweredByPride, Marriott’s 
#LoveTravels, and American Eagles’ #WeAllCan, all designed to broadcast—or, 
more cynically, perform—the brands’ support of their LGBTQ customers.19 But 
corporate hashtags are rarely the ones that generate the most engagement. The 
slogans, catchphrases, and hashtags that catch the public’s attention are far more 
likely to arise organically.

By the end of 2015, over two hundred hashtags were registered with the USPTO 
as trademarks.20 In 2023, the number of registered tagmarks is well into the thou-
sands.21 The Trademark Office added a section on hashtags as trademarks to its 
Manual of Examining Procedure in 2013,22 though I have argued that examina-
tion of marks in this category is insufficiently stringent.23 Trademark registration 
is typically unnecessary for corporations, as owners of plain-text marks like OREO 
or KFC possess robust rights and receive little or no additional benefit from reg-
istering #oreo or #HowDoYouKFC as trademarks.24 When a hashtag is used like a 
traditional trademark and affixed to products, trademark protection makes sense. 
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And hashtag creation may involve labor and creativity. But hashtags as hashtags 
are unlikely to truly qualify for trademark protection: most fail to function as 
trademarks for particular goods or services.25 For those few hashtags that are truly 
used as marks, many are plagued by functionality, lack of distinctiveness, false 
association with a celebrity, or likelihood of confusion with another brand.26 In 
other words, hashtags frequently fail to meet the requirements for federal protec-
tion. They may also be incapable of creating an association with a single source 
because hashtags are, by their very nature, collectives—the assertion that a hashtag 
functions as a trademark is often at odds with the way members of the public 
understand and use hashtags.27

But new hashtags are created every day, and when they take off, it is something 
to behold—consider, for example, the way that survivors of sexual assault and 
harassment have come together around the #MeToo hashtag; the staying power 
and emotional resonance of #BlackLivesMatter; the triumph and pride signaled 
by #LoveWins. #OscarsSoWhite generated dialogue about the awards show that 
shaped media coverage far beyond the confines of Twitter. It’s no coincidence 
that many of those viral hashtags were created by women or people of color: the 
hashtag has emerged as a way to center marginalized people and give voice to 
grassroot movements. Researchers have noted Black Twitter in particular uses 
hashtags to create a counterpublic within a public space to better communicate 
about and amplify issues relevant to participants’ experiences and concerns.28 And 
trademark law, at least in theory, can offer group members a way to assert control 
over a hashtag and use it to generate revenue and goodwill.

There are trademark applications and registrations for ubiquitous hashtags  
and phrases including #MeToo, #StopAsianHate,29 #TransLivesMatter;30 and 
#GirlsLikeUs31—but the applicants and registrants are not always the hashtag’s 
creators or the movement’s leaders. Makeup company Hard Candy applied to reg-
ister #MeToo as a trademark for cosmetics and fragrances before backlash led it 
to expressly abandon the endeavor.32 The expression “Black girls are magic” was 
coined by CaShawn Thompson in 2013 to celebrate and uplift Black women,33 but 
both concept and phrase have been coopted by corporations,34 as the forty-five 
trademark applications for variations on the phrase attest: registrations cover 
everything from wine35 to curriculum development36 to charitable fundraising 
services37 to apparel.38 What’s more, while hashtag use usually constitutes fair 
use,39 some courts have found hashtag uses to infringe existing trademark rights.40 
And for every successful plaintiff, there are many more bullied by mark owners 
asserting rights broader than those to which their common law or registered rights 
entitle them. Even Kris Jenner is not immune.41

Grassroots organizations seeking to avail themselves of trademark protection 
have also stumbled, and their stories raise interesting questions for trademark law. 
The Association for Size Diversity and Health (ASDAH) registered HEALTH AT 
EVERY SIZE and its acronym HAES, both ubiquitous on social media in hashtag 
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form,42 as trademarks for educational services in 2012.43 The phrase originated 
with the fat acceptance movement and is also the title of a 2010 book, although the 
movement predates the book and ASDAH has since severed ties with the book’s 
author, Lindo Bacon.44 In fact, ASDAH leadership warned that Bacon’s planned 
publication of a revised Health At Every Size book would create confusion with 
ASDAH’s registered trademark.45 Like Jade Bryan, ASDAH lists extensive trade-
mark use guidelines on its website, including requiring that anyone who uses either  
phrase receive permission in advance, pair the mark with the  symbol and a generic  
noun, and prominently display a trademark notice.46 Those requirements are not 
mandated by trademark law’s supposed “duty to police” and are incompatible with 
fair use principles. Nominative fair use doctrine provides that anyone can refer-
ence a brand by using its trademark, including to describe the user’s own goods or 
services—“we repair TELFAR handbags” or “the Blavity app can be downloaded to 
Android and Chromebook devices.”47 Members of the public can always use trade-
marks when they discuss, reference, or criticize a company or brand, and they can 
also use descriptive terms in their descriptive sense. Enforcing trademark rights 
against social media posters who talk about how “the #healthateverysize move-
ment changed my relationship with my body” or tag photos “#haes” would chill 
speech and undermine the organization’s very purpose (in addition to constituting 
trademark bullying). And reporters are certainly not bound to seek permission or 
approval before discussing the hashtag movement or philosophy by name.

ASDAH articulates its goal in registering the two trademarks as honoring the  
community-based advocacy work that led to its formation by “protect[ing]  
th[e] phrase from individuals or large corporations who would seek to co-opt the 
phrase to hawk their latest diet or weight-loss program.”48 In other words, it frames 
the registration as a defensive move. Celebrities like Jay-Z and Tom Brady have 
made similar statements to the press about their efforts to register name-related 
marks,49 but trademark law is not designed to enable owners to play defense with-
out also making affirmative use. While some ASDAH community members cel-
ebrated the decision, many others have pushed back, noting that the goals of the 
organization and the strictures of trademark law seem to be in tension.50 Activists 
and scholars Drs. Jacqui Gingras and Charlotte Cooper explore that tension in their 
critique of ASDAH’s decision to register the trademarks, arguing that the HAES 
movement contains multitudes and reflects a rich history of grassroots activism 
that amplifies different voices, while registering the trademarks relinquishes that 
history, promotes commodification, and silences those voices and multitudes of 
meaning by assigning the phrase a singular definition.51 The decision to register 
HAES and HEALTH AT EVERY SIZE as trademarks with the goal of prohibiting 
their exploitation in service of diet culture “fails to interrogate broader misuses of 
power, particularly under capitalism, or build an intersectional movement that is 
able or ready to engage with a multiplicity of social justice issues. It is a move that, 
ironically, concedes powerlessness.”52
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The chilling effects of registration that Gingras and Cooper note are also often 
seen when private companies seek registration for a phrase or hashtag widely used 
within a particular community. For example, #a11y is a numeronym that stands 
for “accessibility.” The term is used frequently by digital accessibility practitioners 
to advocate for accessibility, tag content that discusses it, or identify content that 
has been made accessible to those using assistive technology.53 A company called 
Accessibility Now applied to register A11Y as a trademark for technology that 
enables users to comply with website accessibility regulations; when the USPTO 
issued an initial refusal for mere descriptiveness, noting that a11y “appears to be 
a well-known short-hand for ‘accessibility’ in the use of computers and related 
equipment” and that was precisely what applicant’s website promised to do, Acces-
sibility Now converted its application from the Principal to the Supplemental 
Register.54 While its trademark rights are far less robust based on that registra-
tion, the owner can still use the registration to attempt to quash speech it dislikes, 
as this particular owner has a demonstrated track record of doing.55 Given the 
term’s widespread use and its utility to a community of users, trademark failure to 
function doctrine should have barred its registration by deeming it informational 
matter.56 Likewise, when the seller of a vibrator labeled “enby” sought to register 
ENBY as a trademark for sex toys, the USPTO issued two office actions deeming it 
merely descriptive, given that “enby” is widely-used to mean “nb” or “nonbinary” 
and the vibrator is for users of any or no gender.57 The seller then sued a competi-
tor, a Black- and trans-owned online retailer operating at the domain name www 
.shopenby.com, alleging trademark infringement of its common law rights.58 The 
court granted the defendant’s motion to dismiss, finding that the plaintiff had not 
adequately alleged ownership of a valid and protectable trademark, but only after 
the suit cost the defendant time, money, and energy.59

Trademark law is known for its David versus Goliath stories: major corporations 
regularly use it to silence speech or force much smaller rightsholders to abandon 
their names. But when it comes to disputes over trademark rights in hashtags and 
trending terms, there are often no clear villains or victims. The existence of online 
spaces has helped to amplify diverse voices, broaden access to IP protection, and 
subvert trademark law’s traditional binaries. Members of groups long marginalized 
by intellectual property law—women, artists, people of color—are finally, at least 
occasionally, gaining access to trademark and other IP regimes that had long eluded 
them and perpetuated inequality.60 But the uses they seek to protect and the uses to 
which they object don’t fit neatly within trademark’s core protections and exclusions.

Creators of viral phrases and hashtags need resources and information about 
which kinds of uses they must make to merit legal protection and which kinds of 
uses by others they should seek to enjoin. Participants in the content economy 
equipped with an understanding of trademark law can better resist and bring to 
light trademark bullying. And trademark law itself must continue to evolve in 
acknowledgment of both its own systemic biases and new phenomena like memes 
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and viral content.61 In her book Branding Black Womanhood: Media Citizenship 
from Black Power to Black Girl Magic, Communications professor Timeka Tounsel 
writes, “In the end, Black Girl Magic matters because it is one process through 
which a constrained public can access media citizenship. Despite its limitations as 
a form of enfranchisement . . . this framework offers Black women a pathway to a 
kind of everyday empowerment.”62 Trademark law can provide voice, access, and 
economic opportunity. Despite its limitations and potential for abuse, it can enable 
members of marginalized communities to commercialize and capitalize on their 
labor and creativity.
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A Bouquet for Battling the Expansion 
of Trade Secrets in the Public Sector

Cynthia H. Conti-Cook

The best-designed bouquet may appear effortlessly assembled, but bouquets have 
their own understated architecture—a hearty focal-point flower, fillers for natural 
aesthetic, and several complimentary supporting flowers.1 This chapter discusses 
how trade secrets in the public sector have been imported through new technolo-
gies, how they obstruct democracy and cause harm across many communities. 
It uses the bouquet—a floral arrangement—to illustrate its organization the way 
pillars or columns typically visualize the blueprint of written organizational struc-
ture. The sources gathered here, from the legal history of intellectual property to 
criminal court decisions to procurement processes to toolkits for organizers, do 
not always grow near one another or naturally cross-pollinate. Combined, they 
offer a strategic battle bouquet for organizers to protect the public from corporate 
control by targeting strategies aimed at the public purse.

This bouquet arrangement features five types of flowers. The focal-point flowers, 
the big show-stopping wide-open daisies, demand asymmetrical emphasis. Wide-
open daisies hide nothing and center the public’s right to know as a table-setting 
motivating principle and magnetized north star. These daisies are surrounded by 
baby’s breath that lend a natural aesthetic—existing legal precedent evincing the 
historically persuasive logic of prioritizing the public’s right to information. Roses 
are layered and overlapping social harms and bell-shaped wood hyacinths are the 
social movements already ringing the alarm bells. Finally, peonies are pain-reliev-
ing practical tools with which to intervene.

The organizing structure of the bouquet is central to the strategy it offers— 
to combat trade secrets in the public sector, we must organize ourselves around 
what we collectively need to know to protect each other and the future survival  
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of all living things. This chapter examines the patriarchal values driving trade 
secret battles by corporate entities that prioritize property over people, heav-
ily invest in structures of secrecy, and protect dominant yet ahistorical narra-
tives rather than governing through trust and consensus building by informed  
democratic participation.

By contrast, the healing peonies offered in this chapter prioritize people over 
property, embody collaborative relational strategies, center addressing harm, 
learning, and leadership from directly impacted people, and demand inclusive and 
joyful coalitions. Through the beautiful container of a bouquet, this chapter offers 
observations of already emerging strategies that address the confluence of state, 
corporate, and algorithmic secrecy—collaborative advocacy that fertilizes the soil 
of the public procurement process so that we all may better blossom.

DAISIES—THE PUBLIC ’S  NATUR AL RIGHT  
TO INFORMATION

Before moving into how trade secrets obstruct access to information about tech-
nologies sold to the public sector, we shall set a hearty focal-point—a large wide-
open daisy. Indigenous people around the world have long centered collaboration 
with Earth and all living things based on “a moral covenant of reciprocity [that] 
calls us to honor our responsibilities for all we have been given, for all that we 
have taken.”2 Biologist Rachel Carson similarly introduced this enduring reciproc-
ity as a motivating principle in the first chapter of Silent Spring, “the classic that 
launched the environmental movement,” with the following: “[the] public must 
decide whether it wishes to continue on the present road, and it can do so only 
when in full possession of the facts.”3 The public, not corporations, academics, 
experts, politicians, or billionaires, “must decide” how to balance survival with 
conditions needed to sustain future life. To execute this responsibility effectively, 
the public requires “full possession of the facts.”4 This principle is not limited to 
pollutants—it extends to all things potentially harming the public.

Carson grounded her principle not in legal or political history, but in natu-
ral rights philosophy.5 The public’s right to decide and be in full possession of 
the facts grows naturally from “our obligation to endure”—it is an evolutionary-
driven natural right protecting our collective ability to sustain existence. Biologist 
Janine Benyus echoes this emphasis in her book Biomimicry—Innovation Inspired 
by Nature. One of the ten winning strategies she recommends we mimic, based 
on billions of years of evolution and across complex ecosystems, is to “run on 
information” and an abundance of feedback. “What makes a mature community 
run is not one universal message being broadcast from above, but numerous, even 
redundant, messages coming from the grass roots, dispersed throughout the com-
munity structure.”6 This flow of information will determine the sustainability of 
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our collective survival—”the raison d’être of mature communities, remember, is to 
maintain their identity throughout environmental storms and travails, so they can 
remain, and evolve, in place.”7

Grounding this chapter in this natural right to information stemming from 
our “obligation to endure,” and not corporate controlled information “broad-
cast from above,” is both relevant to a discussion of trade secrets as well as 
strategic. Industrial drivers that invented intellectual property (IP) rights like 
trade secrets—and the courts that have adopted their arguments—have made 
the source of these rights relevant and central to justifying legal protections for 
information ownership.8 Public demand for information is often successfully 
dismissed based on these dominant invocations of intellectual property, limiting 
the imaginative solution space to corporate self-audits,9 protective orders,10 and 
nondisclosure agreements.

Invoking natural rights also strategically anchors the conversation about trade 
secrets around the public’s right to information. Hannah Bloch-Wehba called 
out critical technology scholars for “[neglecting] a critical avenue for promoting 
public accountability and transparency for automated decision-making: the law 
of access to government records and proceedings.” Her work demonstrates how 
centering the public’s right to know gives advocates a strategic legal advantage 
in fighting for algorithmic transparency.11 Fortunately, there is also strong legal 
precedent for doing so.

BABY ’S  BREATH—EXISTING LEGAL PRECEDENT

The public’s natural right to know is also supported by complimentary existing 
legal precedent, the baby’s breath in this bouquet. Legal scholar Amy Kapczynski 
resurrected United States Supreme Court precedent “show[ing] that courts even 
at the height of laissez faire were clear about the categorical priority of the public, 
and rejected trade secret claims when they conflicted with the public’s right to 
know”(emphasis added).12 While we live in a world where technology companies 
are claiming everything from diversity policies to how they address gender-pay 
gaps would cause “competitive harm,”13 Kapczynski revives a legal history that can 
shine on “the shadow of trade secret law.”14 We have before and can again subordi-
nate corporate interests to the public good, aligned with the public’s natural right 
to co-create its future through government.

When pressuring procurement systems around the consequences of contract 
terms, movements can cite this history to emphasize that the public is the pri-
mary stakeholder, not the corporate bottom line. Kapczynski asserts this as a “clear 
principle . . . [legislatures] and agencies have the right to disclose anything—even 
core trade secrets like product formulas—anytime they seek to reveal something 
relevant to consumers about the marketed product or service.”15 This is especially 
true in the context of new technologies. Advocates’ attempts to reveal the extent 
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of preventable harms by public access requests simply seek information that the  
government using the technology has, the corporation has, but the person sub-
jected to the technology often does not have access to. Optimistically, Kapczynski 
asserts that “together, these points indicate that Congress can condition [vendors’] 
market access on the turning over of trade secret data, and make that data pub-
lic without working a takings, at least if there is no express governmental promise 
before the submission of the data that [government] will refrain from doing this.”16 
The caveat, as mentioned earlier, is one we must pay attention to: when procure-
ment officers and courts concede to corporate claims of confidentiality, it may 
unintentionally feed a factual corporate narrative that seeks to expand secrecy.

This trend is simply counterintuitive for a democracy, as David S. Levine pre-
sciently warned, “[if] we do nothing, [trade secrets] will be the infrastructure 
itself—owned and operated by private interests with commercial values like busi-
ness advantage and secrecy of corporate information—that will direct the law 
involving public activity, rather than the law creating the conditions under which 
public infrastructure operates.”17 And as Bloch-Wehba said so well, the real obsta-
cles to understanding technologies “are attributable, not to the sophistication of 
decision-making methodologies but to a more basic shift toward privatization and 
automation in government.”18 Increased secrecy is simply a feature, not a bug, of 
expanded neoliberalism.

ROSES—OVERL APPING AND L AYERED HARMS

Intentionally documenting and articulating the overlapping and layered harms 
corporate secrecy introduces into the public sector must be done strategically and 
be led by people most deeply impacted. New technology researched and devel-
oped by private companies is bought by government agencies every day, from 
systems used for police investigation through electronic incarceration on parole 
supervision. It includes predictive policing, cell-site simulators, biometric tools, 
risk assessment tools, communications systems for detained people, and many 
more tools state actors use to surveil.19

Each of these technologies have context and technology-specific issues that 
contribute to its harms. Former public defender Vincent Southerland observed 
that “technology in the hands of law enforcement is a force multiplier”20 and, 
therefore, also a harm multiplier.21 Many tools in the hands of law enforcement 
cause various iterations of harm at varied degrees of severity—from potentially 
lethal and routinely abusive police interactions, to detention, family separation, 
deportation, and many more.22 These layered harms and their solutions are best 
understood by those in immediate proximity to them. Those people tend to be 
disproportionately feminine, pregnant, Black, poor, disabled, migrating, or part of 
another historically oppressed community. Like layers of rose petals, these harms 
are occasionally obscured and overlapping, compounding suffering on those at the 
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intersections. Southerland describes how “[the] technologies erect digital borders 
around communities of color, fortifying the colony-in-a-nation status that defines 
those communities.”23 These conditions require arduous effort to organize against. 
Through legal constructs that promote secrecy, these efforts are often suppressed.

I have seen these efforts to organize thwarted firsthand. Around 2017, I rep-
resented a man incarcerated in New York who, along with two others, noticed  
discrepancies across the “COMPAS” scores relied on by the prison to evaluate  
eligibility for release.24 This assessment is done by prison staff at a computer. My 
client introduced me to the two men, Glenn Rodriguez and Jose Piñeda, with 
whom he compared “risk” scores.25 Mr. Rodriguez surveyed others and analyzed 
their risk scores to how staff used vast discretion to interpret a single subjective 
question.26 Question 19 asked, “Does this person appear to have notable disciplin-
ary issues?” How that specific question was answered, despite how vaguely it was 
written and how differently prison staff were interpreting it, determined whether it 
gave you a score of high (“yes”), medium (“unsure”), or low risk (“no”).

Mr. Piñeda, whose counselor answered “unsure” for Question 19, made another 
observation—when the counselors were scrolling through the assessment, a bub-
ble popped up above the question with additional instructions. He filed a Freedom 
of Information Law (FOIL) request with the prison for that language and for the 
training manual issued by COMPAS to train the state prison’s counselors to try 
and understand what his counselor was “unsure” about—he only had two infrac-
tions in the last decade. The government responded that the information sought  
“are trade secrets or are submitted to an agency by a commercial enterprise  
or derived from information obtained from a commercial enterprise and which  
if disclosed would cause substantial injury to the competitive position of the  
subject enterprise.”27

We sued to demand disclosure. The State argued that disclosure of the train-
ing manual “would cause substantial injury to the competitive position of this 
enterprise” despite failing to point to any evidence “or even a suggestion as to how 
the material requested” could be considered a trade secret.28 The Court ruled in 
favor of a limited disclosure after a year of litigation. An officer brought the train-
ing manual to Mr. Piñeda’s cell where he read what the bubble said: “Using all the 
information available to you and in your professional judgment did this person 
have significant disciplinary problems.”29 For Mr. Piñeda, the harms introduced 
by this risk assessment were layered. Forcing his mostly decades-old disciplin-
ary history into a “yes, no, unsure” box and reducing his years of accomplish-
ments into an estimated score dehumanized him in front of the parole board. After 
denied parole, his inability to access information that would help him correct the 
mischaracterization of his disciplinary history hampered his ability to appeal his 
denial and prevent the same thing from happening again.

More broadly, the obstruction meant that other people in prison could take 
only limited proactive action to protect their scores and push back on the use of 
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risk assessment’s all together. The prison’s deference to protecting the property 
interests of a company above the liberty interests of a person in prison fighting 
for parole release against an algorithm crystalizes how corporate secrecy creep 
manifests in the public sector.

This perversion of public sector values was even more explicit when a  
DNA software company appeared in an appellate criminal case out of California  
to fight against the accused’s access to its calculations.30 To support its claim  
for trade secrecy, the company offered what is likely a routine comparison in  
trade secret battles—its hours invested in the business.31 Yet instead of compet-
ing against another business’s number of hours, its adversary was a man facing 
fifty years in prison. Nevertheless, the company essentially argued “its property 
interests of 27,600 hours (or a little over three years) should weigh more than the 
hundreds of thousands of hours [the accused] potentially faces in prison, deprived 
of his liberty, freedom and family.”32 For a business to invest so much in a tool 
meant for criminal prosecutions without also expecting constitutional confron-
tation rights, like adversarial testing, to require disclosures demonstrates how 
problematically corporate claims to secrecy have eclipsed public protections in the 
procurement process.33

Some governments even agree explicitly to confidentiality terms in their con-
tract.34 As these trade secret cases emerged, they inspired a nascent research effort, 
joined by Jeanna Matthews and the NYU Technology Law and Policy clinic, to 
request law enforcement technology contracts across the country. We found 
contracts explicitly protecting the public’s interest in accessing information—for 
example, in Allegheny County’s Purchase Agreement with Cybergenetic—but 
we also found multiple contracts, like the Harris Corporation’s contract in Chi-
cago, that attempted to bind the state to confidentiality.35 These confidentiality 
agreements do not, however, only hinder people seeking release after conviction 
from accessing information, like Mr. Piñeda. As Rebecca Wexler wrote, they also 
obstruct people accused of crimes from accessing and confronting evidence pre-
sented against them at trial. Public defenders are additionally generally under-
resourced to combat both prosecutors and corporate legal teams in trade secret 
battles, and when they do win access and find errors, faulty programs are rarely 
replaced.36 When the systems are replaced,37 the underlying government failures to 
filter for similar system errors in new programs still go unaddressed—simply put, 
litigation is not a viable strategy for preventing harm.38

In addition to the obstructions trade secrets introduce to a person’s literal 
ability to fight for their freedom from incarceration, they also smuggle a more 
subtle danger into the public sector. Corporations in the future may try to point 
to government adoption of confidentiality terms and trade secret claims as fac-
tual precedent in attempts to limit public or even government access to aspects  
of their technologies.39 While some court decisions allowing defense counsel more 
expansive access to materials under protective orders are celebrated for achieving 
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balance between competing interests, by consistently conceding the existence of 
trade secrets, courts feed corporate secrecy campaigns.40 These fights will not be 
won in courts—we must follow movements now pointing at procurement.

WO OD HYACINTHS—MOVEMENT S RINGING  
AL ARM BELLS

Social justice movements are responding to these harms by targeting local budgets 
and corporations, as well as organizing campaigns around aligning public funds 
with the public’s interest. Wood-hyacinths are tiny flowers shaped like bells, and 
this section shines on a handful of movements already ringing alarm bells over 
corporate secrecy. Organizations like Worth Rises are creating tools to educate  
the public about corporate influence on government.41 Advocates like Mijente, 
Surveillance Resistance Lab, and Just Futures Law are evolving their pressure cam-
paigns to target shareholders and workers at specific corporations, like Equifax, 
that are sharing utility data with immigration enforcement.42 Organizers are tar-
geting contract cycles like election cycles43 and mapping corporate capture like 
electoral maps.44 Accessing information about these companies’ contractual rela-
tionships to government is a crucial part of this work.

Media Justice, for example, hosts an interactive map about e-carceration,  
or electronic monitoring (“EM”) companies. E-carceration companies in the 
United States alone operate app and ankle strap monitoring businesses worth hun-
dreds of millions of dollars in government contracts for people before and after 
conviction.45 “The average daily caseload of monitored individuals in  .  .  . North 
America . . . amounted to about 282,000 . . . during 2020” and that number is pro-
jected to double by 2025, with additional “strong focus” projected for embedded 
software and analytics.46

Media Justice’s Roadmap, “How to Build an Unshackling Freedom Campaign,” 
targeting EM emphasizes “your starting point is information.” It recommends that 
organizers, in addition to gathering stories from people subjected to e-carceration, 
understand the importance of “[accessing] as much official data on EM as you 
can”  .  .  . “to effectively mobilize people to your campaign or challenge the talk-
ing points offered by proponents of EM.”47 Media Justice’s own website marshals 
information about contracts, fees lobbed on those subjected to EM, taxpayers, and  
in some states, like Louisiana, they connect dots between judges ordering EM  
and company kickbacks.48

As EM companies incorporate more software and analytics into their  
devices, accessing information through public records requests may be increas-
ingly obstructed by trade secret exemptions, as the prison attempted to do in  
Mr. Piñeda’s case. Indeed, it is exactly this corporate entanglement that Media Jus-
tice’s founder, Malkia Cyril, highlights as dangerous to the public’s influence on the 
state: “e-carceration helps states become indebted to corporations and corporate 
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power.”49 Trade secrets, as currently tolerated by the public sector, serve to obscure 
the extent of this debt and power—they shroud corporate stakeholders invested in 
maintaining an expansion of carceral technology in secrecy.

PEONIES—PAIN-RELIEVING PR ACTICAL TO OLS  
FOR PRO CUREMENT INTERVENTIONS 

The public procurement process is how government contracts for goods or ser-
vices are established with private corporations and it can look different depending 
on whether it is federal, state, or local. The introduction of new technologies like 
risk assessment tools, surveillance systems, or any of the many other technologies 
and bundled services currently sold to governments requires a new procurement 
process—one that first interrogates the assumption that a data-driven tool will 
solve the problem presented and opens opportunities for public participation.

Procurement officers generally have the power to issue directives to its staff 
about what standards any new vendor or contract must meet. For example, for 
some specialized contracts, specific rules dictate how agencies can contract IT 
consulting services.50 Similarly, procurement processes for technology vendors 
must introduce some threshold questions about what problem they are solving 
for—and invite public participation in that problem definition process early and 
often. Engaged public participation throughout the process of identifying a prob-
lem, understanding the scope of that problem, the potential for that problem to be 
addressed by a data-driven solution (or not) as well as the potential harms it intro-
duces could better protect the public from harmful technologies. If public partici-
pation confirms that a technology solution would address the problem defined, 
additional opportunities for public input must arise to inform impact assessments, 
identify potential harms and mitigation strategies, consider a company’s history, 
and identify metrics by which to measure the technology intervention’s success. 
For now, these procurement processes are often opaque and difficult to pierce.

Fortunately, there are a handful of peonies—known for pain-relief—we can  
add to our bouquet. Rashida Richardson’s Guidance for Key Stages of Government 
Technology Procurement can be used by advocates to support engagement with 
their local procurement officer. “This guidance offers high level considerations and  
recommendations that can improve transparency, accountability, oversight, 
and public trust in government technology procurement without legislative or 
regulatory reform.”51 Richardson identifies methods such as documenting pre-
solicitation technology assessments, assessing solicitation approaches, proposal 
evaluation and contract negotiation, which procurement officers can use to better 
understand a technology—and the problem it seeks to solve. Similarly, Stephen 
Raher created a useful set of “Best Practices for Prison and Jail Tablet Procure-
ment” through the Prison Policy Initiative applicable to many other digital con-
texts.52 He identifies ways procurement of prison telecommunications services can 
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be “reinvented” by “[opening] up aspects of the procurement process to oversight” 
and “simply by modifying contracts or the terms of requests for proposals.”53 Cath-
erine Crump also offers procurement “remedies to democratize local surveillance 
policy making” at federal, state, and local levels. Her suggestions include requir-
ing involvement of elected representatives in technology procurement processes, 
requiring that technologies be governed by use policies, and additional state and 
local remedies.54

Elizabeth Joh also highlights public access laws as an important oversight mech-
anism.55 An online resource, Breaking the Lock: Accessing Public Records to Map 
Systems, Algorithms, and Data specifically supports this strategy to help “activists, 
lawyers or anyone interested in filing an open records request to determine what 
to look and ask for in order to assess and potentially challenge government use  
of algorithmic systems.”56 For organizers working on corporate accountability 
campaigns, “Tech Inquiry” is a tool that can help uncover layers of intermediaries, 
subcontractors, and subsidiaries that make tracing a company’s contracts challeng-
ing.57 The website’s creator, Jack Poulson, explains its importance: “[even] when 
investigating a single form of influence .  .  . the official government data sources 
(e.g., USASpending.gov) at best partially expose corporate hierarchies.”58 These 
are all tools that organizers can use to brainstorm research strategies, develop 
actionable toolkits, and build strategies targeting procurement of technology.

Too often, “[in] criminal justice software and in many other examples of black 
box decision-making software in areas like hiring or credit, the interests of those 
purchasing the software to make decisions can be very different than the interests 
of those being decided about.”59 Opening up the procurement process to more 
democratic engagement introduces the interests of “those being decided about” in 
both defining the problem, evaluating whether the technology solution is respon-
sive or potentially introducing new harm that weighs against its use, or requires 
impact assessments or other harm mitigation efforts.

Through multiple strategies including research, pressure campaigns on pro-
curement officers, corporate accountability campaigns, public record litigation, 
communications strategies, and more, advocates can begin to push for more pub-
lic interest values by pulling at purse strings.60

A B OW TO TIE IT ALL TO GETHER—IN C ONCLUSION

Silent Spring’s last chapter was “The Other Road.”61 Carson writes “[the] other fork 
of the road—the one “less traveled by”—offers “our last, our only chance to reach a 
destination that assures the preservation of our earth.”62 For the same reasons that 
Carson argued the insecticide industry cannot shape climate policy, we must also 
not allow states and corporations to govern us through a triple threat of police, 
corporate, and algorithmic secrecy that prioritizes corporate wealth above the 
public’s right to co-create its future.

http://USASpending.gov
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Protecting our right to information through interventions with the procure-
ment process will become increasingly important harm management given future 
battles over data ownership, the inextricable connection between bodily and digi-
tal autonomy,63 and the increased production of data-extraction tools set in com-
munal infrastructures (i.e., “smart” cities). As Kapczynski explained, “trade secret 
law, because it protects only commercially valuable information that has been kept 
secret, neatly excludes ordinary people as ‘owners’ of data produced by or about 
them—even as it has expanded to incorporate an almost limitless amount of busi-
ness data.”64 The expansion of technologies and trade secrets into the public sector 
combined with the toxic appetite companies have for claiming all data is their 
trade secret leaves little room left for democracy.

To imagine beyond harm mitigation strategies, if we were to let ourselves be  
led by Indigenous people’s governance and agricultural practices, take Carson’s 
“other road” or perhaps be the bouquet thrown by Banksy’s Rage, the Flower 
Thrower into futures we define, how would the world look?65 If the public’s right 
to know dominated as a motivating principle over corporate financial interests 
and power, as the Supreme Court previously said it should, how might organizers, 
wise to the dangers of corporate capture of the state, recreate public procurement 
policies to ensure vendors capitulate to the public’s demand for “full possession of 
the facts”? Perhaps we would prohibit privatized public sector technology contrac-
tors in the first place and return such services to more accountable government 
agencies and entirely rethink the privatization of punishment, or state-sanctioned 
punishment itself.

Rooting ourselves back into our collective right to be in full possession of the 
facts—stemming naturally from “our obligation to endure”—perhaps also leads to 
a place without prisons, private vendors, or bow-tied bouquets. Flowers remain 
rooted in the ground, growing wild; they are never overplanted with pesticides, 
picked by underpaid people, separated, or sold. A place where public procurement 
prioritizes principles of permaculture in government services—care for Earth, 
care for people—and protect the public’s right to know what it needs to know in 
order to collectively endure.66
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Chinese and Russian Cybercrime  
in Global Racial Orders  
of Intellectual Property

Anjali Vats

When President Joseph Biden retired the China Initiative,1 an economic  
espionage program created in 2018 by the US Department of Justice to combat 
an alleged epidemic of trade secret theft carried out by those of Chinese descent, 
many rejoiced.2 The government policy was derided then and now by racial jus-
tice advocates as a McCarthy style witch hunt,3 that involved cases reminiscent of 
the attack on nuclear scientist Wen Ho Lee.4 Though civil rights advocates have 
made clear that retiring the China Initiative is insufficient to completely upend 
the racist narratives routinely imposed upon people of East Asian descent,5 
some maintain that forcing prosecutors to drop cases against academics such as 
Anaming Hu and Gang Chen will encourage them to confront and even address 
their Sinophobic bias.6

The Trump Administration’s rationale for the China Initiative, which Biden 
has openly criticized, stereotyped Chinese people as inherently disloyal.7 This is 
the same troubling theme that prosecutors leveraged in Lee’s case, now widely 
regarded as a Clinton Era political prosecution used to provide an alibi for trade 
policy that Republicans critiqued as Sinophilic.8 As political scientist Stephen del 
Visco shows, the contemporary recurrence of the trope of East Asians as turn-
coats is not a historical accident but an intentional rhetorical strategy crafted by 
conservative commentators to unite the party around whiteness and capitalism.9 
Perhaps the most compelling evidence of the China Initiative’s systemic bias is 
the case-by-case deconstruction of the indictments in the MIT Technology Review 
that revealed a prosecutorial pattern of targeting those who were #Researching-
WhileAsian.10 US officials have not yet outlined how they will restructure the 
China Initiative.11 But comments by Matthew Olsen, Assistant Attorney General 
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for National Security, that “the department’s work will not be hampered” suggests 
that future policy will continue to be racially problematic.12

The China Initiative’s Sinophobia reflects American use of intellectual prop-
erty rights talk, a term I introduce as a play on Mary Ann Glendon’s notion of 
“rights talk,” as a means of explicitly and implicitly deploying racist and sexist dog  
whistles to justify inequitable knowledge production, ownership, and circula-
tion policies grounded in white and masculine theories of rights.13 The desire to  
protect American intellectual property rights is so intense that it spills over into 
nearby areas of law—here theft of trade secrets via cyberespionage14—and encour-
ages aggressive and imprecise prosecutions in the name of national security.15 The 
concept of intellectual property rights talk is a useful entrée into understanding 
how “relational racialization,” racial bias that operates across racial groups, oper-
ates to produce durable forms of gendered racism.16 In this case, the China Initia-
tive, a reflection of the white nationalist ideologies that became tools of Sinophobic 
populist incitement during the Trump Administration, invoked and reproduced 
anti-Asianness.17 This is partly because it privileged intellectual property rights 
over intellectual property responsibilities, specifically about whether US demands 
were fair and just and what obligations might come with the US legal conceptions 
of trade secret infringement, especially with respect to legal issues such as cyber-
crime, around which there is little international consensus.18 A wealth of literature 
already compellingly makes the case that imposing intellectual property standards 
on other nations reenacts (neo)colonial power relations, especially when done 
without regard for the histories and economies of those places.19

This chapter compares the laws imposed and punishments enforced against 
China with those laws imposed and punishments enforced against Russia, another 
nation engaged in the theft of trade secrets via cyberespionage, in order to show 
how (neo)colonialism emerges in international arenas, vis-à-vis disparate raced 
and gendered treatment in geopolitical dealings. While Chinese nationals have 
been historically and contemporarily singled out for acting as what I have previ-
ously described as “bad intellectual property citizens,”20 Russian nationals have 
been treated with near impunity despite creating similarly alarming threats to 
political and economic stability.21 Reading US engagements with these nations 
in relation to one another reveals a lack of racial evenhandedness in economic 
espionage policy that reinforces global racial and gender hierarchies of intellec-
tual property. Greater focus on intellectual property rights responsibilities and the 
ethical obligations that flow from them with respect to race, gender, and nation 
can help to create more equitable forms of policymaking.

This chapter also complicates the binary of good intellectual property citi-
zenship/bad intellectual property citizenship that I have previously proposed by 
showing that groups do not merely comply with or violate intellectual property 
laws. Rather, intellectual property rights talk constantly defines and redefines 
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“intellectual property” and “infringement” in response to real and perceived 
threats, frequently by employing rhetorics of race, gender, and nation to justify 
expansive and inequitable definitions of both. For instance, China becomes a worse 
intellectual property citizen and Russia becomes a better bad intellectual prop-
erty citizen when Former Attorney General Jeff Sessions declares: “Perhaps this 
threat [from China] has been overshadowed in the press by threats from Russia 
or radical Islamic terrorism. But while it has been in the shadows, the threat has 
only grown more dangerous.”22 By positioning the two nations in relation to one 
another, in a hierarchy anchored by terrorism, he amplifies the Chinese threat. 
Here, I consider three recurring racist and sexist representations of China as pop-
ulated by individuals (1) who are devious and suspect, loyal only to their nation 
of origin; (2) whose way of being is effeminate and weak; and (3) who engage  
in economic espionage via cybercrime that threatens the United States. I maintain 
that the United States is comparatively soft on comparable or worse Russian viola-
tions partly due to their shared commitments to white supremacy. Geopolitically 
speaking, this casts Russia not as Edward Said’s Orientalized Other but as Richard 
Dyer’s “bad white.”23 The bad white is without a doubt a villain—but one that is 
familiar and sympathetic enough to allow “good whites” to position themselves 
as morally superior heroes among their own kind. Russia exemplifies a racial and 
moral gray area that breaks with ideal (colonial) foreign policy but facilitates the 
maintenance of white supremacy and aggressive masculinity. I show this by detail-
ing how multiple stakeholders describe Russian saboteurs with (1) more gener-
ous attribution of motive, (2) more respect for raced and gendered strongman 
and mafioso behavior, and (3) more technological awe at infringing behaviors  
as compared to their Chinese counterparts. Chinese infringement is presented as  
uniquely threatening to global legal orders.

My argument proceeds in three parts. Part I outlines two theoretical frameworks 
for examining how racialization unfolds in the context of economic espionage spe-
cifically and intellectual property law generally: Critical Race Intellectual Prop-
erty (CRTIP) and Third World Studies (TWS). CRTIP applies the intersectional 
insights of Critical Race Theory (CRT) to intellectual property to understand how 
race operates in the laws of copyright, patent, trademark, trade secret, unfair com-
petition, and rights of publicity. TWS decenters the United States by considering 
how global liberation theories might approach the problems of racial and gender 
hierarchy in knowledge governance regimes. Intellectual property scholars relat-
edly speak of Third World Approaches to International Law (TWAIL) as a lens 
for thinking about the international inequities produced by Euroamerican knowl-
edge ownership regimes.24 Part II examines how China is racially represented and 
geopolitically managed in conversations about cybercrime and espionage in the 
larger context of histories and formations of Asianness. Part III considers how 
Russia is racially represented and geopolitically managed in conversations about 
hacking and disinformation in the larger context of the histories and formations  
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of whiteness. The conclusion posits that drawing upon feminist cyberlaw’s  
articulations of ethics and fairness can help build equitable global racial orders of 
intellectual property that divest from whiteness.

R ACE AND GLOBAL GEOPOLITICS 

CRTIP is a term that Deidré Keller and I use to organize and describe a body of 
race and gender progressive intellectual property scholarship and activism from 
the past three decades that is largely authored by people of color.25 We maintain 
that bringing CRT, the current racial boogeyman of the fascist right, together with 
intellectual property encourages intentional consideration of race as an organizing 
concept in a wide range of legal contexts. As we understand it, CRTIP functions as 
a set of questions that aid in drawing nuanced intersectional conclusions about the 
cultural and political superstructures of intellectual property regimes.26 Like CRT, 
a set of principles and praxes for understanding how race remains entrenched in 
facially race neutral laws and addressing that embedded inequity, CRTIP focuses 
on where and how intellectual property law fails to produce racially just and 
racially equitable outcomes. As a theoretical lens, CRTIP is not confined to analy-
ses of the United States or race. Asking questions about transnational intellectual 
property regimes and how they are deployed in the service of larger systems of 
colonialism can illuminate when and how punishment for violation of intellectual 
property norms is actually punishment for deviation from Euroamerican norms—
for example, an implicit form of “intellectual property imperialism.”27 By making 
these interventions intersectionally, CRTIP can invoke and complement feminist 
cyberlaw’s theorizations of fairness and equity.

Gary Y. Okihiro explains TWS as an interdisciplinary movement centered on 
finding commonality in the struggle for liberation.28 Unlike Ethnic Studies and its 
progeny, which he maintains can produce divisive forms of identity politics, TWS 
is grounded in global solidarities.29 I am interested in how TWS offers a path to 
reimagining knowledge governance regimes, around a wide range of transforma-
tive cultural values. I embrace the phrase “Third World” alongside “Global South” 
in this chapter as a means of calling upon histories of radical racial activism rooted 
in 1960s era frameworks of alliance in liberation,30 as well as invoking the ideologi-
cal and methodological imperatives of TWAIL.31 James Gathii, who is interested 
in transformative justice approaches to international law, proposes that “there is 
an opportunity for learning, sharing, and collaboration between CRT and TWAIL 
scholars” that emphasizes both colonial extraction and white supremacy as mean-
ingful analytics.32 J. Janewa Osei-Tutu has compellingly applied TWAIL to intellec-
tual property law by highlighting the need to decenter American epistemologies  
while focusing on equitable ownership and egalitarian access to knowledge across 
the globe.33 This chapter draws upon the often intersecting approaches of CRTIP, 
TWS, and TWAIL scholars in intersectionally examining intellectual property’s 
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racial orders, the logics of which implicitly and explicitly structure rhetorics 
around Russian and Chinese theft of trade secrets via cyberespionage.

THE FEMINIZED ASIANNESS  
OF CHINESE CYBERCRIME

In a recent article for the South China Morning Post, Leo Yu observed that ongo-
ing Congressional investigations into Tik Tok as spying technology are rooted 
not in fact but in the “original sin” of Chinese ownership.34 During the hearings, 
Republican Jay Obernolte asked accusatorily: “How could looking at the algorithm 
confirm that [Tik Tok is] free from foreign influence?”35 while confrontationally 
informing CEO Shou Zi Chew “you are not trusted here.”36 Reasonable people may 
disagree about the nature and scope of the privacy issues associated with Tik Tok 
but the evidence that Chinese-owned companies are held to higher and racial-
ized standards than white-owned ones is difficult to deny. A bipartisan majority 
of US policymakers appear committed to the narrative of China as a nation of 
disloyal spies, who mobilize new technologies in the service of global political and 
economic domination. Their prejudices are evident in the long history of actions 
intended to rein in Chinese trade secret theft that the National Counterintelli-
gence and Security Center (NCSC), among other US government agencies, has 
characterized as “active and persistent.”37 While the NCSC’s conclusion has its ker-
nel of truth, the assumptions upon which it is based are troubling and hypocritical.

Multiple independent analyses of the China Initiative characterize it as a racist 
policy that targeted Chinese researchers for “relatively minor errors and omis-
sions in grant applications, rather than spies stealing national security secrets or 
proprietary technology at the direction of the Chinese government.”38 A recent 
Brennan Center report historicizes the program, observing that “the FBI and Jus-
tice Department tendency to stretch facts and jump to conclusions in Chinese 
espionage cases pre-dated the China Initiative.”39 For instance, FBI counterintel-
ligence training materials otherize those of Asian descent.40 And earlier policies 
and actions, including the Economic Espionage Act of 1996 (EEA), reflect similar 
racial animus. The EEA, which turned theft of trade secrets into a federal crime,41 
marked an uptick in criminalizing previously accepted forms of competitive 
behavior, with an eye to Asia.42 In 2022, the Stanford Center on China’s Economy 
and Institutions noted that “[a] significant increase in the number of cases charg-
ing EEA-related offenses against suspects of Chinese heritage began in 2009 under 
the Obama administration.”43 The report goes on to propose that this is a symptom 
of disproportionate and racist targeting of Chinese people.44 In a detailed review of 
the EEA, Andrew Chongseh Kim finds “significant disparities in the rates at which 
people of Asian descent are prosecuted for espionage and the outcomes of those 
prosecutions.”45 He concludes that “Chinese and other Asian defendants are twice 
as likely to be innocent as those of other races.”46
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This, of course, reinforces Del Visco’s argument, that Sinophobic logics are 
reflexive in American political culture, including among Democrats.47 CRT scholars  
and activists have long argued that “yellow peril” and “model minority” stereo-
types organize American thinking about Asianness.48 Within this binary, East 
Asians are presented as dangerous and disloyal “forever foreigners,” who threaten 
to overrun the nation.49 All too often, Asianness is also feminized, for instance 
through the association of spying with gossip and the association of disloyalty with 
weakness.50 Such gendered tropes are evident in representations of the Chinese 
government as an all-powerful regime and Chinese citizens as eternally commit-
ted ideologues. Consider, for instance, the FBI’s semi-fictional propaganda film, 
The Company Man (2015), which promotes yellow perilism by telling a story that 
contrasts a loyal American businessman with two disloyal Chinese cybercrimi-
nals in search of trade secrets. Circulated as a both an agency training video and 
public awareness campaign, The Company Man encourages multiple audiences 
to embrace American exceptionalism and Sinophobic paranoia.51 The film tells 
a gendered, as well as raced, tale in which the dishonorable Chinese men, who 
shamelessly sneak around industrial spaces and offer exorbitant bribes, fail to live 
up to the honorable white masculinity of their American target.52 As evident in 
the short film, representations of yellow perils and forever foreigners often femi-
nize and emasculate East Asians,53 representing them as obedient and cowardly 
automatons, dishonestly and submissively slinking through the shadows while 
sabotaging others and destroying relationships.54

Techno-Orientalism, Betsy Huang argues, emerged in the 1880s with descrip-
tions of Asians as mechanistic alien bots without emotions.55 In a longer history  
of the Asian as “model machine,” a feminized robotic model of race, Long Bui 
highlights the many ways that US public culture consistently expresses ambiva-
lence, specifically hate and reverence, about Asian technological prowess.56 
Though most often applied in science fiction studies, the term techno-Orientalism 
is useful in theorizing political rhetoric as well, specifically in highlighting how 
US trade, innovation, internet, and technology policy has collided with racial and 
gender anxieties. As Lok Sui and Claire Chun put it, “techno-orientalism . . . is the 
expressive vehicle . . . by which Western and Eastern nations articulate their fears, 
desires, and anxieties that are produced in their competitive struggle to gain tech-
nological hegemony through economic trade and scientific innovation.”57 They 
trace the concept of techno-Orientalism, through the work of David Morely and 
Kevin Robin, back to fears of Japanese technological superiority in the 1980s.58 
These fears played out in the VCR Wars, a series of conflicts over Asian produc-
tion of video recording technologies that became lightning rods for national secu-
rity and economic downturn rhetoric.59 With respect to the former, the Supreme 
Court, in a decision that largely sidestepped the race and gender anxieties of the 
moment, held that the production and use of Betamax recorders did not consti-
tute copyright infringement, only “time shifting” of programming that viewers 
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could watch at the originally scheduled time.60 Still techno-Orientalism continued 
to rear its head, first in disputes over semiconductors and automobiles and later in 
disputes over cybercrime and platforms.

Despite the Supreme Court’s decision, Motion Picture Association of America 
president Jack Valenti doubled down on the Japanophobic sentiments of the time. 
In 1982, he testified before Congress, at a hearing on home recording:

“The single one American-made product that the Japanese, skilled beyond all  
comparison in their conquest of world trade, are unable to duplicate or displace or to 
compete with or to clone . . . this asset, [the US film and television production indus-
try], which is unlike steel or silicon chips or motor cars or electronics of all kinds—a 
piece of sardonic irony that while the Japanese are unable to duplicate the American 
films by flank assault, they can destroy it by this video cassette recorder.”61 

This eerily familiar language expresses ambivalence about Japan, a nation 
“skilled beyond all comparison in the conquest of world trade,” but nonetheless 
incapable of competing with America’s creative moviemaking spirit. Technol-
ogy operates as a tool of conquest in Valenti’s analogy, as well as an anchor for 
racist and sexist intellectual property rights talk. War metaphors such as “flank 
assault” add a militant and patriotic urgency to the fight, with Japan engaging in 
feminized treachery and pathologized virality. Perhaps more importantly, they 
transform intellectual property rights talk into a raced and gendered conver-
sation that disparages Japanese peoples’ ability to produce artistic works and 
engage in war. The backhanded compliment that implicitly broadens copyright 
to include economic espionage, is discrimination deployed in the service of 
ownership rights.

The Japanophobia of the 1980s is intertwined with contemporary Sinopho-
bia because, as Stanford Lyman puts it, anti-Asian racisms are overlapping and 
interchangeable, despite cultural and geopolitical differences: “The yellow peril 
appeared first as China, then as Japan, then as China and North Korea, then as 
China and Vietnam, then briefly as a temporarily prosperous Japan again, and, 
at the moment—once again as China.”62 Moreover, both are orientalist in their 
demonization of the so-called Orient as a means of validating Euroamerican white 
supremacy and legal regimes. Over time, the yellow peril narrative of the “Chinese 
copy” came to be treated as bipartisan fact, with the Bush Administration and  
the Clinton Administration cracking down on infringement, while bashing China’s 
intellectual property policies. Under the Obama Administration, Biden declared: 
“Why have they not become [one of] the most innovative countries in the world? 
Why is there a need to steal our intellectual property? Why is there a need to 
have a business hand over its trade secrets to have access to a market of a billion, 
three hundred million people? Because they’re not innovating.”63 This racist and 
gendered intellectual property rights talk is perpetually justified through moving 
goalposts: when China agrees to international norms, the US demands greater 
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compliance with its visions of knowledge ownership and economic norms.64 
Copying is treated as weakness not as resilience or choice.

America consistently shores up support for white supremacist intellectual 
property policies, including around trade secrets, through the mobilization of 
public emotions of fear and anger. These feelings are frequently rooted in national 
and geopolitical anxieties about the sustainability of the economy and whiteness.65 
But, as Sara Ahmed might contend, these “racial feelings” about employment, 
resources, and more are dishonest projections, defensive postures that ignore how 
the United States built its own economy on infringement and imposes double 
standards on other nations.66 Indeed, good faith international intellectual prop-
erty engagements require acknowledging the unique knowledge production tra-
jectories and economic flows of nations in the Global South.67 Yet according to 
US racial epistemes, Chinese people are quintessential bad intellectual property 
citizens who constitutionally refuse to comply with global norms, and Euroameri-
can nations are quintessentially good intellectual property citizens who intuitively 
steward international norms. These heroic myths of whiteness and masculinity are 
further normalized through relational racialization.

THE MASCULINE WHITENESS OF RUSSIAN HACKING

In 2020, CNN published an article with the headline “37 Times Trump Was Soft 
on Russia.”68 According to the article, Trump not only urged Russia to hack more, 
stating: “Russia, if you’re listening, I hope you’re able to find the 30,000 emails that 
are missing,” he also proposed cybercrime cooperation with Putin.69 The NCSC, 
in contrast to its assessments of China’s economic espionage, describes Russia as a 
“sophisticated adversary,” focused on military and economic domination.70 While 
the Chinese threat originates in “persistence,” a trope of mechanistic overrun, the 
Russian threat originates in “[sophistication],” a trope of elegant wrongdoing. If 
US policy toward China with respect to intellectual property and economic espio-
nage can be characterized as condescending managerialism, its Russia policy can 
be described as begrudging acceptance. This hands-off approach has persisted for 
many years in the face of egregious violations of geopolitical norms, such as inva-
sions of sovereign nations and interference in national elections, as well as a litany 
of intellectual property and economic espionage transgressions. This is curious 
given that cybersecurity experts consistently rank Russia in the top cybercrime 
threats to the US, alongside China. Russian hackers are described as “sowing 
chaos.”71 China’s mechanistic precision is contrasted with Russia’s thuggish cold-
bloodedness.72 Yet the consequences for the two nations are very different.

Barron’s reports that there are two primary reasons for US nonintervention 
in the latter issues: that Russia is careful to stay within applicable legal bound-
aries, here of infringement and cybercrime, and that the United States lacks the  
political will to enforce its policies. Vladimir Putin himself is aware that “there is 
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little Western countries have been willing to do to stop them . . . If there was little 
incentive in Russia to stop cybercrime before Ukraine, there is no incentive now.73 
Indeed, even when Putin declared, in March 2022, that Russian nationals would no 
longer be required to pay patent owners in “unfriendly countries,” the US barely 
responded.74 One of the few comparative studies of US treatment of Chinese and 
Russian infringement, a decades old essay, states what is now obvious: “In general, 
the United States has appeared to pursue different political, economic, and military 
goals in its relationships with Russia and China.”75 In practice, this means that the 
US has punished China for even those infractions that may fall under the gray areas 
of international law while permitting Russia to engage in similar acts with little 
more than a slap on the wrist.76 The carte blanche that the United States has offered 
to Russia is entangled with white supremacy.

While the end of the Cold War produced détente with the US in the 1990s and 
2000s, Putin’s rise to power shifted the dynamic of the bilateral relationship.77 The 
latter has been described as a “strongman,” a term “historically deployed to describe 
autocrats who rule by violence and see themselves, or want to be seen, as wor-
thy of fear.”78 Over the past twenty years, Putin has led an increasingly aggressive  
Russia, invested in transnational white supremacy. Indeed, multiple white nation-
alist leaders, including David Duke and Richard Spencer, have identified Putin’s 
Russia as central to maintaining the global authority of whiteness.79 Yet despite 
warnings about the destabilizing effects of Russia’s white nationalism, the United 
States has declined to consistently condemn it.80 I posit that this is largely because 
Russia, a “contingently white” country, has strategically exploited its whiteness in 
its geopolitical dealings.81 The concept of contingent whiteness presupposes that 
race is produced through racialization, a process of constant change that explains 
“why certain groups become accepted as ‘white,’ how and why they adopt white 
identity claims, and what consequences those identity claims have for social rela-
tions.”82 Russia has endeavored to become whiter over time and Euroamerican 
nations have largely accepted this. Ian Law writes that “there have been strik-
ing changes in racial ideas, practices, exclusions and violence in Russia since the 
1990s . . . the notion of a ‘civilised country’ has become a synonym for racial white-
ness and Russianness a form of privileged whiteness.”83 Marina Levina observes 
that Russian investments in whiteness are used to reinforce what Jasbir Puar calls 
a “politics of debilitation”84 on racially othered peoples such as Syrians and Ukrai-
nians.85 Russians choose whiteness because they benefit from its privileges, includ-
ing relative impunity. The United States allows this because it benefits from Rus-
sia’s whiteness, including regional counterbalancing.

Despite its chosen and bestowed whiteness, Russia has retained its long-standing  
identity as a political foil and imperial actor that requires containment. This is evi-
dent in multiple areas of friction with the United States, including discussions over 
NATO expansion. Conflict over intellectual property and economic espionage 
extends at least as far back to the Soviet Era when, as Debora Halbert observes, 
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national intellectual, political, and economic investments functioned as tools for 
proving cultural and artistic superiority.86 Yet the contemporary American refusal 
to hold Russia accountable for its misdeeds suggests that the ideological dispute 
is embedded within a larger context. I propose that, while Russians continue to 
operate as “bad whites”87 against whom Americans can demonstrate their global 
moral authority via soft power, it is also beneficial for the United States to engage 
in performative admonishments instead of meaningful consequences. Three racial 
outcomes flow from the toothless US response to Russia: (1) it normalizes the US 
position as the heroic “good white”88 who appears to seek justice in the global 
arena; (2) it allows the United States to chastise Russia while also simultaneously 
colluding with Putin; and (3) it positions China below Russia in a divide-and-
conquer style intellectual property and economic espionage racial order. US intel-
lectual property rights talk with Russia thus supports larger architectures of white 
supremacy by letting the former off the hook while simultaneously deriding China 
for its illegal and illicit acts. It also exemplifies how realpolitik itself is constituted 
relationally, through categories of race and gender.

Returning to EEA data with this context around Russia illustrates how the 
United States uses intellectual property rights talk to reinforce Sinophobic racial 
hierarchies through relational racialization. The Stanford Center on China’s Econ-
omy and Institutions notes that “Chinese-named defendants were 13.2% more likely 
to have their [EEA] cases dismissed or acquitted compared to other defendants, and  
13.5% less likely to be found guilty of EEA-related charges than defendants with non-
Chinese names.”89 In terms of sentencing, “Chinese-named defendants on average 
received 12.5 months longer jail terms compared to all other defendants and 12.4 
months longer jail terms compared to defendants with Western names.90 The tar-
geting of Chinese defendants relative to other defendants is even more stark when 
considered over time. The number of Western defendants has declined from 59 per-
cent of the total of all defendants in 1996–2008 to 28 percent of the total defendants 
in 2016–2020.91 In comparison, approximately 50 percent of the total defendants 
prosecuted since 2009 have been Chinese.92 These numbers are particularly notable 
given that Russian actors are growing increasingly bold. “US intelligence officials 
do not . . . rate China as the biggest threat to the US in cyberspace. The Russians 
are definitely better, almost as good as we are,’ said one,” Richard Clarke and Robert 
Knake reported in 2010.93

The Obama Administration and Biden Administration both imposed sanctions 
against Russia for engaging in economic espionage via cybercrime.94 However, 
those sanctions were narrow and limited, especially compared to those imposed 
upon China.95 The racialized rhetorics that American policymakers use to talk 
about Russia provide some insight about why the US shows this geopolitical rival 
such deference. A 2009 report released by the Rand Corporation describes Rus-
sia as a literal host and harbor for cybercrime, emphasizing that infringers use  
Russian websites to sell pirated and counterfeited goods because they operate as 
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“protected spaces for crime to arise.”96 Instead of being intertwined with narra-
tives of threatening criminality like Black mafia rhetorics,97 or narratives of devi-
ous yellow perils like Asian mafia rhetorics,98 Russian mafia rhetorics suggest a 
worthy, masculine, strongman foe. Russian hackers are managers of the infringe-
ment world, whose ingenuity and infrastructure helps exceptional fakes to circu-
late. In 2008, Former Attorney General Michael Mukasey declared: “A Russian 
mobster selling fake handbags through a middleman in New York may also be 
selling pirated DVDs in London, counterfeit AIDS medication in Africa, and child 
pornography over the internet.”99 The “Russian mobster” is the protagonist of the 
story, here because he manages the sale of multiple goods. In 2006, the Los Angeles 
Times proclaimed, in an article entitled “Russians Able to Fake It Like No One 
Else,” that “if there is a world capital of audacious fabrication, it must be Moscow, 
where fake is never a four-letter word.”100 It went on to describe Russian copies 
through “the French notion of faire montrer [sic],” noting “it’s better to look like 
something than to be something. It’s a very Eastern way of thinking.”101 Fakes may 
be Eastern, but Russian fakes are exceptional, certainly better than those Made in 
China. This racialized rhetoric of expertise positions Russia as strong and China as 
weak. Invoking France moves Russia closer to Europe—and whiteness.102

DEC ONSTRUCTING INTELLECTUAL PROPERT Y ’S 
R ACE AND GENDER HIER ARCHIES

This chapter has focused on how US intellectual property rights talk around eco-
nomic espionage, trade secrets, and cybercrime prosecution uses comparative 
racialization, with gendered elements, as a means of justifying and enforcing ineq-
uitable knowledge governance policies. When speaking about China, the United 
States employs intellectual property rights talk that plays on fears of feminized 
yellow perils associated with racial deficiencies, viral replication, and overwhelm-
ing numbers. When speaking about Russia, the United States employs intellectual 
property rights talk that plays on respect for strongman mafiosos operating cyber-
crime rings to build and sell counterfeit goods. Russian hackers are imagined as 
deft and capable emblems of white masculinity even though, as Ruth Ben-Ghiat 
observes, they “are actually weak and insecure individuals but they appear [to sup-
porters in] their countries as saviors, defenders, sex symbols at times, and other 
male archetypes.”103 Asian cybercriminals, unlike their white counterparts, are 
presented as femininely devious, thus undeserving of an empathetic counternar-
rative, despite their nations facing centuries of extractive colonialism.

US policies toward China and Russia are anything but independent. Their 
race and gender contrasts amplify one another while also reinforcing whiteness, a 
“relatively uncharted territory that has remained invisible as it continues to influ-
ence the identity of those both within and without its domain.”104 CRTIP, TWS, 
and TWAIL are useful intersectional tools for deconstructing intellectual property 



Chinese and Russian Cybercrime    87

rights talk because they make racial and gender hierarchies visible. Those using 
these methods would benefit from applying and deepening feminist cyberlaw’s 
insights about ethics and fairness in the area of theft of trade secrets via cyberes-
pionage as part of their theoretical inquiries. Doing so will not only highlight the 
intersectional race issues that arise with respect to the theft of trade secrets but also 
aid in building more equitable knowledge governance regimes with evenhanded 
application of laws and policies across racial groups.
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Accidental Abolition?
Exploring Section 230 as Non-Reformist Reform

Kendra Albert

Depending on who you listen to, Section 230 of the Communications Act is “the 
closest thing there is to a perfect law”; the “twenty six words that created the Inter-
net”; a “subsidy” to tech platforms; or “a law [from] the 90’s that lets tech compa-
nies get away [with catastrophic injuries].”1 But most scholars do not cite Section 
230 as an example of abolition of the police state or prison industrial complex, 
despite the fact that Section 230 may represent the largest single carve-out of peo-
ple and entities from state criminal liability in US history.

This makes sense facially, because the original proponents of Section 230, 
Christopher Cox and Ron Wyden, do not have voting or public statement 
records that suggest that they were trying to get rid of policing. Nor, in 1996, 
when Section 230 was passed as part of the broader Communications Decency 
Act, was “abolition feminism” named in the way it is now, although certainly its 
organizing lineages reach back that far and further. But abolition feminism, a 
critique that comes out of both work against the prison industrial complex and 
feminist communities of color advocating against using the criminal legal sys-
tem to address interpersonal violence, has much to teach us about how to think 
about Section 230.2

With a small number of exceptions created by the Fight Online Sex Trafficking 
Act of 2018, owners or operators of computer services cannot be held liable under 
state criminal law for the acts of their users, even when their behavior might oth-
erwise rise to the legal standard of aiding and abetting.3 This fact is usually framed 
as negative: “the Internet is lawless!”; “bad people will not be held accountable!” 
In this chapter, I approach Section 230 differently. I name the possibilities that 
Section 230 creates and use the tools of abolitionist feminism to explore the failure 
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of many platforms and people to fully perform the imagining work necessary to 
make use of those possibilities.

Before I dive in, a caveat: I am not saying that Section 230 is abolitionist.  
Section 230 and most of the advocates who support it do not center the experiences 
of the formerly incarcerated and those most likely to be targets of the systems of  
violence of American policing (disabled/queer/trans Black people and people  
of color). This makes Section 230 a strange fit for the abolitionist framework or  
an analysis of non-reformist reforms. But yet, my own experience working on  
Section 230 has taught me that the same arguments that caution against crimi-
nal liability for online platforms apply more so to individuals. Thus, I position 
230 similarly to how some advocates invoke the suburbs, with a full awareness 
that such an invocation is contested and appealing primarily to White readers and 
reinforcing the idea of abolition as absence.4

The work of abolition is not solely the elimination of the criminal legal system, 
policing, jails, or the policing of families. Rather, it requires imagining and creat-
ing the things that take the place of those systems. Section 230 has cleared space 
for such imaginings, and that the failure by major platforms to meaningfully make 
use of this space reinforces the call to be doing both forms of work at once.

Toward that imagining, this chapter proceeds as follows: I provide a brief back-
ground sketch on abolition feminism, and then I use the questions produced by 
Critical Resistance, an abolitionist organization, to explore whether Section 230 is 
an example of a non-reformist reform. Through that process, I also explain what 
it does. I close by reflecting on how tech platforms have generally failed to build 
meaningful non-carceral solutions in the absence of criminal liability.

WHAT IS  AB OLITION FEMINISM?

Abolitionist or abolition feminism takes its name from those who fought against 
slavery. It is dedicated to rendering obsolete and eliminating the prison industrial 
complex and policing. As Mariame Kaba argues in her essay published during 
the George Floyd uprising, “We can’t reform the police. The only way to diminish 
police violence is to reduce contact between the public and the police.”5 In short, 
abolition names that the problems that prisons attempt to solve are solvable by 
other means and attempts to build a world such that prisons are no longer neces-
sary, at the same time as mobilizing and organizing for reduction in the power of 
carceral institutions.6

Abolition feminist work does not solely focus on policing. Its analysis has been 
extended to the child welfare system,7 institutionalization of people with intellec-
tual and developmental disabilities,8 and borders.9

Although there are many lines to trace abolitionist feminism to, modern orga-
nizing that most directly relates to the work being done now started in the early 
2000s, with conferences thrown by the anti-prison industrial complex group 
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Critical Resistance, as well as earlier work by INCITE! Women of Color Against 
Violence.10 INCITE!, in particular, was a group of women of color organizing 
against domestic and intimate partner violence who rejected the move by the 
mainstream White feminist movements to use policing and carceral apparatus. 
Abolitionist organizing often focuses on local campaigns, to resist the construc-
tion of prisons, for example, or participatory defense, rather than broader legal 
or regulatory reform strategies.11 By 2019, the Harvard Law Review dedicated an 
entire issue to prison abolition, after formative work by Amna Akbar, Dean Spade, 
and Allegra M. McLeod.12

Abolitionist feminist thinkers are engaged with technology. Stop LAPD  
Spying, a group based in Los Angeles, builds community power to abolish sur-
veillance and policing, both methods that use technology and those that don’t.13 
Sarah Hamid, an organizer with #8toAbolition and the Carceral Tech Resistance 
Network, has argued that technological reformers and critics have played a simi-
lar role to prison reformers.14 Likewise, formerly incarcerated activists like James 
Kilgore have brought abolitionist advocacy to areas like ankle monitors and other 
forms of digital incarceration.15

Of course, it is not just those that explicitly name technology in their work that 
have something to say about technological developments in policing and surveil-
lance. The idea that abolition feminism that does not explicitly discuss technology 
is not concerned with it has been rejected by many scholars. Abolition feminists 
often resist the move to segregate technology from other areas of policing. As an 
example, the consensus “why” document produced by carceral tech resistance net-
work explains that “the history of carceral tech does not begin with computational 
policing or risk assessment algorithms. This kind of periodization only services 
police-adjacent academics, media, and system reformists.”16

230  AS NON-REFORMIST REFORM?

A fundamental premise of abolition feminism is that reforming prisons is not 
possible—the system is not broken, it is working as intended.17 Thus, all efforts 
at reforming the existing system must be evaluated in terms of their chances of 
retrenching those systems, ultimately making it harder to dislodge them or to 
imagine alternatives. The primary frame through which this evaluation is done is 
the idea of “non-reformist reforms,” building on the work of Andre Gorz.18

Non-reformist reforms aim to reduce harm without entrenching existing  
systems. They are “determined not by terms of what can be, but what should 
be,” and are reliant on and in relation to a fundamental modification of the  
relations of power.19 But because abolition feminism is not just a theoretical 
framework but a living way of organizing, Gorz’s more abstract idea only serves 
as a starting point. Organizers have developed tools to determine which steps 
serve to reinforce the criminal legal system, policing, and prisons, and which 
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might serve to lessen its impact. In particular, a chart produced by Critical  
Resistance aims to help a reader evaluate if a particular step is an abolitionist 
step to end imprisonment.20

“Does a particular reform . . .

 • reduce the number of people imprisoned, under surveillance, or under other 
forms of state control?

 • reduce the reach of jails, prisons, and surveillance in our everyday lives?
 • create resources and infrastructures that are steady, preventative, and  

accessible without police and prison guard contact?
 • strengthen capacities to prevent or address harm and create processes for 

community accountability?”21

Section 230, as mentioned earlier, provides blanket immunity to the provider of an 
interactive computer service for claims under state criminal law where they would 
be held liable as the publisher or speaker of information from another content pro-
vider.22 Generally, in order to claim immunity under Section 230, a person must 
show that (1) they are a provider or user of an interactive computer service, (2) the 
information for which the state seeks to hold the defendant liable was information 
provided by another information content provider, and (3) the claim seeks to hold 
the defendant liable as the publisher or speaker of that information.

This can be quite abstract, so let’s take an example. If, for example, North Caro-
lina passed a law making it a crime to aid and abet the sharing of information 
about self-managed abortion, online service providers whose facilities are used for 
this information could face criminal liability.23 An online service provider (say a 
small forum) who had not banned their users from discussing abortion could be 
prosecuted under the law after a user self manages an abortion based on informa-
tion shared by another user. But Section 230 would prevent the online forum from 
being held criminally liable for the speech of their users, even if it were found to 
rise to the level of aiding and abetting under state criminal law.24

Section 230 may eliminate state criminal liability for the online forum in that 
case. But is it a non-reformist reform under the Critical Resistance questions?

(1) Does Section 230 reduce the number of people imprisoned, under surveillance, 
or under other forms of state control, or (2) reduce the reach of jails, prisons, and 
surveillance in our everyday lives?.  Of course, the type of liability involved in our 
example or in most Section 230 cases is quite different than ordinary arrests based 
on street level surveillance. But nonetheless, Section 230 greatly reduces the reach 
of state criminal law online.

In these circumstances, Section 230 may at least partially serve as a non- 
reformist reform. It does reduce the number of people imprisoned/under surveil-
lance/under other forms of state control by eliminating criminal liability for a  
particular population.
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This risk reduction allows for online platforms to make more nuanced choices 
about how to handle speech without necessarily focusing on state criminal law 
as the primary arbiter. There have been instances in which platforms, because of 
the limits on their legal liability for online materials, have allowed for behavior 
that would have otherwise potentially been criminalized.25 This created spaces that 
focused on harm reduction rather than overenforcement.

(3) Does Section 230 create resources and infrastructures that are steady, preventative, 
and accessible without police and prison guard contact?.  For the third question, the 
answer is more complicated. It is specious to suggest that the absence of criminal 
liability for the online speech of others has made internet infrastructure a cop-free 
zone. Online services are rich in information that leads to criminal prosecutions.

But it is true that many technology companies have built infrastructure for 
dealing with what would otherwise be criminal behavior that exists separate from 
that of traditional policing. For example, if Facebook removes a post for discussion 
of illegal drugs, it does not automatically report such a post to law enforcement.26 
Not so for child sexual abuse material, which earns an automatic referral to the 
National Center for Missing and Exploited Children (NCMEC), as required by 
federal law. Although it may not fit within the original imaginings of abolitionists 
who formulated the question, online platforms can create infrastructure for elimi-
nating or reducing some forms of harm without police.27

(4) Does Section 230 strengthen capacities to prevent or address harm and create 
processes for community accountability?.  It is the fourth question posed about 
non-reformist reforms where Section 230 fails entirely. Although Section 230 may 
reduce the scope of potential criminal proceedings and thus the risk of state sur-
veillance, those who make use of its benefits often have not meaningfully created 
alternative structures that allow for thinking beyond the law. It is true that online 
platforms are often infrastructures that do not depend upon the police. Section 
230 fits well into the false imaginary of abolition as absence, like the suburbs.

But even in the absence of criminal law, online platforms engage with the 
harms they cause through a fundamental conservative and carceral frame. Rarely 
do we see online service providers devote time and energy to building in processes 
of meaningful community accountability, or resourcing those harmed by the side 
effects of the decisions they have made.28 Section 230 may provide space to do 
things differently, but as Kate Klonick has articulated, when it comes to speech, 
platforms have ended up building on the American speech tradition,29 and then 
basically speedrunning First Amendment law.30

In previous work, I called the role of laws in this space “talismanic,” noting that 
they are evoked not for their actual legal requirements but to hold space for a set of 
arguments occurring elsewhere.31 Experts such as Sarah Hamid, Rachel Kuo, and 
others have called this “carceral content moderation,” noting that the binary “keep 
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up or take down” model often exhibits the same lack of imagination as more car-
ceral apparatuses, to say nothing of the way in which digital surveillance tools feed 
directly into real world policing.32 In short, there is an utter failure of imagination 
to figure out what we could do differently, perhaps partially because of the sheer 
scale of major platforms content moderation efforts (which, of course, is no one’s 
fault but the platforms and perhaps their investors).33

Despite that failure of imagination, or perhaps because of it, a number of schol-
ars have begun to suggest abolitionist approaches to online spaces based on alter-
native, non-carceral models. In her essay in Logic Magazine, Niloufar Salehi lays 
out a restorative justice frame to approaching online harassment, centering on 
the needs of those who have been harmed.34 Similarly, Sarita Schonenbeck and 
Lindsey Blackwall conceptualize a move toward accountability and repair, pro-
posing governing principles that align social media platforms with frameworks 
separate from criminal punishment.35 And as with abolition more generally, these 
efforts are not limited to the academy. Tyler Musgrave’s work on Black women and 
Femmes’ experiences with harassment show how users, whether platforms facili-
tate it or not, can transform the harm they experience.36 These practical efforts 
and theoretical frames demonstrate Gorz’s points that non-reformist reforms both 
imagine a different world at the same time that they build popular support.

REIMAGINING SECTION 230 AS AB OLITIONIST 
ARGUMENT GATEWAY

Did Christopher Cox and Ron Wyden accidentally imagine something consistent 
with the work of Critical Resistance? No. And Section 230 might not even be a 
non-reformist reform. As it currently stands, its proponents and its primary ben-
eficiaries have done the first part of abolition—the elimination of policing and 
criminal law; but not the second—the building of alternatives that transform vio-
lence and harm.37

But perhaps Section 230 can nonetheless serve as a gateway to abolition.  
Section 230 does have many advocates who would not identify themselves as abo-
litionists admitting that the imposition of criminal liability creates bad incentives 
and leads to unworkable solutions. In the context of Section 230, we often see 
widespread agreement that state criminal law is arbitrary, uneven, holds the wrong 
people to account, is fundamentally regressive, and does not successfully deal with 
real problems. Although not all of these are abolitionist arguments, it is fascinat-
ing to see critiques that could be crafted to describe the felony murder rule or 
conspiracy liability used to suggest avoiding online liability for online platforms. 
What does it mean that in the context of the internet, state criminal law has been 
accepted as an arbitrary, negative force, that prevents the operators of platforms 
from dealing with content in ways that genuinely promote harm reduction? How 
could that analysis be expanded to so many other spaces where criminal liability 
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eliminates pro-social options? And how can this analysis be re-centered to focus 
not on platforms, but on those who bear the primary harms of policing?

If we can answer these questions, perhaps Section 230 could be abolitionist. It  
says, quite clearly, that there are places where criminal liability does harm, not 
good. It clears space for an imagined alternative. Perhaps, building on the work of 
feminists, we can imagine online communities that take seriously the responsibil-
ity to build non-carceral, community-based solutions to transform harm. Some of 
them may already exist. And if they do not, Section 230 might help us, if only we 
moved beyond absence to a politics of care.
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aren’t yet fully formulated. Finally, I owe a debt of gratitude to the many abolitionist organizers and 
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worlds, thank you.
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The Curb-Cut Effect and the Perils  
of Accessibility without Disability

Blake E. Reid

The curb-cut effect is an oft-observed phenomenon that occurs when technology 
designed to dismantle barriers to the accessibility of society for disabled people 
affords positive benefits—positive externalities or spillovers in economic terms1—
for nondisabled people.2 However, this chapter argues that unduly focusing  
on those benefits risks subordinating the needs and interests of disabled people in 
the development and application of disability and communications law aimed at 
technology accessibility in cyberlaw contexts.

Given the long-running discourse on the spatiality of cyberspace and its rela-
tionship to physical space,3 it should come as no surprise that a critical phenom-
enon at the intersection of cyberlaw and disability law—the curb-cut effect—has 
its roots in the built world’s rhetoric and technology. Indeed, the titular curb-cut 
effect is observed with the built-world technology of literal “curb cuts”—ramps 
“cut” into (or built up to) curbs on sidewalks and other walkways4 that grew to 
prominence in part after a group of UC-Berkeley student wheelchair users who 
called themselves the “Rolling Quads” snuck out at night with attendants and lit-
erally mixed their own concrete to build ramps.5 Physical curb cuts are nominally 
intended to ensure that disabled people who use wheelchairs, scooters, walkers, 
or other mobility devices can safely navigate to and from a walkway, avoid the 
danger of traveling in the street, where they risk being struck by cars, and access 
homes, public accommodations, and other buildings that must be accessed from 
the walkway. Yet physical curb cuts can be used to beneficial effect by nondisabled 
people pushing strollers, hand trucks, or grocery carts, or pulling luggage, run-
ners, cyclists, skateboarders, roller-bladers, people who do not identify as disabled 
but have temporary injuries that require the use of mobility devices, and people 
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using other wheeled tools and conveyances to easily transit to and from walkways 
that might otherwise be difficult or impossible to navigate.

More generally, then, the curb-cut effect has come to be known as the positive 
spillover that occurs for society (or some members thereof) when accessibility-
oriented technology designed for disabled people benefits nondisabled people 
for purposes other than accessibility. Examples from the built world abound—for 
example, replacing or supplementing steps with ramps, adding elevators, widen-
ing entrances and doorways, clearing floor paths, and so forth, all confer similarly 
pluralistic navigational benefits to nondisabled people.

In cyberspatial discourse, the built-world rhetoric of curb cuts has transitioned 
to a shorthand for accessible affordances of virtual spaces, such as the inclusion of 
closed captions and image descriptions, the construction of web architecture to 
be compatible with screen readers, and software configuration settings to provide 
legible contrast for color-blind users. More generally, it includes the deployment 
of a wide range of technologies and techniques in and adjacent to virtual spaces to 
ensure their accessibility and usability by disabled users and compatibility with the 
assistive technology they use.

As curb cuts become virtual, the curb cut effect’s built-world origins likewise 
have given way to an increasingly prominent role in cyberspatial contexts, as the 
first section of this chapter details. And, as the second section explains, the curb-
cut effect is often cited as a benefit or even a justification for innovation in assistive 
technology and disability law and policy.

But as the third section argues, the Effect’s repeated invocation over the past 
several decades has resulted in erasure, to varying extents, of disabled people from 
innovation and disability law and policy, with serious harms to disabled people 
and their civil and human rights to accessibility. This chapter closes by endors-
ing, highlighting, and building on the work of disability and design scholars who 
have raised concerns about the potential harms of the curb-cut effect—the benefits  
of spillovers notwithstanding—and concludes that law and policy efforts at the 
intersection of disability and technology should be wary of invoking or relying on 
the effect.

THE CURB-CUT EFFECT,  TECHNOLO GY,  
AND UNIVERSAL DESIGN

The curb-cut effect is especially widely observed in information and communi-
cations technology.6 Famous early examples chronicled by Steve Jacobs include the 
typewriter—initially designed for blind writers; the telephone—initially designed 
as part of Alexander Graham Bell’s work with deaf people and evolved as part of 
Bell Labs’ work on a suite of sound technology including the hearing aid; tele-
typewriters (TTYs), real-time communications devices that paved the way for 
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both ARPANET, the predecessor to the internet, and modern instant messaging  
technology; and many more.

An oft-cited modern example is closed captioning—designed to convey spoken 
dialogue on video programming for deaf and hard of hearing viewers, but also 
used to improve access in bars, restaurants, hospitals, and other public or quasi-
public places where social norms around noise prevent anyone from hearing a 
television’s audio or require it to be muted. Another is optical character recogni-
tion, initially designed to help transform books for blind and other print-disabled 
readers but later applied in a wide range of business and other contexts.

The curb-cut effect is not always purely utilitarian, and often materializes in 
cultural and aesthetic contexts.7 In another modern example, the popular Netflix 
show Bridgerton contains graphic audio descriptions of sex scenes widely enjoyed 
by nondisabled “superfans” of the show in what the Wall Street Journal describes 
as a “saucier” version of the curb-cut effect.8

The curb-cut effect has also come to be closely associated with the “Universal 
Design” movement. Generally speaking, Universal Design converts the descriptive 
observation of the curb-cut effect into a normative edict: technology should be 
designed to be accessible and usable by disabled and nondisabled people alike—
”the broadest possible range of users.”9 A “blue ribbon” report prepared by a panel 
of advocates, technologists, and industry members in 1994 boldly declared that 
“Universal Design Is The Solution” to the problematic barriers to technology 
access faced by disabled people.10

THE CURB-CUT EFFECT IN THE L AWS  
OF THE BUILT WORLD AND CYBERSPACE

The appeal of the innovation spillovers of the curb-cut effect has become so  
well-trod over time that it is often invoked in law as a justification for legal and 
policy interventions to improve accessibility for disabled people. For example, the 
Department of Justice waxed specifically about the curb-cut effect in justifying  
the benefits of its regulations implementing Title II of the Americans with Dis-
abilities Act, which bars discrimination on the basis of disability in state and local 
government services:

Use benefits accruing to persons without disabilities. . . . Even though the requirements 
were not designed to benefit persons without disabilities, any time savings or easier 
access to a facility experienced by persons without disabilities are also benefits that 
should properly be attributed to that change in accessibility . . . and ideally, all should 
be part of the calculus of the benefits to society of the rule.11

The curb-cut effect likewise played a large role in early discourse around the 
application of disability law. In one foundational example, Paul Schroeder of 
the American Council of the Blind, testifying at a hearing in the lead-up to the 
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Telecommunications Act of 1996, urged Congress to “ensure that electronic curb 
cuts are built into the information highway” and described technology accessibil-
ity mandates as an “important first step toward universal design”—an approach 
he described as making technology “equally accessible to and usable by the vast 
majority of individuals, including people with disabilities.”12

Though telecommunications law is often missing from cyberlaw discussions, 
the curb-cut effect has featured prominently in the vein of telecommunications 
law and policy directed at the accessibility communications and video technology. 
While many of these examples predate the internet, I join authors including Karen 
Peltz Strauss in emphasizing the critical foundation role of telecommunications 
law in ensuring the accessibility of the internet technologies more traditionally 
associated with cyberlaw.13

For example, advocacy in the lead-up to the closed captioning provisions  
of the Television Decoder Circuitry Act of 1990 (TDCA)14 specifically focused 
on the benefits of closed caption as a tool to improve literacy, including reading 
comprehension, language retention, and word retention.15 In the final version of 
the TDCA, Congress explicitly alluded to the curb-cut effect, including specific 
findings that “closed captioned television can assist both hearing and hearing-
impaired children with reading and other learning skills among adults” and “assist 
those among our Nation’s large immigrant population who are learning English as 
a second language with language comprehension.”16

In more modern contexts, the FCC has also deployed this rhetoric to support 
internet accessibility measures. When the FCC extended the ’96 Act’s closed cap-
tioning requirements to internet-delivered programming under the Twenty-First 
Century Communications and Video Accessibility Act, Commission Mignon  
Clyburn declared that “when captioning becomes a part of universal design, 
everyone wins,” noting that in the context of captions in education, “hearing stu-
dents see how words are spelled, and the visual text reinforces the message that 
they hear,” that “all of this helps them learn how to read and write.”17

Though an exhaustive survey is beyond the scope of this chapter, these examples 
illustrate how the curb-cut effect—as well as Universal Design and other integralist  
notions—has been an implicit or explicit basis for a degree of both accessibility-
focused technological activity and law and policy developments aimed at improv-
ing the accessibility of technology.

THE PERILS OF THE CURB-CUT EFFECT

While the curb-cut effect has, as a result, helped bolster a range of well-intended 
and sometimes essential accessibility efforts, disability and design scholars includ-
ing Liz Jackson18 and Alex Haagaard19 have begun to question its invocation. The 
Effect’s addictive quality, both to policymakers and technologists, is one that risks 
substantial harms to disabled people by systematically losing the disability forest 
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for the accessibility trees, subordinating (albeit unintentionally) disabled people to 
nondisabled people—addressing the interests and needs of disabled people only  
to extent their interests converge.20 The harms of unjustly relegating the interests  
of disabled people to the often-narrow bounds of this convergence—however  
inadvertent—is a series of denials of quality, individualized accommodations, mar-
ginalization of disabled designers, unavailability and unaffordability of accessible 
products for disabled users, and the fluid invocation and revocation of disabled users 
in narratives about policy, law, and innovation without their consent or consultation.

AC CESSIBILIT Y AND QUALIT Y

One critical area where valorization of the curb-cut effect can disserve disabled 
people is in fostering misperceptions about the quality of technology actually 
required to break down accessibility barriers, and leading to nominal improve-
ments that don’t adequately serve the needs of disabled people. As Haagaard notes, 
“when designs that were meant to serve disabled people become ‘for everyone,’ 
disabled people and their specific needs as users often end up getting erased.”21

In one foundational example, Haagaard analyzes the built-world technology of 
actual curb cuts, noting that most nondisabled people taking advantage of curb 
cuts simply need a sloped surface, not “too steep . . . and free from large cracks, 
holes, or dramatically uneven tiles.”22 But wheelchair users, Haagaard explains, 
need a range of additional features, such as a level transition and no gaps between 
the bottom of a curb cut.23

Shifting to a cyberlaw context, Haagaard’s example rhymes with the delay faced 
by the deaf and hard of hearing community in seeking rules improvements to the 
quality of closed captions for video programming. After the initial implementa-
tion of closed captions in the late 1990s and early 2000s, they were regularly beset 
with inaccuracies, missing portions, long delays, and other features that limited to 
some degree their utility to people actually relying on them to convey the ground 
truth of video programming content.24

Quality issues can go beyond the basic fitness for purpose of accessibility mea-
sures in cyberspace to implicate broader issues of erasure. For example, Thomas 
Reid notes that audio description—the insertion of aural descriptive narratives 
about visual components of video during pauses in the soundtrack—frequently 
omits visible details about the race, ethnicity, and skin color of on-screen char-
acters unless they are deemed by the describer to be sufficiently integral to the 
plot of a program to warrant specific mention.25 This literal imposition of “color 
blindness,” as Reid describes it, harms blind viewers by denying them access to 
the implicit racial dimensions of content while simultaneously erasing the iden-
tity of on-screen actors in a way that exacerbates long-running efforts to ensure 
representation in film and television.26 Yet leading guidance on audio description 
quality subordinates blind audiences’ interest in knowing the visual characteristics 
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of on-screen actors to the interests of content creators, emphasizing that “content 
creators have the discretion and final authority over the content of audio descrip-
tion  .  .  . consistent with the First Amendment” and suggesting that individual 
characteristics of on-screen actors, including skin color (and visible disabilities), 
need be described only “as relevant to the content” and need not “be described in 
each and every circumstance.”27

More generally, implicit in Haagaard’s analysis is that the proliferation of acces-
sible technology via innovation and disability law and policy often follows initial 
enthusiasm for universally designed features with implementation and enforce-
ment fatigue or even skepticism that leave details critical to disabled people unad-
dressed because no justifying benefit to nondisabled people is driving momentum 
forward. These themes are especially likely to materialize in cyberspatial contexts 
where generativity facilitates initially enthusiastic development of nominally 
accessible technologies that falls by the wayside as the difficulty of improving its 
quality increases and the perceived spillovers decrease.

One response to this critique is that it positions the perfect as the enemy of the 
good. Indeed, the quality of technology does not always reduce to a binary ques-
tion of accessible or not. The foregoing examples illustrate that quality often impli-
cates questions of degree and line-drawing about what, exactly, adequacy entails. 
And as Elizabeth Emens has persuasively argued, there is critical normative and 
practical import to integralist notions of highlighting benefits of accessibility 
to nondisabled people.28 Nevertheless, even in situations where spillovers bring 
accessibility forward to some degree, the limits of those improvements not only 
may fall short of serving the needs of disabled people, but politically and legally 
constrain the prospects of making necessary improvements that can’t be justified 
by reference to spillovers.

DENIAL OF AC C OMMODATION

Emphasis on the curb-cut effect can have more binary, existential effects beyond 
quality. These effects can become particularly pronounced in scenarios where 
measures to overcome technological inaccessibility must become more individu-
alized, customized, and justified by reference to anti-subordination goals, rather 
than Universal Design.

Haagaard has taxonomized accessibility barriers and measures spatially into 
(1) physical barriers, such as curbs, and measures such as ramps to overcome 
them; (2) sensory barriers, such as aural and visual formats, and measures such 
as closed captions to overcome them; (3) cognitive/psychological/cultural bar-
riers such as complexity and measures such as plain language translations to 
overcome them; and (4) temporal barriers that prevent people from individually 
participating in activities at particular places and times, and measures such as 
flexible asynchronicity to overcome them.29 Haagaard explains that institutions 
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are far more likely to support measures to overcome and correct physical and 
sensory barriers; less likely to support measures to overcome cognitive/psycho-
logical/cultural barriers; and even less likely to support measures to overcome 
temporal barriers.30

It is no surprise, then, in Haagaard’s taxonomy, that measures to address physi-
cal and sensory barriers that can be deployed in a relatively turnkey, universal-
ized fashion with positive spillovers for nondisabled people are more likely to be  
supported—in the cyberspatial context, the deployment of closed captions or com-
pliance with basic standards for web development, for example. It is likewise no 
surprise that institutions are less likely to support cognitive/psychological/cultural 
and temporal measures that must be individually customized or allow flexibility 
for smaller groups’ or individuals’ needs, and thus are less likely to yield obvious 
positive spillovers for nondisabled people.

On the spectrum of this taxonomy, commitment to accessibility declines as 
disabled people increasingly emerge from a generic backdrop of a hypothetical, 
heterogenous crowd who all might benefit from generic accessibility interven-
tions and increasingly confront the institution with their individual disabilities 
and needs and identify barriers that are more specific to them.31 What results is a 
decidedly nonuniversal commitment to accessibility, materializing in institutions 
undertaking accessibility efforts that maintain barriers to disabled people when 
removing them does not serve the institution’s nondisabled constituencies.

DENIAL OF CREDIT AND SUPPLY-SIDE DESIGN

Basic dysfunctionality of technology for disabled people is not the only problem 
that flows from the curb cut effect’s (and Universal Design’s) risk of erasure—it 
cuts through policy to the broader innovation policy of cyberspace—with ableist 
(and often sexist and other discriminatory) results.

In the built world, Liz Jackson has detailed how universal design often reframes 
disabled people as “ ‘inspiration’ rather than active participants,” writing their 
“integral [role in] design processes” out of historical narratives.32 Jackson chroni-
cles the example of OXO’s universally designed housewares, some of which were 
conceived by Betsey Farber as hacks to make her kitchen tools easier to use with 
arthritis, but which were popularly credited to, as she described it, “the brilliance 
and kindness of [her husband] who made these tools for his poor crippled wife  
so she can function in the kitchen.”33 Jackson highlights examples of erasure in 
cyberspace, such as Wayne Westerman, an electrical engineer with repetitive stress 
syndrome that developed touch-screen technologies foundational to modern 
smartphones and tablets, including the iPhone.34

This erasure is likely to materialize in cyberspace as well. For example, discourse 
about digital innovation is likely to disregard or minimize the contributions of 
disabled people because of what feminist scholar Laura Forlano has described as 
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disabled designers,’ hackers,’ and makers’ (though they may not identify as such) 
complex “socio-technical engagement” with their own bodies.35

Jackson notes that the “unique experiences and insights” of disabled people 
“enable [them] to see what’s available to make things accessible,” but that their 
“contributions are often overshadowed or misrepresented” in favor of “a story 
with a savior as its protagonist.”36 Jackson suggests that properly attributing credit 
for their contributions is critical to “attract disabled people to design” in the first 
instance.37 Chris Buccafusco relatedly notes that this credit is broadly important to  
the success of supply-side innovation policies, such as patent law, in spurring acces-
sibility by establishing “signaling value” for disabled designers, both for purchasers 
of their products and themselves.38 More broadly, Jackson and Haagaard identify 
how these dynamics can “flatten” and erase disabled cultures and histories, often 
in ways that especially harm people with invisible disabilities, and intellectual and 
developmental disabilities, and Black and indigenous disabled people.39

DENIAL OF DISTRIBUTION AND SUPPLY-SIDE USE

These supply-side problems of the curb-cut effect can affect disabled people not 
only as innovators, but as consumers of technology.

In one foundational example, Jackson and Jai Verdi describe the long-run-
ning phenomenon of “adaptive clothing” designed for—and often claimed to 
be designed in collaboration with—disabled users.40 These designs include, for 
example, featured double fabric under the arms for users of crutches, stylish bags 
to store hearing aid batteries, undergarments with Velcro closures, and other 
designs.41 But as these designs became appropriated by large clothing labels, mar-
keting narratives began erasing disabled people out of their roles as designers of 
and users of “adaptive clothing,” and of their inspiration for the designs, for which 
clothing labels often claimed to be the originator.

As Verdi and Jackson explain, this period of inspiration is followed by a shift 
toward optimizing for the “mass appeal” of these products and erasure of the dis-
abled user—and even the word “disabled”—from the sale of the product.42 Finally, 
the product is made inaccessible to disabled users—priced out of reach43—or sold 
in limited, inaccessible venues.44

WRITING DISABILIT Y AND DISABLED PEOPLE  
OUT OF AC CESSIBILIT Y

The curb-cut effect—along with Universal Design and other techno-social- 
political phenomena, including the infamous “Disability Dongle”—perpetuate  
what Jackson, Haagaard, and Rua Williams describe as a process of “reiterat-
ing a spectral technology for a virtual or hypothetical user [with disabilities],” 
thereby “continually re-produc[ing] the virtual user as an idea that is consumed 
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and shared by nondisabled audiences online.”45 Connor Scott-Gardner and Alexa 
Heinrich have identified examples of this phenomenon, including the coopting of 
alternative text fields initially designed to contain descriptions of images for screen 
reader users for other material, such as jokes46 or copyright management informa-
tion such as photo credits,47 and aesthetically pleasing ramps that are not actually 
accessible to wheelchair users, which take the curb-cut effect so far that disabled 
people are ultimately removed from the calculus altogether.48

By providing a foundation for writing disabled users in and out of narratives 
as is convenient for broader political, policy, technical, or economic reasons, the 
curb-cut effect can ultimately facilitate accessibility law, policy, and innovation—
in cyberspace as well as the built world—from which disabled people do not ben-
efit (or do not benefit adequately). Put in economic terms, the curb-cut effect can 
ultimately result in the conversion of accessibility from the primary goal of eco-
nomic and legal/policy activity—from which positive spillovers for nondisabled 
people flow—to a spillover itself. That is, the curb-cut effect converts accessibility 
into an externality of an activity whose actors are superficially interested in acces-
sibility but which does not treat disabled people as its primary constituents, or 
perhaps even as constituents at all.

Finally, the curb-cut effect’s fluid insertion and removal of virtual/hypothetical  
disabled users from policy, law, and innovation narratives can happen over  
time. One particularly salient example is that of the widespread proliferation 
of video-conferencing—and, more generally, remote work—in the wake of  
the COVID-19 pandemic.49 Though remote work was a frequently requested 
accommodation of disabled employees—for example, with mobility disabilities— 
prior to the pandemic, the courts and the Equal Opportunity Employment 
Commission routinely were skeptical and dismissive of treating remote work 
as a reasonable accommodation under Title I of the Americans with Disabilities 
Act.50 The needs of disabled people simply were rejected from the narrative of 
in-person work.

Yet as the pandemic progressed and remote work become a regular feature of 
American office culture, disabled people often were written back into the narra-
tive, as glowing commentary of the benefits for disabled people of remote work 
proliferated.51 Accessibility literally became the spillover of a social phenom-
enon—for example, remote work—that disabled people had long demanded as 
an accommodation. At the same time, the shift to remote work created a wide 
range of negative externalities for accessibility, introducing new barriers for deaf 
and hard of hearing people, who often faced participating in meetings without 
captioning and sign language interpretation—a community, again, largely writ-
ten out of the narrative.52 And as executives have begun to pivot back to the 
alleged merits of in-person work, disabled people are starting to be written back 
out of the story.53
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• • •

The curb-cut effect persists as an appealing, addictive narrative for policymakers  
and innovators looking to justify accessibility interventions and investments  
by reference to benefits beyond accessibility and to nondisabled people. But dis-
ability and design scholars rightfully suggest skepticism of deploying or relying 
on the effect. Policymakers and advocates should stay focused on accessibility for 
the sake of the civil and human rights of disabled people, and properly credit and  
respect their agency in narratives about accessibility, design, innovation, law,  
and policy.
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Uncovering Online Discrimination 
When Faced with Legal Uncertainty 

and Corporate Power
Esha Bhandari

Imagine an increasingly common scenario: you apply for a job through an 
online platform that connects employers to jobseekers. You send your materials 
into the void and then never hear back. You might assume this was because you 
didn’t meet the criteria for the job or because the company was overwhelmed 
with applicants who did. You might be perturbed to learn that a human never 
reviewed your application—a computer determined you weren’t qualified—but 
perhaps you’re resigned to that reality. But how would you react if you knew 
that the jobs platform used a ranking algorithm that systematically ranked 
women lower than equally qualified men applying for the job, and that’s why the 
employer never interviewed you?1

As upsetting as it would be to learn that you were discriminated against  
in the job-seeking process, it is in fact more likely that you would never find 
that information out at all. Most people using websites and mobile applica-
tions have no information about the hidden automated processes that are used 
to determine who gets certain opportunities online. Companies that run plat-
forms don’t generally reveal details about the algorithms they use or whether 
those algorithms discriminate on the basis of race, gender, age, disability, or 
other protected class status under civil rights laws—including because they 
have self-interested reasons not to voluntarily provide information that could 
render them liable for discrimination. Uncovering this type of discrimina-
tion therefore often requires some form of adversarial testing by researchers 
or journalists, using techniques designed to assess the workings of automated  
processes online.
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But there is a barrier to a robust environment of online accountability 
research and journalism. The United States continues to have an uncertain legal 
environment for adversarial civil rights testing and research online due to out-
dated computer crime laws that fail to accommodate and encourage digital-era 
research techniques.2 These laws are focused on antiquated notions of “hack-
ing” into closed computer systems and do not map neatly onto the online envi-
ronment of today. Furthermore, the legal environment has given outsize power 
to corporations to control how and when their actions are evaluated for dis-
crimination. Corporate terms of service, which are one-sided and drafted with 
the company’s interests in mind, often prohibit using the techniques necessary 
for adversarial testing. The US Supreme Court’s recent decision in Van Buren 
v. United States has gone a long way to clearing the threat posed by the federal 
Computer Fraud and Abuse Act (CFAA), a computer crime law that had long 
created the risk of federal criminal prosecution for those engaged in civil rights 
testing online in violation of website terms of service.3 But even with that wel-
come advance, there remain state laws on the books that could pose a barrier to 
robust research. And corporate terms of service that are hostile to independent 
testing and research continue to create ambiguity in a legal landscape sorely in 
need of clarity.

For every researcher or journalist willing to conduct important research  
in the face of such uncertainty, there are likely untold numbers of others  
who would engage in such work but cannot in light of the risks attached—
including those very members of communities most likely to be harmed by 
online discrimination, such as people of color. Others who may be deterred 
are researchers without tenure or graduate students on student visas, or inde-
pendent journalists without the backing of a large newsroom with a legal 
team. Anyone potentially revealing wrongdoing by powerful corporations 
online must contend with the legal tools that could be used against them. 
Despite these concerns, there are promising developments in the law. Courts 
are increasingly recognizing the legitimacy of certain common online research 
techniques. And federal regulatory bodies are stepping up enforcement of 
civil rights laws online, which serves to encourage even more research into  
online discrimination.

This chapter argues that independent research and journalism is needed to 
address the growing problem of unchecked online discrimination, which is 
often invisible to the people affected by it. The chapter then examines the legal 
barriers that computer crime laws such as the CFAA have posed to independent 
testing of online platforms. It argues that while there have been promising legal 
developments, further clarity in the law is needed to assure researchers and 
journalists that they need not fear liability for their work. Lastly, the chapter 
notes that there are privacy considerations that should inform online research 
and journalism, and that efforts to address privacy concerns should proceed 
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alongside efforts to clear away the legal hurdles to independent, adversarial 
online testing.

ADDRESSING THE PROBLEM  
OF ONLINE DISCRIMINATION

The online world, for all its promise of greater access to knowledge and economic 
opportunities, has also ushered in a new era of discrimination. The structural 
inequalities of the real world are being replicated online, turbocharged by ubiq-
uitous data collection and surveillance practices. Private companies have amassed 
vast amounts of data about online user behavior, much of it using methods that 
have given users no meaningful control over their information. The data can 
reveal particularly sensitive information about people, including their race, gen-
der, sexual orientation, or disability status. And this sensitive information can, in 
turn, be used to determine which opportunities people are given.4 Increasingly, 
some of the most important decisions that shape people’s lives are mediated by 
algorithms and data in online settings.5 Long-standing discriminatory practices 
in housing, credit, and employment are often replicated, and in some instances 
exacerbated, by internet services. Not long ago, many of these discriminatory deci-
sions were made only after someone physically went to a bank, a rental company, 
or a job fair. But today, these activities have largely migrated online. Accordingly, 
if the promise of our civil rights laws are to be realized, we must understand how 
these online services—including websites and mobile applications—operate. Only 
by first uncovering discrimination online can we do something about it, includ-
ing by robustly enforcing existing federal and state antidiscrimination laws in the 
digital realm, and designing additional laws and regulations to target new forms 
of digital-era discrimination.

We are a long way from the time when the internet held the promise of miti-
gating certain long-standing and persistent structural inequities in society. While 
early studies of the internet suggested that the anonymity of online transactions 
would close the gap for women and other groups who were historically discrimi-
nated against in the “real world” marketplace, that promise has faded away.6 Now, 
corporations have amassed vast amounts of data about individuals, much of it 
through tracking our online activities. Online interactions are losing much of 
their anonymity, as tracking technologies allow websites and platforms to access 
all kinds of information about visitors, including information that may reveal race, 
gender, age, and sexual orientation.7 Companies that operate commercial websites 
have access to massive amounts of data about internet users and can employ algo-
rithms to analyze that data. Such “big data analytics” enables behavioral targeting, 
meaning that websites can steer individuals toward viewing different content on 
the internet.8 Most critically for purposes of civil rights concerns, online targeting 
allows platforms to steer housing or credit offers or jobs on the basis of protected 
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class status, such as race, age, or gender.9 Behavioral targeting opens up vast poten-
tial for discrimination against marginalized communities.

The risks of discrimination can arise in a variety of contexts. Online ad target-
ing, for example, can be used to exclude users from seeing certain ads on the basis 
of race, gender, age, or other protected characteristics, as well as on the basis of 
proxies for those categories. Sometimes the ad targeting is done through choices 
on the part of the advertiser or the platform to select (or exclude) users with par-
ticular characteristics.10 But other times the ad targeting occurs through an ad 
delivery algorithm or automated system that determines which users should see 
which ads—and those delivery systems can end up discriminating on the basis of 
protected characteristics. In the latter cases, ad delivery algorithms can discrimi-
nate in who sees an ad because of large skews in underlying metrics that inform 
the algorithm.11 For example, an ad delivery system that shows ads to users based 
on whether they share characteristics with existing employees in a certain industry 
could replicate the bias in that industry—systematically showing the ad to fewer 
women and nonbinary people, for example, for technology or engineering jobs 
because of long-standing underrepresentation in those fields.12 This discrimina-
tion in ad delivery might occur even if the employer is not aware of and does not 
want such discriminatory ad delivery.13

Discrimination in ads online is particularly pernicious because users will rarely, 
if ever, be aware of what ads they were not shown. In the offline world, a woman 
might see a job ad for “Men Only” and be able to raise a complaint of discrimi-
nation. But online, that same woman might never see the job opportunity that 
an advertising platform showed only to men, and never know she was discrimi-
nated against. After all, we seldom have a way to identify the ads we’re not seeing 
online.14 That this discrimination is invisible to the excluded user makes it all the 
more difficult to stop.

Another example of online discrimination is when hiring platforms serve a 
matching function between employers and jobseekers. These platforms can use 
automated systems, or algorithms, to rank candidates for jobs, or even to elimi-
nate candidates from eligibility.15 Individual applicants using such a system might 
never know why they didn’t get the job, let alone whether the ranking algorithm 
systematically discriminates against people on the basis of a protected class status. 
In such cases, even the employers might not know that the platform they are using 
is discriminating in the candidates it highlights for them.

These examples are not exhaustive, but illustrative of the larger problem of 
identifying discrimination online, where individual users may not even be aware 
of the systems that are operating to deny them opportunities. And all of this dis-
crimination has been fueled by business practices in which individuals have had 
no meaningful choice in the information they give up to online services, nor any 
control over whether that information ends up in the hands of other companies or 
potential landlords, realtors, or employers.16
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These discriminatory practices persist despite increasing enforcement of  
antidiscrimination laws against online platforms in recent years. Meta (formerly 
Facebook), for example, has faced multiple lawsuits and federal enforcement 
action regarding its online ad targeting and delivery system, for violating the fed-
eral Fair Housing Act and other civil rights laws, leading to major changes to its ad 
platform.17 These lawsuits were enabled by the work of journalists and research-
ers who uncovered discrimination in the platform’s ad system.18 But despite such 
recent enforcement actions raising the prospect of potential liability, the industry 
is slow to change, and there is a need for much more research into a wider variety 
of platforms and actors in the online ecosystem.19

PRO GRESS IN RESOLVING LEGAL BARRIERS  
TO CIVIL RIGHT S TESTING ONLINE

The problem of rampant and unchecked online discrimination requires robust 
accountability research and journalism to hold platforms accountable. This type of 
civil rights testing has long been common in the offline world, and yet online civil 
rights testing faces unjustified barriers because of an uncertain legal environment. 
These barriers include open questions about how computer crime laws intersect 
with common online research techniques, including creating tester accounts with 
fictitious user information or scraping data. Scraping is a method of collecting 
information from the internet that generally involves programming automated 
queries to retrieve content, without using a web browser or application program-
ming interface. Scraping allows for efficient collection of large amounts of infor-
mation that might be impracticable for someone to record manually.20

In the offline world, adversarial testing has long been used to enforce the guar-
antees of civil rights laws, such as the federal Fair Housing Act, Title VII of the Civil 
Rights Act (which prohibits discrimination in employment), the Age Discrimina-
tion in Employment Act, and the Equal Credit Opportunity Act. A method called 
audit testing, for example, has long been recognized as a crucial way to uncover 
racial discrimination in housing and employment. This technique involves pair-
ing individuals of different races to pose as home- or job-seekers to determine 
whether they are treated differently.21 A correspondence test can involve auditors 
submitting two job applications for fictional applicants who vary only with respect 
to racial or gender signifiers, and comparing results.22 The law has protected the 
ability to engage in such misrepresentation in the offline world during the course 
of civil rights testing, regardless of whether businesses would rather not deal with 
applicants who are not real.23

In the online world, however, conducting the same kind of audit testing  
generally violates websites’ terms of service, which often prohibit providing false 
information, creating multiple user profiles, or using automated methods of 
recording the information displayed for different users, such as scraping. Yet there 
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is often no way to conduct systematic testing of online platforms for discrimination  
without doing these things—such as creating tester accounts with fictitious user 
information that varies by gender or race, searching for jobs online through those 
accounts to see how results differ for each fictional user, and recording those 
results efficiently through scraping. Some terms of service simply prohibit any uses 
not specifically allowed by the platform, thereby targeting not any one particular 
technique but effectively banning all testing whatsoever.24

Computer crime laws, most notably the CFAA, have long served as a deterrent 
to such testing because they could render violations of website terms of service into 
criminal violations. The CFAA is a federal anti-hacking law from the 1980s that has 
proven ill-suited to the modern internet. For many years, the federal government 
and some courts interpreted its prohibition on “exceed[ing] authorized access” 
to a computer to prohibit visiting a website and violating its terms of service—
even though such terms are unilaterally imposed, self-serving conditions written 
by companies (and largely unread by most internet users).25 This interpretation 
risked turning everyday internet behavior, such as using a pseudonym on social 
media, into a crime.26 And it meant that anyone conducting adversarial research, 
journalism, or testing of a platform for discrimination had to worry about whether 
they could be subject to prosecution or civil liability for going against a company’s 
terms of service in doing so. Unsurprisingly, some researchers, especially those 
who are themselves marginalized or vulnerable in the face of legal threats, under-
standably chose to forgo investigations they might have otherwise undertaken.27

This is why the Supreme Court’s decision in 2021 in Van Buren v. United States 
was a welcome step in easing one of the major hurdles to such research. At first 
glance, the case does not seem obviously related to civil rights enforcement. It con-
cerned a police officer who searched for information about a license plate in a law 
enforcement database in exchange for money.28 The officer was criminally charged 
with “exceed[ing] authorized access” under the CFAA because he violated his 
employer’s computer use policies. The Supreme Court held that the CFAA should 
not be read to criminalize violations of computer use policies alone. Instead it 
should be read to prohibit behavior that is akin to breaking and entering—such as 
in the course of accessing parts of a computer that someone does not have author-
ity to access at all.29 By narrowing the scope of the CFAA, the decision has cleared 
the way for researchers and journalists to use common investigative techniques 
online without worrying that violating terms of service alone will subject them to 
liability under the CFAA.

The Van Buren decision came after a lower court decision that had explicitly 
considered the claims of civil rights researchers. The federal district court in Sand-
vig v. Barr held that the CFAA should not be read to criminalize terms of service 
violations, in a lawsuit brought by academic researchers who argued that they had 
a First Amendment right to conduct their discrimination testing online, including 
through creating fictitious tester accounts. Such fictitious accounts would allow the 
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researchers to test how platforms treat similar users who vary only by a controlled 
variable, such as race, gender, or age.30 The court concluded that the CFAA did not 
apply to barring the researchers’ proposed online testing activities, and thus did  
not need to reach their claim that the First Amendment protected those activities.

Even with the Supreme Court’s decision in Van Buren, however, questions 
remain about various legal issues affecting adversarial online discrimination test-
ing. All fifty states have computer crime laws, many of which are analogous to 
their federal counterpart and have been interpreted consistently with the CFAA.31 
While Van Buren should prove persuasive in similarly limiting application of those 
computer crime laws to violations of terms of service, there remains ambiguity 
absent definitive constructions of those laws in state courts. And the courts have 
also been inconsistent on the enforceability of website terms of service in contract, 
which can also act as a deterrent to research.32

There also remain questions about the application of the CFAA and other com-
puter crime laws to research techniques where the threatened liability does not 
stem from violations of terms of service, but rather from whether the particular 
research technique might be deemed the equivalent of “breaking and entering” 
a system (for example, through the use of password sharing for user accounts 
or bypassing Internet Protocol [IP] address barriers).33 One of the challenges of 
adversarial testing online is that platforms may implement technical barriers to 
prohibit scraping and other common research methods. Platforms might also sus-
pend or remove specific accounts they identify as researcher accounts.34 While 
these challenges might inhibit or prevent testing of certain platforms, in other 
cases they may spur innovation in research techniques, as a result of the adver-
sarial back-and-forth between independent testers and the platforms that seek to 
shut them out. For this reason, it is important that courts provide more definitive 
guidance on the types of technical barriers that researchers can bypass without 
running afoul of computer crime laws that are focused on notions of trespass.

And yet, courts have been slow to address the legality of particular research 
methods online even as data journalism, online auditing, and other digital-era 
research methods have adapted to keep pace with the systems they are study-
ing. A recent decision by a federal district court, for example, held that the South 
Carolina State Conference of the NAACP had stated a First Amendment claim 
to scrape public housing court records in order to efficiently reach tenants in 
eviction proceedings to provide them with services to fight those evictions.35 
That decision denying a motion to dismiss the case is one of the few in which 
courts have explicitly considered the legality of scraping as a research technique, 
despite the fact that the practice is exceedingly common, both for research and  
commercial purposes.36

Recent caselaw concerning the First Amendment limitations on laws restrict-
ing access to agricultural facilities for the purpose of undercover investigations—
so called “ag-gag” laws—may prove relevant to securing the right to engage in 
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online research. Courts have struck down some laws that restrict the ability to 
record in agricultural facilities, or to provide misleading information about one’s 
intent in gaining access to such facilities, in part because they are targeted only 
at critics of those facilities.37 These cases may provide support for the claims of 
online civil rights testers, particularly because platforms (in a manner similar to 
agricultural facility owners) often assert rights of property ownership or control  
to prohibit adversarial researchers from accessing or recording information on 
their platforms that is available to other users.

Finally, there are, of course, privacy considerations that online civil rights test-
ing, research, or journalism in the public interest must consider. This tension is 
not new to the digital era—even offline efforts at antidiscrimination testing and 
research have privacy implications, particularly when they involve collecting sen-
sitive data on protected class status such as race, sexual orientation, or disability. 
The tensions between individual privacy considerations and the need for research 
data to advance equality have existed for a long time, and merit special consider-
ation in the digital era. Never before has so much data about so many people been 
potentially available. With the mission to advance the public good through adver-
sarial platform research also comes a heavy responsibility for the people doing 
that work. It is beyond the scope of this piece to outline specific policies, ethical 
guidelines, or security best practices that should be adopted by online civil rights 
researchers. But others are engaged in that endeavor, which should proceed simul-
taneously with efforts to clear away legal barriers to such research.38

C ONCLUSION

Much of what we know about the world of online discrimination today is thanks 
to researchers, academics, and journalists who have conducted online testing 
and research to which the subject companies did not consent. This critically 
important work must continue in order for the promise of our civil rights laws to 
be realized online, and in order for us to adapt our laws and policies to the new 
world of discrimination enabled by the digital era. While the Computer Fraud 
and Abuse Act has long posed a significant hurdle to online civil rights testing 
by creating the risk of criminal prosecution for necessary research techniques, 
the legal environment is shifting slowly in the direction of greater clarity, so that 
researchers don’t have to bear the burden of potential liability for their work that 
serves the public good.

NOTES

Thank you to Rachel Goodman and Galen Sherwin for collaborating on developing the ideas  
reflected in this piece, to Mitra Ebadolahi for her comments, and to Amanda Levendowski for shep-
herding the project.
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Dobbs Online
Digital Rights as Abortion Rights

Elizabeth E. Joh

Even when legal, safe abortions have not been easy to obtain. Poverty, distance, 
youth, and domestic violence have all posed barriers.1 But even so, the guarantee 
of a constitutionally protected right to legal abortion provided a bulwark against 
outright prohibition. That is why the Supreme Court’s 2022 decision in Dobbs v. 
Jackson Women’s Health Organization was a “jolt to the legal system.”2 The Court 
not only upheld a Mississippi state ban on abortions after fifteen weeks, it used the 
Dobbs case as an opportunity to overturn the nearly fifty-year-old constitutional 
right to legal abortion in the United States.

Dobbs has been called a turning back on the clock for abortion rights, women’s 
rights, and pregnant people’s rights. But that is not quite accurate. The Court has 
decided Dobbs at a time when unprecedented amounts of digital data about us 
now exist thanks to an enormous surveillance infrastructure. These digital trails 
we all leave everywhere are ripe for criminal investigation. And those trails may 
also be useful now that abortion can be a crime. The Supreme Court’s decision in 
Dobbs doesn’t just spell the loss of control over women’s bodies. Dobbs reminds us 
of how little control we have over our digital selves, and emphasizes how digital 
rights are also reproductive rights.

The first place to begin is Dobbs itself. In 1973, the Supreme Court first rec-
ognized a woman’s fundamental right to a legal abortion, grounded in the Four-
teenth Amendment’s “concept of personal liberty,” and part of a family of rights 
including marriage, procreation, birth control, family relationships, and childrear-
ing.3 Despite numerous calls to overturn that decision, the Court reaffirmed the 
Roe right in its 1992 decision in Planned Parenthood v. Casey.4 The ability to choose 
abortion was linked to those matters “central to personal dignity and autonomy,” 
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and thus “central to the liberty protected by the Fourteenth Amendment.”5 After 
Roe and Casey, states could not ban abortion outright, although they could impose 
bans after the point of fetal viability, so long as there were exceptions to preserve 
the pregnant woman’s life or health.6

Dobbs upended this framework. The Dobbs court overruled both Roe and 
Casey, with the observation that the “Constitution makes no reference to abor-
tion.”7 Although the Dobbs majority acknowledged that the liberty referred to in 
the Fourteenth Amendment’s due process clause protected some fundamental but 
unexpressed rights, abortion was, in its view, different. According to the Court, 
abortion is not “deeply rooted in the Nation’s history and tradition.”8 Abortion 
is also distinct from marriage, sexual relationships, and birth control because it 
“uniquely involves what Roe and Casey termed ‘potential life.’ ”9

The Dobbs majority claimed to be returning the issue of abortion to “the peo-
ple and their elected representatives.”10 Put differently, after Dobbs, states are free  
to criminalize abortion—completely. Some states had passed “trigger laws” 
intended to ban or severely restrict abortion if the Court overturned Roe and 
Casey. Other states with abortion bans that existed before the Court decided Roe 
in 1973 may now enforce those laws.11 Other states may soon see laws passed that 
similarly restrict or ban abortion outright. Some states will continue to permit 
access to legal abortion,12 but in at least half of the states, legal abortion will be 
practicably unavailable.13

The post-Roe world has begun to take shape, but one thing is clear. When abor-
tion is a crime, either by criminalizing the provision of abortion or by targeting 
pregnant people themselves, the ordinary mechanisms of criminal justice apply. 
That includes today’s digital surveillance infrastructure.

We leave streams of sensitive personal digital data everywhere in our browser 
searches, online chats and emails, browser searches, and even our physical move-
ments captured by surveillance technology. This surveillance economy often  
operates without our practical knowledge, our meaningful consent, or robust legal 
protections. All of that data supplies the enormous and vastly underregulated 
marketplace where data brokers can buy information on millions of American.14 
The initial motivation to create this digital surveillance infrastructure may have 
been to sell us ads, but today that surveillance infrastructure powers authoritar-
ian governments abroad.15 That surveillance economy also aids ordinary criminal 
investigations at home.

While most pre-Roe bans targeted those who provided abortion services,  
after Dobbs nothing bars the passage of state laws targeting those who seek  
abortions themselves.16 States could create new crimes that specifically allow the 
criminal punishment of abortion patients.17 Others might classify abortion as a tra-
ditional criminal homicide.18 The scope of these laws may extend beyond conven-
tional abortion. A state’s declaration that legal personhood begins at fertilization 
might criminalize the use of contraceptive IUDS and emergency contraception.19 
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Such laws may even lead to bans on IVF technologies to help couples become 
parents at all.20

And when abortion is a crime, the massive amounts of digital data we produce 
every day become potential criminal evidence. Period tracking apps, which can 
document a sudden change in your menstrual cycle, are ready-made sources of 
potentially incriminating information.21 But a focus on specialized fertility or health 
apps overlooks the many other forms of digital data that police and prosecutors 
can turn to for evidence. Online searches for medication abortions, geolocation 
data (from cell phone towers, apps, or license plate readers) tracing movements  
to suspected abortion providers, online conversations, and even the use of DNA 
databases to identify fetal remains may support criminal prosecutions.22

Ordinary criminal investigations already take advantage of the massive amount 
of data that “shows the whole pattern of life.”23 Consider some of the tools. A reverse 
location or “geofence” warrant tries to identify every person who has been within 
a certain geographic area at a time and place. This technique takes advantage of 
the nearly constant location data collected from Google users and the company’s 
storage of that information. Investigators may eventually narrow down a pool of 
suspects, but only after identifying hundreds, or perhaps thousands of innocent 
people who are unlucky targets of ubiquitous data collection practices. If police 
use these tools to investigate the theft of $650 worth of stolen tires, they will surely 
apply them to some abortion investigations as well.24 In the first half of 2021 alone, 
Google reported that it received more than forty-five thousand subpoenas and 
search warrants for subscriber information by the government.25

In other cases, the government does not even face the hurdle of a seeking a 
subpoena or search warrant. The location data marketplace is large, lucrative, and 
open to both private and government customers. Federal agencies have purchased 
access to cell phone location data for use in immigration enforcement.26 In the 
murky world of data brokers, information from seemingly unrelated cell phone 
apps for weather or recreation can have their users’ location sold, repackaged, and 
resold in data products, including patterns of travel to and from abortion ser-
vices providers.27 In 2022, one journalist bought a week’s worth of location data of 
those traveling to more than six hundred Planned Parenthood offices for just over 
$160.28 The company providing this data claims it can identify “how often people 
visit, how long they stay, where they came from, where else they go, and more.”29

Even internet searches can become incriminating evidence. Federal investiga-
tors successfully identified the person responsible for a 2019 arson through the 
use of a “keyword warrant”: asking Google for information on any “users who 
had searched the address of the residence close in time to the arson.”30 If these 
searches supported a prosecution, so too could searches for home abortion meth-
ods, underground providers, and appeals for help in states where abortion is a 
crime. Text messages, emails, payment data are part of the many streams of data 
available, too.
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We can predict that this information will drive prosecutions because some 
prosecutors have already aggressively investigated women who have experienced 
miscarriages or stillbirths as potential criminal homicides or feticides.31 The 
most infamous pre-Dobbs case involved the prosecution of Purvi Patel, whom 
hospital employees suspected of having induced her own abortion although she 
claimed that she had had a miscarriage.32 Prosecutors charged Patel under Indi-
ana’s laws criminalizing feticide as well as child neglect for attempting to have a 
medication abortion. Key evidence included text messages in which Patel told 
a friend about ordering abortion medication from a Hong Kong pharmacy, her 
browsing history—including a website about abortion—and her emails from 
an online pharmacy where abortion medications could be ordered without  
a prescription.33

The digital net becomes wider still when we consider criminal law’s traditional 
doctrines. If abortion is a crime, then attempts, aid, and agreements to aid all 
become part of the prosecutor’s toolbox. The crimes of attempt and conspiracy can 
be completed even if the contemplated act never takes place. If the criminal law 
can punish the half-hearted thief or a bank robbery lookout with a negligible role, 
then it can also punish the pregnant woman who buys abortion medication but 
does not takes it, or the person who texts that they will drive a pregnant woman to 
an underground abortion provider.

The initial advice after Dobbs to people in states where abortion will be banned 
or practically unavailable has taken the form of digital self-defense. Privacy advo-
cates have urged that anyone who might ever seek an abortion to delete period 
tracking apps, erase browsing and location history, forgo health tracking devices, 
“properly” erase files, and use encrypted channels for communication.34 Other vari-
eties of advice include using a “burner” phone (one not connected to an ordinary 
cell phone account), turning to virtual private networks, or even leaving phones 
and other digital devices at home.35 Others might advise abortion seekers to engage 
in anti-surveillance techniques, such as obscuring facial features to thwart facial 
recognition programs36 or, like pro-democracy protestors in Hong Kong, vandal-
izing the technologies that would collect information in the first place.37

But these solutions aren’t practical ones at all when we consider the realities of 
abortion in the United States. The typical abortion patient is in her late twenties, 
is unmarried, and is poor.38 Abortion access was a hurdle even before Dobbs. In 
states where there were few, or just one, abortion services provider,39 traveling for 
an abortion meant finding childcare, taking time off work, and the costs associ-
ated with travel: all of which are high hurdles and will be higher still for women 
who can, in theory, travel to other states where abortion remains legal, but whose 
biggest hurdle is poverty.40

Asking low-income people to engage in digital self-help to avoid abortion pros-
ecutions ignores the “matrix of vulnerabilities” they face.41 While we are all subject 
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to the pervasive forms of private and public surveillance around us, poor people 
have always faced particularly intense forms of surveillance.42 The acceptance of 
government benefits often requires accepting close scrutiny of one’s personal hab-
its. Receiving food stamps leads to monitoring of spending habits.43 Signing up for 
state sponsored prenatal care may require divulging everything from the identities 
of partners, experiences with substance use or abuse, mental health problems, and 
personal finances.44 A call to a hotline about a suspected case of neglect or abuse 
may lead to a predictive risk assessment that includes factors heavily correlated to 
poverty like sustained reliance on government benefits and exposes a parent to a 
potential investigation.45

Poor people not only experience greater surveillance over their lives, they also 
face greater hurdles when it comes to protecting their privacy. Here too we can 
point to the byzantine corporate privacy policies and the lack of a general data 
protection scheme faced by all Americans, but poverty exacerbates these prob-
lems.46 Being poor often means buying a (cheaper) phone with less privacy protec-
tive features,47 having less “digital literacy” to identify and take appropriate privacy 
protective steps,48 and lacking the means to pay for apps or other services that 
might afford greater privacy.49

Greater surveillance and fewer privacy protections means that poor women—
the typical abortion patients—are ill-served by a tool kit of digital self-help. Such 
advice proceeds as if individual digital responsibility and risk assumption were 
the primary or even sufficient policy choice for limitless intrusions upon our pri-
vacy and the ability to control our information. In states were abortion providers, 
patients, and their families and friends are potential suspects, digital evidence will 
be easy to find. Law enforcement officials will be able to rely on the lack of indi-
vidual control and choice over personal information embedded into the structure 
of digital life itself.

Structural solutions are the answer to structural problems. For reproduc-
tive rights, the initial responses may come from the private sector. Platforms 
can delete sensitive location data connecting users to abortion service provid-
ers and other now suspicious places.50 Or they can stop from collecting the 
information in the first place, from everyone.51 A federal administration sup-
portive of reproductive rights can decline to assist state and local law enforce-
ment agencies in abortion related prosecution, such as providing technology 
and personnel to analyze digital evidence.52 Congress could shore up digital 
protections that have been flagged for years, including the government’s current 
ability to buy digital information in the marketplace like any other customer. 
Further still, Congress could provide a statutory right to abortion that would 
apply nationwide. The Supreme Court decided that the structure of the Consti-
tution would not protect reproductive rights. Pregnant people must now find a 
protective framework elsewhere.
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and Reproductive Rights

Lessons for Feminist Cyberlaw

Michela Meister and Karen Levy

Reproductive rights in the United States are under threat, and the threat is  
growing more serious by the day. The 2022 Supreme Court opinion in Dobbs v. 
Jackson Women’s Health Organization,1 overturning the fundamental right to  
abortion enshrined in Roe v. Wade,2 cast into danger the lives and livelihoods 
of millions of people. Alongside (and quite clearly related to) the decimation of 
reproductive rights in courts and legislatures are an increasing number of ideolog-
ically driven attacks on abortion seekers, providers, and clinics. Clinics have been 
the targets of bombings, blockades, and invasions. Day to day, providers and their 
clients face picketers, protesters, online harassment, stalking, and doxing designed 
to intimidate clients into ceasing to exercise what reproductive rights they still 
have, and to dissuade providers from providing essential health services.

The rise of digital technologies has exacerbated these threats in multiple ways, 
and digital threats have a marked impact on abortion access. Abortion is a com-
mon experience in the United States—almost one in four women will have an 
abortion in her lifetime3—and these threats are clearly designed to chill and pun-
ish access to care for people seeking abortions. While much has been written 
about the impact of violence and harassment on abortion services, the relation-
ship between these threats and digital privacy and security is only beginning to be 
fully appreciated.4 Given the impact that digital attacks have on abortion across all 
levels—from the individual patient experience to providers, to clinics, and to the 
legality of abortion across the nation—this attention is long overdue.

Threats to reproductive rights are of paramount importance to people inter-
ested in the gendered relationship between law and technology. But they also 
offer a case study in what a feminist viewpoint provides to cyberlaw even beyond 
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abortion. In this chapter, we offer three lessons for feminist cyberlaw in the wake 
of Dobbs. We show how a feminist perspective—one that acknowledges “contexts, 
bodies, and legacies,” as articulated by this volume’s coeditor Meg Leta Jones5—
offers a fuller view of how digital security and privacy intrusions are embedded in 
social ecosystems, can result in grave physical and mental harms, and are impos-
sible to understand or prevent in isolation from broader patterns of surveillance. 
These lessons are applicable not only in the critical context of reproductive rights, 
but across many arenas in which cyberlaw operates.

SILOES AND DEAD B ODIES

Dobbs and its aftermath hit home a lesson that feminist security scholars have 
consistently highlighted: that a good deal of contemporary security research 
tends to understand digital security threats in relative isolation, devoid of 
broader context. Academic security scholarship often highlights novel, techni-
cally sophisticated digital attacks, yet sometimes neglects the social contexts in 
which everyday people experience insecurity, and the real, lived consequences 
of those threats. A new wave of feminist security research has countered this 
trend, calling explicit attention to the social and relational aspects of digital 
insecurity—and showing how even technically unsophisticated attacks (which 
might not traditionally garner much interest among academic security research-
ers) can be both immensely harmful and extremely difficult to protect against, 
largely because of their social complexity.

Much of this feminist security scholarship focuses particularly on the context 
of technology-mediated abuse, an extremely widespread phenomenon which is 
very likely the most frequent context in which digital insecurity is inexperienced 
by everyday people.6 One in three women and one in four men in the United States 
experiences intimate partner violence, stalking, or rape at some point during their 
lives, and transgender people are about twice as likely as cisgender people to expe-
rience intimate partner violence;7 digital technologies play a prominent role in 
abuse contexts, providing means by which attackers can control, stalk, and harass 
their targets.8 In this context, the vectors of attack for abuse may be technically 
very simple and require no special technical expertise—even something as basic 
as looking over a partner’s shoulder or perusing search history on a shared device 
can be sufficient to glean intimate personal data.9

A core insight of this line of work is that digital security, while often siloed  
in academic analysis, is in reality inextricably linked to physical, emotional, sexual, 
and economic security. Analyzing digital security threats in isolation from other 
vectors of attack is necessarily incomplete, and often mischaracterizes or under-
states the potential risks and consequences of digital security breach. For example, 
traditional digital security research is unlikely to account for the physical proximity 
of an attacker and a target (which can facilitate involuntary information-sharing, 
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as in shoulder-surfing), the ways in which a target may be have a preexisting rela-
tionship with the attacker (giving the attacker access to resources like the answers 
to common security questions), or the ways in which threats to digital security can 
go hand-in-hand with threats to other forms of security (for example, an attacker 
may threaten physical violence if one takes steps to protect one’s digital data from 
access).10 Feminist thinkers describe how conventional security threat modeling 
that focuses on digital access in isolation can neglect broader questions about 
safety and justice for marginalized people.11

A similar question of focus arises in legal privacy scholarship. Privacy is some-
times described as having a “dead body problem”: many privacy violations lack 
harms that are readily cognizable as such, making it difficult to address and pre-
vent them through tort law.12 Targeted ads based on internet tracking, for example, 
may give one an uneasy feeling of being watched; shoddy privacy practices that 
result in disclosure of personal information may cause embarrassment or impinge 
on one’s sense of dignity. But unease and humiliation are not concrete harms, and 
tend not to be readily compensable via tort law. The “dead body problem” in pri-
vacy, as it’s described, is that there aren’t any: the nature of harm is diffuse and 
abstract, making it difficult to seek legal redress for harms and to marshal the 
political will to address privacy problems in the policy realm.13

Yet feminist thinkers retort: if you can’t find any dead bodies in privacy law, 
you just aren’t looking very hard. Feminist legal thinkers have long highlighted 
in their scholarship the dire, violent, and often life-or-death consequences of 
privacy and security violation, particularly for women, the LGBTQ community, 
and communities of color.14 Perhaps the most direct confrontation between 
feminist legal thought and “mainline” privacy scholarship arose in 2006, when 
Ann Bartow wrote an essay reviewing Daniel Solove’s A Taxonomy of Privacy.15 
Solove’s taxonomy, published that same year, has since become one of the most 
influential and heavily cited articles in all of privacy law; in it, Solove attempts 
to bring order to the notoriously slippery concept of “privacy” by categoriz-
ing privacy violations into sixteen types (aggregation, appropriation, breach of  
confidentiality, etc.).16 In her review, Bartow asserts that Solove’s taxonomy  
“suffers from too much doctrine, and not enough dead bodies”;17 that his “dry, 
analytical”18 approach “fail[s] to sufficiently identify and animate the compelling 
ways that privacy violations can negatively impact the lives of living, breath-
ing human beings beyond simply provoking feelings of unease.”19 The diminish-
ment of reproductive rights is one of the chief examples Bartow brings to bear in 
her critique, noting presciently that “the prospect that women will either forgo 
sexual relationships or possibly even bear unwanted children as a consequence 
of inadequate information privacy is the sort of harm Solove’s taxonomy could 
have taken greater notice of.”20

Solove countered Bartow’s critique in a subsequent article,21 responding that 
“most privacy problems lack dead bodies.”22 He acknowledges as aberrations 
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(“exceptional cases”23) a few situations in which women were murdered by  
stalkers after the stalkers obtained the women’s physical addresses from govern-
ment and commercial sources—but dismisses what he decries as “Bartow’s quest 
for horror stories”24 as counterproductive.25 In Solove’s view—one that has become 
as authoritative as that of any contemporary privacy scholar—highlighting  
the most visceral and violent privacy harms (it must be noted, those suffered in 
these cases by women) could serve to obscure other pervasive privacy harms 
that accrete more gradually and less egregiously. Solove is, of course, correct in 
assessing that not all privacy harms need to rise to the level of stalking, rape, 
murder, or forced childbirth to constitute real harms worth addressing. Yet the 
scholarship also has a performative effect: dismissing these harms as “sensa-
tionalistic,” as Solove does, sidelines them as distractions from apparently more 
pressing issues. 26 And it is incontrovertible that the mine run of privacy schol-
arship has for decades focused a great deal more energy on issues related to 
consumer protection than it has on issues related to bodily autonomy and physi-
cal safety. In part, deciding which harms to name and to most closely associate 
with the term “privacy” is a question of political strategy, with both benefits 
and drawbacks; but it certainly bears notice that at least one such drawback is 
reduced focus, from both scholars and policymakers, on centering reproductive 
and bodily integrity as a core privacy issue.

The aftermath of Dobbs illustrates the inseparability of digital and physi-
cal security, and the production of “dead bodies” as a consequence of privacy  
violation, with stark clarity. Digital vulnerabilities—say, location tracking of one’s 
visit to a reproductive health clinic, or search results demonstrating information-
seeking around abortion access—are life-or-death scenarios: they bear directly on 
the ability to seek lifesaving medical care and to have autonomy over one’s own 
body and future. Digital privacy is physical safety in these scenarios, and to isolate 
it in analysis, without fully accounting for its broader context and effects, neces-
sarily impoverishes both our research and our law. A feminist approach amelio-
rates this shortcoming through a focus on the inextricability of the digital and the 
physical, and attention to visceral and violent harm as a key outcome produced  
by insecurity.

TILES AND MOSAICS

In Fourth Amendment jurisprudence, “mosaic theory” refers to the idea that 
courts, in determining whether a search is constitutional, should take a collective, 
holistic approach—considering the aggregation of police information-gathering  
as a whole to evaluate whether that activity constitutes a search, rather than 
focusing on any discrete information-gathering action in isolation.27 Mosaic 
theory relies on the insight that pervasive data collection is more than the sum 
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of its parts—that individual pieces of data, like the tiles of a mosaic, may reveal  
information about a person’s life that becomes clear only when the pieces are 
viewed in the context of one another, as a whole picture.

This insight has a corollary important in the post-Dobbs era, with crucial impli-
cations for privacy protection. It’s true that some insights only emerge given the 
arrangement of individual data points into a more coherent whole. But it’s similarly 
true that once a mosaic is in view—once the full picture is visible—the removal of 
any one tile tends not to have a substantial effect on the image’s interpretation. A 
mosaic of a horse still looks pretty much like a horse even if it’s missing a few tiles. 
In the context of privacy, this leads to an important implication: protecting any 
particular data point from view may not be enough to substantially reduce what 
can be inferred about a person given the totality of data points available.28

After the leak of the initial Dobbs draft (and again after the release of the full 
opinion), well-meaning individuals took to the internet to share advice about 
how to protect one’s privacy around abortion and reproductive care. A common 
suggestion was to delete digital period trackers, which are used by many people 
to track periods of fertility and menstruation—and which, it might be assumed, 
could be a source of critical evidence in any legal action based on termination 
of a pregnancy.29 Another common approach was for people in states with abor-
tion access to offer aid to abortion seekers from other states, using coded lan-
guage—offering, for instance, to take out-of-state visitors “camping” as code for 
helping them obtain abortion services.30 And immediately following the Dobbs 
ruling, some Big Tech firms altered internal policies as well: Google, for example, 
announced plans to automatically delete location-tracking data from trips to abor-
tion clinics, domestic violence shelters, and addiction treatment facilities, among 
other places.31 Each of these developments was intended to provide some degree of 
privacy around particularly sensitive data involving abortion-seeking.

But feminist writers—notably Cynthia Conti-Cook, Kendra Albert, Maggie 
Delano, Emma Weil, and Elizabeth Joh (in this volume)—offered a more realistic 
view that demonstrated that these efforts, though well-meaning, were ultimately 
misguided and of limited utility in protecting the privacy of abortion seekers.32 
Cynthia Conti-Cook’s clear-eyed analysis of the “digital abortion diary” demon-
strates that search histories and communication logs (e.g., text messages) are much 
more likely to be used in prosecutions than is something like a period tracker.33 
Efforts to rely on coded messages among networks of untrained volunteers could 
expose abortion seekers to myriad risks poorly understood by those seeking to 
help. And Google’s deletion of location data logs, while perhaps a step in the right 
direction, is of limited effect in the context of amassed search query data, text mes-
sages, license plate tracking, and easily purchased data from data brokers.34

Essentially, these efforts aim to remove a tile from the mosaic of ubiquitous 
surveillance—but doing so doesn’t obscure the full picture from view. There’s very 
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little that individual abortion seekers, medical providers, or allies can do in the 
face of generalized surveillance from which inferences of all types (including, but 
not limited to, abortion-seeking behavior) can be drawn from general commu-
nications, search, and behavioral data. A targeted focus on technologies specific 
to reproductive tracking is a natural point of focus, but largely symbolic in the 
broader context.35

EC OSYSTEMS AND ENTANGLEMENT S

Threats to reproductive rights are multiplex. They originate from many points, 
including statehouses, intimate partners, and religious and political ideologues. 
They have many vectors of attack, including both digital surveillance and physi-
cal intimidation—as well as the propagation of misinformation and other behav-
iors not always immediately understood as privacy threats. The targets of attack 
include not only abortion seekers, but clinics, individual health care providers, and 
allies who might aid abortion seekers in obtaining care. This complexity implies 
that vulnerabilities at any point, from any attacker, against any target can effec-
tively impede reproductive care—and demands that we adopt a broad ecosystemic 
approach to reproductive privacy and security protection.

To illustrate, consider the following three threats (among many): the 2015 mis-
information campaign against Planned Parenthood, online “hit lists” of abortion 
providers, and the digital surveillance of abortion seekers.

A Massive Misinformation Campaign
In July 2015, the Center for Medical Progress, an anti-abortion group, promoted 
a massive misinformation campaign against Planned Parenthood which incited a 
wave of attacks against abortion clinics.36 The campaign centered around the use 
of fetal tissue, a key component for a variety of areas in medical research, such 
as in developing vaccines and studying diseases like ALS, cancer, and HIV. Some 
clinics allow people having abortions to donate the fetal tissue to medical research; 
however, the donation is always voluntary and the tissue is never sold.37 The main 
claim of the misinformation campaign was that Planned Parenthood sells the fetal 
tissue from abortions.

This campaign involved a high degree of espionage and took place over the 
course of two years. Members of the Center for Medical Progress set up a fake 
company, BioMax, which they claimed works to bring fetal tissue to research labs. 
Under the guise of this fake company, attackers set up meetings with Planned Par-
enthood officials, where they used hidden cameras to secretly record hundreds of 
hours of meetings. They then edited these videos to imply that Planned Parent-
hood sells fetal tissue.38

The implications were drastic. Millions of people viewed the manipulated vid-
eos. The doctors and staff depicted in the videos were subjected to both digital and 
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physical harassment and death threats. The effects were not only felt by the doc-
tors and staff in the videos, but by abortion clinics nationwide. Threats to Planned 
Parenthood clinics around the country skyrocketed and have remained at higher 
levels ever since.39

Bounties and “Wanted” Lists
Abortion providers endure daily harassment, political stigma, and at times physi-
cal violence. Online databases created by anti-abortion extremists are a serious 
threat to providers. These sites display photos and personal information about 
abortion providers. The first such website was created in the mid-1990s with the 
name “The Nuremberg Files,” a reference to the Nuremberg Trials through which 
Nazi war criminals were tried after World War II. The site, which was eventually 
forced off the internet by its ISP, included personal information about providers, 
including names, photos, home addresses, license plate numbers, information 
about their families, and even the addresses of churches they attend. The site also 
included “Wanted” posters for certain doctors and operated like a “hit list”: after a 
doctor was injured, their name was grayed out, and after a doctor was murdered, 
their name was drawn with a strike through it.40

Currently, the anti-abortion group Operation Rescue maintains a website 
called AbortionDocs.org. The site contains dossiers about (at the time of this 
writing) 1,479 individual abortion providers and hundreds of clinics, comprising 
tens of thousands of documents in total.41 Each provider (which the site calls an 
“Abortionist”) has a page which often includes their photo, the clinic where they 
work (which the site calls the “Abortion Mill”), an inset Google map of the clinic, 
and any other available documents on the provider, such as their medical license, 
social media profiles, personal pictures, malpractice suits against them, and rel-
evant news articles.

The policy of the site is to only post publicly available information and not 
to post private information, like home addresses or photos of family members.42 
The site specifically states that its purpose is to simply provide information; it 
claims to “denounce acts of violence against abortion clinics and providers in 
the strongest terms.”43 However, given the history of the Nuremberg Files, it is 
clear that such a public repository of information about providers poses a sig-
nificant threat by providing a centralized resource to people wishing to target 
abortion providers.

“Vigilante” laws like Texas’s SB8 augment the threat from anti-abortion advo-
cates by incentivizing motivated individuals to enforce state laws privately. These 
laws provide a monetary “bounty” to people willing to bring private civil actions 
against abortion providers (as well as others who aid abortion seekers in receiv-
ing care)—up to $10,000 under Texas’s law.44 Private enforcement mechanisms 
not only effectively circumvent certain forms of legal challenge (since the state  
is not a direct actor in preventing care) but can provide motivation for individuals 

http://AbortionDocs.org
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ideologically opposed to abortion to both surveil and sue those suspected of pro-
viding or assisting with abortions. Websites like prolifewhistleblower.com offer 
means through which people can provide tips on abortion providers (though the 
website has had trouble maintaining consistent hosting).45

Threats Faced by People Seeking Abortions
People seeking abortions (or information about abortions) face a variety of 
threats, including harassment, surveillance, and targeted misinformation.  
Some threats, of course, may come directly from the state in jurisdictions where 
abortion is criminalized. But many threats are closer to home. Given the immense 
stigma surrounding abortion, abortion seekers may wish to keep their abortions 
secret from family members or partners, particularly (though not exclusively) in 
cases of abuse. A common fear is that a family member or partner might learn of 
an abortion, for example, from the search history on an abortion-seeker’s phone or 
computer, or because of the time they are away to have the procedure.46

Another set of threats comes from anti-abortion advocacy groups, who employ 
strategies like digital marketing campaigns to target abortion seekers at clinics via 
geofencing. For example, the anti-abortion marketing group Choose Life helps 
anti-abortion groups implement geofencing to target people sitting in abortion 
clinics with anti-abortion ads.47 To enter an abortion clinic, clients must often walk 
past crowds of picketers, who may verbally harass clients, disseminate misinforma-
tion about abortions, or attempt to physically block clients from entering clinics. 
Anti-abortion protesters have also been known to take photos of clients entering 
clinics and record license plate numbers. For example, in one case in Texas, an anti-
abortion group matched license plates with car registration information and sent 
mass emails to a local college about people they suspected were seeking abortions.48

These three threats are, of course, far from the only difficulties people and orga-
nizations face in seeking or providing abortion care; our aim here is not to provide 
a complete threat model of all potential vulnerabilities to reproductive privacy and 
security, and new threats are very likely to arise as the legal and technology land-
scapes continue to change over time. However, a few important analytic points 
arise from considering these three scenarios.

First, we see—again—the entanglement of the digital and the physical, as digi-
tal threats often have physical consequences. Misinformation campaigns and sites 
such as AbortionDocs.org both enable violence against providers. People who are 
unable to receive a wanted abortion, either because of misinformation they read 
online, or fear of harassment or stigma, are forced to undergo the life-changing 
process of being pregnant and bearing a child. All these threats can pose a chill-
ing effect: simply the threat of a family member finding out about an abortion can 
prevent someone from seeking one. Similarly, harassment and threats to providers 
may dissuade doctors from providing abortion care.

http://prolifewhistleblower.com
http://AbortionDocs.org
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Second, the role of misinformation as a component of privacy and security 
threat is often underappreciated. Misinformation researchers Claire Wardle and 
Hossein Derakhshan characterize both misinformation and “mal-information” 
(a category including hate speech, harassment, and disclosure of private infor-
mation) as interconnected elements of a broader phenomenon, which they term 
information disorder.49 Combatting misinformation about abortion is vital to 
helping people make informed decisions about their health—both through the 
prevention of highly orchestrated campaigns like the Center for Medical Prog-
ress’s expose of Planned Parenthood, and through ensuring accurate information 
is readily available online without risk or manipulation. (For example, lawmakers 
have recently urged Google to improve its search results about abortion services, 
which often divert abortion seekers to “crisis pregnancy centers” that dissuade 
them from receiving abortion care.)50

Finally, the nature of reproductive care requires that we approach privacy and 
security through an ecosystemic lens. Threats to abortion providers’ privacy are 
threats to abortion seekers’ reproductive rights. Targeted misinformation cam-
paigns about Planned Parenthood can (and are designed to) motivate attacks 
against unaffiliated abortion providers and people seeking abortion care. In con-
sidering how to defend against privacy and security threats to reproductive rights, 
it’s not enough to focus on strengthening the defenses of a single target—be it 
an abortion seeker, an individual provider, or a clinic; threats to each affects the 
other parties. This interdependence is yet another reason why individualized solu-
tions, like deleting a period tracker app, are insufficient for robust reproductive  
privacy protection.

• • •

As we’ve seen, feminist perspectives offer a clear-eyed view of the nature of threats 
to reproductive privacy. They illustrate that privacy threats indeed lead to physical 
harms and “dead bodies,” if you prioritize looking for them; they show the insuffi-
ciency of protecting discrete pieces of particularly sensitive data while continuing 
to collect massive amounts of other more general data; and they emphasize the 
entanglements and interdependence of multiple kinds of vulnerabilities, multiple 
kinds of attacks, and multiple kinds of targets. Recognizing these characteristics 
shows an appreciation for the complexity of the problem—a first step toward 
devising adequate solutions to protect the lives and livelihoods of abortion seekers 
and providers in the post-Dobbs era.
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The Rise, Fall, and Rise  
of Civil Libertarianism

Hannah Bloch-Wehba

In 2012, I spent the summer working as a legal intern at the Electronic Frontier 
Foundation (EFF). Then headquartered in a dim and cavernous former pornogra-
phy studio in San Francisco’s Mission District, the organization was in the process 
of finalizing its move to an erstwhile Planned Parenthood clinic that it had recently 
acquired near the Tenderloin. One day EFF staffers took me and my fellow interns 
to the new building, where we appreciatively gushed over the square footage and 
rifled around the metal storage cabinets that had been left behind in examination 
rooms that had been abandoned but not yet cleared out.

A decade later, the occupation of a former women’s health clinic by a tech-
nology advocacy organization seems a fitting metaphor for Silicon Valley’s social 
and political ambitions. Nearly every contemporary social and political conflict 
touches, or is touched by, networked technologies in some way. Protests against 
police brutality are organized online and surveilled by law enforcement using 
social media monitoring. Amid a global pandemic that has killed over 6 million 
people to date, networked technologies enable contact tracing and permit public 
health disinformation to flourish. And the criminalization of pregnancy wrought 
by the Supreme Court’s decision in Dobbs has brought to fruition both a new era 
of social mobilization and a new era of surveillance, as Elizabeth Joh’s contribution 
to this volume shows.

At the time, EFF’s move to its new building seemed like a harbinger of a prom-
ising future in which the organization could move from the fringes of the legal 
community to a position nearer to its center, while maintaining some of its icono-
clasm. Though perhaps a little too on-the-nose, EFF’s move is also an apt symbol 
of cyberlaw’s maturation. From the outset, cyberlaw was characterized by a moral 
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panic over sexual speech, pornography, and the protection of children familiar to 
First Amendment scholars. Important civil libertarian victories recognized that 
sexual speech and pornography were constitutionally protected from state inter-
vention. The civil libertarian approach advanced by EFF, the ACLU, and others 
cautioned against government efforts to expand surveillance and weaken encryp-
tion. The civil libertarian paradigm saw government regulation as the primary 
threat to free speech online, the marketplace as the more appropriate mechanism 
for regulating expression, and courts as the rightful arbiters of these disputes.

But while civil libertarians successfully rolled back much regulatory interven-
tion to enforce moral codes online, their successes came at a price: the legitimation 
of private power over speech. Though the civil libertarian tradition would theoreti-
cally protect sexual speech, it has in practice shifted the locus of power over speech 
from public to private hands.1 Today, private speech enforcement is far broader 
than what the state could accomplish through direct regulation.

Using sexual speech as its focal point, this chapter explores the ambiguous 
legacy of cyber civil liberties and the ascent of alternative paradigms for digital 
freedom. Civil libertarians won important initial cyberlaw victories against early 
efforts by states to sanitize the Web and to surveil its users. These victories, cou-
pled with an expansive interpretation of free speech in the courts, have resulted 
in a growing industry of private speech enforcement and control. The result is a 
form of “market” ordering that is nominally private but that, in fact, reflects the 
entrenched power and influence of conservative cultural politics. In turn, this bur-
geoning private authority has prompted both political and cultural realignments 
(the “techlash”) and a broader turning away from the civil libertarian approach to 
speech. But in a moment of challenge to sexual freedom and equality, cyber civil 
libertarianism might yet find another foothold.

CYBER CIVIL LIBERTIES

In many respects, cyberlaw inherited the First Amendment civil libertarian tradi-
tion and its anti-regulatory stance. At the core of the civil libertarian tradition is 
the metaphor of the marketplace of ideas. Initially articulated by thinkers includ-
ing John Milton and John Stuart Mill, the “marketplace” denotes “the metaphori-
cal space in civil society in which ideas are espoused, debated, and refined.”2 In his 
famous dissent in Abrams v. United States, Justice Oliver Wendell Holmes reart-
iculated the marketplace concept, calling for “free trade in ideas” and making the 
market a permanent fixture in First Amendment jurisprudence.3

Notwithstanding the rhetoric of laissez faire, the notion of a free marketplace 
for ideas was almost immediately challenged by the conviction that some kinds 
of ideas were not worth trading in. For example, obscenity was seen as lacking 
any First Amendment value or protection.4 Excluding obscenity from the market-
place of ideas aptly illustrates a basic legal realist insight: no market is truly “free” 
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from regulation.5 The apparent simplicity of obscenity’s categorical exclusion from 
constitutional protection also belied a more complicated struggle to articulate a 
workable test for identifying “obscene” material. Even as the test for obscenity 
was narrowed and refined, the Court continued to permit states to regulate sexual 
expression—pornography, nude dancing, and adult businesses, to name a few—in 
ways that they could not regulate nonsexual speech.6

“Cyberspace,” like the “marketplace,” was similarly envisioned as both a quasi-
physical space and a philosophical metaphor. In the heady early days of the com-
mercial internet, its enthusiasts imagined cyberspace as a unique new “place” 
distinct from any “territorially based sovereign.”7 In one of the earliest and most 
influential formulations, A Declaration of the Independence of Cyberspace, John 
Perry Barlow, one of EFF’s cofounders, articulated the utopian, libertarian ideal 
of the internet as a self-governing community in which “anyone, anywhere may 
express his or her beliefs, no matter how singular, without fear of being coerced 
into silence or conformity.”8

The bar was set unattainably high. Like the “marketplace of ideas,” the romantic 
vision of “cyberspace” as a world open to equal participation by all and governed 
from the bottom up has not lived up to its idealized formulation. From the start, 
the terrain of cyberspace was shaped by legal, political, and cultural currents that 
sought to confront a perceived flood of pornography, sanitize online speech, and 
push sexual speech to the margins. These efforts to sanitize the Web were nothing 
new; indeed, fights over online pornography reprised decades-old debates about 
free speech, feminism, and the protection of children.

In the 1980s, Catharine MacKinnon and Andrea Dworkin argued that pornog-
raphy subordinates women and constitutes legally cognizable sex discrimination.9 
MacKinnon and Dworkin advanced an anti-pornography civil rights ordinance 
that defined “the graphic sexually explicit subordination of women through pic-
tures or words” as sex discrimination.10 The effort to bar pornography through 
civil rights law ultimately failed: the versions of the statute adopted in Indianapolis 
and Bellingham were struck down as viewpoint-based distinctions in violation of 
the First Amendment.11

The failure of the anti-pornography civil rights ordinance was not the end  
of the battle against pornography. Over the decades, lawmakers and regulators 
have repeatedly based attempts to regulate sexual speech on the grounds that it 
is harmful to minors. In 1968, the Supreme Court upheld a New York statute that 
barred the sale of nonobscene nude pictures to minors even though they were con-
stitutionally protected for adults.12 The Court deferred to the state’s determination 
that exposure to sexual speech could “impair the ethical and moral development 
of our youth.”13 Similar assertions about sexual speech’s adverse effects on children 
repeatedly resurfaced in other contexts. Cities used the “harmful to minors” argu-
ment to justify using zoning laws to limit where adult businesses could operate.14 
In one case, the city of Jacksonville, Florida, attempted to prohibit drive-in movie 
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theaters from showing films with nudity by arguing (unsuccessfully) that the ordi-
nance was necessary to protect children.15 The FCC’s authority to sanction a radio 
station for airing George Carlin’s “seven dirty words” monologue rested in large 
part on the finding that it was broadcast at a time when children could hear it.16

Compared to the anti-subordination argument, the notion that porn was 
“harmful to minors” was less objectionable on First Amendment grounds. In 
American Booksellers Association v. Hudnut, the Seventh Circuit had rejected 
the anti-pornography civil rights ordinance because it singled out for regulation 
“speech that subordinates women,” whereas “speech that portrays women in posi-
tions of equality is lawful, no matter how graphic the sexual content.”17 Writing 
for the court, Judge Easterbrook brushed aside the argument that pornography 
silenced women, infamously castigating the ordinance as impermissible “thought 
control.”18 In contrast, courts had always considered whether sexual speech was 
“harmful to minors,” or whether it caused any of an array of antisocial effects, as a 
content- and viewpoint-neutral inquiry.

The “harmful to minors” argument thus proved a more potent justification for 
restrictions on sexual speech than the subordination of women. As Robin West 
notes, however, the feminist anti-pornography movement gave rise to politi-
cal realignments: liberals and “anti-censorship feminists,” on the one hand, who 
argued that pornography constituted protected speech with some social value, and 
conservatives and “anti-pornography feminists,” on the other, who argued that 
pornography could be highly regulated or even banned, consistent with constitu-
tional principles.19 Those political realignments gave the anti-pornography move-
ment an established position in domestic politics.

The introduction and commercialization of the Web made debates over sexual 
speech salient once again. Regulatory efforts to limit sexual speech reflected the 
“political pressure produced by the dramatic and rapid mainstreaming of pornog-
raphy in our culture.”20 As Amy Adler illustrates, changing technological and cul-
tural mores yielded innumerable attempts to control the flow of sexual content, 
typically oriented around the protection of children.

For example, the “cyberporn panic of 1996” gave rise to the Communications 
Decency Act (CDA), which made it a crime to knowingly send “obscene or inde-
cent” messages to people under 18.21 The CDA also made it a crime to display any 
message that “depicts or describes, in terms patently offensive as measured by con-
temporary community standards, sexual or excretory activities or organs.”22 The 
CDA provided an affirmative defense to websites that took steps to restrict access 
to minors or that employed age verification techniques.

So it is no surprise that the CDA’s drafters cited sexual speech’s potential  
harmful effects on minors as a reason to control the rapidly commercializing 
World Wide Web. The Supreme Court struck the CDA down in Reno v. Ameri-
can Civil Liberties Union, rejecting the argument that the imperative of protect-
ing children justified broad, vague, content-based penalties for online speech. 
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Shortly after Reno v. ACLU, Congress tried again with the Child Online Protection  
Act (COPA). COPA restricted the posting of material “harmful to minors” for 
“commercial purposes,” unless the poster used some means to verify that viewers 
were above legal age. Again, the Court struck the statute down on First Amend-
ment grounds. Because COPA affected at least some protected speech, and because 
it employed means that were broader than necessary, the Court held that it  
was unconstitutional.23

THE RISE OF PRIVATE CENSORSHIP

What is slightly more surprising, however, is that a widespread crackdown on sex-
ual speech occurred even in spite of the victories in Reno v. ACLU and Ashcroft v. 
ACLU. Pressure to suppress pornography migrated from the halls of Congress to 
the conference rooms of Silicon Valley, where it was embedded into content poli-
cies, community standards, and automated enforcement techniques.

First, Reno v. ACLU left intact intermediary immunity rules that shielded plat-
forms from liability for user-generated content and allowed companies to make 
and enforce their own rules and standards to limit the kinds of content that they 
would host.24 Section 230I(1) infamously immunizes online websites from liability 
for information posted by third parties. Section 230I(2), the “Good Samaritan” 
provision, protects online providers from liability when they take action “in good 
faith” to block or filter “obscene, lewd, lascivious, filthy, excessively violent, harass-
ing or otherwise objectionable” material from their services.25

Section 230’s survival meant that the internet did not become a “digital cess-
pool,” as some had feared.26 Instead, the internet was preserved as a domain for 
private ordering rather than public regulation. And the incentive to moderate 
online content set by Section 230’s Good Samaritan provision aligned directly 
with conservative attacks on pornography and “indecency.” As a result, even when 
attempts to regulate were not directly successful, what Alice Marwick calls “tech-
nopanics” often led private entities to voluntarily constrain speech in ways that 
reflected the dominant cultural and political milieu.27

So while platforms were not required to screen out pornography, nudity,  
or sexual content from their services, many—particularly the major social  
media platforms—have promised to do so. In short, as Ari Waldman has argued, 
online platforms have adopted the same kind of “moralistic discourse” about 
sexual speech and the need to protect children that lawmakers advanced around 
the CDA.28 For example, YouTube bars all explicit content that is “meant to be 
sexually gratifying.”29 Facebook likewise bars nudity and “sexual activity,” citing 
concerns about users who might be “sensitive.”30 The desire to maximize advertis-
ing revenue provides further justification for suppressing what platforms define 
as sexual speech. Indeed, YouTube explicitly defines “adult content” as “not 
advertiser-friendly.”31
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As platforms grew and commercialized, they also developed technological 
methods to moderate online content, including for adult content and nudity. Tech-
nology firms began to use hash-matching tools to monitor content for unlawful 
child sexual abuse imagery and terrorist content.32 Using machine learning and 
artificial intelligence, platforms broadened their efforts to make content-related 
decisions rapidly and at scale.33 Automated techniques remain a vital mechanism 
for platforms to be able to detect violations of their community standards. But 
despite a popular veneer of objectivity and perfect enforcement, they are fre-
quently wrong. When the blogging site Tumblr announced that it would no longer 
host adult content, it rolled out an AI system to moderate posts that immediately 
began to flag “vases, witches, fishes, and everything in between” as impermissible 
sexual content.34

Intolerance of sexual speech has only grown more pronounced during the four 
years since the passage of the Allow States and Victims to Fight Online Sex Traf-
ficking Act (FOSTA). FOSTA expanded federal criminal liability for sex traffick-
ing and for intentionally promoting or facilitating prostitution through interactive 
computer services.35 As Kendra Albert documents, although FOSTA has had little 
real-world impact on criminal and civil liability, it has incentivized large “gen-
eral purpose” platforms to crack down on sexual content. Small platforms were 
“deterred by the possibility of federal criminal investigation;” many “niche, free, 
and queer” websites shut down.36 FOSTA has had a particularly dramatic effect 
on sex workers, who have been harmed by the law’s effort to eliminate sites that 
facilitate sex work and simultaneously “deplatformed” by the major platforms.37

As Waldman points out, the mainstream online platforms’ sexual content 
policies disproportionately affect queer content and reinforce social media as a 
“straight space.”38 FOSTA doubled down on these policies, as Albert notes, both 
because “fear of queerness and non-normative sexuality is intimately tied to 
whorephobia, and because a huge number of transgender people, primarily trans-
gender women of color and transfeminine people of color, trade sex.”39

To understand the stakes, compare these two examples. Over the years, Face-
book has repeatedly taken down photographs of women breastfeeding their 
children as violative of the firm’s policy against nudity.40 When asked, Facebook 
asserted that breastfeeding photos were permitted and that most of these take-
down decisions were erroneous. The company’s public position was that breast-
feeding was “natural and beautiful” and so photographs of breastfeeding were 
permitted.41 In contrast, Facebook’s Oversight Board recently announced that it 
will consider an appeal from a decision to remove two pictures of a transgen-
der, nonbinary couple with captions explaining that one member was planning 
to undergo top surgery and that the couple was raising funds to support their 
surgery and recovery. Facebook took the photos down because they violated the 
company’s policy on sexual solicitation, and refused to reinstate them even after 
the couple appealed.42
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The convergence of formally “private” incentives with public policy provides a 
powerful new avenue for suppression of sexual speech. In theory, platforms’ deci-
sions about adult content are entirely private. In fact, however, the “private” rules 
of content moderation operate within a political context in which government 
is a powerful stakeholder. This political context renders platforms vulnerable to 
government pressure, despite formal independence.43 With governments unable 
to enforce anti-pornography laws directly, platforms became particularly apt at 
policing undesirable speech.

Sexual speech thus presents a rejoinder to the idealized image of openness and 
democratic participation in the “marketplace of ideas” and in its virtual instantia-
tion, “cyberspace.” Indeed, at the core of the internet’s democratic promise is the 
idea that it lowers the barriers to participation in public discourse. With widely 
distributed communicative technology, as the Court in Reno v. ACLU put it, “any 
person with a phone line can become a town crier with a voice that resonates far-
ther than it could from any soapbox.”44 Even, in theory, a sex worker.

But the emergence of large online platforms blunted these possibilities. Instead, 
as online platforms emerged and commercialized, the preference for what Barlow 
applauded as “natural anarchy” and social ordering collapsed into a preference for 
private or market ordering.45 Online communities developed rules and enforce-
ment methods.46 The growth of commercial platforms meant that the individual 
speech that was at the core of the libertarian tradition grew increasingly reliant 
on technological infrastructure in private hands.47 As those private entities grew 
increasingly powerful, it became clear that their preferences for online speech 
aligned in significant part with those of cultural conservatives who opposed sexual 
content and, in particular, the flourishing of sexual minorities. The approach to 
content regulation jettisoned in Reno v. ACLU came back, this time originating in 
Silicon Valley.

C ONFRONTING ONLINE HARMS  
AND PL ATFORM POWER

For nearly thirty years, the dominant mode of thinking about online speech has 
been libertarian in outlook. But faced with the seemingly innumerable challenges 
of digital culture and politics today—disinformation, misinformation, weaponized 
harassment, extractive surveillance capitalism, to name just a few—the cyber civil 
libertarianism that EFF espouses and, in many ways, pioneered, is on the decline.48

First, a growing consensus holds that much online speech causes significant 
harms, and that the internet industry has largely failed to address those harms. 
Perhaps the sharpest critique of cyber civil libertarianism comes from Danielle 
Citron, who offers an alternative paradigm in her germinal work on cyber civil 
rights. Citron paints a disturbing picture of a flood of online mobs, harassment, 
and abuse. She argues that civil rights law is an appropriate response to patterns 
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of behavior that can “extinguish the self-expression of another” while evading 
accountability for harmful speech.49 Citron contends that online attacks and abuse 
rarely implicate the kinds of interests that free speech doctrine is meant to protect. 
In particular, she rejects the notion that online threats, doxing, and harassment 
contribute to the “marketplace of ideas.”50 In fact, as she shows, online attacks fre-
quently have the effect of silencing women and people of color.51

In her book Algorithms of Oppression, Safiya Umoja Noble offers a distinct, but 
parallel critique of search engines’ “corporate control over personal information.”52 
In a chapter on the right to be forgotten, Noble describes how Google has resisted 
legal obligations to erase information about individuals, even when it causes sig-
nificant harm. Under the First Amendment’s protections for publishing truthful 
information, Google has the better of these arguments.53 But they come at a high 
cost. Noble focuses on several anecdotes about women who were fired, bullied, 
and harassed after past work in the porn industry was discovered online.54 As 
Noble describes it, the interest in concealing one’s past is in tension with Google’s 
position that its search engine preserves “the cultural record of humanity.”55 Noble 
aptly describes how Google’s dominance has wrested control over reputation, his-
tory, and information away from institutions and individuals.

Firms’ invocation of robust expressive freedom to shield themselves from regu-
lation has also invited scrutiny.56 As Julie Cohen puts it, “a campaign has been 
underway to insulate all forms of commercial information processing from reg-
ulatory oversight by invoking the First Amendment’s protection for freedom of 
speech.”57 The result is that the countercultural origins of cyber civil libertarianism 
have faded while the modern libertarian approach benefits behemoths such as 
Verizon and Google. To put it another way, the “winners” of First Amendment 
cases are “more likely to be corporations and other economically and politically 
powerful actors” than individuals, movement groups, or activists.58 Tech giants 
promise to use their First Amendment rights to fight for their users, but whether 
they do so is ultimately left to their discretion.

To a progressive, then, it looks increasingly like platforms’ First Amendment 
freedoms are running headlong into the expressive, dignitary, and reputational 
interests of their users. But cultural conservatives are also, once again, seeking to 
regulate the internet, making arguments (often in bad faith) about social media 
“censorship” that they argue disproportionately silences conservative viewpoints.

Contemporary confrontations with platform power directly challenge the 
libertarian tradition in surprising and internally contradictory ways. As evelyn 
douek and Genevieve Lakier have put it, political conservatives are raising “con-
cern about the threat that private corporate power poses to freedom of speech,” 
while liberals are defending private governance.59 Meanwhile, progressives see 
the role of private firms in what Jack Balkin calls the “Second Gilded Age” as a 
roadblock to democracy.60 To some extent, these reconfigured political alignments 
echo the shifts that took place during the feminist anti-pornography movement, 
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when political conservatives and anti-porn feminists joined forces in support  
of censorship.

Today, however, even the “anti-censorship” coalition is anti-sexual speech. 
Conservative majorities in Texas and Florida have enacted “must-carry” legisla-
tion that prohibit “censorship” by social media firms. At the time of writing, courts 
have struck down both statutes as unconstitutional. Anti-censorship groups have 
pointed out that these laws are so broad that they would prohibit online platforms 
from removing pornography. For example, the Texas statute prohibits any cen-
sorship on the basis of viewpoint. When pressed in litigation, however, the state 
argued that platforms could still exclude pornography as a “content category,” as if 
doing so raises no problem for free expression.61 The Florida law does not permit 
platforms to “censor, deplatform, or shadow ban” a “journalistic enterprise” unless 
that enterprise posts content that meets the legal standard of obscenity. As the 
Eleventh Circuit pointed out, “The provision is so broad that it would prohibit a 
child-friendly platform like YouTube Kids from removing—or even adding an age 
gate to—soft-core pornography posted by PornHub.”62

Could civil libertarianism be revived? I think so, with caveats. The first wave 
of cyber civil libertarianism pitted the interests of the state against the interests of 
the users of a nascent World Wide Web, a classic First Amendment clash between 
state and speaker. With the reversal of Roe v. Wade and the widespread crimi-
nalization of abortion, the same kind of danger arises once again: criminalizing 
and obstructing information about effectuating what was, until late June 2022, a 
constitutional right.

Indeed, “anti-censorship” conservatism is increasingly difficult to square with 
a political and cultural agenda that seeks to reverse hard-won gains for sexual 
freedom and equality. Shortly after Dobbs, South Carolina introduced the “Equal 
Protection at Conception—No Exceptions—Act,” which would ban almost all 
abortions in the state. In addition, the statute has a provision making it unlawful to  
“aid or abet” a violation of the abortion ban. In particular, the law criminalizes 
“providing information .  .  . regarding self-administered abortions” and “provid-
ing access to a website .  .  . purposefully directed to a pregnant woman who is a 
resident of this State that provides information on how to obtain an abortion” if 
the provider knows that the information will be or is reasonably likely to be used 
to procure an abortion.63

For civil libertarians, laws like South Carolina’s are a classic example of govern-
ment overreach: direct state meddling with free expression. Like the anti-porn 
efforts rejected in Reno v. ACLU and Ashcroft v. ACLU, the “Equal Protection at 
Conception—No Exceptions—Act” pits law enforcement’s interests against those 
of internet platforms, and their users: old wine in new bottles.

Amid attacks on women’s health, privacy, equality, and autonomy, it is tempt-
ing to look to online platforms as guardians of these values and defenders of First 
Amendment traditions. But as legal theorists have long understood, this is not 
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the exclusive way to imagine free speech. For over a century, it has been apparent 
that even laissez faire ordering is “in reality permeated with coercive restrictions 
of individual freedom.”64 To put it another way, “Market ordering is only neutral 
if one takes power off the table.”65 In 2022, after the Supreme Court opinion in 
Dobbs, Facebook and Instagram began to delete social media posts offering to 
send mifepristone through the mail. The posts, the platform said, violated their 
rules against “regulated goods.”66 Sexual expression has been effectively marginal-
ized through both law and private action; will abortion-related speech suffer the 
same fate?

Putting porn at cyberlaw’s center illustrates how the libertarian battles to ensure 
that the state could not censor sexual speech set the stage for the rise of platform 
power. Once the prime exemplar of free speech battles, today sexual speech is so 
off limits that even advocates of must-carry legislation believe that pornography 
need not find a home online. Abortion, now the subject of widespread criminal-
ization and crackdown, may become even more difficult to discuss. In our cultural, 
political, and legal imagination, private platforms are bulwarks against censor-
ship. But this vision was naïve from the start. If one lesson of the current political 
moment is that the Supreme Court won’t save us, surely a second is that neither 
will Silicon Valley.67
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Artificial Intelligence, Microwork,  
and the Racial Politics of Care

Iván Chaar López and Victoria Sánchez

“We are where artificial intelligence [AI] meets human ingenuity,” Leila Janah told 
a packed audience at the 2018 meeting of The Next Web (TNW) in Amsterdam. 
TNW describes itself as “the heart of tech,” a space where “digital thought leaders” 
connect with an audience of tech entrepreneurs, investors, and policymakers look-
ing to be inspired, explore new opportunities, and build relationships.1 The “human 
ingenuity” Janah referred to could be found at the heart of her organization, then 
known as Samasource.2 That ingenuity was the capacity to tackle the “problem” 
of poverty “with technology and AI to create jobs for the bottom of the pyramid.” 
Samasource integrated marginalized workers from depletion zones (most in the 
Global South) into the making of the modern world. And Janah pitched her proj-
ect for an “ethical AI supply chain” to a room full of actors invested—metaphori-
cally and literally—in tech. Yet her pitch was to have them invest in people, to “give 
work rather than aid.”3

Since its founding in 2008, Janah committed Samasource to a unique model 
of philanthropy that was not concerned with providing displaced and marginal-
ized populations with access to goods or services. Instead, it enacted an altruistic 
mode of care by incorporating these populations into the global labor market. The 
outsourcing nonprofit was organized around the premise that “talent is equally 
distributed, but opportunity is not.”4 The only way to bring people out of poverty 
was to give them higher paying jobs and, through these, create new opportuni-
ties. Samasource’s intervention was informed by and partially funded through 
what the Rockefeller Foundation calls “impact sourcing”—a purportedly inclu-
sive employment practice to hire and provide career development opportunities 
to populations excluded from the digital economy. Samasource would expand a 
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tech company’s worker network by tapping into a rich supply of labor in places 
like Kenya, Uganda, Haiti, and poor communities in the United States where jobs 
could help increase income. In doing so, it constructed and operated a micro-
work supply chain—a network of production and circulation connecting datasets 
to data processing and validation centers, and to organizations powered by this 
rich supply of predominantly Black workers so that it’s “purpose-built for impact.”5

This chapter tackles the tensions inherent to Samasource’s racial politics of care 
in relation to labor by analyzing the organization’s plans (e.g., corporate materi-
als and Janah’s statements interpreting their efforts), its relations with benchmark 
tech companies, and its experimental practices with philanthropic policymaking 
groups. Reading alongside feminist thinkers in science and technology studies 
(STS) on the politics of care, we ask what kinds of ethics emerge when engaging 
with the affordances of Samasource’s plans for a microwork supply chain? How is 
Black/non-white labor entrenched as the invisible infrastructure of AI, often times 
through practices of repair work, and what are the ramifications of this sociotech-
nical arrangement?6 First, we unsettle dominant understandings of the politics of 
care by tracing relations not as necessarily beneficial but as potentially detrimen-
tal. Attention to asymmetry leads us next to account for the making of unequal 
arrangements of care.

We argue that Samasource’s impact sourcing enacted neoliberal logics of self-
government with a feminist sensibility toward repair work. The organization 
sought to repair the broken relations excluding many from the global market 
economy by instituting an outsourcing program that trained and integrated those 
on its margins. To care for the excluded was to bring them into the fold of global 
capital. Given the data- and labor-intensive aspects of AI or machine learning, 
this approach consolidated the place of microwork as integral for AI development 
and the tech industry in general. But even while Samasource sought to construct 
a “sociotechnical organization of ‘humans-as-a-service,’ ” this was not a universal 
project.7 Instead, it was a tightly defined one whereby already vulnerable popula-
tions (i.e., often Black/non-white migrant refugees and underrepresented com-
munities) were locked into precarious labor arrangements that undermined their 
access to better wages and labor rights.8 Through Samasource’s training program 
and user interface, microworkers were made to care for informational systems and  
a tech industry that conscripted them as invisible labor. Their repair work main-
tains information infrastructures and the profit margins of the industry even as 
their participation falls to the background. Analyzing Samasource’s ethical AI sup-
ply chain through the framework of racial politics of care helps draw out asym-
metries in care work all the while grappling with its ambivalence.

Writing on microwork requires a feminist critical race analytics. Human-
machine configurations are made through complex situations that cannot be 
neatly bounded as strict technical procedures. Elements of a situation become 
embedded in such configurations just as much as configurations shape elements 
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of the situation. To that end, we draw on what Patricia Hill Collins calls “matrix of  
domination” to understand how microwork is constituted by and constituting 
intersecting oppressions. The labor force providing Silicon Valley with its exten-
sive microwork supply chain is made through situated oppressive relations, rela-
tions organized by/through race, gender, class, sexuality, and ability.9 As the case 
of Samasource shows, their racial politics of care operated through the integration 
of predominantly Black/non-white workers as AI’s invisible labor. But such labor 
had to first be made available and able to work in AI development. As new laws 
and policies seek to regulate the growing gig economy, we must contend with the 
material infrastructure of the tech industry, differential impacts on labor, and what 
possibilities exist in this conjuncture for a feminist politics of care.

“ETHICAL AI” :  L AB OR AND UNSET TLING CARE

With proliferating cases of (infra)structural injustice and wider mobilizations 
challenging structural oppression, researchers and actors in industry identified 
bias, fairness, transparency, accountability, privacy, and responsibility as the key 
issues in ethical AI.10 Many of these actors prioritize correcting biased systems, 
smoothing over their hard edges. However, corrections rarely tackle the underly-
ing rationale of AI or of its deployment in a range of contexts where they either 
institute or maintain asymmetrical social, economic, and political relations. This 
chapter builds on work questioning the effects of AI operations on marginalized 
communities and the data technopolitics embedded in these systems.11 We open 
the black box of AI by focusing on the human labor that makes and maintains it.

Attention to labor opens room to question the relations made possible by and 
through AI. Of import is the hidden labor embedded in AI operations. Jenna Burrell 
and Marion Fourcade, for example, suggest that a society of algorithms emerges 
through the organization of specialized data labor. A wide swath of institutions  
pairs massive datasets with computer methods to sort, organize, extract, and mine 
them. This pairing relies on the articulation of what they call a “code elite” and a 
“cybertariat”—the first holds and controls data and software while the latter is tasked 
with producing, refining, and working the data fed through algorithms. The cyber-
tariat is essential to the very operation of the society of algorithms as technicians are 
often confronted with the computational limits of automation.12 The human labor 
of the cybertariat is inseparable from AI.

Caring for low-wage labor, as Janah’s presentation at TNW 2018 stressed, is a 
matter of concern. In addressing the politics of care, feminist STS scholars ask 
who cares, why do they or we care, and how to care. They invite their interlocu-
tors to trace and interrogate material relations formed by and through ethico-
political obligations.13 To care is to tend to something or someone, to notice and 
work in relation to them. Concern, feminist STS thinkers contend, “is an affec-
tively charged sensibility,” a practice or way of doing things “characterized by 
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worry, attentiveness, and thoughtfulness.”14 Care is commonly enacted in ordinary  
fashion, in everyday practices that are life-sustaining and life-repairing. People’s 
quotidian concern and attunement to relational well-being, or care, has often been 
construed in gendered terms as feminized, overlooked, and devalued labor. As a 
result, the politics of caring are, as María Puig de la Bellacasa argues, “at the heart 
of concerns with exclusions and critiques of power dynamics in stratified worlds.”15 
To examine the articulations of care beckons an ethical disposition to question 
invisible arrangements that enforce, reify, and maintain unequal relations.

Tending to the politics of care means not falling into the trap of conflating it 
with a moral good. This is what Martin et al. call “care’s darker side: its lack of 
innocence and the violence committed in its name.” Care does not automatically 
nor inherently lead to a virtuous result. It is often implicated in reinforcing the 
practices and logics of capital and imperial formations, as they grow concerned 
with their own maintenance, reproduction, and perpetuation. Hence, these schol-
ars and others like Michelle Murphy propose “situated critiques of care and its pol-
itics.” The politics of care invite a critical accounting of raced, sexed, and classed 
violence, of dispossession, displacement, and exploitation.16 Murphy’s retelling of 
feminist self-help efforts in the 1970s shows how these scholars and activists grap-
pled with differential arrangements enrolling some populations into asymmetrical 
relations. Care was not an intrinsic good but a practice that perpetuated precarity. 
Asymmetrical relations maintained and ensconced the privileged positions of few 
all the while undermining the capacities of exploited women workers to care for 
their own.17 Precarity was embedded within these differential arrangements, ren-
dered through invisible modes of repair work.

The privilege maintained by care work is at the heart of the “digital depletion 
economy.” Such an economy emerges, the Precarity Lab suggests, through the 
space-making dialectics of “enrichment zones” and “depletion zones.” The former 
comprises those spaces containing resources, labor, and raw materials extracted 
from the latter.18 Enriching zones are ever-unfolding entanglements constituted 
through their capacities to finance, extract, and coordinate relations of dispos-
session and exploitation. Depletion zones are simultaneously life-sustaining  
and life-debilitating for the people whose labor constitute them as much as for 
the inhabitants of enriching zones. This does not mean that everyone is on the 
same life-preserving/life-weakening boat. Situated analysis shows that these zones 
are not homogeneous, but they do work toward homogenization. They consoli-
date the distribution of resources, discriminate between bodies and the value their 
labor generates, and conserve intersecting axes of domination to safeguard rela-
tions of dispossession and exploitation.

Enrichment and depletion zones are different yet repeating arrangements in 
the longue durée of racial capital.19 The dialectics of differentiation worked through 
race as “the rationalization for the domination, exploitation, and/or extermina-
tion” of non-Europeans and non-whites.20 The digital depletion economy hinges 
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on persistent practices of distinction and discrimination that posit some bod-
ies, some communities, and some places as extractable matter.21 These practices 
follow logics of exception making possible “the combination of managerial and 
labor regimes in transnational networks that carve striated spaces—or ‘latitudes’—
shaped by the coordination of systems of governmentality and regimes of labor 
incarceration.”22 The racial politics of care work weave together enrichment and 
depletion zones through the veil of matters of concern—a concern that follows 
logics of differentiation or exception governing unequal arrangements.

Approaching care work through a racial politics of care also means to exam-
ine the articulation of an interlocking matrix of domination. Differentiation does 
not unfold through singular pathways but is the product of co-constituting, mul-
tipronged, and multi-sited forces. Care for the Other, especially when animated 
by notions of (economic) development, does not immediately undo systems of 
oppression. They can quite as easily exacerbate them because, as the following 
pages show, political recognition of the Other is premised on the idea that bodies 
and their labor ought to be productive. The Other, which in most instances here  
is a Black working person, is politically legible as worthy of concern insofar as they 
add value to artificial intelligence-as-commodity and intelligence-as-information 
infrastructure. Looking after racial politics of care fleshes out how matters of con-
cern might undo some relations while reifying others.

UNEQUAL ARR ANGEMENT S OF CARE

Samasource’s plans to build an “ethical AI supply chain” enact a racial politics of 
care in two senses. Its care work for the poor means providing them with higher 
paying data-processing jobs, or attending to the life conditions of dispossession 
generated by modern capital. Such care work builds on techno-optimistic visions, 
or the long-standing belief that technological production and use, innovation, and 
human improvement are tightly bound together.23 Samasource’s plans seek to inte-
grate the poor in predominantly Black/non-white countries and their vitality as an 
infrastructural appendage of Silicon Valley. As a result, the Black/non-white poor 
and their vitality are inscribed as racialized labor, or extractable and productive 
matter for capital. The other sense is the care work these worker’s perform for AI. 
Their work, which Samasource calls “microwork,” supports AI by allowing it to 
operate in a seemingly unobstructed manner. The labor of these workers is neces-
sary to maintain the systems that are imagined as making up modern life; logically, 
modern life is dependent on the invisible AI care work of Samasource workers. 
They are the “ghost work” that operationalizes AI and sanitizes a vast range of 
websites by removing graphic, violent, and hateful content.24

When she founded the nonprofit organization Samasource in 2008, Janah set 
out to disrupt the philanthropic and outsourcing models. As she reflected years 
later in an essay on social entrepreneurialism, “the actual problem [of poverty] 
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is access to opportunity—and the often deeply entrenched, systemic barriers 
that deny hard-working people the chance to build a future.”25 Charity did not 
transform root causes of poverty, and international aid packages, she concluded, 
were insufficient. A techno-optimistic solution was in the offing. Tapping into the 
wealthy outsourcing market, Samasource redirected some of its capital to address 
this lack of opportunity by hiring low-wage and unemployed workers to perform 
data service labor. Their jobs would, Janah often told captive audiences in the 
startup and tech worlds, improve their lives and the lives of those who relied on 
their source of income. A white paper by MIT economists concluded 40 percent 
of workers who received training and a job referral from Samasource went on 
to higher paying jobs and reported lower unemployment rates than their control 
group.26 Relying on the company’s internal worker surveys, Janah claimed that, 
prior to employment with Samasource, workers reported an average daily income 
of $2.20 with many living in improvised housing and maintaining unhealthy diets 
(e.g., eating sugar cane as a main source of caloric intake). After employment with 
Samasource, workers earned on average $8.15 a day which led to improvements in 
diets, education, and housing. “This is the power of work over charity.”27 Or this 
is Janah and Samasource’s articulation of the first sense of racial politics of care, a 
care toward people in the Global South meant to protect them by enrolling their 
labor in the making of the modern technological world. A second sense requires 
further elaboration.

Samasource’s “ethical AI supply chain” combines microwork with impact  
sourcing. Animating Janah’s approach to microwork was her interest of “tapping 
into the brainpower of the poor.”28 Microwork breaks down big data projects such 
as the AI and machine learning models powering self-driving cars into smaller 
actions. Samasource workers, who must be literate and know how to use a com-
puter, are enrolled in cognitive labor by annotating images and video to build train-
ing datasets subsequently fed into AI algorithms.29 Annotators identify objects 
such as cars parked and moving, or lane location and change, and people and their 
pose (e.g., standing, sitting, walking, running) by drawing polygons around them 
as well as by labeling them. Samasource’s in-house interface Samahub, meanwhile, 
allows real-time quality assurance to assess the accuracy and reliability of worker 
data inputs. The services offered by the company are not so dissimilar to those Lilly 
Irani studied in Amazon’s Mechanical Turk. Microwork at Samasource assembles 
“cognitive pieceworkers in service of employers and their computer systems. The 
pieceworkers work on tasks in batches; the employers can put these batches out 
automatedly through computer work code they write.”30 Microwork, as Irani deftly 
shows, helped produce the distinction between innovative and menial labor—a 
crucial distinction in the articulation of value and of those bodies/minds imag-
ined to represent such value. Scholars in new media studies expressed concerns 
and questions about the ethics of microwork and crowdsourcing soon after they 
became experimental sociotechnical arrangements.31 A key difference lies in the 
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company’s commitment to “impact sourcing,” which means the establishment of a 
sustained labor supply chain with Samasource playing a permanent intermediary, 
coordinating, and repairing role.

Toward the end of the 2000s, concerned with growing global economic 
inequality, the Rockefeller Foundation sought to transform the outsourcing indus-
try through a new supply chain model called “impact sourcing.”32 The foundation 
and some of its partners saw impact sourcing as an “inclusive employment prac-
tice” whereby “companies in global supply chains intentionally hire and provide 
career development opportunities to people who otherwise would have limited 
prospects for formal employment.”33 Impact sourcing requires the articulation of 
an ecosystem comprising outsourced workers, the worker’s immediate commu-
nity, outsourcing organizations, and outsourcing clients. As proposed in a range 
of Rockefeller-funded reports, impact sourcing is meant to benefit all elements of  
this ecosystem via a developmentalist vision. First, it provides higher-income 
employment and access to new opportunities for these workers. Workers can then 
dispose of this income in their wider community and, thereby, create a ripple effect 
of economic and social activities. After all, these workers, from the purview of 
policy makers, often live in “rural areas of developing countries or in slums,” lack 
access to secondary or tertiary education, or, despite having some education, find 
themselves in areas with high unemployment. Outsourcing organizations fulfilled 
the demands of its clients while managing and investing in jobs and skills devel-
opment that benefit workers and their communities. Lastly, outsourcing clients 
meet cost savings and growth objectives all the while developing corporate social 
responsibility goals.34

Impact sourcing is a neoliberal political strategy imbued with a racial politics 
of care. It is an ethical commitment toward the excluded other through a moral 
calculus of worth. Human value as well as practices, lifestyles, and visions of the 
good are tightly understood in relation to the market. And the market is posi-
tioned as the privileged allocator of public resources; it is a technology of subjec-
tion through which to “differently regulate populations for optimal productivity,” 
especially via the spatial practices of market forces.35 Companies subscribing to 
impact sourcing enact modes of governing populations that follow differentiat-
ing logics of efficiency and optimization. These logics position some populations 
as prime targets for subjection, for their capacity to maximize values produced 
through exploitation, dispossession, and extraction. Impact sourcing also insti-
tutes knowledge and expert systems, as Samasource attests, that induce in workers 
self-animation and self-government through the attainment of skills, the pursuit 
of entrepreneurial endeavors, and more. And it was in the digital economy that the 
Rockefeller Foundation identified an immediate potential for the development of 
impact sourcing.

From work training and discipline to work assessments, Samasource is respon-
sible for the smooth operation of its sourcing ecosystem. Janah developed her 
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labor sociotechnical arrangement by testing it in 2009 in a few computer centers 
in the refugee camp of Dadaab in Kenya. She taught a small group of refugees in 
the camp how to do microwork for Microsoft and an outsourcing company in Sili-
con Valley. The high quality of the work convinced her that this microwork model 
could be expanded. Samasource began to work with nongovernmental organiza-
tions (NGOs) to “aggregate workers and recruits.” These NGOs sent them to one of 
the company’s partner organizations on the ground in Kenya and Uganda, to name 
two countries where it runs operations. Partner organizations are responsible for 
running data “delivery centers”; oftentimes these had been Internet cafés but were 
now reorganized to deliver Samasource with training data for its clients.36 Micro-
workers at Samasource do not pick the small “batches” they want to work on, but 
instead are trained to perform repetitive tasks during six- to eight-hour sessions 
every day with most workers staying with the company for eight months.

The kind of labor performed by Samasource’s workers in Kenya, Uganda, and 
Haiti is a somewhat permanent kind of “patch work.” It is patch work in the com-
puting sense that they are preempting errors in a system by providing it with 
accurate and reliable data to address existing or future problems. It is patch work 
in a repairing sense. Microworkers in depletion zones are enrolled to enact rela-
tions of repair and maintenance of information infrastructures designed to extract 
value. Artificial intelligence and machine learning algorithms are dependent  
on the training data produced by the cognitive labor of microworkers. This is how 
the “brainpower of the poor” fuels the machines of late capitalism in enrichment 
zones. Their care for these systems means the drawing out of a stable labor supply 
chain of contradictory ethical commitments and precarious labor arrangements in 
the digital depletion economy, especially through gig work.

Not content with organizing a microwork supply chain in the Global South, 
Samasource sought to bring its outsourcing philosophy into the United States by 
disrupting the gig economy. The gig economy has given rise to a new category of 
worker and raised important questions for researchers as well as for law and poli-
cymakers who have sought to protect and care for gig workers.37 Gig work is simi-
lar to microwork in its short duration, its contingency, and the common treatment 
of workers as independent from the tech company responsible for allocating the 
work. Intent on intervening in this area as well, Samasource created a training pro-
gram in 2013 known as Samaschool to “help low-income individuals become suc-
cessful freelancers in today’s changing job landscape.”38 With an online curation of 
modules, quizzes, and in-depth community discussion boards, the online training 
program was Samasource’s commitment to teach poor and marginalized workers 
in the United States to “thinking gig.” Schools were established in San Francisco, 
rural Arkansas, and New York City, with curriculum covering everything from 
how to manage professional communication on gig economy apps like TaskRabbit 
and Uber, to negotiating contracts, and upleveling on career skills like resume and 
LinkedIn writing.39 The program hoped to provide training that met market needs 
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while advocating for social change. Samaschool called on policy and lawmakers to 
intervene in the creation of new laws and policies to protect gig workers.40 In this 
sense, Samasource’s efforts in creating an “ethical AI supply chain” was entangled 
with promoting the gig economy. Samaschools instilled in its students a sense of 
self as entrepreneurial subjects, updating themselves to fit the demands of a shift-
ing market.41 One chain connects with the other, ever extending the company’s 
racial politics of care—supporting the Other even while ensuring their integration 
in a chain of exploitation and dispossession.

Microwork, as represented by Samasource, can be said to be “articulation 
work,” or   ”work that gets things back ‘on track’ in the face of the unexpected,” work 
that “modifies action to accommodate unanticipated contingencies.”42 Microwork 
is the kind of care work that subtends the humming of the imagined futurity 
made through artificial intelligence and machine learning. The vast supply chain 
designed and operated by Samasource seeks to keep AI and ML “on track” by 
validating its data through human labor. This labor is performed by the poor and 
the working classes of depletion zones—from Kenya and Uganda to San Francisco. 
Their care work maintains the sociotechnical relations of exploitation at the heart 
of Big Tech (e.g., Microsoft, Google, Facebook, Uber, Lyft) and some of the rich-
est US logistics companies (e.g., WalMart) who are clients of Samasource. While 
“sama” means “equal” in Sanskrit, the microwork supply chain that Samasource 
constructed maintains, reproduces, and expands the differential treatment of 
workers in depletion zones. These are workers enrolled in curricula for their self-
optimization as modern neoliberal subjects that in caring for themselves are made 
to care for the systems that dispossess and exploit them.

C ONCLUSION

Since its founding in 2008, workers at Samasource were enrolled not only to do 
work for TaskRabbit, Uber, Care, and Lyft, they also maintain and care for the infra-
structure upon which all gig workers rely for their work. Microwork keeps digital 
infrastructures such as image processing, community Q&A queries, and driver-
less cars running. This kind of work is what Precarity Lab called the undergig— 
invisible work that falls to the background of the digital depletion economy. The 
emphasis placed on gig workers such as those driving people on Uber or Lyft,  
as much research, legislation, and policymaking does, while of great importance, 
can reproduce the invisibility of a wider labor supply chain sustaining global  
information infrastructures.

Law and policymakers often grapple with how to classify platform work within 
the umbrella of labor law to regulate, restrict, or provide protection and justice to 
gig workers.43 The most notable of these, California Assembly Bill 5 (2019), popu-
larly known as a gig worker bill, sought to define the boundaries of what classi-
fied a worker as an independent contractor instead of an app-based employee: 
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the person was “free from the control and direction” of the hiring company; the  
person works outside of usual course of company’s business; and the person nor-
mally works “in an independently established trade, occupation, or business” simi-
lar to the work performed. In 2020, the California ballot initiative Proposition 22, 
backed by gig work platforms like Uber and DoorDash, was passed to reinstate the 
independent contractor classification to all app-based workers, undoing their status 
as employees. Though the issue continues to be fought in court,44 Uber CEO Dara 
Khosrowshahi argued soon after its approval that Proposition 22 was a model for 
other states and invited the US federal government to pursue similar legislation.45 
He framed support of the ballot initiative through a racial politics care, given that, 
in being classified as independent contractors, gig workers would acquire “new 
benefits and protections with the same flexibility.”46 Preserving the fungibility and 
expendability of gig work all the while building a façade of care, Proposition 22 
constructed app-based “contractors” as a separate class of worker and, in so doing, 
removed them from existing federal and state labor law protections such as the Fair 
Labor Standards Act of 1938 or the National Labor Relations Act. The ramifications 
of Proposition 22 were quickly felt as grocery chains fired their delivery staff to 
sign contracts with DoorDash, in pursuit of its cheaper labor pool of gig workers. 
Health care stipends were also reported to cover a small percentage of the overall 
cost and the labor time required to pay for it was significantly higher than the sup-
posed minimum.47 The racial politics of care undergirding the classification work of 
legally defining gig workers solidified the precarity of their everyday.

Efforts at the federal level, such as the Employee Rights Act of 2022 and the 
Worker Flexibility and Choice Act of 2022, have also revolved around classifica-
tion work. The former has sought to define the contours of the “future of work” 
primarily to protect the “successful franchise model and gig economy,” as Senator 
Richard Burr stated in the joint press release with Senator Tim Scott.48 The bill 
defines gig workers as independent contractors stating that, “notwithstanding any 
other provision of law, the fact that an individual accessing work through a digital 
marketplace company receives retirement or fringe benefits from such digital mar-
ketplace company shall not establish, or support the establishment of, an employee 
and employer relationship between the individual accessing work through a digi-
tal marketplace company and the digital marketplace company, respectively.”49 
Emphasis on worker access to a market of flexible work arrangements disavows 
corporate responsibility in drawing up the boundaries for “independent contrac-
tors” and in upholding the false choice between flexibility and benefits, between 
no rights and full rights as an “employee.” What Anna Fisher calls the “coercive 
hospitality” of platforms, enabling access and sharing while hiding their costs to 
users, is embedded into the classificatory exclusion of gig workers;50 it absolves 
companies of the need to pay workers full employee benefits like health care and 
time off. Furthermore, legal boundaries so often become entangled with the geo-
political boundaries of the state, which precludes understanding transnational 
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labor arrangements that support and make viable industries. Reclassification of 
gig workers as employees does not undo the differential relations of racial capital, 
but preserves the distinctions made about whose bodies are deemed extractable 
and whose labor is exploitable under conditions beneficial for global capital.

We propose the racial politics of care as an analytical lens to grapple with 
situated and differentiated ambivalences in gig work, in microwork, and in the 
configuration of neoliberal technologies across enriching and depletion zones. 
Debates about ethical AI must not be limited to questions of data accuracy and 
representation, and AI use. Tending to labor through intersectional lenses sheds 
light on the making and maintenance of interlocking matrices of domination, 
and its diverse experiences. We examined the plans of Samasource to open the 
black box of AI development. Yet this chapter only offers insight into the world-
view and human-machine configurations constructed by Janah, the Rockefeller 
Foundation, Samasource, and the state. Future studies of the racial politics of 
care in microwork supply chains need to also examine them in action, through 
attentive ethnographic observation of how microworkers understand their par-
ticipation within these labor supply chains. Doing so further decenters the world-
making practices of Silicon Valley and moves us beyond simplified conceptions of 
exploiter/exploited. More importantly, given our feminist critical race standpoint, 
it also allows for tending to the desires and aspirations of those whose labor is 
made invisible by complex sociotechnical relations.
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Black Feminist Antitrust  
for a Safer Internet

Gabrielle M. Rejouis

Intersectionality calls attention to the unique policy needs of Black women. The 
current content moderation crisis must be addressed through antitrust policies 
that use a Black feminist framework. While online violence impacts many groups 
of people, social media platforms’ failure to moderate abusive and hateful content 
puts Black women in disproportionately dangerous positions. Kimberlé Crenshaw 
created the word “intersectionality” to highlight that Black women have policy 
needs separate from white women’s needs and Black men’s needs.1 The law’s omis-
sion of Black women sometimes means excluding us from legal protection.2 Simi-
larly, social media sites, or platforms, do not incorporate policies that reflect Black 
women’s experiences with racism, sexism, and misogynoir. Big Tech reform that 
does not use a Black feminist framework will fail to move platforms from protect-
ing their own interests.

Policymakers crafted antitrust laws to address these types of power imbalances 
and to preserve the public interest. Antitrust policies with a Black feminist frame-
work are needed to shift the power dynamics of platforms, foster better content 
moderation, and make the internet safer. Catherine Knight Steele coined the phrase 
“digital Black feminism” to describe a school of feminism that “deconstruct[s] 
white supremacist capitalist patriarchy within digital culture.”3 Designing content 
moderation policies after incorporating digital Black feminist equities in online 
governance reform will create better platforms. In this chapter, I will outline the 
unique ways online attacks impact Black women, describe the power that allows 
platforms to ignore the content moderation crisis, and conclude with how Black 
feminist antitrust can tackle this problem. This chapter will focus on online vio-
lence as a result of race and gender. I use online violence to describe actual and 
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proposed attacks and harassment made on social media platforms against one  
person or a group of people. I will refer to the largest and most popular social 
media companies as dominant platforms because current legal definitions of 
monopoly have not expanded to include the companies that own Facebook, Insta-
gram, Twitter, also referred to as X, and YouTube.4

THE STATUS QUO FOR BL ACK WOMEN ONLINE

The current content moderation crisis doubly impacts Black women, reflect-
ing platforms’ choices to withhold protections. Platforms maintain an arbitrary 
requirement to respond to online violence which disregards Black women’s needs. 
This contextual incompetence delays needed intervention putting Black women in 
avoidable danger. If platforms employed digital Black feminism, they would have 
mitigated current disinformation and misinformation campaigns.

Technology will preserve existing systems of discrimination without inten-
tional design to the contrary.5 In a society that discriminates against women and 
Black people, Black women experience discrimination on multiple fronts.6 They 
can be subject to systemic racism; misogyny, or the hatred of women; misogy-
noir, misogyny rooted in anti-Black racism; or any combination of the three.7 
Black women receive the worst online violence.8 They are 84 percent more likely 
to receive an abusive or problematic tweet.9 For example, a Black woman could 
receive an online comment with a racial slur, the threat of gendered violence, or 
a harmful stereotype about Black women. She could also receive a comment with 
two or three of those phrases. Malicious actors, often referred to as “trolls,” a label 
which can diminish their danger, draw from this broader culture in their attacks.10 
For this reason, the lack of content moderation enforcement largely endangers 
Black women.

Platforms allowed malicious actors to test the early tools of the online disin-
formation crisis and the alt-right in campaigns on Black women.11 Users of 4chan, 
an anonymous forum website, planned two notable campaigns to attack Black 
women on Twitter in 2013.12 These 4chan users seized upon a Twitter conversa-
tion in the #SolidarityIsForWhiteWomen Twitter hashtag to divide white and Black 
feminists.13 Mikki Kendall, a Black woman, used the #SolidarityIsForWhiteWomen 
hashtag to start a conversation in response to a male feminist admitting he built his 
career by opposing Black feminists. The 4chan users sought to derail this conversa-
tion by posing as Black women adding bad faith contributions. In a later campaign, 
4chan users used those same fake Twitter accounts to launch the Twitter hashtag 
#EndFathersDay and spread the lie that Black women wanted to end Father’s Day.14 
According to the 4chan users, the goal of the #EndFathersDay campaign was to 
create distrust among Black Twitter users in preparation for a “proper attack.”15 
But Shafiqah Hudson and I’Nasah Crockett, Black feminists, identified that the 
trend’s originators were not who they claimed to be. They led two different efforts to  
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combat #EndFathersDay.16 Hudson created the hashtag #YourSlipIsShowing  
to catalog suspected accounts pretending to be Black women. Crockett found  
and shared the 4chan post detailing the campaign on Twitter. Crockett knew first-
hand smaller sites like 4chan and Reddit were places for malicious actors to gather 
and strategize attacks on Black women.17 Their leadership and contributions from 
other Twitter users ended this disinformation campaign.

Unfortunately, targets of gendered violence do not always get this level of 
community support which underscores the impact of platforms’ failure to rein 
in violent conduct. Gendered violence means violence—threats or actual physi-
cal, sexual, psychological, and/or economic harm—against a woman because she 
is a woman.18 Online gendered violence includes misogynist slurs, death threats, 
and threats of sexual violence.19 In addition to women of color, women who are 
religious minorities and members of the LGBTQ+ community receive the most 
severe online violence.20 About half of the women, Black people, and Hispanic 
people surveyed in a Pew study believe they received online harassment due to 
their gender, race, or ethnicity.21

Platforms will often refuse to respond to online violence unless there are specific 
threats of or actual physical violence.22 The distinction between online speech and 
real-world violence are incompatible with the lived experiences of women.23 With-
out intervention, a troll’s joke can quickly escalate into strangers sending death 
threats to one’s home. This can quickly accelerate into someone showing up at 
one’s home. In a Pew Research study, more women reported they were “extremely 
or very upset” by their most recent experience of online violence perhaps because 
they also reported more experiences with stalking and sexual harassment.24 One 
study found 20 percent of women who experienced online violence were also 
survivors of stalking and physical assault.25 Women were the victims of 70 per-
cent of the Department of Justice’s online stalking cases.26 The stakes are too high 
for platforms to forgo moderating content until the violence moves offline.27 The 
time from online action to real-world harm is often too short, forcing survivors of 
online violence to suffer harm while platforms wait for an established connection 
between the speech and impact.28

Platforms have demonstrated that they will fail to respond with the appropriate 
urgency to online gendered violence if they wait for offline action. In 2014, mali-
cious actors coordinated “Gamergate,” the most notable online misogynist cam-
paign. Trolls harassed, doxed, and threatened prominent women in the gaming 
community.29 Organizing on 4chan led to mass online attacks and death threats. 
The physical safety of the women targeted by the Gamergate campaign was endan-
gered by these actions quickly after online mobilization.30 And platforms were ill-
equipped to intervene in time.

Online violence against Black communities takes a different shape than 
gendered violence. Misinformation is errors in information while disinfor-
mation is intentionally misleading information.31 Malicious actors weaponize 
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misinformation and disinformation to disrupt progress for Black communities.32 
For example, Russian accounts launched a disinformation campaign to suppress 
the Black vote during the 2016 US presidential election.33 These accounts heavily 
targeted Black social media users and posted content to exploit existing racial divi-
sion.34 Black voter turnout declined for the first time in twenty years, in some part 
due to this campaign.35 If platforms wait for a tangible result from online violence, 
it will undermine voting rights protections.

Online gendered and racist violence both exacerbates inequalities and pun-
ishes those who speak up about concerns. The most active women social media 
users are more likely to face online violence.36 Twitter’s failure to prevent this abuse 
discourages women from speaking up against misogyny and sexism.37 Black com-
munities are often punished for defending themselves from online harassment.38 
This means a Black woman posting about online misogynoir is more likely to face 
online violence and more likely to be penalized by the platform for countering 
trolls.39 Platforms do not adequately protect these communities. As a result, online 
violence drives women and communities of color from platforms.40 This abuse 
impedes equal access to platforms and prevents the sharing of anti-racist and  
feminist content.41

Therefore, when we look at the experiences of women and Black people online, 
we can see that there is a false delineation between online and real-world harm. 
Online violence bleeds very quickly into tangible and physical impacts.42 Attempts 
to categorize online violence in this way hinders timely interventions to the detri-
ment of Black women’s safety. To construct solutions to online violence, the expe-
riences of Black women must be met with responsive policies.

The scale of the Gamergate campaign was larger than platforms were prepared 
to address.43 But platforms could have prepared for larger campaigns by install-
ing procedures to mitigate violence to Black women or even discourage future 
misogynist campaigns in response to the smaller #EndFathersDay campaign. 
In fact, from #EndFathersDay to Gamergate, and from election misinformation  
to the attack on the Capitol, platforms have demonstrated that they will not 
act with the necessary urgency to prevent real world violence.44 This puts Black 
women in danger of preventable violence.

THE ABUSE OF PL ATFORM POWER

Platforms abuse their power to the detriment of Black women. Platforms have either 
chosen to ignore the harm their sites amplify or developed business models to profit 
from this violence.45 They use their insulation to craft vague content moderation 
policies. These vague policies allow platforms to demonstrate insufficient effort as an 
attempt against online violence.46 But their power affords them the choice to ignore 
violations of civil and human rights.47 This power imbalance leaves Black women at 
the mercy of the platform’s whims and in danger of misogynoir online.48
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Platforms make content moderation decisions to preserve their position in the 
online ecosystem. The architects and current custodians of the internet designed 
it to benefit those with power.49 But platforms have too much power which allows 
them to wield outsized influence over American culture and economy.50 Domi-
nant platforms expanded their control of the social media market over the last two 
decades as antitrust enforcers allowed them to acquire other companies.51 Domi-
nance as the largest or only site performing a particular service, such as microb-
logging or photo-sharing, insulates platforms from responding to pressure from 
government regulation and public campaigns.52 Dominant platforms will con-
tinue to allow hate speech and online violence to flourish if this business model  
goes unchallenged.53

Platforms profit by promoting engagement over safety. Twitter thrives on con-
troversy and anger to drive engagement, or to increase the time users spend on the 
platform scrolling through, posting, or reacting to posts.54 Facebook allowed hate 
speech and groups to thrive on its platform rather than make changes that might 
decrease engagement.55 Platforms make more money with inflammatory content, 
which their algorithms promote and moderators selectively ignore.56 Content 
moderation that ignores racial and gender violence is part of a larger economy 
that profits from racism.57

Additionally, platforms do not perform content moderation in an equitable 
way. Current moderation policies do not do enough to punish those targeting 
Black women.58 On the other hand, platforms will use their discretion to pun-
ish Black users and activists raising racial justice concerns.59 The enforcement is 
more likely to be used against Black women than malicious actors.60 Platforms 
cannot be trusted to regulate themselves and need external guardrails to protect  
Black women.61

When platforms ignored attacks on Black women, online violence metasta-
sized.62 The coordinated attacks in the #EndFathersDay hashtag demonstrate 
how dominant platforms amplify what starts on smaller sites.63 Black women will 
be subject to content with misogynoir even if they purposefully avoid certain 
websites. Malicious actors use the reach of dominant platforms to spread fringe 
ideologies which increases the scale and possibility of harm to Black women.64 
While we cannot lose hope for improvements, we must acknowledge our current  
culture of misogynoir. One way to address this reality is to limit the spread of 
online violence.

To address the broken status quo, Black women need policies that challenge the 
power that is refraining from content moderation. Despite a majority of Ameri-
cans labeling online violence a serious matter, platforms are not implementing 
serious enforcement.65 Independent developers demonstrate that solutions are 
feasible to prevent the spread of online violence.66 While those tools are important, 
individual actions cannot solve structural problems. We need communal solutions 
like the ones developed by Black feminists rallying under the #YourSlipIsShowing 
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hashtag.67 Fixing this failing content moderation system requires restructuring 
social media to curb violence with Black women in mind.68

BL ACK FEMINIST ANTITRUST

Antitrust enforcement using a Black feminist framework will redistribute the 
power withholding content moderation. Antitrust inherently restricts corpo-
rate power. But the prevailing theory of antitrust undermines this aim. Antitrust 
reform needs to reject this theory and address the idiosyncrasies of digital mar-
kets. A Black feminist antitrust framework will disrupt the way market power pre-
serves online violence and focus existing antitrust tools on addressing the lived 
experiences of Black women.

Antitrust policy challenges power imbalances. Antitrust policies naturally 
restrict corporate power.69 The first American antitrust law, the Sherman Act, pro-
hibited companies from abusing their power by unfairly raising prices or withhold-
ing business.70 The Clayton Act, the next major American antitrust law, outlawed 
mergers—the combination of two companies—and acquisitions—the purchase of 
a company or parts of a company—that would create a monopoly or reduce com-
petition.71 Historically, antitrust enforcement improved quality of life.72 Antitrust 
policies responded to the consolidation of companies during a period of expand-
ing inequality.73 Congress designed these bills to break up monopolies’ undemo-
cratic influence over economics and society. If antitrust ought to equalize society, 
using it as a tool to advance racial equity is within its purpose.74

However, the current interpretation and application of antitrust laws and poli-
cies reinforce inequality.75 The prevailing antitrust theory, the consumer welfare 
standard, limits enforcement unless the merger between two companies will harm 
consumers.76 For example, antitrust regulators can allow two competitors to merge 
if there is a chance this will reduce costs for consumers. The merger can advance 
even if it will hurt conditions for workers.77 Strict application of the consumer 
welfare standard has led to consolidated markets, fewer small businesses, and 
poor labor protections.78 New policies must respond to the impact of monopo-
lies and dominant platforms on more than prices for consumers.79 Reorienting 
antitrust policy around restoring “a fair and democratic society” requires a racial 
equity framework.80 Making racial equity a goal and providing strong enforce-
ment mechanisms will ensure an online ecosystem that protects Black women 
from online violence.

Current antitrust law and policies are also insufficient to address the domi-
nance of social media platforms. The legal definition of monopoly has not evolved 
to encompass the largest social media companies, although their size grants them 
massive amounts of political and economic influence.81 A finding of monop-
oly power, an estimated control of 90 percent of a specific market, is required 
to trigger antitrust action.82 However, companies can still act in ways that have 
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historically been considered monopoly power without that much control of the 
market. Defining a market for social media companies which operate in nontradi-
tional ways presents another hurdle to antitrust case law.83 It is unlikely that exist-
ing antitrust policies can address the power of platforms.84 Antitrust reform must 
reflect the ways corporations have evolved since the first anti-monopoly laws.85

A Black feminist analysis is crucial to make antitrust policy more responsive 
to the issues outlined in this chapter. Antitrust reform can shift power and make 
online spaces more democratic.86 The power systems that allow online violence are 
nominally race-neutral. Therefore, race-neutral antitrust policy will not challenge 
this harm.87 To ensure antitrust can be a tool for racial and gender justice, changes 
need to be made to laws and policies.88 Regulators must apply antitrust laws with 
the goal of achieving racial equity.89

Black feminist antitrust reform uses existing antitrust policies with a racial 
equity framework. A race-conscious antitrust agenda will challenge platforms’ 
concentrated power and respond to the online violence Black women face. It is 
crucial that antitrust remains in the toolbox to create better content modera-
tion online.90 Antitrust laws need to have strong enforcement mechanisms to be 
effective.91 Four tools that will be the most effective in restructuring the inter-
net are (1) merger review, (2) structural separation, (3) interoperability, and  
(4) data portability.

Merger review allows antitrust enforcers to block mergers that will reduce 
competition in a market.92 Black feminist merger review would examine how a 
proposed merger will impact Black communities—including workers and small 
business owners—and prevent a merger that will likely cause harm.93 For example, 
allowing a platform with a lax content moderation policy and a platform with 
strong policies to merge will likely lead to an overall lax policy that harms Black 
women. Merger review should also look back at mergers that currently impede 
competition and consider reversing that merger.94

Structural separation, or breakups, bolsters competition by dividing a monop-
oly into small companies. Platforms argue breakups are too complicated to per-
form, but breakups are possible and easier than platforms claim.95 Breaking up a 
platform like Facebook will reduce the reach of online violence. Larger platforms 
struggle to manage the volume of content that users upload because they do not 
invest in moderation.96 With the right incentives, such as regulation, platforms will 
innovate ways to scale moderation to the number of users. Smaller platforms with 
appropriate incentives will facilitate better content moderation. This will prevent 
online violence from smaller platforms, like 4chan, from being shared to commu-
nities that opted out from exposure.

Finally, competition cannot thrive if smaller new platforms cannot interface 
with dominant ones. Dominant platforms lock in users by making it difficult to 
try alternatives.97 Interoperability requires dominant platforms to make certain 
systems open for third parties, like competitors, to use.98 Data portability requires 
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dominant platforms to make it easy for users to move their information to other 
sites.99 To restructure the internet, new competitors need support to challenge 
existing platforms. Interoperability and data portability will boost alternatives by 
reducing the costs of creating a new platform interface or difficulty of moving their 
online connections to a new platform. We have not experienced robust interop-
erability or data portability from dominant platforms.100 Although they provide 
this option, it is not user-friendly or streamlined. Legislation can lift the arbitrary 
limits that platforms put on interoperability and data portability and make it easier 
for users to try new sites. Bolstered interoperability and data portability will sup-
port the growth of competitor platforms seeking to create inhospitable spaces for 
online violence.

Antitrust enforcement under this Black feminist framework will alleviate the 
harm of online violence. Breaking up dominant platforms will reduce the scale  
of harm of online violence. Removing market insulation will incentivize dominant 
platforms to enforce their content moderation policies. Supporting alternatives 
will give Black women the ability to choose the platform that best aligns with their 
values. There is no one solution for online violence. But antitrust can create an 
ecosystem that responds to the needs of Black women.

C ONCLUSION

A shift in power is needed for Black women to thrive online. To make the inter-
net a better place for Black women, we must redesign the internet and dismantle 
white supremacist patriarchal systems. Antitrust with a Black feminist framework 
is key to curbing rampant online violence. Black feminist ideals can also usher in 
a key aspect of Black culture—bringing “pleasure and joy” to what was formerly 
considered “painful.”101
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Consent (Still) Won’t Save Us
Jasmine McNealy

A PROVO CATION AND AN ANALO GY

In late January 2016, the internet came abuzz with news of how one woman was 
dealing with unwanted attention on social media. Australian model Emily Sears, 
who at the time had more than 2 million followers on Instagram, had found a 
solution to men sending unsolicited “dick pics”1 to her direct messages (DMs).2 
Instead of deleting the photos and simply blocking the accounts sending the DMs, 
Sears would alert the dick pic sender’s romantic partner, after finding their name 
or account information by searching through the sender’s Instagram account. 
In the alternative, Sears would reply to the sender with a photo of him with his 
girlfriend.3 Both contacting their partners and demonstrating that she knew their 
relationship status would prompt apologies.4 Sears and her friend Laura Lux, her-
self with more than six-hundred thousand followers, claimed that they send mes-
sages to the romantic partners of these men to fulfill their obligations under “girl 
code.”5 Lux explained to BuzzFeed:

So I sent her a message with a screenshot of our conversation telling her that I was 
really sorry, but I thought she deserved to know how her boyfriend was behaving 
towards other women. I know if the roles were reversed and it was my boyfriend 
sending that shit out, I would want to know.6

The perils of being a woman online has and continues to receive much needed 
attention as scholars across many disciplines and the mainstream media exam-
ine the impact and implications of internet misogyny.7 That the sending of dick 
pics, for example, is not at all abnormal, is deserving of further investigation. 
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But, although the study of the sending of unsolicited not-safe-for-work (NSFW) 
photos and other harassment is important, this chapter is not an examination of 
online sexual harassment or misogyny. Instead, it focuses on the issue of consent.

Both Sears and Lux claim that when they told the men that they would be 
informing their partners or other listed relatives about the sending of the dick 
pics, they would quickly receive an apology and sometimes a plea that they not go 
through with their plan to contact.8 A question, then, arises as to the expectations 
these men had for the information, in the form of a photo, sent to these strangers. 
Even if Sears and Lux had not forwarded the photos, could the men have expected 
that the shots of their penis would remain between them and the women? Surely, 
the men had consented to their bits being seen, at least by Sears and Lux. Where 
does that consent, then, end? On the other hand, by just existing online, or having 
amassed a following and a touch of celebrity, did Sears and Lux consent to being 
contacted? Even if they had consented to, perhaps, initial contact, how does one 
make the inference that they had consented to receiving unwanted or unsolicited 
photos (data). Finally, have the loved ones of the photo senders consented to being 
contacted and perhaps embarrassed by the disclosures?

The Sears and Lux anecdote demonstrates an ongoing issue with current data 
protection and data privacy regimes that focus on individual information con-
trol. The usual mechanism for this in data protection is notice and choice,9 which 
requires that organizations provide users with information about how their private 
data might be used and then to choose whether to accept the conditions.10 Individ-
uals, using their limited understanding of the data ecosystem—what is collected, 
how it is used, who has access—decide whether to consent. This consent mecha-
nism has proved insufficient for informing us and ensuring that organizations are 
clear about the expectations users have for their data. This chapter considers the 
boundaries of consent and the limitations on the continued use of information 
control as the grounding for data protection regulation, especially with the accel-
erated use of artificial intelligence and algorithmic decision systems.

ON INDIVIDUAL C ONTROL:  
C ONSENT AND IT S B OUNDARIES

In the West, many trace the foundations of privacy as individual control to Alan 
Westin’s 1967 book Privacy and Freedom, in which he defines privacy as “the claim 
of individuals, groups, or institutions to determine for themselves when, how, and 
to what extent information about them is communicated to others.” This defini-
tion is used as a basis for many data protection regulations.11 Data, information, 
however, is leaky; “it escapes in unexpected ways, be it through errors, hacks, or 
whistleblowing.”12 Data is also shared beyond the bounds of what an individual 
agrees or can possibly imagine. When the government can access this data from 
third parties like banks or utility companies, it is able to point to the “third-party 
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doctrine,” which in general states that law enforcement does not need a warrant 
to get information about an individual if that information is held by a third-party, 
as an excuse for why this kind of data access does not violate the 4th Amendment. 
When private organizations share information commercially, their activities are 
usually upheld as having been disclosed in the organization’s privacy policy or 
terms of service, to which the individual agreed.

Scholars have written much about the insufficiency of transparency and notice-
and -choice architecture online. While transparency is a prerequisite for holding 
organizations accountable for data collection, usage, and sharing, it places the onus 
on users to be aware of all the possible ways that organizations might interact with 
data, of policing those interactions, and to understand the meaning of the organiza-
tional disclosures. These requirements are virtually impossible for even the savviest 
of technology users. Individuals do not have the time or bandwidth to make all the 
possible choice decisions that might arise in the use of web and app technology.

As further evidence of the reliance of the individual control theory of data pro-
tection, a familiar refrain is that those who do not want their information shared 
should simply not use the technology. This ignores that many technologies are 
deployed on individuals without their knowledge or consent. Schwartz identified 
three major problems with the continued use of individual control as privacy: the 
autonomy trap, the data seclusion deception, and the commodification illusion.13 
In sum, these major problems with individual control illustrate that the individ-
ual can never be in total control of their data at all times based on power imbal-
ances between the individual, organizations, and government agencies. Therefore, 
although choice is looked at as offering power to the individual about how their 
data might be used, choice does not offer complete control nor supervisory powers.

What does this mean for data interactions in the social media context? The 
Sears and Lux opening anecdote provides an illustration. Sears and Lux use Insta-
gram, like many others, as a social media platform, a space for garnering attention 
for their personal brands. With this platform use, they accept interactions with 
other users. They have “consented” to these social interactions, along with the plat-
form terms. That does not mean, however, that they have consented to all forms of 
contact, as demonstrated by their responses to receiving unsolicited photos. The 
problem is that they had no way of proactively controlling the kinds of interactions 
they would encounter. Consent, then, is both contextual and sociotechnical.

C ONSENT AS C ONTEXTUAL

The boundaries of consent, whether in personal or business relationships, are 
based on expectations for disclosure and use of information. This can be dem-
onstrated in the personal realm in cases of invasion of privacy by public disclo-
sure and revenge porn. Some courts have recognized an expectation of privacy in 
information shared with other people in certain instances in which a special rela-
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tionship exists.14 Miller v. Motorola, Inc. offers an example of an invasion of privacy 
case decided based upon the relationship between individuals.15 Joy Miller sued 
her employer, Motorola, after the company’s resident nurse disclosed her mas-
tectomy surgery to her coworkers. In reversing the lower court’s dismissal of the 
Miller’s public disclosure claim, the Illinois appellate court found that Miller had 
an expectation of privacy in speaking with the medical professional.16

No exact calculus exists for determining when courts will find the kind rela-
tionship in which an expectation of privacy is present. At least one scholar, how-
ever, has called for a consideration of social network theory when examining if a 
plaintiff had a privacy in information disclosed to others.17 This would examine 
not the number of people in a particular group that the information has the poten-
tial to reach, but the possibility of the information reaching individuals outside of 
that group. Therefore, information would be considered private—the person shar-
ing would have an expectation of privacy—even if the group is large, so long as the 
information remains confined to that group.18 Lior Strahilevitz enumerates three 
factors that predict whether information will remain among a particular group: 
the level of interest the information generates, the group’s information sharing 
norms, and group structure and information flows.19 Although not expressly 
decided based upon a social network theory, Multimedia WMAZ, Inc. v. Kubach 
offers an opportunity to consider how a court will consider in group relationships 
and the impact on the reasonable expectation of privacy.20

Kubach was an HIV-positive man who shared his status with around sixty 
people, including family members, friends, his doctor, and members of a sup-
port group. He also appeared on a television show after obtaining assurances 
from the producers that his identity would be hidden.21 The show’s producers, 
however, failed to adequately hide his identity and he was recognizable to those 
in his community who became aware of his HIV-positive status. The court found 
that despite his having told his status to several people, an expectation of privacy 
in that information remained because his disclosure was to people who cared 
about him.22

As Helen Nissenbaum argues, expectations related to consent, whether online 
or off, differ from how consent mechanisms actually behave.23 The implications 
of this failure in the data context are particularly significant. Current notice and 
choices schemes seek to present a measure of control to users. At the same time, to 
have perfect transparency or notice, organizations would have to inform users of 
all the ways data are and might be collected, as well as all the ways that data are and 
might be used, and by whom. Even if this were possible, Nissenbaum points to the 
transparency paradox or, “transparency of textual meaning and transparency of 
practice conflict in all but rare instances.”24 Therefore, if organizations make finely 
detailed disclosures, users may not understand all the ways data are collected and 
used; if organizations instead choose to make disclosures understandable, the 
disclosures might not offer enough details so that the user might be adequately 
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informed to consent. Instead, she offers the system of contextual integrity as  
an alternative.

C ONSENT AS SO CIOTECHNICAL

The system of contextual integrity recognizes that consent and privacy are  
intertwined with human social networks and patterns of communication.25 Because 
of the humanity of data disclosure, traditional consent via notice and choice archi-
tecture fails to adequately deliver the kind of “control” that is necessary for consent 
to be at all meaningful. Further, human relationships, depending on the context, can 
add duties for the recipients of information disclosures. These duties can be related 
to confidentiality. Both the Miller and Kubach cases previously mentioned have ele-
ments of a less asserted, but related tort claim of breach of confidentiality. Breach of 
confidentiality, or breach of confidence, arises when the plaintiff can prove that the 
defendant owed her a duty of keeping information secret, and breached that duty.26 
Such a duty arises between a doctor and her patient,27 and a lawyer and her client.28 
For such a duty to arise there must be “the assurance of secrecy and the reliance that 
it evokes,” which creates a special relationship between the parties.29

Breach of confidence has been asserted outside of the patient/client–specialist, and 
familial realms. Andrew McClurg argues that intimate partner relationships evoke a 
similar duty of confidentiality.30 The basis of such a right can be found in the culture, 
customs, and laws related to intimate relationships. The legal cases of Griswold v. 
Connecticut,31 Eisenstadt v. Baird,32 and Lawrence v. Texas,33 according to McClurg, 
are foundational for the protection of the privacy in intimate relationships.34

Breach of confidence has been proposed as a remedy in revenge porn cases.35 
The argument is that, as with privacy, expectations exist about the kind of infor-
mation that will be kept confidential.36 This information—including sexual photo-
graphs, information about past relationships, kinks, and the like—may be shared 
with partners based on trust that it will not be revealed to third parties. This trust, 
according to Ari Waldman, is embedded in the idea of social capital, and relies on 
the belief that individuals will conform to societal norms.37 This provides support 
for the claim that consent has boundaries, and because of this, current consent 
mechanisms, including notice and choice, do not adequately recognize the limita-
tions and expectations that human information disclosure carry.

B OUNDARIES OF C ONSENT

Though perhaps not stated expressly at the time, both Sears and Lux had bound-
aries about how they would interact with data on Instagram. Although using the 
social media for their own personal purposes, and thereby consenting to how 
other users might communicate with them, they did not de facto consent to all 
kinds of communications. Instead, they had limitations on the content of the  
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communications they would accept. In this case, it seems that one boundary was 
set against other users sharing photos of their genitals. This would seem like a rec-
ognizable boundary. Yet, the women reported contacting the loved ones of multi-
ple men who had sent dick pics, demonstrating how boundaries are often ignored 
and/or how some individuals lack awareness of those boundaries.

Until now, both the opening anecdote and the cases in support of my argument 
about the insufficiency of the notice and choice consent mechanism have been 
based on human-to-human information disclosure. Sears and Lux involved social 
media user interactions; both Miller and Kubach were cases involving the sharing 
of sensitive information within close networks. But data disclosure in human-to-
organization or human-to-machine schemes follow much the same pattern and 
are replete with same dangers, if only amplified. Therefore, the current consent 
schemes in these areas, too, need to be changed. Current controversies in facial 
recognition technology illustrate the issues with continued reliance on consent.

In June 2022, Google settled a class action lawsuit brought under the Illinois 
Biometric Information Privacy Act (BIPA) for its use of facial recognition soft-
ware in connection to its Google Photos product.38 According to the original 
claim, Google’s facial grouping tool automatically identified users’ faces in pho-
tos and videos uploaded to Google Photos. The plaintiffs had brought the claim 
under BIPA, which prohibits the collection and storage of biometric data without 
informing the user, because the product did not ask for consent in violation of 
the law. Google agreed to settle the lawsuit for $100 million and to provide notice 
about the facial grouping tool as required under the law.

Google is not, of course, the only organization that has run afoul of BIPA. 
Meta—Facebook—has had to field at least two state level lawsuits over its use of 
facial recognition software. In February 2021, Facebook settled a class action suit 
claiming its facial recognitions system violated BIPA by not complying with the 
law’s notice and consent requirements.39 In the settlement, Facebook agreed to 
pay $650 million. In 2022, the state of Texas sued Meta, Facebook’s parent com-
pany, for violating the state’s privacy law through its repeated use of facial recog-
nition technology.40 The Texas suit centers Facebook’s “tag suggestions” tool that 
encouraged users to affirm the suggested identity of people in a photo, which 
would then be connected to the identified person’s profile. Facebook ended the 
use of the tool in 2021, but the lawsuit claims that the company collected data 
without consent, shared data with third parties, and did not destroy the data in 
a timely manner.

Perhaps the most recognizable facial recognition lawsuit settlement was that 
of Clearview AI, another class action lawsuit brought under BIPA. Unlike the 
Google and Facebook cases in which site users actively use a facial recognition 
tool, although without notice, in the case of Clearview, the organization was 
accused of scraping social media data, including photos, in violation of platform 
rules and without the permission of the data subjects.41 More than solely collecting 
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and storing this data, Clearview sold access to it voluminous database to many 
government, corporate, and other organizations.

These cases with “big tech” companies hinge on whether the organizations 
obtained adequate consent from users, while at the same time failing to recognize 
that simply consenting to use a site or a site’s tools is not blanket permission for 
the use of personal data for uses beyond the boundaries of the user’s imagination 
or realization. The Google and Facebook settlements leave little to analyze about 
how courts will consider bounds of consent in these facial recognition cases. The 
Clearview case demonstrates that even accepted bounds of consent in agreeing 
to the terms of use for a social media site are not enough to prevent the use and 
access of personal data by third parties. This should provide further evidence that 
consent or notice and choice are normative legal constructs that do not provide 
the kinds of data protection that individuals need against ever emerging ways of 
collecting, using, and exploiting personal data.

State laws like BIPA and state actions like that of Texas against Facebook may 
offer a small amount of relief to those in affected classes. But these suits again 
reflect a focus on individual choice—control of information. Although individual 
choice is important as a general matter, it does not stop organizations and orga-
nizational tools from interacting with personal data in ways that cross personal 
boundaries. What’s needed, instead, is the institution of a regulatory framework 
that prohibits certain data collection and sharing at the outset of any human– 
organization or human–machine interaction. Such a framework would assist indi-
viduals from being left without recourse if they had offered a measure of consent. 
Instead, this kind of framework would preclude certain business models and shut 
off certain kinds of data interactions.
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Revisioning Algorithms  
as a Black Feminist Project

Ngozi Okidegbe

We live in an age of predictive algorithms.1 Jurisdictions across the country are  
utilizing algorithms to make or influence life-altering decisions in a host of govern-
mental decision-making processes—criminal justice, education, and social assistance 
to name a few.2 One justification given for this algorithmic turn concerns redress-
ing historical and current inequalities within governmental decision-making.3 The 
hope is that the predictions produced by these predictive systems can correct this 
problem by providing decision-makers with the information needed to make fairer, 
more accurate, and consistent decisions.4 For instance, jurisdictions claim that their 
turn to risk assessment algorithms in bail, sentencing, and parole is in order to de-
bias decisions made in these areas. However, this hope has not borne out in practice. 
Rather than de-biasing decision-making, algorithms have tended to operate to rein-
force it.5 A primary reason is that these systems tend to produce disparate predictions 
that track existing social inequities and facilitate harmful outcomes for marginalized 
communities, particularly racially and otherwise politically oppressed communities.6 
To compound the issue, since these systems tend to be applied to an entire sector, 
the predictions produced operate to maintain existing inequities, social hierarchies, 
and the resulting political, economic, and social oppression of our current moment.7 
Professor Safiya Umoja Noble’s work has provided us with a language and a frame-
work to understand this state of affairs. She employs the term “algorithmic oppres-
sion,” which she uses to refer to how algorithms “serv[e] up deleterious information 
about people” and resultingly “reinforce oppressive social and economic relations.”8 
By cementing existing political, social, and economic hierarchies, these algorithmic 
systems—as Professor Dorothy Roberts explains—exacerbate marginalized commu-
nities’ vulnerability to state-sanctioned violence, resource deprivation, and other pre-
carious outcomes that hamper their ability to exercise full citizenship in this country.9 
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When viewed in tandem, the multifaceted effects of algorithmic oppression threaten 
to “lock in” our unequal status quo into the future.10

The stakes are high. Resisting and counteracting how algorithms lock in the 
structural inequalities and violence produced and mediated by our institutions, 
legal structures, and laws is imperative. This is particularly so given how algo-
rithms continue to proliferate and the ideology that sustains their usage contin-
ues to deepen. Yet, as we contend with how to approach algorithmic oppression, 
Black Feminists provide us with a useful starting point. Their work reveals how 
algorithmic oppression is a system design stemming from the interests, attitudes, 
and values of those in charge of adopting, constructing, implementing, and over-
seeing algorithmic systems.11 As Professor Roberts reminds us, “the outcomes of 
[algorithmic systems] depend on the particular ideologies, aims, and methods that  
govern [their] use.”12 Given this, algorithmic systems are not predisposed to this 
function. It is possible to reenvision the paradigm governing the use of algorithmic 
systems in order to orient them toward more equitable, democratic, and just ends.

My scholarship in the field of law and technology coalesces around revealing and 
contesting how various dimensions of the paradigm governing algorithmic systems 
are incongruent with justice. My work seeks to orient this paradigm toward the liber-
atory ideologies and epistemologies of the oppressed communities working to reform 
or dismantle and reconstitute the institutions, the systems, and laws responsible for 
their oppression. Reflecting on the theme of this book, my work has been a Black 
Feminist project. Informed by Black Feminist praxis and theory, my work aims to put 
forth a set of democratic and epistemic practices around algorithms that can bring 
about the kind of algorithms that could aid racial justice, gender justice, class justice, 
and other justice-seeking efforts. In that spirit, this chapter explores how applying 
a Black Feminist approach to the paradigm governing algorithmic systems could 
blunt algorithmic oppression and produce the conditions needed for creating algo-
rithms designed to challenge and contest unequal systems that subordinate politically 
oppressed people in our country. Using the example of criminal legal algorithms, it 
sketches out possible orientations for how to envision this shift. In so doing, this 
chapter is in community with a growing set of thought and praxis devoted to disman-
tling oppression in our reality and in our imaginaries. The chapter will proceed in two 
parts. The first half will provide background on the use of criminal legal algorithms. 
The second half will explore the implications of taking a Black Feminist approach.

CRIMINAL LEGAL ALGORITHMS 

My work focuses on criminal legal algorithms, a term that encompasses risk  
assessment algorithms used in policing, bail, sentencing, and other areas of crimi-
nal administration.13 These predictions are used by police, judges, and other sys-
tem actors to inform the decisions around the use or nonuse of criminal legal 
resources. As Professor Jessica Eaglin explains, enacting jurisdictions theorize that  
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the predictions produced by these algorithms will shape and rationalize system 
actors’ decision-making toward outcomes consistent with protecting public safety.14

The proliferation of algorithmic systems has generated significant criticism. 
Algorithm critics worry that algorithmic systems will maintain or further exac-
erbate existing inequalities within criminal administration.15 In practice, criminal 
legal algorithms have not dismantled the racial and class dimension of how polic-
ing, surveillance, incarceration, or other criminal law resources are deployed.16 
One reason is that, as Professor Erin Collins’s work shows, the reliance on algo-
rithmic systems has operated to prevent a critical interrogation of the ideological 
commitments that concentrate criminal law resources on racially marginalized 
and other politically oppressed bodies and communities in the first place.17 As it 
currently stands, criminal legal algorithmic systems aid, rather than reduce, the 
subordinative effect of the criminal legal system on marginalized communities.

Attending to how algorithms support the subordinative function of the crimi-
nal legal system requires more than what is offered by technocratic-based reform 
efforts. These efforts tend to point in the direction of making algorithms and the 
paradigm governing them more participatory, more transparent, more accurate, 
or more subject to oversight regimes.18 As I have suggested in prior work, these 
reforms are worth pursuing, since their actualization would reduce algorithmic 
oppression on the margins.19 The problem is that these efforts are insufficient 
because they sidestep the democratic and epistemic dimensions of algorithm 
oppression and resultingly keep it in place. In the following subsections, I will 
briefly lay out these dimensions as they will set us up for understanding how a 
Black Feminist paradigm could usher in more equitable algorithms.

Democratic Dimension
The democratic dimension of algorithmic oppression concerns the fact that the 
paradigm governing algorithms is democratically exclusionary to racially and 
otherwise politically marginalized communities. In The Democratizing Potential 
of Algorithms?, I discuss how marginalized communities are excluded from the 
construction, implementation, and oversight of algorithmic systems.20 The demo-
cratic exclusion experienced by marginalized communities within the paradigm 
governing criminal legal algorithms is not unique. It is consistent with the demo-
cratic exclusion that these communities experience in our society more generally. 
As Professor Jocelyn Simonson has forcefully argued in the criminal legal arena, 
criminal legal institutions democratically exclude the marginalized people that are 
the most likely to be subjected to state-based regulation and violence.21 Instead, 
these institutions tend to be responsive to those who benefit from the status quo, 
which helps explain why our criminal legal system concentrates state violence on 
marginalized bodies and the political, economic, democratic, and social conse-
quences of that violence in marginalized communities.
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When understood in this light, the problem is not that the paradigm governing 
criminal legal algorithms is not designed to facilitate the participation of margin-
alized communities within it—though that is an issue. The problem is that the 
democratic exclusion within this paradigm maps onto and exacerbates the demo-
cratic exclusion that these marginalized communities already experience in crimi-
nal law governance. In so doing, it operates as an additional barrier to attempts  
by marginalized communities to contest and overcome the harmful ways in  
which the criminal legal system has operated in their neighborhoods. To provide 
context, marginalized communities have developed a body of resistance tactics  
in the face of exponential rates of incarceration, police violence, and surveillance.22 
The current paradigm governing algorithms undermines this critical work, since 
resistance tactics are powerless against decisions predicated on the result of an 
algorithmic prediction.23 At the same time, the democratic exclusion of marginal-
ized communities within the paradigm means that these communities cannot stop 
algorithmic predictions from hampering their on-the-ground racial justice efforts. 
The result is that algorithmic systems and the paradigm that governs them oper-
ate as an additional barrier to attempts by marginalized communities to reform or 
abolish and reconstitute the criminal legal system.

Epistemic Dimension
The epistemic dimension of algorithmic oppression concerns the fact that the par-
adigm governing algorithms is epistemically exclusionary to marginalized com-
munities. In Discredited Data, I focus on how this epistemic exclusion plays out 
in algorithmic construction.24 As a starting point, algorithmic construction refers 
to the steps that developers take to build and train algorithmic systems. During 
this stage, developers are tasked with making critical decisions around problem 
formulation as well as data collection and data utilization. The choice of data has 
emerged as an important focal point for how algorithmic oppression occurs. As 
researchers Kristian Lum and William Isaac have raised, one reason for which 
algorithmic systems produce disparate results is the data used to construct and 
train them.25 Because the data used in algorithmic construction is shaped by social 
hierarchies in our society, the predictions produced reflect these hierarchies. In 
other words, bias in, bias out.26 However, as I have explained in prior work, biased 
data is not the only epistemic problem impacting algorithmic construction.27 
Another epistemic problem is that developers exclusively rely on a certain set of 
knowledge sources to obtain their data.28 In the criminal law realm, these sources 
are criminal legal institutions, such as the police, pretrial service agencies, courts, 
and parole boards.29 This reliance on what I term “carceral knowledge sources” 
occurs despite the fact that the data derived from the knowledge produced by 
these knowledge sources are well-known to be inaccurate, incomplete, and biased 
in regard to racially and otherwise politically marginalized people.30
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The exclusive reliance on carceral knowledge sources comes at the expense of 
obscuring different knowledge sources, particularly knowledge sources tethered 
to marginalized communities (which I term “community knowledge sources”). 
Community knowledge sources are routinely ignored and discredited by develop-
ers.31 This discrediting cannot be explained by a preference for quantitative data, 
since developers also utilize the qualitive data produced by carceral knowledge 
sources within algorithmic construction.32 The cause of this exclusion is epistemic 
oppression. Coined by Professor Miranda Fricker, epistemic oppression refers 
to the exclusion of subjugated communities from dominant knowledge produc-
tion and validation processes.33 The harm of this epistemic oppression is that it 
ensures that powerful groups “have some sort of unfair advantage in ‘structur-
ing’ our understandings of the social world.”34 As I have argued in prior work, this 
unfair influence distorts the range of possibilities achievable through algorithms, 
because it tethers algorithms to the status quo, even though other ways of knowing 
could generate better outcomes than currently exist.35 The result is that algorithms 
reinforce the epistemic oppression that has and continues to hamper efforts by 
marginalized communities to shift the epistemes, imaginaries, and ideologies that 
keep inequality in place in our current time.

WHEN BL ACK FEMINISM ENTERS THE FR AME

I have laid out the democratic and epistemic dimension of algorithmic oppres-
sion using the example of criminal legal algorithms and the paradigm that gov-
erns their utilization. The rest of the chapter explores the implications of applying 
a Black Feminist lens. As a first step, it is necessary to define Black Feminism. 
Although there is no single answer, Black Feminism is premised on resisting and 
countering oppressive structures and the violent ways of knowing and being that 
support them. The project of Black Feminism is to create a political movement 
against capitalism, racism, gender hierarchy, heteropatriarchy, and other systems 
that subordinate Black women.36 It also seeks, as Professor Ula Y. Taylor notes  
“to develop institutions to protect what the dominant culture has little respect 
and value for [which is] black women’s minds and bodies.”37 Though originating 
from the distinct experience of Black women,38 Black Feminism shares space and 
is in conversation with Critical Race Theory, QueerCrit, TribalCrit, Afrofuturism, 
Indigenous futurism, and other liberatory imaginaries.

Defining the Black Feminist tradition is difficult given the diversity of perspec-
tives taken by Black Feminists. However, there are at least four common themes 
that unify Black Feminist theory. First, there is no common or universal form of 
oppression. As Professor bell hooks explains, each oppressed community experi-
ences oppression differently.39 Black Women experience a distinct form of oppres-
sion that endows them with a particular standpoint and perspective about it and 
how to resist it.40 At the same time, as Professor Patricia Hill Collins reminds us, 
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the diversity of identities among Black women results in different expressions  
of this standpoint.41

Second, resisting oppression requires naming and rejecting the ways of  
knowing and being that support and naturalize oppressive outcomes in society. 
As Professor Collins notes, social institutions produce knowledge that reinforces 
existing inequalities in service of white supremacy.42 This understanding enables 
a dismantling of the privileged position that knowledge produced by institutions 
hold in shaping our reality. Third, Black Feminists recognize knowledge is posi-
tional.43 Objective knowledge does not exist. All knowledge is reflective of the per-
spectives of those who produce it.44 Finally, Black women alongside all subjugated 
people are credible, reliable, and legible epistemic agents.45 They are knowers of 
their own oppression, despite attempts by dominant knowledge production and 
validation processes to discount and discredit their knowledge.46

Applying these themes to the paradigm governing algorithms provides us with 
an important starting point for a reorientation.

The paradigm governing algorithms must account for differently situated 
oppression: An important theme of Black Feminism is that there is no com-
mon oppression. This means that the paradigm governing algorithms must be 
made to account for difference. No one group can stand in for another. This lesson 
is important given how technology companies have often engaged in tokenism as a 
stand-in for transformative change. Diversity for diversity sake, as Professor Ruha 
Benjamin points out, cannot address algorithmic oppression.47 This is particularly 
so given that diversity schemes tend to be intentionally designed to privilege the 
most privileged members of an oppressed group.48 A Black Feminist approach 
would aim for the inclusion of all oppressed people at every stage of the paradigm 
governing algorithms with a particular focus on those oppressed on various axes.

The paradigm governing algorithms must reject violent ways of knowing and 
being: Another important theme connected to Black Feminism is that oppres-
sion shapes every aspect of the paradigm governing algorithms. This thinking has 
manifested itself in the makeup of those in control of algorithmic adoption, design, 
implementation, and oversight, which is primarily white, affluent cisgendered 
men.49 While this makeup can be attributed to the lack of educational opportunities 
afforded to oppressed communities, it is also the result of a white, male, capitalis-
tic, and otherwise oppressive way of thinking about algorithms. A Black Feminist  
approach would upend this approach. One mechanism to accomplish this feat 
would be to adopt a power-shifting model to the paradigm governing algorithms 
which I have raised in past work.50 Power-shifting, a concept theorized by Profes-
sors Jocelyn Simonson and K. Sabeel Rahman, seeks to use institutional design 
as one tool among many to redress racial and other power imbalances created 
by substantive and procedural inequities.51 In the arena of algorithms, adopting 
a power-shifting approach would mean ceasing complete or substantive control 
over algorithmic systems to the communities that have been most harmed by it.
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The paradigm governing algorithms must turn to subjugated knowledge: Black 
Feminists call for a turn to subjugated knowledge. They push for the disrup-
tion of dominant knowledge production practices that have oriented our soci-
ety toward anti-Black and otherwise subordinative outcomes. A Black Feminist 
approach requires us to epistemically disinvest from courts, institutions, and other 
knowledge production sites that have been critical in structuring the current cri-
ses impacting marginalized people.52 Beyond the knowledge produced by Black 
women, the move also invites engagement with the knowledge of those most 
affected by state violence, surveillance, and containment practices. This call for 
engagement with the epistemes of those subordinated within racialized, classed, 
and gendered hierarchies follows the traditions of critical theories that ask us to 
“look to the bottom”53 as a method to not only destabilize existing social hierar-
chies, but also to rebuild our society on more equitable and democratic terms.54 
This turn is not a simple process. In regard to the paradigm governing algorithms, 
it requires us to create new institutions designed to promote subjugated knowl-
edge. Moreover, it means disrupting hierarchical knowledge production practices 
within marginalized communities55 that have epistemically oppressed those tra-
ditionally unable to actualize full membership in these communities.56 As I have 
suggested in prior work, one concrete way to accomplish this feat would be to 
develop a community jury system “in which community members task themselves 
with the obligation to present their own knowledge . . . at various intervals during 
the year while being compensated for their labor.”57

C ONCLUSION

The creation of algorithms informed by Black Feminism would be revolution-
ary—perhaps too radical for our current system, given this society’s current com-
mitment to white supremacy and other violent ways of being. However, as I have 
noted in past work, even if these algorithms are never used by system actors, they 
would still constitute a statement by marginalized people that the system is out  
of line with their values, views, and pursuit of freedom—a fact that beneficiaries of 
the system need to be reminded of.58 Moreover, such algorithms would not func-
tion to maintain social oppression. That being said, imagine if such algorithms 
were used. They could act as a democratic check on unequal laws and legal pro-
cesses if accounted for by system actors. When combined with resistance efforts 
underway by marginalized communities, such algorithms could present a path 
toward meaningfully reforming or dismantling the criminal legal system and other 
unequal systems. This is the power of tapping into Black Feminism and other sub-
jugated ways of knowing. They allow us to imagine how to build a more equitable 
future. Maybe algorithms and other currently oppressive technological systems 
could become vehicles of liberation. Unlocking that potential requires turning to 
the ways of knowing and being of those in the fight for more a just world.
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This chapter builds off the insights developed in my prior work. I owe thanks to Amanda Levendowski 
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Conclusion
Toward a Feminist Cyberlaw A-Ha

Kate Darling

Revolution is not a one time event.
—Audre Lorde

When I was a doctoral student in intellectual property law & economics, I had 
a Post-it note above my desk. On it, I had scribbled a John Perry Barlow quote: 
“Intellectual property is an oxymoron.” Barlow and other early pioneers of cyber-
law inspired me to critically examine the assumptions behind copyright and pat-
ent law, and I was enamored with the concept of the free flow of ideas.

While I was finishing my doctorate, I moved to Boston and began working as 
an IP advisor to MIT’s Media Lab, advocating for more of what we called “open-
ness.” At the Media Lab, we refused to grant exclusive licenses to our patents, made 
an open-source default for code-based projects, and created an IP pledge for work-
shop and hackathon participants: they had to promise to make any of the work 
they did under our roof freely available to society.

One day, I was asked to join a conference call. The request came from an orga-
nizer of a Media Lab hackathon called “Make The Breast Pump Not Suck,” an event 
that would bring together designers, developers, and parents from all over the 
country to innovate around a very outdated piece of technology: the breast pump. 
One of the teams that had registered for the event wanted to talk to me about the 
IP pledge. When I dialed into the call, the participant expressed some concerns 
about not retaining ownership of their hackathon work, especially given the pres-
ence of sponsor companies at the event. Could the companies steal the project if it 
was made freely available?

I had fielded this question many times from the MIT community and was con-
fident in my answer. I told them that our hackathons were about collaboration 
and sharing. That we believed everyone should have access to the results of the 
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joint creative process in the room. Don’t worry, I said, many hackathon teams had 
gone on to create successful businesses in the past, even after open-sourcing their 
first idea or prototype. “In my experience,” I said, “the companies that participate 
in our hackathons want to collaborate. They are not here to take ideas from you. 
Instead, they often end up funding projects or offering to bring you, the innova-
tors, on board to help further develop the work.”

The conference call went silent for a moment. Then, the hackathon organizer 
spoke up. She explained that the participant was part of a team of Black women 
from Detroit who were bringing their local project to the event. She gently urged 
me to consider the participant’s concerns within the historical context of Black 
people being denied credit or having their work stolen.

US American culture and history has long erased Black women’s work and 
contributions. I currently work at the intersection of robotics, AI, and society, 
where I can see the erasure still happening. For example, landmark research by 
scientists Joy Buolamwini, Timnit Gebru, and Deborah Raji first brought atten-
tion to algorithmic bias in facial recognition, but when the CBS news broad-
cast 60 Minutes ran a segment about it with multiple expert interviews, they 
neglected to mention any of the Black female pioneers (despite spending hours 
gathering information from Buolamwini herself.) It’s no accident that Black 
women have been continuously denied credit for activist movements, or have 
seen others appropriate their ideas and inventions, and that, as Nina Srejovic 
and Blake E. Reid demonstrate in their chapters, some groups of people have not 
been regarded as inventors at all.

The moment I was challenged to think about the hackathon policy through this 
lens, my “sharing ideas” evangelism came tumbling down. While I didn’t exactly 
become a copyright or patent advocate, it made me understand that “ownership” 
has a different meaning and importance depending on who you are, and that the 
IP rebellion I had romanticized often came from a place of great academic height 
and privilege. With unequal power structures in place, not everyone benefits from 
the same rules. As Amanda Levendowski, Alexandra J. Roberts, and others express 
in their chapters a “fair” rule can be an inequitable one, and they urge us not only 
to see this, but also to consider creative ways of leveraging existing institutions to 
redistribute power to marginalized groups.

Even the most well-meaning work can be oblivious to the ways it might create 
or uphold systems of oppression. As Hannah Bloch-Wehba argues in her piece, 
cyberlaw’s early anti-regulatory ideals of free speech paved the way for harm and 
civil rights abuse online, leading to corporate control mechanisms that are them-
selves discriminatory. Just as Ngozi Okidegbe warns in her chapter that algorithms 
can “lock in” our unequal status quo into the future, we must be wary of “locking 
in” a cyberlaw dogma, or a certain kind of voice. The way we do that is by continu-
ing to broaden our frames of reference.
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Feminist Cyberlaw is needed, because we need different perspectives. This col-
lection challenges dominant narratives, exposing some of the hidden interplay of 
technology, law, and power structures (and is not afraid to use flower metaphors.) 
Whether it’s a Black Feminist approach to criminal legal algorithms or antitrust, 
exploring Section 230 from an abolitionist viewpoint, or rethinking privacy and 
security for reproductive rights in the wake of Dobbs, the chapters in this book are 
gulps of fresh air. Like that hackathon conversation years ago, this collection of 
work created many “a-ha” moments for me, and I hope it did for you, too.

These “a-ha” moments are incredibly valuable, not only because they expose us 
to new ideas, but because they prompt us to ask what else we are missing. When 
I was schooled on that call, it was uncomfortable, because I felt like I should have 
known. How had I never realized the inequity of making everyone play by the 
same rules when they don’t have the same power? The discomfort helped me grow 
more aware of other blind spots to historical and cultural context, and especially 
to power dynamics. (For example, how social norms like being “nice” are rules, 
and enforcing them equally can be inequitable, as well.) My work needed to be 
more thoughtful, and more critical of the legal, technical, and economic systems I 
looked to as solutions in the past.

I have a request, if I may. Or perhaps even a call to action. If any part of this 
book inspired an “a-ha” moment for you, please consider carrying it forward. 
Many of the chapters create a road map to do so. This conclusion is supposed to 
speak to the future of feminist cyberlaw (or as some might call it: cyberlaw). All I 
can say is that this book makes me incredibly hopeful for the future of scholarship 
in this area. Rather than simply put forth (valid and important) feminist critiques 
of existing technology, legal institutions, and ways of thinking, much of the work 
here provides new frameworks to examine our challenges, as well as creative ideas 
to address them, outlining bold, constructive paths toward change.

And, as Meg Leta Jones writes in the introduction, this is only the beginning. 
Like her, I’ve received many an email with “helpful” advice from people who are 
concerned about the way I speak on the radio. May this book pave the way for 
more voices in cyberlaw, voices with upspeak and vocal fry, androgenous voices, 
voices that do or don’t code-switch, voices that have something new to say, in a 
way that we haven’t heard before.

I hope one of them will be your voice. Thank you for reading.
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