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Sven Kotowski & Ingo Plag
The semantics of derivational morphology:
Introduction

1 Setting the scene
In some way or other, most authors will agree that derivational morphology is
characterized by processes that relate particular forms to particular meanings,
and vice versa. More specifically, all morphology textbooks will tell their read-
ers that a hallmark of derivation is its concept-creating nature, i.e. that derivation
concerns operations on lexical semantics, which crucially sets derivation apart
from inflection (see e.g. Haspelmath & Sims 2013: ch.5, Plag 2003: 14f.). Tradition-
ally, however, research in the field has been biased in favor of formal aspects over
semantic aspects. Although derivational semantics has gained some more atten-
tion recently (see e.g. the volumes Arndt-Lappe & Plag 2015; Bauer et al. 2015;
Rainer et al. 2014), many of the fundamental questions remain under debate. In
various ways, the articles compiled in this volume contribute to under-researched
aspects of the semantics of complex words. All contributions have a sound em-
pirical footing, andmany of them present innovative methodological approaches
that allow for formulating and testing new, and more adequate, models of how
complex words mean.

In this introduction,wewill first present somemajor questions of derivational
semantics, and illustrate them with pertinent phenomena from English. Second,
we will discuss how these problems have been addressed methodologically in
the past and how more recent methodological developments offer possibilities
for more adequate treatments, including novel types of semantic representations.
Third, wewill introduce the articles in this volumewith a special eye on how their
methodologies contribute to new insights in their different domains of inquiry,
and how the empirical results speak to theory.
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2 Fundamental problems of derivational
semantics

The first general issue can be captured under the label of form-meaningmappings
and comprises three interrelated phenomena: polysemy, affix rivalry, and form-
meaning mismatches. The majority of morphological processes are polysemous
(see e.g. Lehrer 2003; Rainer 2014), i.e. one form maps onto more than one mean-
ing or reading. A classic example of a polysemous derivational process is the En-
glish suffix -er, which gives rise to various semantic classes of nouns, including
agents (dancer), locations (diner), instruments (computer), or person nouns indi-
cating residence or origin (Londoner) (cf. e.g. Lieber 2004; Plag 2003). However,
a fully satisfactory analysis of the polysemy of -er is still pending, and the suffix
allows for the illustration of problems posed by derivational polysemy in general
(see Olsen 2020; Rainer 2014). Most broadly, different categories of meaning raise
the question ofwhether they are in fact based on the sameunderlyingmeaning, or
whether theymerely share a formbyhistoric accident (seeOlsen 2020on the agent
and instrument readings of -er), or have developed into distinct affixes. Moreover,
related to the question of whether affixes are considered linguistics signs, it is
unclear what is to be taken as polysemous: an affix as such or the derivatives it
occurs in. In particular, attempts at assigning to an affix a core meaning represen-
tation that is applicable to all semantic patterns is notoriously difficult. As shown
by Rainer (2014), assuming a highly underspecified meaning for an affix, such as
‘person or thing having to do with X’ for -er (see Plag 2003, 89), may cover all at-
testedmeaning categories, but oftentimes has to be so vague that it overgenerates
massively and predicts categories of meaning not attested for the affix.

The second facet of form-meaning mapping concerns affix rivalry. This term
has been applied to cases where different affixes can take the same kinds of item
as base and overlap regarding the interpretations the resulting derivatives give
rise to (see Rainer et al. 2019). Or, from another perspective, we find bases that
can take different affixes to derive sometimes equivalent, sometimes different in-
terpretations of the derived word. Hence, one is faced with a many-to-many map-
ping of form and meaning. Well-known examples concern competition between
affixes such as -ness and -ity (e.g. opaqueness/opacity; see Arndt-Lappe 2014) or
-ing and conversion nouns (as in cuttingN/cutN; see e.g. Lieber & Plag 2022). Ri-
valry can be challenging to account for, as a multitude of factors may have a say
in the distribution of the rivals (e.g. phonological, semantic, analogical, lexical
strata). The frequent existence of doublets, sometimes with a meaning difference,
sometimes without one, complicates matters further.



Introduction | 3

The third type of form-meaning mapping to be considered concerns mis-
matches. We will focus here on morphological processes that are marked by a
change in meaning that does not go along with a change in form, i.e. conversion
phenomena as in saddleN/to saddleV (see e.g. McIntyre 2015; Valera 2015).¹ The
classic problems posed by conversion include the issue of whether these pro-
cesses should be analyzed as zero-marked cases of affixation (and an underlying
form-meaning pairing), and which syntactic category should be analyzed as the
respective base in the first place. Although several authors stress that assigning
conversion a single semantic representation is misguided as, e.g., English verbs
converted from nouns show far too much semantic diversity (see e.g. Lieber 2004,
ch.3; Baeskow 2021), the identification of the factors that constrain possible inter-
pretations remains a desideratum.

These different facets of the mapping from form to meaning are related to a
set of arguably broader problems of derivational morphology. One concerns affix-
base interaction and the degree towhich the semantics of a derivative can bemod-
eled compositionally via the semantics of the base and the semantics of the affix.
For example, most -able-adjectives in English are semantically highly predictable
regarding affix-base interaction: they denote the capacity of the base verb’s PA-
TIENT/THEME argument to undergo the process denoted by that verb (e.g. imagin-
able, adjustable) (see Bauer et al. 2013, 307f.). However, not all bases of -able for-
mations are verbs, and the meaning of non-deverbal derivatives seems less well
predictable (e.g. Plag 2004). In fact, many derivational processes are far less ho-
mogeneous than -able: they are either far more selective with respect to the bases
they are attestedwith or farmore polysemous. Arguably evenmore so than senten-
tial semantics, word formation semantics appears to be characterized by a high
degree of idiomaticity, lexicalization, underspecification, and lack of predictabil-
ity.

A second general issue, directly related to the question of compositionality,
concerns semantic coherence (see Aronoff 1976; Spencer 2013). Coherence itself
can be understood as the degree of lexical relatedness between sets of derivatives
as well as between sets of bases of a derivational process. The possible links to
both polysemy and compositionality are directly evident. First, the more polyse-
mous a morphological process is, the lower the degree of relatedness between its
derivatives can be expected to be. Second, there is evidence that coherent sub-
classes of bases often go together with different senses among derivatives. For
example, English nouns in -ship can denote several categories, such as relations

1 We will leave aside the reverse case where a form does not seem to have a proper meaning
correlate, as e.g. in the synonymous pair cyclic/cyclical.
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and skills. As shown by Aronoff & Cho (2001), if the base is a relational noun,
the derivative denotes the relation that underlies it (e.g. friend–friendship), while
person nouns that semantically include skills as base give rise to derivatives that
denote these skills (e.g. airman–airmanship). Such constellations, wheremorpho-
logical processes are characterized by a predictable semantics as well as a related
predictable feature in their respective bases, show that coherence may also con-
cern the relationship between bases and derivatives (see also the deverbal -able-
adjectives that allow for fairly straightforward decomposition).

Two related perspectives on derivational semantics touch upon the funda-
mental question of how semantic knowledge is organized in the morphological
system to begin with. First, the inflection–derivation divide is widely regarded
as a basic opposition between morphological processes. Distinguishing factors
that are typically assumed to be characteristic of derivation include changes in se-
mantic structure, possible changes in part of speech, and semantic idiosyncrasies
(see e.g. Spencer 2013; Stump 1998). At the same time, variousmorphological pro-
cesses have been described as borderline cases between inflection and derivation.
For example, -ing clearly forms part of English verb paradigms (as in the progres-
sive, e.g. Peter is filmingV), but also derives nominalizations and participial adjec-
tives (cf. the filmingN and the filmingA crew, respectively).

Second, the dominant approach to inflectional morphology is onomasiolog-
ical and understands the organization of inflected forms as paradigmatic in na-
ture. On such an account, a predefined set of categories, such as different PERSON
categories in verb conjugation, are related to particular realizations on the form
side (e.g. Stump 1998). In contrast, derivational systems are often regarded as too
irregular and unpredictable for a paradigmatic organization. Thus, derivation is
typically approached in the form of word formation rules that are both semasio-
logical and syntagmatic in nature: particular forms are related to the categories of
meaning they encode, while complex meaning is understood as a composition of
the semantics of different units which arises through the concatenation of bases
and affixes. However, numerous studies (see e.g. Bauer 1997; Bonami& Strnadová
2019; Booij 2017; Hathout & Namer 2022; Spencer 2013) argue for morphological
unity and that derivation, too, allows for a paradigmatic analyses. This view is
supported by evidence for morphological families, such as morphologically re-
lated lexemes that do not share a base or root (e.g. English aggressive–aggressor–
aggression, for which no base form is attested). So far, however, a paradigmatic
analysis of derivational morphology has focused mostly on formal properties, ne-
glecting semantic relationships.

Finally, no matter what kind of fundamental problem the analyst wants to
solve, there is the crucial, and perhaps most fundamental, question of all: what
is meaning and how can we represent it? Traditionally, there have been differ-
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ent approaches to meaning in morphology. Syntactically oriented approaches like 
Distributed Morphology have treated derivational formatives as rather clearly de-
fined semantic entities that operate at the sentential level. This approach necessar-
ily glosses over many of the questions touched upon in the previous paragraphs. 
These questions are questions of lexical semantics proper, only that the lexical 
items are either complex (under a word-based view), or concern sublexical mean-
ingful units (in a morpheme-based view). The lexicalist position that the 
articles in this volume adopt holds that morphology resides in the relation be-
tween words in the lexicon, or in the processes that relate form and meaning in 
the lexicon.

Addressing the fundamental challenges of the semantics of derivation raises 
important concerns with regard to methodology. To these concerns we now turn.

3 Methodologies
Until fairly recently, the research focus in derivational morphology was largely on 
theory-building, and methodological considerations took a back seat. Most trou-
blesome, many a theoretical analysis was (and still is) based on self-generated 
data with the occasional supplement of examples from the literature, dictionar-
ies, or reference works (see Lieber 2014 for an overview on methodology). This 
kind of methodology is arguably particularly problematic with respect to deriva-
tional morphology, where processes are often sketchy, show diverging productiv-
ity, and do not allow for generalizations or theory-building based on insufficient 
sets of data. For example, Plag (1999) and Lieber (2004) show that verbalizing -ize 
is highly polysemous, and that causative interpretations (as in standardize) form 
the majority pattern among derivatives, but not the only one. Given the paucity of 
activity interpretations (as in philosophize) and inchoative interpretations (as in 
oxidize), Lieber (2014) argues that the extent of polysemy of -ize would necessarily 
remain obscure when relying on self-generated data.

The increasing availability of corpora, and thus very large amounts of natu-
rally occurring data, is tantamount to a methodological turning point. With re-
spect to semantics, larger corpora have the capacity to remedy the inadequacies 
of insufficient data bases in  two ways, in  particular when paired with appropri-
ate coding of the generated data and statistical measures. First, they allow to 
lay bare the actual range of attested readings of a morphological process. Sec-
ond, they allow for quantifying phenomena, such as the relative distribution of 
different senses of a particular affix, as well as comparing different phenomena, 
such as determining the actual overlap between competing processes. For exam-
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ple, as shown quantitatively by Lieber & and Plag (2022) and contrary to preva-
lent claims in the literature, the majority of English conversion nouns encode
eventive readings (as in during a drive). At the same time, conversion nouns and
-ing-nominalizations largely encode the same kinds of semantic categories, and it
tends to be specific feature constellations of the bases’ semantics that determine
fine-grained preferences.

Unsurprisingly, the appropriateness of the empirical groundwork also sheds
light on how well different modelings of derivational semantics fare. For exam-
ple, categorical approaches that are committed to hard-and-fast rules oftentimes
do not stand the test of broader empirical scrutiny. In particular, approaches that
represent themeaningof complexwords via syntactic projections (e.g.Distributed
Morphology; see e.g. Harley 2012, or the Exoskeleton model; see Borer 2013) rely
on unambiguous compositionality. Due to this commitment, they typically can-
not adequately handle the range of readings and variability we find in larger data
sets (see e.g. the critique in Lieber 2016). In contrast, the inheritancemechanisms
of schema- and construction-based approachesmore adequately capture the vari-
ability found in the lexicon (e.g. construction morphology; see Booij 2010, rela-
tional morphology; see Jackendoff & Audring 2020, or constraint-based models
such as HPSG; see Bonami & Crysmann 2016). However, such approaches typi-
cally refrain from representing semantics in a structured way, and the semantic
paraphrases they content themselves with fall short of the semantic categories
needed for devising plausible models of the meaning of complex words. Yet other
frameworks, such as Lieber’s Lexical Semantic Framework (see Lieber 2004) or
frame semantics (see Andreou 2017; Kawaletz 2021; Plag et al. 2018) are inherently
decompositional and are explicit about semantic structure. However, they have
two downsides. They are rather unconstrained, and thus potentially overgenerat-
ing, and they cannot predict probabilities or tendencies of derivational processes.

There are at least two methodological approaches involving computational
modeling to the organization of meaning that promise to overcome some of these
shortcomings. The first one, distributional semantics, is a decidedly semantic ap-
proach that is grounded in thehypothesis that themeaningof aword is reflected in
its distribution (see Boleda 2020 for an overview). This meaning can be modeled
as a numeric vector generated automatically from large enough corpora. While
distributional semantics has no explicit formalism to represent semantic struc-
ture, it has been employed for several of the derivational phenomena discussed
above, and excels at establishing patterns among non-categorical data. For exam-
ple,Huyghe&Wauquier (2020) investigate themorphological and semantic coher-
ence of French agent nouns by comparing the semantic vectors of derived nouns
with the vectors of different classes of non-derived verbs and nouns. Bonami &
Paperno (2018) use similarity measures to disentangle derivationally and inflec-
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tionally related word pairs. Other studies follow a compositional route andmodel
affixes as matrices that are then multiplied with the semantic vector of a given
base to create the vector of the derived word (e.g. Marelli & Baroni 2015).

The second approach, analogy, is part of the classic toolbox of morphology
(see e.g. already Paul 1909). In its modern form, it is a concept that can be im-
plemented using computational analogical algorithms such as TiMBL (see Daele-
mans et al. 2007) or AML (see Skousen & Stanford 2007). Such analogical models
perform classification tasks that decide between different possible outcomes of,
for example, a complex word depending on its similarities with pertinent proper-
ties of other complexwords in the lexicon.While a number of studies employ ana-
logical models using the formal properties of complex words (see e.g. Eddington
2000; Arndt-Lappe 2014), they have not yet been used for semantic classification
tasks, and the obvious challenge of such an endeavor lies in the appropriate cod-
ing of the semantic properties that are used for establishing degrees of similarity.

Let us now have a closer look at what the articles compiled in this volume
have to say about the semantic phenomena described above, and how they ar-
rive at their insights. We will first discuss different articles along the lines of the
methodologies they predominantly use and then focus on their theoretical contri-
butions.

4 The articles in this volume: Theory, methods,
evidence

4.1 Methods

Simplifying somewhat, we can divide the articles of this volume into corpus-
based, distributional, and analogical contributions. Four articles included in this
volume are what we may call corpus-based in their methodology. They all deal
with nominalizations, but differ greatly with respect to how theymake use of their
respective corpus data.

Mitetelu, Iordăchioaia, Leseva & Stoyanova’s contribution The meaning
of zero nouns and zero verbs presents a detailed study on the semantics of En-
glish noun-to-verb and verb-to-noun conversion. The article makes use of Word-
Net and the OED as a combined data sources and provides descriptive statistics
on the predictability of semantic categories based on the respective direction of
conversion.

Based on attestations from the OED and various corpora, Viktoria Schnei-
der’s article Eventualities in the semantics of denominal nominalizations
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uses frame semantic formalizations for thedecompositionof English -ee-derivatives.
The author presents a reference shifting mechanism on the bases’ semantic struc-
tures which is shown to account for the semantics of both common deverbal
-ee-forms and of less frequent denominal -ee-forms. The denominal forms fre-
quently present ontological clashes between base and derivative, and the article’s
deep decompositional approach facilitates the necessary retrieval of embedded
eventive structure.

Rochelle Lieber’s article Ghost aspect and double plurality investigates
eventive count-quantified -ing and conversion nominalizations in English and
their aspectual properties. Building on a carefully compiled data set of more than
800 forms, Lieber provides both quantitative and qualitative evidence for diverse
patterns of affix-base interaction and underspecification.

Finally, based on a set of neologisms, Huyghe, Lombard, Salvadori &
Schwab’s article Semantic rivalry between French deverbal neologisms in
-age, -ion and -ment employs a variety of statisticalmeasures to shed light on the
nature of affix competition. The study builds on a very careful coding procedure
for semantic properties of more than 500 nominalizations and their respective
base verbs. The authors statistically tease apart factors that influence the suffix
distribution and the degrees to which different affixes compete with each other.

A second group of three articles makes use of distributional semantic mea-
sures. Kotowski & Schäfer’s contribution Quantifying semantic relatedness
across base verbs and derivatives: English out-prefixation investigates the
semantics of English out-prefixed verbs along the lines of semantic coherence
between bases, between bases and derivatives, and between derivatives. The
authors present two classic corpus-based studies that show that underspecified
meaning components of out-derivatives are largely predictable via classes of base
verbs. In two further studies, distributional cosine similarities show that out-
derivatives are even more similar to each other than bases are to their respective
out-derivatives and that out-prefixation differs in this respect from a number of
other English prefixes.

Bonami Guzmán Naranjo’s article Distributional evidence for deriva-
tional paradigms explores the potential of distributional semantic evidence for
a paradigmatic analysis of derived words in French. The authors make use of
distributional models in which a lexeme’s vector is used to predict a morpholog-
ically related lexeme’s vector. Their investigations into the interpredictability of
all words in triplets of the kind racler–racleur–raclage provide good semantic
evidence for both syntagmatic and paradigmatic organization.

Finally, Martin Schäfer’s contribution Splitting -lys: Using word embed-
dings todistinguishderivationand inflection investigates thequestionwhether
the semantics of the English adverb-forming suffix -ly can shed light on the debate
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on the status of this suffix as derivational or inflectional. By means of various dis-
tributional semantic measures, the author teases apart functional and semantic
similarity, and demonstrates that -ly displays variable semantic behavior depend-
ing on the semantic class of bases.

Schäfer’s article is also representative of an approach that applies classic ana-
logical reasoningon thebasis of distributional semanticmodels (seeMikolov et al.
2013; Pennington et al. 2014, but also Bonami and Guzmán’s article in the present
volume). Specifically, Schäfer establishes distributional similarities betweenmor-
phologically related pairs of words, and asks which target word shows analogous
similarity to a given base word.

A different approach is taken by Plag, Kawaletz, Arndt-Lappe & Lieber’s ar-
ticleAnalogicalmodeling of derivational semantics: Two case studies. These
authors employ the analogical algorithm AML to two of the mapping phenomena
described above, affix rivalry and affix polysemy. Using data sets taken from their
own previous research, the authors first tackle affix rivalry and use the algorithm
for predicting the choice between conversion and -ing nominalizations based on
semantic features: the interpretation of the derived noun and the aspectual prop-
erties of the base. Second, AML is used to predict the different readings of English
-ment-nominalizations depending on the verb class of the respective base. This
contribution is pioneering, insofar as it is the first one to use analogical modeling
in the realm of derivational semantics. Overall, the article shows that by finding
analogical sets for appropriate semantic features, AML is very successful at pre-
dicting both the choice between competing forms and the possible readings of
derivatives that contain a polysemyous suffix.

4.2 Theory

With regard to the theoretical problems posed by derivational semantics sketched
in section 2, the articles in this volume provide interesting new perspectives on
these problems. Let us start with problems of form-meaning mappings.

Rochelle Lieber’s article on the aspectual properties of conversion and -ing
in English adresses all three problems of form-meaning mapping: polysemy, affix
rivalry, and mismatches. She demonstrates that nominal -ing both turns a ver-
bal base into a noun and adds the feature [+durative], while conversion makes
no aspectual contribution of its own. The analysis of conversion nominalizations
demonstrates that even with processes that have no formal expression, there are
intricate interactions of context and base properties with the process at hand that
generate the reading of a particular token.



10 | Kotowski & Plag

Mitetelu et al.’s contribution tackles the problem ofmismatches by looking at
zero-derivednounsvs. zero-derivedverbs. Their analysis of ahugenumber of such
verb–noun and noun–verb pairs shows that morphosemantic relations associate
with one direction or the other, and that zero-derived verbs are semantically more
heterogeneous. Overall, however, either direction is partly predictive of distinct
patterns of polysemy.

Semantic rivalry is at the heart of Huyghe et al.’s study of French deverbal
neologisms in -age, -ion and -ment. They demonstrate that lexical aspect, seman-
tic role assignment properties, and nominal semantic type are all influential in
predicting suffix selection. Rivalry turns out to be a gradient, probabilistic phe-
nomenon, while each suffix comes with its own set of preferences. For example,
-age typically refers to strictly dynamic eventualities, while -ion-nouns preferen-
tially denote gradable changes of state.

Practically all articles deal with the semantic coherence of morphological
categories. Their results boil down to the conclusion that coherence (or non-
coherence) can only be understood by a detailed analysis of the interplay between
the meaning of the base and the semantics of the morphological category. For in-
stance, the reading of a nominalization is heavily dependent on the semantic
properties of its base, as, for example, demonstrated by French nominalizations
(Huyghe et al.), English zero-derived nouns (Mitetelu et al., Lieber), -ing nomi-
nalizations (Lieber, Plag et al.), or -ment nominalizations (Plag et al.). Similarly,
the semantic properties of prefixed verbs (Kotowski & Schäfer) and -ly adverbs
(Schäfer) can only be grasped by taking into account both the contribution of the
morphological process and peculiar properties of different classes of base forms.

The organization of semantic knowledge is specifically addressed in the arti-
cles by Bonami & Guzmán, by Schäfer, and by Schneider. Building on her frame
approach to affix-base interaction, Schneider extendsher shiftingmechanismand
argues that the semantics of some -ee-forms are best understood as operations
on the semantic structures of paradigmatically related nouns. For example, she
shows that it is feasible to account for themeaningof tutee via a referential shift on
the structure of nominal tutor. Thus, the article provides arguments in favor of as-
sumptions of substantial amounts of shared semantic structure in morphological
families. Bonami & Guzmán address the question of paradigmatic organization
by putting paradigms to the test. The authors measure the semantic similarity be-
tween bases and affixes and between derived words and compare the similarities
that can be found along each of the two axes. It turns out that both the syntag-
matic and the paradigmatic axis are important dimensions of morphological or-
ganization. Thus, different morphological categories differ in the strength of the
respective organizational axis, and some complex words show interpredictability
that is larger than either forms’ interpredictability with the respective base, while
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base-derivative interpredictability is larger in other triplets. While these results
may have been expected by some readers, this study is unique in the kind of solid
empirical evidence brought up by its authors.

Schäfer’s study re-opens the debate on the distinction between inflection
and derivation by investigating a well-known controversial case, English -ly,
from a semantic perspective. His complex results seem to indicate that the al-
leged inflection–derivation divide may not be a useful way of understanding
morphological organization.

Finally, let us turn to the largest question of all: what is meaning? The arti-
cles give or assume different answers to this question. With regard to the ques-
tionwheremeaning resides, a number of papers considermeaning in derivation a
property of words, others assume thatmeaning resides in affixes and bases. Some
articles represent meaning as being compositional and built on the bases of dis-
crete semantic units, other articles treat meaning as a dynamic, emergent prop-
erty.

We still lack an answer to this largest question of all, but the articles in this
volume show that each type of approach, when combined with rigorous empiri-
cal methods, may lead to very interesting new insights concerning the nature of
meaning in derivational morphology.

5 Conclusion
To summarize, this volume brings together state-of-the-art research on the seman-
tic properties of derivedwords and theprocesses bywhich thesewords arederived.
As suggested by the subtitle of the volume, all contributions have a theoretical ori-
entation in that they address important issues inmorphological theory that relate
to the interpretation of derived words.

Each article addresses an under-researched problem of the semantics of com-
plex words, and all articles make use of empirically solid data bases. Several of
the appliedmethodologies are innovative and several articles complement one an-
other in making use of different methods in investigations of similar phenomena.
For example, affix rivalry is tackled via analogicalmeans (see Plag et al.) aswell as
by using classic statistical means on neologism data (see Huyghe et al.). Semantic
coherence is investigated via distributional similarity measures (see Kotowski &
Schäfer) as well as by statistical analyses of lexical data bases (see Mititelu et al.).
Paradigmatic relationships between derived words are approached from the per-
spectives of both decompositional modeling (see Schneider) and distributional
interpredictability (see Bonami & Guzmán).
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The editors believe that the volume at hand will be a valuable contribution to
the field of derivational semantics, presenting a broad range of theoretically and
empirically well-motivated approaches to meaning, and, above all, highly inter-
esting new insights into how complex words mean.
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Ghost aspect and double plurality: On the
aspectual semantics of eventive conversion
and -ing nominalizations in English

Abstract: This paper considers the aspectual semantics of -ing nominalization,
comparing -ing to conversion nominalizations in both the singular and the plural.
Based on a corpus of eventive count-quantified -ing and conversion nominaliza-
tions that are matched for verbal base, I argue that nominal -ing does have an as-
pectual component to its semantics, but that this semantic contribution is neither
imperfective nor imperfective as has been claimed sporadically in previous litera-
ture. Rather, I argue that -ing is aspectually durative. Durativity is only one of sev-
eral semantic components that can be attributed to progressivity in English (Hud-
dleston&Pullum 2002), and it is distinct from imperfectivity (Comrie 1976). Claim-
ing that -ing nominalizations bear a feature of durativity makes sense of some
hitherto unnoticed semantic patterns displayed in these nominalizations, specif-
ically that -ing has clearer and more visible aspectual effects on punctual bases
(achievements and semelfactives) than on durative bases (states, activities, and
accomplishments), and that plural -ing nominalizations on semelfactive bases
can exhibit a reading that might be characterized as doubly plural, denoting mul-
tiple sets of multiple events.

Keywords: derivation, aspect, nominalization, conversion, plural

1 Introduction
In the last six decades there has been a great deal written about -ing nominal-
izations as in, for example, Hillary’s climbing of Everest. Much of this literature
concerns their syntactic structure, as compared either to sentences (Lees 1960),
or to other sorts of nominalizations (Grimshaw 1990; Alexiadou 2001; Borer 2013;
Lieber 2016, amongmany others). Much less has been said about the semantics of
-ing nominalizations, and in particular about the aspectual semantics of nominal
-ing, although there have been a few brief treatments of this topic in the literature
(Asher 1993; Pustejovsky 1995; Brinton 1995, 1998; Alexiadou et al. 2010; Alexi-
adou 2013; Plag et al. 2023). Andreou & Lieber (2020) consider the aspectual se-
mantics of -ingmore systematically, looking at whether nominalizations with -ing
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differ from conversion nominalizations in terms of boundedness/completiveness.
But there are other facets of aspectual semantics that have not been looked at sys-
tematically.

In this paper I look in more detail at the aspectual contribution of -ing nomi-
nalization, comparing it to conversion nominalizations in both the singular and
the plural. In particular, I use corpus data to compare eventive -ing and conver-
sion nominalizations that are count quantified. I argue on the basis of these data
that nominal -ing does have an aspectual component to its semantics, but that
this semantic contribution is neither imperfective nor imperfective as has been
claimed sporadically in previous literature. Rather, I suggest that -ing is aspectu-
ally durative. Durativity is only one of several semantic components that can be
attributed to progressivity in English (Huddleston & Pullum 2002), and it is dis-
tinct from imperfectivity (Comrie 1976).

Claiming that -ing nominalizations bear a feature of durativity will allow me
to explain some hitherto unnoticed semantic patterns displayed in these nomi-
nalizations. One pattern that I document is that -ing has clearer and more visible
aspectual effects on punctual bases (achievements and semelfactives) than on du-
rative bases (states, activities, and accomplishments), and indeed that -ing some-
times seems to have no aspectual effect at all on durative bases — a phenomenon
that I dub here ghost aspect. Further, I argue that plural -ing nominalizations on
semelfactive bases can sometimes exhibit a reading that might be characterized
as doubly plural, denotingmultiple sets of multiple events. I try to show that both
ghost aspect and double plurality make sense if we treat -ing as aspectually dura-
tive.

Section 2 reviews the claims that have beenmade in the literature and sets out
the research questions to be explored in the paper. In section 3 I provide a brief
introduction to the semantics of the imperfective in English, to the distinction be-
tween imperfectivity and durativity, and to the semantics of the plural. Section 4
explains the methodology used in the study, including the composition and cod-
ing of the database. Section 3.2 presents the patterns uncovered in the data, and
section 5 develops the analysis.

Two points need to be clarified before I begin. First, I look here only at exam-
ples of -ing and conversion nominalizations that have eventive interpretations. It
has been argued elsewhere (Lieber 2016; Lieber & Plag 2022), that -ing and con-
version nominalizations can display either eventive or referential readings, but I
exclude the referential cases here, as they would not be expected to show aspec-
tual semantics; nominalizations with referential readings are frequently concrete,
they sometimes refer to products or event participants, and are more prone to lex-
icalized meanings than eventives are. Second, although I look both at -ing and
conversion nominalizations, my main focus is on the semantics of -ing; conver-
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sion serves here as a point of comparision. My strategy is to compare carefully
matched -ing and conversion nominalizations, specifically ones that occur on the
same verbal bases, and share eventivity and count quantification, so that the only
difference is the presence or absence of the -ing suffix on the nominalization. This
methodology will allowme to tease out differences between the types of nominal-
izations that might otherwise not be noticed.

2 Literature and research questions
Although there have been quite a few claims in the literature that touch on the
aspectual contribution of nominal -ing, many of those claims are also tangled up
with questions of quantification (count versusmass interpretation) and aspectual
class of the verbal base (state, activity, accomplishment, achievement, semelfac-
tive). Andreou & Lieber (2020) review these claims in some detail, so I will only
highlight here the claims that bear on what is to follow.

First, it is well known, contrary to the claims in Grimshaw (1990) that con-
version nouns do allow eventive interpretations and that eventive readings do oc-
cur in both -ing and conversion nominalizations in the plural (Alexiadou et al.
2010; Andreou & Lieber 2020). Andreou & Lieber (2020) and Lieber & Plag (2022)
also show that eventive -ing nominalizations do not prefer bases that are activ-
ities as claimed by Brinton (1995), nor do they disprefer accomplishments and
achievements, as Alexiadou (2001) suggests; indeed Andreou & Lieber show that
-ing nominalizations occur on bases of all sorts.¹

There has also been sporadic discussion in the literature about what, if any-
thing, is the semantic contribution of nominalizing -ing. Asher (1993) claims that
nominal -ing is similar to imperfective -ing, denoting on-going events. Pustejovsky
(1995), however, argues contrary to Asher that -ing nominalizations can denote
completed events. Siegel (1997) considers the aspectual contribution of -ing to be
one of progressivity and durativity. Brinton (1995) and Alexiadou (2001) both sug-
gest that nominal -ing is an imperfectivizer. But Alexiadou et al. (2010) argue that
the -ing suffix itself has no aspectual effect, and rather that -ing nominalizations
can be pluralized only on telic bases, preserving the telicity of the base. Accord-
ing to Borer (2013), -ing has the property of ‘homogeneity,’ her term for atelicity.
Finally, Andreou & Lieber (2020) suggest that both -ing nominalizations and con-

1 -ing nominalizations on stative bases are quite rare, however.
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version nominalizations may be aspectually either bounded (completive) or un-
bounded (incompletive), so that in that respect, they are aspectually identical.²

There is more to be said about the aspectual contribution of -ing, however.
Only Andreou & Lieber (2020) have tried to tease apart the contributions of the
aspectual class of the base verb, the kind of quantification, and possible aspec-
tual readings in these nominalizations. But in terms of aspect, Andreou & Lieber
considered only boundedness, and not other sorts of possible aspectual contri-
butions. In this paper, I go beyond Andreou & Lieber in two respects. First, I set
up a controlled comparison of -ing and conversion nominalizations, looking only
at nominalizations that are count quantified and eventive in interpretation, and
where the two types of nominalization occur on the same verbal base. In terms of
aspectual contributions, I look beyondboundedness to other distinctions, teasing
apart the semantics of imperfectives and imperfectives to see if any or all of the
semantic facets of those types of aspect are relevant to the interpretation of -ing
nominalizations.

In what follows I will try to answer the following questions. First, I ask
whether nominalizing -ing has any distinctive aspectual contribution at all, and
if so, whether this -ing bears any similarity to imperfective -ing in English. I also
consider whether possible readings of eventive count conversion and -ing nom-
inalizations differ systematically in any way, and if so, whether aspectual class
of the verbal base has anything to do with these differences. Finally, I look at the
semantic effects of pluralizing -ing and conversion nominalizations and consider
the relationship between these effects and the aspectual class of the base verb.

3 A brief interlude on imperfectives and plurals
and verb classes

Since some past claims about the aspectual contribution of -ing have attributed
imperfective or imperfective semantics to the affix, I begin by looking at the se-
mantics of the imperfective in English and at the relationship between progressiv-
ity and other distinctions such as imperfectivity and durativity.

2 One pervasive problem in the literature is that authors are not always explicit about what they
mean by terms like imperfective, imperfective, completive, telic/atelic, etc. In what follows I will
try to be precise about my own use of the terms, which largely follow those of Comrie (1976) and
Huddleston & Pullum (2002). See also Andreou & Lieber (2020) for a discussion of the difficulty
of defining what boundedness means when discussing nominalizations.
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Huddleston & Pullum (2002, 163) tease apart several strands that pertain to
the English imperfective:

imperfective aspectuality involves the following features, two of which are strong implica-
tures rather than part of the meaning proper:

(1) i. The situation is presented as in progress, ongoing, at or through Tr.
ii. The situation is viewed imperfectively.
iii. Tr is a mid-interval within Tsit. [implicature]
iv. The situation is presented as durative.
v. The situation is presented as dynamic.
vi. The situation is presented as having limited duration. [implicature]

Leaving aside the implicatures, what is most important for our purposes is that the 
English imperfective presents a situation as non-stative, as ongoing with respect 
to the reference time of the event, and as both imperfective and durative.

Comrie (1976) offers useful clarification of the distinctions between progres-
sivity, imperfectivity, and durativity. For Comrie (1976, 24), imperfectivity involves 
“explicit reference to the internal temporal structure of a situation, viewing a sit-
uation from within…” He notes as well (1976, 33) that imperfectives in languages 
other than English often allow for a purely habitual interpretation, which is not 
the case for the English imperfective. Comrie (1976, 41–42) also clarifies the dis-
tinction between imperfectivity and durativity: “We may therefore make a distinc-
tion between imperfectivity and durativity, where imperfectivity means viewing 
a situation with regard to its internal structure (duration, phasal sequences), and 
durativity simply refers to the fact that the given situation lasts for a certain pe-
riod of time (or at least, is conceived of as lasting for a certain period of time);… .” 
What will be important for our purposes is this: although imperfectivity implies 
duration, duration does not necessarily imply imperfectivity. durative situations 
may be perfective, which is to say completive or bounded. Progressivity includes 
both imperfectivity and durativity, but also other nuances.

Since I will be looking at both singular and plural count nominalizations, it 
is also useful to look briefly at the semantics of the plural. Rothstein (2017), re-
viewing the vast model theoretic literature on the subject (Link 1983; Krifka 1989; 
Landman 1995; Chierchia 1998, among many others), says that plural count nouns 
denote sets of atoms. These ‘atoms’ can be naturally atomic, in the sense that the 
noun in question denotes something that is an individualizable entity (something 
that might have to do with its perceptual qualities or ontological status), or they 
can be semantically atomic, in that the context dictates that the noun consists of 
individual units (Rothstein 2017, chapter 4), such as when a typically mass noun 
is made count by using it with an indefinite article (for example, a wine). Eventive
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nominalizations are by definition not concrete nouns, and therefore do not neces-
sarily have what Rothstein would consider natural atomicity. When they are con-
strued as count nouns in context, their atomicity may be purely semantic, that is,
dependent on or induced by context. Adding a plural marker to a nominalization
can coerce that semantic atomicity, something which will prove important in the
data we examine here.

Finally, since the analysis I present below pertains to the lexical aspect of the
verbal bases on which the nominalizations are built, it is worth pausing to clar-
ify our understanding of lexical aspect. Although it is well known that the overall
aspectual interpretation of a verb depends not only on its lexical meaning but on
the syntactic context in which it is deployed (see for example, Verkuyl 1993), it
is nevertheless possible to focus on just those elements of meaning that are con-
tributed by the verb. It is typical to distinguish five lexical aspects (Smith 1991;
Brinton 1995, 1998; Filip 2012): states, activities, accomplishments, achievements,
and semelfactives:³

(1) states: love, doubt
Activities: embrace, sail
accomplishments: wash, transfer
achievements: kill, find
semelfactives: knock, blink

states are distinguished from the other four lexical aspects in that they require
no input of energy, whereas all other aspects (grouped together as ‘events’) do
require an input of energy to be sustained (Comrie 1976). Activities and semelfac-
tives do not involve transition or change of state, whereas accomplishments and
achievements do involve transition. states, activities, and accomplishments im-
ply temporal duration, whereas achievements and semelfactives are construed
as momentaneous/punctual, that is, they do not imply any linguistically signifi-
cant passage of time. accomplishments and achievements imply some endpoint,
whether or not that endpoint is actually reached in a given context. states, activi-
ties, and semelfactives do not imply an eventual endpoint.

It is often useful to decompose the lexical aspect of verbs according to three
binary features (Smith 1991; Brinton 1995; Lieber & Plag 2022, among others). Dif-
ferent names for these features appear in the literature, but the way in which the

3 A reviewer asks why degree achievements are not included in this study. The original Andreou
& Lieber (2020) dataset from which my data were extracted looked only at deverbal nominaliza-
tions. Degree achievements are typically deadjectival, and therefore did not form part of that
dataset.
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three features are used to distinguish the five main classes is always more or less
the same, as given in Table 1.⁴

Tab. 1: Aspectual features

[+/-dynamic] [+/-durative] [+/-implied endpoint]

state - + -
activity + + -
accomplishment + + +
achievement + - +
semelfactive + - -

The feature [+/-dynamic] distinguishes states fromevents. The feature [+/-durative]
encodes whether an event occurs over a linguistically significant stretch of time,
with [+durative] denoting some appreciable amount of time and [-durative] de-
noting a stretch of time that is not linguistically significant. Finally, [+/-implied
endpoint] encodes whether the event suggests a natural endpoint or not.

4 Methodology
For this study, I analyzed a subset of the data used in Lieber & Plag (2022), which
is itself a subset of the dataset used in Andreou & Lieber (2020). All data were
originally extracted from the Corpus of Contemporary American English (COCA,
Davies 2008-) and the British National Corpus (BNC, Davies 2004). The Andreou
& Lieber (2020) dataset contained over 57,000 tokens of -ing and conversion nom-
inalizations derived from 106 base verbs. These verbs were chosen from all as-
pectual classes and also from a range of frequencies. The Lieber & Plag (2022)
dataset contained over 7000 tokens taken from the larger set and coded for as-
pectual class, quantification, and eventivity. Since my aim was to compare the
aspectual nuances of -ing nominalizations with conversion nominalizations de-
rived on identical bases, I extracted tokens of nominalizations from the Lieber &

4 Smith (1991) uses the features [+/- static], [+/- durative], and [+/- telic]. Brinton (1998) distin-
guishes static/dynamic. durative/punctual, and telic/atelic.



22 | Lieber

Plag database that were coded as both eventive and count, and that werematched
for the verb base of the nominalization in either the singular or the plural.⁵ ⁶

From the 106 verbal bases in the original dataset, there were 29 verbs that
showed eventive count readings in the singular (258 tokens in total) for both types
of nominalization and 38 verbs that showed eventive count readings in the plural
(549 tokens in total) for both types of nominalizations. The verbal bases found
in the singular and plural sets overlapped, but were not identical, as some bases
were attested with both types of eventive nominalization only in the singular or
only in the plural. In both the singular and plural datasets, all of the [+dynamic]
verb classes were reasonably well represented; only one state verb was attested
in the plural and none in the singular, so the analysis here looks only at the [+dy-
namic] classes. The verbal bases for the singular and plural datasets are shown
in Tables 2 and 3 (verbs in italics occur in both the singular and plural datasets).
Table 4 shows the numbers of tokens for singular conversion nouns, singular -ing
nouns, plural conversion nouns, and plural -ing nouns. Table 5 breaks these down
by aspectual class:

Tab. 2: Verbal bases of singular nominalizations.

Aspectual class Verbal bases N

state 0
activity embrace, gurgle, hurt, rise, sail, stir 6
accomplishment bend, burn, change, fix, rise, transfer 6
achievement break, find, kill, slam, split 5
semelfactive blink, drip, kick, knock, punch, tap 6
sem/act beat, shake 2
acc/ach cast, shift 2
act/ach pass 1
sem/ach strike 1

Several verbs in the dataset could belong to either of two lexical aspects, often
depending on particular senses of verbs. For example, the verb cast is an achieve-

5 Lieber & Plag (2022) analyzes only singulars in this dataset, but their dataset contained plurals
as well.
6 Lieber & Plag (2022) are concerned with semantic eventivity, rather than with what have been
called in the literature Complex Event Nominals (Grimshaw 1990) or argument structure nomi-
nals (Borer 2013). In coding nominalizations as count and eventive, (Lieber & Plag, 2022, 8f) used
a number of criteria, given in (2) and (3) below.
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Tab. 3: Verbal bases of plural nominalizations.

Aspectual class Verbal bases N

state 0
activity account, climb, embrace, gurgle, ride, run, spin, step, stir, stretch, stumble, swim 12
accomplishment change, fix, report, spread, take, wash 6
achievement break, burst, finish, fracture, kill, split 6
semelfactive blink, flash, kick, knock, poke, tap 6
sem/act beat, shake, shove 3
acc/ach cast, cut, shift 3
act/ach
sem/ach pop 1

Tab. 4: Numbers of tokens.

Singular Plural Total

conversion 176 309 485
-ing 82 240 322
Total 176 549 807

ment (punctual) when it refers to fishing, but an accomplishment (durative) when
it refers tometallurgy. In comparing -ing and conversion nominalizations for such
verbs, care was taken tomake sure that the sense of the verb was the same in both
nominalizations.

Each token in the dataset was coded for verb class, quantification, and even-
tivity, as in the dataset used in Lieber & Plag (2022). The criteria for count quan-
tification are given in (2) and the criteria for eventivity are given in (3):⁷

(2) Evidence for count qualification:
a. A determiner a/an precedes the noun.
b. There is an ordinal like first, second, etc. or the cardinal one.
c. There is a modifier like final, last, or single.
d. There is a quantifier likemany, each, every.
e. The noun is plural.

(3) Evidence for eventivity:
a. syntactic: kinds of PPs, possessives or other modifiers, synthetic com-

pounds

7 Coding for quantification and eventivity for the singulars in the Lieber & Plag (2022) database
was done by both authors. Coding for eventivity for the plurals was done by Lieber, as was the
coding for aspect discussed below.



24 | Lieber

Tab. 5: Breakdown of types and tokens by aspectual class of verbal base.

Aspectual class N types N tokens N tokens conv./-ing

Singular activity 6 51 34/17
accomplishment 6 35 26/9
achievement 5 35 25/10
semelfactive 6 75 57/18
mixed 6 62 34/28

Total singular 258

Plural activity 12 178 98/80
accomplishment 6 64 37/27
achievement 6 119 71/48
semelfactive 6 70 41/29
mixed 7 118 53/65

Total plural 549

i. The context shows a tensed verb that suggests an eventive reading
for the nominalization.

ii. There is a temporal adjectival or adverbial modifier like frequent,
continuous, repeated etc. that suggests an eventive reading.

iii. There is a possessive subject or a by phrase with an agentive inter-
pretation.

iv. There are other PPs that indicate participants in an event (e.g., of
PPs).

v. There are manner modifiers like intentional, personal, or nervous
that suggest eventivity.

vi. There is a temporal preposition like after or before that suggests
eventivity.

vii. The nominalization occurs as the second element in a synthetic
compound and the first element is construed as the internal argu-
ment of the base verb.

b. semantic: paraphrases that suggest eventivity
i. The feeling of
ii. The state of
iii. The activity of
iv. An instance of

In addition to the coding for eventivity and quantification, the singular and plural
datasetswere coded for a number of possible aspectual readings. First, each token
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was coded for whether the event denoted was bounded (context implied that the
event was finished or had reached an endpoint) or unbounded (context gave no
indication that the event had come to an end). Factors involved in determining
boundedness included the tense of surroundingverbs andmodifiers that occurred
in context.⁸

(4) a. Event is bounded
BNC 1991: He’s right, he has the body of a whippet topped by the face
of a bulldog that’s been given a severe KICKING.
Mitigating Circumstances 1993: Feeling the eyes on her, Lily threw her
arms around John’s neck in an awkward EMBRACE, then stepped back.

b. Event is unbounded
Outdoor Life 1996: With the approach of spring, gobblers begin a
round-robin KICKING that breaks up their large, fairly peaceful winter
flock into smaller, more compatible groups.
Nights in Black Satin 2007: Some guy she couldn’t see clasped her
around the waist from behind and enfolded her in a dance-club EM-
BRACE, moving his body sinuously with hers as they writhed with the
music.

Each token was also coded both for the durativity of the base verb (where states,
activities, andaccomplishmentswere [+durative] andachievements and semelfac-
tives were [-durative]) and for the durativity of the resulting nominalization, that
is, whether the nominalization implied an event that occurred over a linguis-
tically appreciable amount of time or not. Singular tokens were also coded for
iterativity. Plural tokens were coded for whether they implied multiple sets of
events. Examples illustrating these distinctions can be seen in (5):

(5) a. Nominalization interpreted as durative
Hellboy 2004: After a moment, a weird GURGLE emanates from the
creature’s innards.
Highlights for Children 2011: Suddenly, the rumbling stopped. A giant
GURGLING came up from the bay.

b. Nominalization interpreted as punctual
New England Review 2007: The sound of the ball echoing with each
solid KICK, and the George Harrison song, his guitar on “My Sweet
Lord,” how perfect it was, how fine!

8 See Andreou & Lieber (2020) for further discussion of issues involved in determining bound-
edness in deverbal nominalizations.
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c. Nominalization interpreted as iterative
Esquire 1997: He would flicker into view and then, just as suddenly,
disappear with a nervous TAPPING on the coffee cup.

d. Nominalization interpreted as implying multiple sets of events
A grown-up kind of pretty 2012: She responded by digging her toes into
the sand, and I could read savage KICKINGS and the wailings of the
damned in her face.

Finally, all tokenswere coded forwhether therewas special focus on the kindof ac-
tivity or the activity viewed as a type rather than a specific event. Factors involved
in determining focus on the kind of activity included the presence of qualitative
modifiers like gentle or bearable, the presentation of the event as generic, hypo-
thetical, or typical, or the listing of the nominalization alongside other types of
events, as the examples in (6) illustrate. This category is not meant to be an aspec-
tual category, but rather implies that the event is viewed as not being anchored
at a specific time.

(6) Emphasis on kind of activity:
a. US News and World Report 1996: But in each case, says Nissenbaum,

Christmas exchanges amounted to a PASSING of goods frommaster to
servant, patron to apprentice and wealthy to poor.

b. Fantasy and Science Fiction 2004: When the evening news came on
with its roster of rapes and KILLINGS, he turned off the set, escorted
his protesting daughter through her evening rituals, tucked her into
bed, and then went to his room and lay sleepless.

c. Chicago Sun-Times 1995: Knowing that a new crop of pears is right
around the cornermakes the fading of summer and its glorious bounty
a bearable PASSING.

In example (6-a) the event is described as generic or hypothetical rather than as
actual occurring events. In (6-b), killings is part of a list of event types, alongside
rapes. And in (6-c), we have a qualitative modifier that focuses attention on the
type of event.⁹

9 The presence of a qualitative adjective modifying the nominalization often forces the focus on
activity, but it is neither necessary nor sufficient to produce that reading. Instead, the activity
reading seems to depend on a subtle combination of factors that requires further study.
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5 Results
As has already been argued by Andreou & Lieber (2020), both conversion and
-ing nominalizations can express either bounded or unbounded readings, and
boundedness is independent of whether the verbal base is durative or punc-
tual or the nominalization itself is construed as durative or punctual. (4) shows
examples of the -ing nominalization kicking and conversion nominalization em-
brace, which can be bounded or unbounded depending on the context in which
theyhttps://www.overleaf.com/project/63569319352b43463349e1a7 are deployed.
Interested readers can find further discussion in Andreou & Lieber (2020) of the
complex issue of boundedness in nominalization aswell examples that show that
both conversion and -ing nominalizations based on all of the lexical aspects can
occur with either bounded or unbounded readings.

What has not been examined systematically in previous literature is the ef-
fect of durativity on the interpretation of these two types of nominalization. I
begin by comparing singular conversion and -ing nominalizations on different
types of bases, first on activities and accomplishments, then on achievements and
semelfactives.

On durative bases (activity and accomplishment), we can observe two possi-
ble effects. One possibility is that the conversion and -ing nominalizations can
turn out to be more or less semantically equivalent or interchangeable, as the ex-
amples in (7) suggest:

(7) a. Fortune 2019: Some of the leagues’ positions are in line with casino
industry groups like theAGA, including anEMBRACEofmobile betting
and support for cooperation between the leagues and bookmakers on
detecting irregular betting patterns that could signal ”integrity issues”
with certain games and contests.

b. NPR_ATC 1994: Tuesday in terms of those who cast their vote, but I
think we as Republicans need to be somewhat careful that we don’t
read this as a total EMBRACING of a strict conservative ideological
agenda, that more of the people want to see things in Washington get
fixed.

In the examples in (7) the -ing and conversion nominalizations seem to be virtu-
ally the same in meaning, and for all intents and purposes interchangeable. This
suggests that sometimes nominal -ing has no aspectual effect.

A second possibility that we see is that the -ing nominalization, while still du-
rative, seems to be deployed in contexts that place a stronger focus on the type of
activity denoted by the nominalization as compared to the conversion nominal-
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ization. In other words, the -ing nominalization seems to be preferred in generic
contexts.¹⁰

(8) a. Analog Science Fiction & Fact 2010: I’ll fire a quick BURN, push myself
above and behind you.

b. Ugly Ways 1993: On leaving this city the characters have a vision of its
demolition by fire, or rather, as it burns we are given a series of famous
fictional burnings of cities, libraries, and books. This constitutes a ritu-
alistic BURNING of the books in which the characters were conceived;
they are thus taken out of the ’old world’ of their origins and made to
embark on an adventure in the ‘new world’ of Brooke-Rose’s novel.

(8-a) has a clear ‘instance’ reading of an actual event – the example describes the
rapid firing of some sort of burner on a spaceship. In contrast, the -ing nominaliza-
tion in (8-b) denotes a type of event, as suggested by the modifier ritualistic. This
is not to say that genericity is actually contributed by the -ing suffix, but rather
that the -ing form is preferred in these sorts of generic contexts. The conclusion to
be drawn here is that -ing on durative bases sometimes has the effect of focusing
on the nature of the activity, but in other cases seems to be aspectually invisible.
The latter non-effect is what I have termed ghost aspect.

In contrast, -ing seems to show more robust aspectual effects on punctual
bases (semelfactives and achievements). Here we find that conversion nominal-
izations typically have a punctual interpretation as their bases do, unless there is
a modifier in context that suggests otherwise, as we see in (9):

(9) a. Golf Magazine 2004: “Cheater,” he says without a BLINK. “You ’re a
zero. You should wear a mask.”

b. 1634: The Galileo Affair 2005: Richelieu clasped his hands behind his
back and turned further. A long BLINK, then, both eyes closed for a
whole breath before they opened, and he leaned forward a little.

In (9-a), the conversion nominalization on a semelfactive base is interpreted as
punctual. In (9-b), themodifier long coerces a durative interpretation,which is not
possible with the nominalization alone. The evidence that this durative reading
is the result of coercion rather than something inherent in the verb base blink is
that with semelfactives, the addition of durativity with -ing would naturally lead

10 Note that I do not mean to say here that for a given -ing type (say, burning) all tokens in the
dataset will display the same reading. In other words, the example in (8-b) has a generic reading,
while other tokens of burning in the dataset might simply be durative in interpretation.
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to an iterative reading. In other words, blinking typically refers to a sequence of
blinks, rather than a single on-going blink. which is what (9-b) implies.

On the other hand, -ing nominalization on a punctual base always has some
semantic effect. Sometimes this effect is one of simply adding a durative inter-
pretation, as we see in (10-a); here splitting in context suggests continuation over
some time. Where the verbal base is semelfactive, however, the effect of -ing is to
yield an iterative interpretation (10-b):

(10) a. ABA Journal 1998: Thus, joint custody can encompass anything from
an equal SPLITTING of expenses and decision-making to arrange-
ments that are in fact indistinguishable from sole custody with visita-
tion.

b. Leprechaun 1993: There is a sudden loud KNOCKING on the door and
Bill turns and goes to the door.

What we see then on the singulars is that the effects of -ing on punctual bases
are always visible in some way, whereas on durative bases -ing sometimes merely
nominalizes with no aspectual effect.

Let us turn now to the plural conversion and -ing nominalizations. Where we
find plurals on the accomplishment and activity bases, we again find two possi-
bilities. As was the case in the singulars, one possibility is that the conversion
and -ing nominalizations can have identical readings, as illustrated in (11), where
washes and washings are virtually interchangeable:

(11) a. GoodHousekeeping 2010: Very absorbent but also quick-drying, these
cotton towels looked and felt lovely even after multiple WASHES,
though they did shrink some (three to four inches in length and
about an inch in width).

b. New England Review 1999: He had on camouflage pants whose earth-
tones had faded from countless WASHINGS and heavy-soled combat
boots.

The second possibility, as we saw with the singulars, is that there is a slight dif-
ference of interpretation between the two types of nominalization, with the -ing
nominalization suggesting a stronger focus on the type of activity, as compared
to the conversion nominalization. This is illustrated in the examples in (12):

(12) a. Climber andHillWalker (BNC): Secondascensionist SteveReid reports
the crag to be of good, rough rock, although further cleaning would
make the CLIMBS more enjoyable.
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b. Michigan Quarterly Review 2001: All through one lunch she watched
the workers bringing down the tiers of planks and ropes and metal
tubing, their teamwork adelicate dance of CLIMBINGSand lowerings.

Where the conversion nominalization in (12-a) simply denotes multiple instances
of a ‘climb’ event, (12-b) places more emphasis on the kind of activity: as an event
it is a delicate dance.

On achievement or semelfactive bases, the plurals can exhibit several possi-
ble readings. Plural conversion nominalizations on semelfactive bases frequently
receive iterative interpretations, as we see in (13):

(13) American History 1991: Weird light illuminated them in FLASHES, and it
was almost too noisy to hold a conversation.

For -ing nominalizations, if a punctual base already has received a durative inter-
pretation in the singular through the affixation of -ing, the plural might simply
denote multiple durative events:

(14) San Francisco Chronicle 2006: Police said that tension over drug corners is
still a factor in some KILLINGS, particularly in several neighborhoods just
north of the West Oakland BART Station.

Or the -ing nominalization might put a special focus on the type of activity, as we
see in (15):

(15) Saturday Evening Post 1997: However, many people know someone who is
chronically suicidal and has had many treatments for suicidal threats or
attempts, usually involving overdoses or wrist CUTTINGS.

Perhaps themost interesting readingwefindoccurs in plural -ing nominalizations
on semelfactive bases. Recall that singular -ing nominalizations on semelfactives
frequently have an iterative interpretation, which is to say that they denote mul-
tiple repeated punctual events. When such nominalizations are pluralized, what
we find is an interpretation that we might describe as doubly plural; they denote
not simply iterations of punctual events but multiple events of iterated punctual
events.

(16) A grown-up kind of pretty 2012: She responded by digging her toes into the
sand, and I could read savage KICKINGS and the wailings of the damned
in her face.

A kicking typically involvesmore than one kick. But kickingshere refers tomultiple
instances of multiple kicks.
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To summarize, it appears that -ing sometimes has an aspectual contribution
to make in nominalizations and sometimes does not. Specifically, when -ing nom-
inalizes a verbal base that is an activity or an accomplishment, nominalizingwith
-ing can potentially have no aspectual effect at all. This is what I call ghost aspect:
the nominalizing affixhas an aspectual component to itsmeaning, but sometimes
you don’t see it. In contrast, when -ing nominalizes an achievement or semelfac-
tive base, we findmore robust aspectual effects. In the next section, I turn to what
that specific aspectual component is and the question of why the ghost aspect
option is available at all for -ing nominalizations.

6 Analysis
I propose that the observations I have made here can be explained on the basis
of three assumptions. First, lexical aspect can be represented featurally, as we
saw in Table 1, with activities and accomplishments bearing the feature [+dura-
tive] and achievements and semelfactives bearing the feature [-durative]. Second,
along with changing the verbal base to a noun, -ing contributes the feature [+du-
rative] to its verbal bases, whereas conversion adds no special aspectual feature.¹¹
Finally, pluralization has the semantic effect of imposing a part structure, that is,
creating or imposing a structure of semantic atoms, using Rothstein’s (2017) term.
In eventive abstract nouns the imposition of a part structure can lead to an in-
ference of multiple events, which in turn necessitates an assumption of temporal
duration. In other words, plurals are not [+durative] per se but durativity can be
inferred from the adding of a part structure to an event.¹²

This analysis predicts that -ing nominalization should have more consistent
semantic effects on punctual bases than on durative bases. If a base is already
lexically [+durative], adding [+durative] -ing would add nothing new to the aspec-
tual semantics of the nominalization and the resulting -ing nominalization might
potentially be construed as synonymous with a conversion nominalization on the
same base. Alternatively, adding [+durative] -ing to an already [+durative] base
might invite an inference to place further focus on the generic nature of the nom-

11 See Lieber (2016) for semantic representations of both -ing and conversion nominalization
within the LSF framework.
12 This analysis could be formalized in a number of ways, for example, as is done in the Model
Theoretic literature; see Rothstein (2017) for a thorough review of various approaches to this for-
malization. It can also be formalized in lexical semantic frameworks, such as in Jackendoff (1991)
or Lieber (2004) by using an individuating feature ([+i] for Jackendoff, [+CI] for Lieber). Nothing
here hinges on the precise means of formalization.
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inalized event. Such an inference might follow from the tendency to avoid syn-
onymy between the two kinds of nominalizations.¹³

Turning to nominalizations on achievements and semelfactives, that is, the [-
durative] bases, we should expect -ing to have amore consistent and robust aspec-
tual effect, as the value of the durative feature of the verbal basewould necessarily
undergo a change in the derived word. And indeed we do see consistent semantic
effects of nominalizing with -ing on punctual bases, including both simple dura-
tivity and iterativity. In contrast, conversion nominalizations on punctual bases
should never be interpreted as having temporal duration, but rather should have
a simple ‘instance’ interpretation. Indeed, as we have seen, we only get a dura-
tive interpretation from a conversion on a punctual base when there is a modifier
such as long (a long blink) that coerces a durative interpretation that is not avail-
able from the conversion form alone. In other words, durativity in this case is not
an effect of conversion.

We turn now to plural nominalizations. Here we would expect that the part
structure imposed on by the plural on the nominalization should lead to semantic
effects under two circumstances. First, with conversion nominalizations on punc-
tual bases, imposing a part structure through pluralization might lead to an infer-
ence of multiple events with temporal duration. On semelfactives, an interpreta-
tion of iterativity would then result, as we find with nominalizations like flashes
in (17-a). The plural conversion noun should therefore come close to the singular
-ing on a semelfactive base. That this is a plausible prediction is confirmed by the
data in (17):

(17) a. Esquire 2010: ...she can still see and feel and hear the pop and whine
of the cameras, the blinding fusillade of FLASHES, the bump and jos-
tle, the chaotic din: Paris, over here!

b. Persephone (BNC): As the light withdrew from the grass and the dips
in the turf and those paths that were beneath overhanging branches,
and collected higher in the sky, the FLASHING and the music of the
fairground became more prominent.

The other place where we would expect to find a special effect of pluralization
would be on nominalizations that already have an iterative interpretation, as
we find with -ing nominalizations on semelfactive bases. Here, if the plural mor-

13 At this point the appearance of the generic reading under these conditions ismore on the level
of of a descriptive observation; why just this reading follows from adding a [+durative] affix to a
[+durative] base still awaits explanation. One possibility suggested by a reviewer is that the -ing
serves to generalize over time indices giving rise to the generic reading.
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pheme partitions an already iterative event, we interpret the result as multiple
iterative events –– our double plural.

Interestingly, there are two situationswhere it is predicted thatwe should find
doublets between conversion and -ing nominalizations on the same bases, specif-
ically in either the singular or the plural where the two types of nominalizations
are built on [+durative] bases, that is, on activities or accomplishments. Although
it is probably more typical for the -ing nominalization to invite a further inference
of focus on activity, thus distinguishing itself from the corresponding conversion
nominalization, such doublets do occur, as I have shown by the examples in (7)
and (11). Those are cases where -ing has become an aspectual ghost.

7 Conclusion
I began with several questions. My first goal was to determine whether nominal-
izing -ing makes any distinctive aspectual contribution to the nouns it derives.
Here, we have seen that -ing does have distinctive effects as compared to conver-
sion nominalizations on the same bases, contrary to the claims of Alexiadou et al.
(2010), Alexiadou (2013), and Andreou & Lieber (2020). However, the aspectual
effect of nominal -ing is neither imperfectivity (Brinton 1995; Alexiadou 2001) nor
progressivity (Asher 1993). Neither does telicity enter into the semantics of con-
version versus -ing nominalization (Borer 2013). Rather, the effects of -ing have to
do solely with temporal duration. Nominal -ing both changes a verbal base to a
noun and adds the feature [+durative]. Conversion changes category, but makes
no aspectual contribution of its own.

My second goal was to determinewhether the aspectual class of the base verb
had any systematic effect on the aspectual interpretation of -ing and conversion
nominalizations. I have shown here that -ing on [-durative] bases (achievements
and semelfactives) shows subtle but systematic semantic effects,whereas on [+du-
rative] bases (activities, accomplishments) -ing sometimes shows a semantic ef-
fect (a focusing on the kind of activity) but sometimes shows no effect at all. In
effect, adding a [+durative] feature to an already [+durative] verbal base can sim-
ply be redundant. Those cases where the [+durative] -ing suffix adds nothing to
the nominalization as a whole are cases of what I have dubbed ghost aspect ––
it’s there, but it doesn’t seem to be there.

Finally, I looked at the effect of pluralization onboth -ing and conversion nom-
inalizations. One striking finding is that plural -ing nominalizations on semelfac-
tive bases can have a sort of double plural reading. I also observed that we some-
times find a similarity between plural conversion nominalizations like knocks and



34 | Lieber

singular -ing nominalizations like knocking. Both observations can be explained
by the proposed analysis: nominalizing -ing adds the semantic feature of durativ-
ity to a punctual base and the plural imposes a part structure that allows for an
inference of durativity. Thus, a plural conversion nominalization on a semelfac-
tive base can receive an interpretation similar to a singular -ing nominalization,
and a plural -ing nominalization can yield a doubly plural interpretation on a base
that is already interpreted as iterative. What we see, then, is that there is a com-
plex interplay here between the aspectual durativity of base verbs, the durativity
of the nominalizations, and the implied durativity that sometimes results from
pluralization.
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Viktoria Schneider
Eventualities in the semantics of denominal
nominalizations

Abstract: This paper deals with eventuality-related, denominal nominalizations.
The term ‘eventuality-related nominalizations’ refers to nominalizations in which
an eventuality plays a central role for the interpretation of the derivative. This pa-
per will argue that a nominalizing affix requires an eventuality or a participant of
an eventuality from the semantic representation of the base word. For deverbal
nominalizations, the required eventive elements are straightforwardly available
as verbs are typically eventive in nature. However, concerning nominal bases, the
semantic representation of the base word is in many cases not straightforwardly
eventive. This study aims at finding the required eventive structures for the nom-
inalizing suffix -ee in nominal base words. In order to do so, data for denominal
derivatives with the suffix -ee from previous research on the suffix are used and
analyzed using a frame semantic approach. It can be observed that it is indeed
possible to reveal eventive structures in nominal bases which are accessible for
the process of nominalization.

Keywords: nominalization, semantics, suffix -ee, semantic representation, frame
semantics

1 Introduction
Many English nominalizing suffixes, such as -ation, -ee or -ment, give rise to
derivatives that denote either eventualities¹ or participants of eventualities. In
this paper, such derivatives are called EVENTUALITY-RELATED. The examples in
(1) and (2) illustrate that the base words denote eventualities which are, in both
examples, central for the meaning of the derivatives.

(1) Salary andbonus information for everyemployee. (COCA; seeDavies 2008;
BLOG, 2012)

1 The term ‘eventuality’ includes events, processes and states. For a fine-grained distinction of
the different types of eventualities see, for example, Bach (1986); VanValin&LaPolla (1997/2002).
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In (1), the derivative employee denotes a participant of the employing-eventuality
denoted by the base employ as an employee is a person who is employed by some-
one.

In (2), on the other hand, the derivative with the suffix -ment denotes the
whole eventuality denoted by the base to form the meaning of befoulment.

(2) Markham sets down the rules about park befoulment. (Plag et al. 2018:
474)

In general, eventuality-related nominalizations, as the examples in (1) and (2), de-
note either a (sub-)eventuality or a participant of an eventuality. The category of
eventuality-relatedness is a rather broad category as several more fine-grained
classes, which are to be found in the literature, such as, for example, participant,
result, or eventive readings, are merged together in this umbrella term (see Lieber
2017 for an overview of the several diverging classification systems for the seman-
tic categorization of nominalizations).

Research on nominalizations observed that such eventuality-related readings
arise systematically from eventualities denoted by the base (see, e.g., Bauer et al.
2013, 213, Plag et al. 2018; Kawaletz 2023). There is an implicit consensus that
suffixes which lead to eventuality-related readings prefer verbal bases because of
the strong association of verbs and eventuality semantics (see, e.g., Haspelmath
2001; Van Valin & LaPolla 1997/2002; Szabó 2015; Moltmann 2019 on the prefer-
ential concurrence of word classes and ontological categories). Due to this strong
link between verbs and eventualities, studies on eventuality-related nominaliza-
tions tend to focus on verbal bases (see, e.g., Grimshaw 1990; Alexiadou 2001;
Lieber 2016; Plag et al. 2018; for overview articles with the same bias, see Alexi-
adou 2010; Lieber 2017).

However, such a narrow focus on only one possible word class of the base
for a word-formation process is problematic. First, in English, the word class of
a base is oftentimes not unambiguously identifiable. Determining the directional-
ity of conversion poses a notoriously difficult problem for the identification of the
word class of a base (see, e.g., Balteiro 2007; Bram 2011, Plag 2018, 87, see also
Barbu Mititelu et al. 2023). Second, less ambiguous cases indicate that the ma-
jority of English word-formation processes operate on more than one word class
(see, e.g., Plag 1999, 2004, 2018, 87, Bauer et al. 2013, ch. 10). Several authors sug-
gest that it is the semantics of a word-formation process that determines potential
bases regarding semantic compatibility of word-formation process and base. Con-
versely, the word class of the typical base of a process should be understood as
an epiphenomenon of this word class’s typical semantics (in particular Plag 2004;
see also Barker 1998; Bauer et al. 2013). This also holds for nominalizations that
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produce eventuality-related readings on bases other than verbs. Some clearly de-
nominal examples are given in (3).

(3) a. ozonation, sedimentation
b. biographee, debtee

The problem which arises for a semantic account of the word-formation process
with eventuality-relatednominalizations is that nounsusually donot denote even-
tualities, in contrast to verbs (Haspelmath 2001;VanValin&LaPolla 1997/2002; Sz-
abó 2015; Moltmann 2019). Nevertheless, nominalizations based on non-deverbal
bases also produce eventuality-related readings. For example, the bases for the
derivatives in (3), like sediment, do not denote an eventuality, but the derivatives,
like sedimentation, do. To the author’s knowledge, to date there is no systematic
study on denominal nominalizations with eventuality-related readings available
(cf. Plag 2004). Since nominal bases, such as the noun biography, are not even-
tive, it remains unclear where the origin of the eventuality-related nature of the
derivative lies.

Different approaches to nominalization semantics might suggest different
solutions to the problems posed by examples such as those in (3). In syntac-
tic approaches, such as Alexiadou (2001) or Borer (2013), dedicated functional
projections are responsible for (sub-)eventive or participant readings. In lexical-
ist morpheme-based approaches, such as the framework of Lieber (2004; 2016),
affixes come with a semantic representation of their own, for example, with fea-
ture specifications such as +DYNAMIC to mark eventive semantics. In word-based
approaches, in contrast, affixes are not linguistic signs on their own, and it is
only (abstractions of) complex words that have meaning (as, e.g., in Booij 2010;
Koenig 1999). In this paper, a form of word-based morphology that has recently
been employed successfully in the analysis of the semantics of deverbal English
-ment-nominalization is followed (see Plag et al. 2018; Kawaletz 2023). In this
approach, the semantic contribution of the suffix is modeled as its potential to
induce referential shifts on the semantics of its base.

In this paper, I will extend Plag et al.’s (2018) and Kawaletz’s (2023) reference
shifting approach and show that denominal nominalizations are also dependent
on eventualities in their respective bases. The focus here lies on denominal nom-
inalizations with the suffix -ee. The examples in (4) illustrate further denominal
derivatives with the suffix -eementioned in the literature (Barker 1998, Plag 2004,
Mühleisen 2010).

(4) biographee, covenantee, festschriftee, mentee, tutee
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Previous research on eventuality-related nominalizations with the suffix -ee al-
ready illustrates that an eventuality in the base is essential to form the participant
reading of the derivative (Barker 1998, Plag 2004). This assumption of the neces-
sity of an eventuality in the base leads to the following question for the analysis
of the word-formation process with nominal bases:

How can the semantic representation of nominal bases be modeled to reveal the eventive
structures needed to induce the referential shift to create the meaning of the derivative?

In order to reveal the eventive structures in the nominal base, the semantic rep-
resentation of the base needs to be decomposed. frame semantics will be used to
model the semantic structures of the derivatives and bases. In particular, the ref-
erence shifting approach suggested by Plag et al. (2018) and Kawaletz (2023) will
be followed.

Some of the examples chosen in this papermight also have a verbal variant of
the base. A frequency criterionwas chosen to determine theword class of the base.
The nominal base forms of the chosen examples for this study are by far more fre-
quent than the verbal forms. This difference in frequency leads to the assumption
that the nominal form is more likely chosen as the base for the nominalization
than the verbal option (see, e.g., Plag 2018, ch. 3). Furthermore, new -ee forma-
tions are often based on -er formations (Bauer et al. 2013, ch. 23) which then may
pose the same problem, e.g., aggressor,mentor, executioner.

The next section of this paper discusses the theoretical background. Section 3
gives exemplary frame semantic analyses of eventuality-related nominalizations
with nominal bases and the suffix -ee for non-derived bases in 3.1 and paradig-
matically related cases in 3.2. Section 5 evaluates the findings of these analyses
and discusses implications for further work on eventuality-related, non-deverbal
nominalizations.

2 Theoretical background
2.1 Eventuality-related nominalizations

Eventualities are complex semantic entities of which participants, like AGENTS
and PATIENTS, are part of. Henceforth, the term ‘eventive elements’ will be used
to refer to participants, eventualities, sub-eventualities and eventualities in the
broader sense, including states. Theoretically, sub-eventualities, for example,
RESULT-STATES, can also be contained in the eventive structure of one eventuality.
For the creation of the meaning of an eventuality-related nominalization, either
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the eventuality or one of its participants from the semantic representation of the
base word is required. Table 1 illustrates possible derivatives based on the verb
employ.

Tab. 1: Derivatives based on the verb employ.

derivative eventive element

employer AGENT
employee PATIENT
employment EVENTUALITY

It can be observed that the nominalizations with the different nominalizing suf-
fixes, -er/-ee/-ment, refer to different eventive elements from the eventuality de-
noted by the base. The eventive elements are inherited from the semantic repre-
sentation of the base verb (Löbner 2013; Plag et al. 2018). The derivative with the
suffix -er denotes the AGENT, and the derivative with the suffix -ee denotes the PA-
TIENT of the employing-action.² The derivative with the suffix -ment, then, denotes
the whole eventuality.

As illustrated, the derivational process of eventuality-relatednominalizations
is straightforward with verbs, as verbs are eventive in nature. Verbs denote even-
tualities which can be decomposed into several eventive elements that are rele-
vant for the construal of the derivative’s semantics: The semantic representation
of the verb employ in Table 1 consists of an eventuality and its participants. The
word-formation process can refer to one of these eventive elements to create the
meaning of the derivative.

Turning to nominal bases, nouns are not always as straightforwardly eventive
as verbs. Especially nouns which denote concrete objects or artifacts seem not to
be eventive at all. Nonetheless, it is possible to take a noun like biography as the
base word for a nominalization to form the derivative biographee. The derivative
shifts the references from the book or its content to a person, the person whose
life is described. In order to achieve this change in meaning, a participant of an
eventuality which fulfills the requirements of the word-formation process with
the suffix -ee is needed. This referential shift is similar to the verbal process in the
example derivative employee which denotes the PATIENT of the employing-action.

2 An alternative analysis would say that an employee is someone who is in a state of being em-
ployed. A detailed analysis of employee is beyond the scope of this paper. I use this derivative
only for exemplification of my approach.
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Nevertheless, although the referential shift from the object biography to a par-
ticipant of an eventuality in the derivative biographee seems similar to the process
with verbal bases, it is unclear where the eventuality with the required partici-
pant comes from. Thus, the process does not seem to be as straightforward with
nominal bases compared to verbal bases. The problemhas beenmentioned rather
vaguely in the literature:

The verbal relation is implied by context or can be inferred from the nature of the non-verbal
base. [...] Such interpretations follow from the sort of activities that the base nouns could
conceivably be involved in. (Bauer et al. 2013: 233)

It remains unclear if andwhere an eventuality in a nominal base is inherent in the
semantic representation of the nominal base.

One approach that does incorporate eventualities in lexical entries in nouns
is Pustejovsky’s Generative Lexicon (1996, ch. 6; for different approaches on even-
tualities in nouns see, e.g., Larson 1998; Winter & Zwarts 2012). For example, for
the artifact noun biography, the approach by Pustejovsky would posit two eventu-
alities in the lexical entry. In one eventuality, the artifact came into being as a re-
sult of the writing of the book (AGENTIVE-QUALE). The second eventuality is what
Pustejovsky (1996, ch. 6) has labeled ‘qualia’ (more specific: TELIC-QUALE) and
other people have called ‘affordance’ (see, e.g., Löbner 2013, 315). Affordances
describe what artifacts are used for and they function as an integral part of the
meaning of the noun. The second eventuality would thus describe the presumed
usage of this book, that is, the reading of the book. Both eventualities relate to
the idea by Bauer et al. (2013) that the base noun could be involved in an activity.
The analysis by Pustejovsky does not go into detail about the eventive structures
itself. For the purpose of this study, the eventualities in the nominal base need to
be further decomposed as theword-formationwith a nominalizing suffix can refer
to a whole eventuality, an embedded sub-eventuality or a participant taking part
in the eventuality. Hence, further decomposition of the eventuality is needed to
identify the eventive element for the word-formation process. To achieve this nec-
essary degree of decomposition of eventive structures, frame semantics is used to
model the inherent structure of the nominal bases to clarify the referential shift
from base to derivative. This will be explained in the following section.

2.2 Semantic frames

The semantic frames used in this study are based on Barsalou’s (1992b, 1992a) the-
ory of cognitive frames. The general idea behind semantic frames is thatmeanings
are concepts, and that such concepts in human cognition are stored as ‘frames’
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(Petersen 2007, Löbner 2013, 2014, Gamerschlag et al. 2014). Research on dever-
bal nominalizations has shown that frame semantics is a useful tool to analyze
the semantic representation of a base word and its derivative in a unified format
(e.g., Kawaletz & Plag 2015, Plag et al. 2018, Kawaletz 2023).

The central building block of frames are attribute and value structures as
known from other frameworks (e.g., HPSG, Pollard & Sag 1994). Attributes de-
scribe a concept and each attribute then takes a specific value (Löbner 2013,
303). For example, the sentence John employed Paul describes an employing-
eventuality that is specified for the attributes AGENT with the value John and
PATIENT with the value Paul. The semantic representation of the verb employ can
be depicted in an attribute-value-matrix (AVM) as in Figure 1:

0

employing-action
agent 1 John
patient 2 Paul


ref= 0

.

1

Fig. 1: Exemplary AVM for the verb employ.

TheAVMdescribes an employing-action as the semantic representation of the verb
employ. The action is specified for two attributes, an AGENT and a PATIENT. These
two attributes are further specified with the values John and Paul. The numbers
in the AVM are indices which serve as labels for and reference to the elements in
the frame. The index 0 labels the employing-action, the index 1 labels the AGENT,
and the index 2 labels the PATIENT. Reference of the lexeme is specified by the
REFERENCE-attribute (REF). For the lexeme employ, reference is on thewhole event,
i.e., on node 0 . Frames are recursive, as a value can have further attributes which
then have further values (Löbner 2013, 307).

Moving on to the description of participant-denoting derivatives in semantic
frames, a shift of reference is necessary from the action itself to a specific par-
ticipant in the eventuality denoted by the base. This referential shift of the base
word to the derivative is indicated in the REFERENCE-attribute (REF) in the seman-
tic frame (Plag et al. 2018, Kawaletz 2023). Figure 2 depicts an AVM for the deriva-
tive employer.

In order to form the derivative employer from the base verb employ, the ref-
erence shifts from the employing-action indexed with 0 to the AGENT-attribute in-
dexed with 1 . Hence, the meaning of the derivative describes the AGENT of the
employing-action, John, and not the whole action of the verb employ. The deriva-
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0

employing-action
agent 1 John
patient 2 Paul


ref= 1

Fig. 2: Exemplary AVM for the derivative employer.

tive employee, on the other hand, would shift the reference of the base to the PA-
TIENT-attribute Paul indexed with 2 .

2.3 Restrictions on the suffix -ee

Before the formalization of the base and the derivative will be described in detail,
an explanation on what is already known about the restrictions for the suffix -ee
in general is needed. Phonetically, the suffix -ee is autostressed (e.g., Plag 2018,
89). Verbal bases are frequent and nominal bases are not uncommon for forma-
tions with the suffix -ee. Looking at the semantics, the meaning of a derivative
with the suffix -ee is rather clearly discernable. The denoted participant follows
three known restrictions. First, the derived noun denotes a sentient participant of
an eventuality. For example, the PATIENT in the employing-action (see, e.g., Table
1) is necessarily a sentient being. The sentience constraint is an important seman-
tic requirement for derivatives ending in the suffix -ee, but it can be violated in
domain-specific terminology (Barker 1998, 710).

Second, another known restriction for the word-formation process with the
suffix -ee is the necessity of an eventuality in the base. Barker (1998) calls this
constraint “episodic linking”:

The intuition behind episodic linking is very simple: the referent of a noun phrase headed
by an -eenounmust have participated in an event of the type corresponding to the stemverb.
For example, in order to qualify as a gazee it is necessary to participate in a certain role in
a gazing event. This requirement is a crucial part of explaining how the meaning of an -ee
noun can depend on the meaning of its stem without depending on the syntactic argument
structure associated with the stem. (Barker 1998, 711)

The necessity of episodic linking shows that eventualities and their participants
are indispensable for the creation of the meaning of the derivative with the suffix
-ee. More specifically, the derivative denotes a participant of the base’s eventu-
ality. Due to the other requirements of the word-formation process with -ee, not
all participants involved in the eventuality in the base word are possible candi-
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dates for the word-formation process. The same restrictions hold for denominal
-ee derivatives (Barker 1998, Plag 2004).

Third, the participant denoted by the suffix -ee is restricted by a lack of vo-
litionality. Hence, the participant which is described by the derivative must be
non-volitional. This lack of volitionality is usually defined as the lack of control
the -ee participant has over an eventuality. The lack of volitional control is not an
absolute property but rather up to a certain degree, in contrast to the sentience
requirement or the episodic linking (Barker 1998, 719). More precisely, a partici-
pant does not have to be completely non-volitional but rathermore non-volitional
than other possible targets for the suffix -ee. For instance, a PATIENT is less voli-
tional than an AGENT. As a consequence, exceptions to the volitionality constraint
can be found. For example, escapee denotes the AGENT of the escaping-action.
This violation is possible for -ee derivatives with bases that are either intransitive
verbs or verbs that can be interpreted as having a non-volitional subject partici-
pant (Barker 1998, 719f.). For new formations with the suffix -ee, the volitionality
constraint is expected to be satisfied.

As mentioned previously, nominalizations with the suffix -ee are attested for
nominal bases. The list in (5) illustrates some -ee nominalizations with a nominal
base. Note that this list is not exhaustive.

(5) Non-deverbal -ee derivatives (Barker 1998, Plag 2004, Mühleisen 2010)

aggressee
biographee
debtee
laryngectomee
mentee
patentee
return adressee

asylee
blind datee
executionee
letteree
moneylendee
philanthropee
tutee

bargee
covenantee
festschriftee
malefactee
optionee
politicee
wardee

benefactee
custodee
inquisitee

Summarizing, previous research has established three restrictions for nominal-
izations with the suffix -ee, which hold for all kinds of bases (Barker 1998, Plag
2004):
– themeaning of the derivative is a participant involved in an eventuality in the

base word
– the participant must be sentient (sentience requirement)
– the participant lacks volitional control with some exceptions, for example,

intransitive verbs (non-volitionality constraint)
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This paper focuses on two types of denominal nominalizations. First, the denom-
inal derivatives debtee, biographee and covenantee will be analyzed to illustrate
the word-formation process with non-derived bases in section 3.1.

Second, section 3.2 illustrates the word-formation process with bases that ap-
pear to be derived, like tutor or mentor. These bases look as if they are already
derived with the suffix -or/-er. However, they are loan words either from French
or Latin. The suffix -ee replaces the suffix -er/-or to refer to a different participant
from the eventuality given by the loan word.

3 Frame formalization
In Figure 3, a frame representation of the derivational process with the suffix -ee
is shown. It includes the constraints given by Barker (1998)(see section 2.3). The
frame illustrates which elements are needed in the semantic representation of the
base to successfully form a nominalization with the suffix -ee. Part of this descrip-
tive generalization is an eventuality in the base. This eventuality then includes a
participant which, in turn, is referred to by the derivative.



lexeme
phon x-ee
cat n

m-base



lexeme
phon x
cat n

sem 0



...

...


eventuality

participant 1


entity
sentience 2 yes
volitionality 3 no






ref 6= 1


ref= 1



3

Fig. 3: Generalized derivational process for denominal -ee nominalizations.
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The type lexeme at the top of the frame stands for the derivative and base under
investigation. This derivative has the phonological form³ (PHON) of the base x and
the suffix -ee. The derivative has the syntactic category noun (CATN). The attribute
M-BASE describes the morphological base of the derivative. The base is also a lex-
eme which has a phonological representation (PHON) and is also a noun (CAT N)
indicating that we are dealing with a denominal derivative.

Additionally, the base contains a semantic attribute (SEM) which illustrates
the semantics of the base. In order to successfully derive an -ee nominalization,
the semantic representation of the base needs to contain an eventuality. Impor-
tantly, the base word does not have to consist of this eventuality directly in the
node indexed with 0 , but the eventuality can bemore deeply embedded in the se-
mantic representation of the base word. This potential embedding is represented
by the three dots (...) in SEM 0 which serve as placeholders for a potentially dif-
ferent semantic type of the base. Moreover, this eventuality in the base needs to
have one PARTICIPANT such as the one indexed with 1 . The PARTICIPANT is an en-
titywhich has to be sentient and non-volitional. The SENTIENCE-attribute indexed
with 2 has the value yes for indicating that the entity is sentient. The VOLITIONAL-
ITY-attribute indexed with 3 has the value no, thus indicating that the entity de-
scribed is non-volitional. The PARTICIPANT indexed with 1 meets the restrictions
of the suffix -ee described in section 2.3 and is hence required for the referential
shift to create the meaning of the -ee nominalization.

At the bottom of the representation of the base and the derivative, the poten-
tial referents of the lexemes are indicated by a REFERENCE-attribute (REF) for each
lexeme. The reference of the base word is not fixed in the rule with the excep-
tion that it cannot refer to the PARTICIPANT indexed with 1 . The reference of the
derivative, however, is the node indexed with 1 , as the reference shifts towards
the PARTICIPANT.

The frame in Figure 3 is the template for the frame representations of the in-
dividual words in the remainder of this section. The analysis will show that the
derivational process is not always as straightforward as assumed in the general-
ized frame.

For the semantic decomposition of the individual bases, the definitions of
the base words in the Oxford English Dictionary Online (OED 2021) were used as
a starting point. This source was chosen as it is based on solid empirical evidence
(i.e., actual attestations). The entries are accessible for verification and provide

3 The phonological form given in Figure 3 is only short-hand for a more complex representation
that would have to include, for instance, the necessary adjustments in stress. As this paper fo-
cuses on semantics, the phonology of -ee derivatives is not described in detail (see, e.g., Bauer
et al. 2013, 227).
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paraphrases detailed enough to derive semantic descriptions from. The usage of
derivatives is illustrated with attestations from the Corpus of Contemporary Amer-
ican English (COCA, Davies 2008) and the British National Corpus (BNC, Davies
2004).

3.1 -ee nominalizations with non-derived bases

3.1.1 debtee

The first derivative under investigation is debtee. Its base word is the noun debt. A
debtee denotes a person as illustrated in (6):

(6) The “debtee” is an old word for the creditor or payee. (BNC; see Davies
2004; ACAD, 1992)

As indicated in the definition in (6), the debtee has an eventuality-related inter-
pretation as it denotes an entity to whom themoney is owed. This eventuality sug-
gests a potential paying-eventuality. More precisely, the debtee can be construed
as the recipient in a future money transfer eventuality. Since debtee denotes a
participant in an eventuality, the assumption is that the eventuality to induce
the referential shift of the derivative is in the semantic representation of the base
word debt. This assumption leads to the question where the eventuality and the
required participant for the word-formation process with -ee is to be found in the
nominal base. The paraphrases in the OED (2021) already provide a clue for the
eventuality in the semantic representation of the base word debt:
1. That which is owed or due: a sum of money or a material thing; a thing imma-

terial.
2. A liability or obligation to pay or render something; the condition of being

under such obligation.

In the second definition, debt is defined as an obligation. Semantically, obliga-
tions can be analyzed as states, i.e., non-dynamic eventualities with at least one
participant. I will refer to this eventuality as an obligation-state. This link leads to
the representation of base and derivative in the frame in Figure 4. The derivative
has a phonological representation (PHON) and the syntactic category noun (CAT
N). The base (M-BASE) debt is also a noun.

The semantics of the base (SEM) is depicted as a so-called multi-AVM and
consists of two frames with different source nodes, indexed with 1 and 2 . Both
AVMs illustrate states, an obligation-state ( 1 ) and an expectation-state ( 2 ). First,
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

lexeme
phon dEt"i:

cat n

m-base



lexeme
phon dEt

cat n

sem 0

〈
1



obligation-state
bearer 3

to-do 4


paying-action
agent 3

recipient 5

theme 6




, 2

expectation-state
bearer 5

expectation 4

〉

ref= 0


ref= 5 - 2



4

Fig. 4: Representation of the lexeme debtee.

the obligation-state has two attributes; a BEARER⁴ of the state, indexed with 3 ,
and an attribute TO-DO, indexed with 4 . The attribute TO-DO specifies what the
BEARER has to do in order to fulfill their obligation. The TO-DO attribute has the
value paying-action, which is a sub-eventuality in the semantic representation of
the base debt. This paying-action has at least three attributes; an AGENT indexed
with 3 , a RECIPIENT indexed with 5 and a THEME indexed with 6 . The indices
indicate that the BEARER of the obligation-state is the same person as the AGENT
of the paying-action indicated by 3 . The BEARER in the obligation-state is the one
who has to pay.

The second state in the base is an expectation-state which describes the cir-
cumstance that the paying-action ( 4 ) has not been finished. The debtee expects to
get their money back. The expectation-state has at least two attributes, a BEARER
indexed with 5 and an EXPECTATION indexed with 4 . Note that the BEARER of the
expectation-state is co-indexed with the RECIPIENT of the paying-action ( 5 ) and
the EXPECTATION is co-indexed with the whole paying-action ( 4 ).

Movingon to theprocess of derivation, thequestionofhow theword-formation
process with -ee knows which node to pick as the reference node (REF) arises. The

4 The label BEARER is only one option to name the participant in a state. Different notations for
the participant in a state are known (see, e.g., Van Valin & LaPolla 1997/2002). The label of the
participant does not play a crucial role for the analysis provided in this paper, as long as this
participant role fulfills the sentience and volitionality restrictions of -ee in pertinent cases.
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restrictions for nominalizations with the suffix -ee state that the referent has to
be sentient and non-volitional (see section 2.3). In the semantic representation
of the base debt, two possible targets for the shift of reference are present, the
BEARER of the obligation-state and the BEARER of the expectation-state, as BEAR-
ERS are sentient and non-volitional. The participant indexed with 3 is not only
a BEARER of the obligation-state but also an AGENT in the embedded eventual-
ity, the paying-action. Hence, the participant in 3 is not only a non-volitional
participant as a BEARER in the obligation-state but also a volitional participant,
an AGENT in the paying-action. The BEARER of the expectation-sate, on the other
hand, is co-indexed with the RECIPIENT of the paying-action. As the BEARER of
the obligation-state is co-indexed with the AGENT of the paying-action, it is more
likely for the derivative to refer to the BEARER of the expectation-sate. The entity
indexed with 5 is only represented as a non-volitional participant. According to
the volitionality constraint, the more non-volitional participant is chosen as a
referent for the word-formation process if two possible targets exist. Hence, 5 is
the reference node for the interpretation of debtee. Note that the derivative does
refer to the element indexed with 5 in the expectation-state 2 as the payment of
the paying-action has not been completed.

The frame for debtee illustrates that nominal bases can be eventive them-
selves. Accordingly, an eventuality can exist in the semantic representation of a
nominal base. The eventuality and its participants provide possible targets for the
word-formation process.

3.1.2 biographee

As shown in 3.1.1, the derivational process of -ee derivatives with nominal bases
can be rather straightforward in the case of eventive bases. However, what hap-
pens if a base is not clearly eventive? This will be illustrated by the derivative bi-
ographee. The examples in (7) illustrate the use of this derivative:

(7) a. [...] version of the Petraeus biography, whose biographer is admitted
to have lain with the biographee in the Biblical sense. (COCA, BLOG,
2012)

b. [...] whonoted that ‘politicians are happiestwhen talking, at theirmost
miserable when making up their minds.’ His biographee would dis-
sent (BNC, MAG, 1985-1994)

The base for the derivative is the noun biography. The base noun is not clearly
eventive as it denotes, among other things, an object. As Pustejovsky (1996, ch. 8)



Eventualities and denominal -ee nominalizations | 51

already pointed out, artifacts, like books, also serve as objectswhich contain infor-
mation. Such objectswhich can be of two different types are so called ‘dot-objects’.
Books, for example, can be described as physical objects and as containing infor-
mation at the same time. This also applies to the specific type of book, biography,
which is not only a concrete object but also a thing that contains information. This
information concerns the life of a person and the derivative biographee denotes
this person. The referential target of the suffix -ee is the person about whose life
a book is written.

Moreover, a biography has to come into being and it is used for a specific pur-
pose. These two processes are eventualities that are part of the semantic represen-
tation of the base word biography. These different aspects of the meaning of the
base biography and the derivative biographee are represented in Figure 5.

The semantic representation of the base biography is more intricate than that
of debtee. The base noun biography is labeled as a text in the semantic representa-
tion as the frame for the base illustrates biography as an information object. This
text has the attributes PRODUCTION indexed with 1 , AFFORDANCE indexed with
2 , and TOPIC indexed with 4 . The structure in the base is based on Pustejovsky
(1996, ch. 6). This illustration of the base shows which elements can be assumed
in a nominal base in general. A look at the properties of the participants in these
eventualities will show which of them are compatible with the suffix -ee. The
PRODUCTION-attribute is analogous to the AGENTIVE-QUALE in Pustejovsky, and
the AFFORDANCE-attribute is analogous to the TELIC-QUALE in Pustejovsky. Hence,
a biography is a text about something (TOPIC) which is produced by someone
(PRODUCTION/AGENTIVE) for a special purpose (AFFORDANCE/TELIC).

The PRODUCTION-attribute and the AFFORDANCE-attribute have eventuali-
ties as their value. The PRODUCTION is a writing-action and the AFFORDANCE is
a reading-action. Both eventualities contain an AGENT; in the writing-action the
agent is the writer of the text and in the reading-action the agent is the reader
of the text. The two AGENT-attributes refer to different persons and are therefore
given different index-numbers ( 3 , 5 ).⁵ In contrast, the THEME-attributes (indexed
with 0 ) represented in both eventualities refer to the same entity, namely the text
itself, which is the referent of biography. This THEME contains the TOPIC-attribute
indexed with 4 .

5 The frame-format does not prohibit co-indexation of these two elements. The writer can read
their own work as well. The non-co-indexed version is probably the more natural one.
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Fig. 5: Representation of the lexeme biographee.

Finally, in order to account for the specific genre of text instantiated by biography,
the topic-attribute is typed life. In turn, the type life has a POSSESSOR,⁶ indexed
with 6 , which is a person.

The REFERENCE-attribute is specified for an element with the required seman-
tics to form the meaning of the derivative biographee. The reference is on the ele-
ment indexed with 6 , the POSSESSOR. Of the seven different nodes in this frame,
only this one adheres to the restrictions posed by -ee. All other nodes are either
volitional (AGENT: 3 , 5 ) or non-sentient (THEME 0 , PRODUCTION 1 , AFFORDANCE
2 , TOPIC 4 ). Thus, the aforementioned restrictions on derivatives with the suffix

6 The label POSSESOR is only one option to name the participant in 4 . Other analyses for this
participant might be available. The label of the participant does not play a crucial role for the
analysis provided in this paper.
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-ee successfully narrow down which part of the base’s semantic structure can be
used as reference for the derivative.

3.1.3 covenantee

The next derivative analyzed in this paper is covenantee as in example (8). The
base is the noun covenant.

(8) a. It was argued on behalf of the respondents that the doctrine applied
to a covenant which was imposed for the benefit of the trade of the
covenantee and which either forbids the covenantor to carry on his
trade or restricts the way in which he may carry it on. (BNC, ACAD,
1991)

b. However, even if the covenantee would not have entered the agree-
ment without the covenant, the contract may not be invalidated as a
whole [...]. (BNC, ACAD, 1991)

According to the definition from the OED, a covenant is “a mutual agreement be-
tween two ormore persons to do or refrain fromdoing certain acts”. The derivative
covenantee denotes a person who is under an obligation to fulfill such an agree-
ment, regardless of whether the agreement authorizes or prohibits something. In-
terestingly, covenantee can refer to two entities, namely to both parties that are in-
volved in the covenant. This is opposed to debtee and biographee, for which only
one possible referent can be identified. Figure 6 illustrates the frame for covenan-
tee.

Focusing on the representation of the base, a covenant is a different type of
obligation than the one in the base debt described above (see section 3.1.1). The
obligations denoted by a covenant aremutual-obligations and expectations. These
mutual-obligations and expectations are analyzed as a state in 4 , which is a sub-
eventuality that results from a causation-eventuality. The causation-eventuality
consists of a CAUSE,which is an agreeing-action and a RESULT-STATE. The agreeing-
action has at least two attributes, an AGENT indexed with 2 , a CO-AGENT indexed
with 3 . Two agents are realized as the agreement on the covenant as the RESULT-
STATE ismadeby twoparties. Theseparties canbeonequal level as assumed in the
frame notation. The RESULT-STATE has at least two attributes, a BEARER indexed
with 2 , and a CO-BEARER indexed with 1 . The two BEARERS are co-indexed with
the two AGENTS in the agreeing-action.

In this representation, two possible targets for the suffix -ee are available
as two non-volitional sentient beings are represented in the RESULT-STATE of
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Fig. 6: Representation of the lexeme covenantee.

the base, the BEARER 3 and the CO-BEARER 2 . The REFERENCE-attribute (REF)
shows that the meaning of the derivative covenantee can either be on the element
indexed with 2 or 3 in the RESULT-STATE 4 ( 2 - 4 , 3 - 4 ). Interestingly, both par-
ticipants are symmetric in the frame representation as both occur as AGENTS in
the CAUSE and as BEARERS in the RESULT-STATE. It is not possible to tell apart
which participant an -ee form refers to because they behave identically in all sub-
eventualities. Thus, two possible referents in their non-volitional reading in the
sub-eventuality 4 are the expected result.

3.2 -ee nominalizations with -er/-or bases

The data on denominal -ee derivatives show an interesting subset with -er/-or
forms as their bases. For example, the derivative tutee is most likely constructed
on the noun tutor. According to Bauer et al. (2013, 524) these nouns are paradig-
matically related to each other. This relation arises when the new word has
the same base but a different suffix. This is especially interesting as the data
show that many -ee derivatives come into being not by suffixation to a base
(i.e., a syntagmatic process), but by a paradigmatic process (see also Bonami &
Guzmán Naranjo 2023). The analysis proposed here will show that the process
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operates on the same eventualities. Hence, the paradigmatic process is shown by
the switch of the reference from one participant to another in the same eventu-
ality. Some of the bases in this subset appear to be derived but are non-derived.
For example, according to the OED, the word tutor was loaned from French or
Spanish as a complex word and not derived within the morphological system of
English. Nonetheless, it is possible to form tutee parallel to tutor by changing
the apparent suffix although the -or form is non-derived. The semantic represen-
tation of the -er/-or bases and the reference shifts to a different participant are
more straightforward due to the fact that the eventuality is already given by the
respective -er/-or forms and is therefore more readily available.

The example illustrated in detail in this paper is the -ee derivative tutee as in
(9):

(9) ‘I used to have a tutee who lived there.’ she told Guido. ‘A tutee.’ Guido
laughed at that. ‘Little miss schoolmistress.’ (BNC, FIC, 1993)

The derivative is based on the noun tutor. The noun tutor is sufficiently more fre-
quent than the verb to assume that the noun serves as the base. The word tutor
occurs as a loan word around 1500⁷ and tutee in the 1920’s (OED). The verb tu-
tor occurred in 1590. However, the meaning of the verb is definitely based on the
eventuality given by tutorN. Due to the fact that the verb is built on the eventuality
denoted by the loan word and the immensely higher frequency of the noun, the
assumption of a paradigmatic relation between the two nouns, tutor and tutee,
is straightforward. Additionally, this relation is visible due to the change of the
alleged suffix. Figure 7 illustrates the frame for tutee.
The teaching-action⁸ is directly accessible from tutor. The reference of tutor is on
the element indexedwith 1 as tutor denotes the AGENT of the teaching-action. The
derivative tutee, on the other hand, has a different REFERENCE-attribute which
points to a different entity, namely the PATIENT of the teaching-action indexed
with 2 . The two lexemes refer to different participants in the same eventuality to
create the meanings of tutor and tutee.

A second example of an -ee derivative with a pseudo-derived base is the
derivativementee in (10):

7 It occurred even earlier in nowadays obsolete contexts.
8 The special interaction of student and tutor is probably not entirely described with the label
teaching-action as this relation may contain more than teaching. However, for the illustration of
the derivational process, the label is sufficient.
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Fig. 7: Representation of the lexeme tutee.

(10) One corporate lawyer scratched his tradition of grabbing Christmas drinks
with a femalementee, and opted for the safer alternative of lunch. (COCA,
NEWS, 2018)

The derivative mentee denotes the person who is supervised. The related word
mentor is, as well as tutor, a loan word from French. The noun mentor is suffi-
ciently more frequent than the verb which leads to the assumption that the noun
serves as the base. The first attestation of mentorN in the OED is from 1750 and
mentee occurs in 1965. The verbmentor occurred in 1918 and is based on the even-
tuality given by mentorN. The paradigmatic relation between the two nouns is
straightforwardly visible due to the change of the alleged suffix and the operation
on the same eventuality.

The semantic representation ofmentee, then, looks similar to the one of tutee.
The specification of the eventuality is changed into a supervising-action. Mentor
denotes the AGENT andmentee the PATIENT. Both forms operate on the same even-
tuality but target a different participant of this eventuality (supervising-action).
Thus, the word-formation process with the suffix -eeworks similarly for the bases
in section 3.1 and -er/-or bases as a non-volitional and sentient participant is re-
ferred to.
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3.3 Formalization of the semantic restrictions on -ee
formations

The restrictions for the suffix -ee described in section 2.3 are that the derivational
process with the suffix -ee requires a participant which has to be sentient and
non-volitional. These restrictions also underlie all of the examples formalized in
sections 3.1 and 3.2 and can be regarded as the basis of the regular semantics of -ee
nominalizations. However, exceptions to the non-volitionality constraint can be
found in the literature on -ee for deverbal and denominal nominalizations. More
precisely, Barker (1998) pointed out that some derivatives with -ee can also re-
fer to volitional entities. One example is escapee which, just as the also existing
derivative escaper, denotes the AGENT of the escaping-action from the verb escape.
According toBarker (1998), this is possible for -eederivativeswith bases that are ei-
ther intransitive verbs, or verbs that can be interpreted as having a non-volitional
subject participant, like stand, for example. The data on denominal derivatives
(Barker 1998, Plag 2004,Mühleisen 2010) also shows -ee derivativeswhich denote
AGENTS, for example, bargee in example (11).

(11) ‘I’m a bargee, owner-operator, that’s my ship down there,’ she said, point-
ing down the side of the quay. (BNC, FIC, 1985-1994)

Divergent semantic classes of a word-formation process can be captured in inheri-
tancehierarchies (Riehemann 1998, Koenig 1999, Booij 2010, Bonami&Crysmann
2016, Plag et al. 2018). Figure 8 shows such an inheritance hierarchy for denomi-
nal nominalizations derived by the suffix -ee. The abbreviation n-n-lfr stands for
noun-to-noun lexeme formation rule and indicates that the categories under this
node describe denominal nominalizations. The hierarchy severs the phonological
component (PHON) of the word-formation process from different semantic (SEM)
categories.

On the left side of the inheritance hierarchy, the phonological realization
(PHON) of the derivative is described. The phonology of the base is modified by
adjusting the phonological form according to the information of the suffix, in
this case the suffix -ee. On the right side, the semantic specification of a lexeme-
formation rule is illustrated. The left node describes the regular semantics inves-
tigated in this paper. In order to derive the regular semantics, a non-volitional-
participant-noun, the base (M-BASE) must provide but not necessarily denote an
eventuality with a participant which is non-volitional and sentient (PARTICIPANT).
This constraint is describedby the reference (REF)which is on the element indexed
with 𝑥 . The individual derivatives discussed in this paper have their reference on
a participant which meets the constraints given in the regular semantics node in
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Fig. 8: Inheritance hierarchy of lexical rules for -ee including regular semantics and volitional
exceptions.

the inheritance hierarchy. The derivatives discussed in sections 3.1 and 3.2, e.g., bi-
ographee and tutee, connect the phonological component of the word-formation
process with its regular semantics. These forms are listed below each other.

The right semantic node illustrates the semantic make-up of the exceptions.
The participant which is referred to by the -ee derivative is sentient and volitional
which leads to a volitional-participant-reading as in bargee.

4 Discussion and outlook
The aim of this study was to investigate denominal nominalizations with the suf-
fix -ee. The research questions asked whether it is possible to find an eventuality
in the nominal base and how the assumed referential shift induced by the word-
formation process can be explained and modeled. A word-formation process can
attach to several different word classes (e.g., Plag 2004). However, eventuality-
related word-formation processes clearly prefer verbal bases. In turn, this prefer-
ence is grounded in the fact that verbs denote eventualities themselves. Nouns, on
the other hand, usually denote things or participants in eventualities (see, e.g.,
Haspelmath 2001; Van Valin & LaPolla 1997/2002; Szabó 2015; Moltmann 2019).
Moreover, conversion in English makes it in many cases impossible to decide un-
ambiguously to which word class the base belongs. However, for the semantic
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approach in this paper, the word class of the base is not of paramount impor-
tance. The analysis of denominal derivatives with -ee demonstrates that nouns
can, as well as verbs, provide the eventive elements that are required for the word-
formation process. In contrast to verbs, deeper decomposition of the semantics of
nounsmight be necessary to reveal the required eventive elements. Consequently,
the word class of a base does not have a central role for eventuality-related nomi-
nalizations. Rather, the semantics provided by the baseword is crucial. Assuming
that the semantics are central forword-formationprocesses in general, everyword
that has the eventive elements for the process in its semantic representation can
serve as potential base, regardless of its word class. The word-formation process
can then shift reference to an eventive element in the eventuality in the semantic
representation of such a base.

The approach applied in this paper is one of semantic decomposition and ref-
erence shifting and thus similar to the approach by Plag et al. (2018) and Kawaletz
(2023) for deverbal nominalizationswith the suffix -ment. This approach allows us
to decompose the base into its semantics which consists of eventive elements like
(sub-)eventualities andparticipants. In some cases, the eventive elements that are
used for the nominalization process are deeply embedded in the semantic struc-
ture. Applying the analysis to denominal derivatives and their base words in this
paper demonstrates that seemingly non-eventive nouns like biography have even-
tualities embedded in their semantic representation. The REFERENCE attribute al-
lows for the inclusion of the reference of base and derivative in one frame. The
approach used in this paper is a non-coercive approach. Coercion of eventive ele-
ments is not needed, as such elements have been shown to already be provided
by the respective bases. Thus, the analyses presented in this paper are in line with
frameworks that assumeembeddedeventualities in the semantics of non-eventive
nouns (see, e.g., Pustejovsky 1996, ch. 6).

As a consequence of the exceptions to the volitionality constraint for suffix-
ation with -ee, the inheritance hierarchy in section 3.3 does not only depict the
regular semantics for derivatives with the suffix -ee but also the possibility of such
derivatives to refer to volitional participants. The restrictions that a volitional par-
ticipant can only be the target for a nominalization with the suffix -ee if no non-
volitional participant is present in the semantic representation of the base word
needs systematic testing. For bases lacking a non-volitional participant in their
semantic representation, affix competition between -ee and -ermight be involved
in the process of -ee referring to a volitional participant as well. Similar problems
of mismatches between eventuality-denoting derivatives and their nominal bases
arise with other suffixes like -age, -ance, -ation, -er, -ment, -ure (Plag 2004, 2018,
ch. 4). The approach proposed in this paper can potentially be used for the analy-
sis of other nominalizations as well.
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The meaning of zero nouns and zero verbs

Abstract:We carry out a large-scale study of noun-verb zero derivation pairs in En-
glish in order to identify possible semantic contrasts between the two derivational
directions: V-to-N (zero nouns) and N-to-V (zero verbs). We compile a dataset of
4,879 N-V word sense pairs from the Princeton WordNet, which are annotated
for noun and verb semantic classes and are assigned a morphosemantic rela-
tion. These sense pairs are labelled with a derivational direction from the Oxford
English Dictionary. This makes it possible to investigate, on the one hand, the
morphosemantic relations and, on the other hand, the noun and verb semantic
classes that typically associate with each direction of zero derivationwith the aim
of offering a better understanding of the semantics involved in thismorphological
process.

Keywords: zero derivation, lexical semantics, derivational direction

1 Introduction
In this paper we are concerned with zero-derived noun-verb pairs in English as in
(1), whichwe call zero formations, given the null marking of the categorial change
undergone by the base.

(1) a. to climb > the climb (Zero nouns: V-to-N direction)
b. the bottle > to bottle (Zero verbs: N-to-V direction)

The choice of terminology depends on the theoretical view that linguists take on
formations as in (1). While some consider these to instantiate a subtype of deriva-
tionwhich lacksmorphological marking and call this process zero derivation, oth-
ers consider them as representative of an independent word formation process
which they call conversion to keep it separate from derivation (Valera 2014).

The goal of our study is to determine possible semantic differences between
zero formations as in (1) depending on the direction in which they are built: i.e.,
from V to N as in (1-a) or from N to V as in (1-b). We work with a dataset of 4,879
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N-V word sense pairs extracted from the Princeton WordNet standoff file contain-
ing pairs of morphosemantically related noun and verb senses (Fellbaum 1998;
Fellbaum et al. 2009). For these pairs, we use the derivational direction provided
by the Oxford English Dictionary (OED) (see §3.3) as a fixed predictor variable that
will inform us on direction-specific semantic properties of zero formations. We in-
vestigate the semantic differences between zero nouns and zero verbs in terms of
the semantic classes (or ‘primes’) of nouns (such as noun.artifact, noun.act, etc.)
and verbs (verb.change, verb.motion, etc.) postulated by Miller et al. (1990) and
the 14 morphosemantic relations (such as Event, Agent, Result) assigned to the
N-V pairs in Fellbaum et al. (2009) (see §3.1). We undertake: (i) to seek whether
such a large-scale studymay reveal semantic properties typical of zero nouns and
zero verbs and (ii) to check how our findings fare in relation to previous literature
on the apparent differences between the two formations.

We address the following research questions:
1. Do the individual morphosemantic relations particularly associate with one

derivational direction or the other? That is, do we find relations that primarily
involve zero nouns or zero verbs?

2. Do the noun/verb semantic classes (or combinations thereof) particularly as-
sociate with either of the two directions in our dataset?

3. What do the apparent tendencies tell us about the semantics of zero nouns
and zero verbs in view of previous theoretical studies?

A positive answer to the first two questions would allow an improvement of the
current understanding of nouns and verbs as the output of zero derivation and,
implicitly, of this morphological process so hotly debated in the linguistic litera-
ture. A qualitative (and quantitative) advantage of our approach is that it relies
on a dataset compiled from large-scale resources available independently of our
study, namely, the Princeton WordNet and the OED.

A close inspection of the morphosemantic relations and of the semantic
classes (‘primes’) in our dataset allows us to identify some general semantic ten-
dencies with respect to the derivational direction. On the one hand, we find that
the morphosemantic relation Event favours zero nouns, relations such as Agent,
Instrument, Location and others favour zero verbs, while relations such as State
and Property are balanced between zero nouns and zero verbs. On the other hand,
themajority of zeronouns instantiate the relationEvent,while zero verbs aremore
evenly distributed between several such relations, indicating a more restricted
pool of interpretations for zero nouns than for zero verbs. Moreover, within most
relations, zero verbs exhibit more semantic classes than their base nouns, while
zero nouns mostly show fewer or a similar number of semantic classes as their
base verbs. This indicates that zero verbs expand the semantic range introduced
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by the base, while zero nouns reduce it, pointing to a clear contrast between the
two formations which also resonates with previous observations in the literature
that we describe in Section §2.

We start with the theoretical background on zero nouns and zero verbs in
Section §2. In Section §3 we present the lexical resources we used as well as the
methodology for compiling our dataset of 4,879 zero-derivedN-Vword sense pairs
and their analysis. Section §3.2 summarises our results, which we interpret in Sec-
tion §5 in relation to our research questions and the previous literature. In Section
§7 we conclude on our findings.

2 Theoretical background
In this sectionwebriefly summarise theprevious literature on zeronouns and zero
verbs as a background against which we can evaluate our empirical findings. To
our knowledge, the theoretical literature has not directly compared the two direc-
tions so far. However, an overview of the independent studies dedicated to each of
the two formations, whichwe present in §2.1 and §2.2, suggests a contrast between
the two derivational directions to the extent that zero nouns behave as expected
of overt derivations by systematically restricting the semantics of the base, while
zero verbs do not conform to this expectation. This contrast is confirmed by the
computational study in Kisselew et al. (2016), which we summarise in §2.3.

2.1 Zero nouns in theoretical literature

Over the past few decades zero nouns have not received much attention in the lit-
erature, but they used to be more thoroughly investigated especially in the late
1960s (Kastovsky 1968; Marchand 1969; Irmer 1972). Marchand (1969) and Irmer
(1972) analyse zero nouns as nominalisations by means of a zero suffix, and es-
pecially their semantics is described along the same patterns found with suffixed
nominalisations: as action- and participant-denoting (see Plag et al. 2023) for a
case study on the polysemy of -ment nominalisations).

Cetnarowska (1993) closely investigates the morphosyntactic and semantic
behaviour of zero nouns and argues that they behave like deverbal nominalisa-
tions by means of suffixes such as -ing, -ation, -ment, -al, -ance. She argues that,
like suffixed nominalisations, they are primarily action-denoting (e.g. a jump, a
pull), while participant readings may appear more frequently than for suffixed
nominals, but correspond to the samegeneral patterns justified bymeaning shifts:
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result entities (e.g. a cut, a rip; cf. a building, an establishment), affected objects
(e.g. a find, a catch; cf. a borrowing, an inheritance), and causers (e.g. a bother; cf.
a distraction, an embarrassment, a reminder). For agents and instruments, zero
nouns are in competition with the -er suffix (see a guide / a guider, a sweep / a
sweeper), but typical action nounsmay also form collective agents such as admin-
istration. For recent studies on affix competition in deverbal nominalisations see
Plag et al. (2023) for English and Huyghe et al. (2023) for French.

Lieber (2016) also shows that zero nouns present semantic and morphosyn-
tactic behaviour similar to that of suffixed nominals. Lieber (2016, 112) relies on
her previous analysis of conversion as a conceptual process of lexical coinage, in
whichwords are relistedwith a different category (Lieber 1992). From this perspec-
tive, Lieber does not make any predictions about possible differences between
zero nouns and zero verbs, even though she assumes directionality. However,
she highlights important semantic parallelisms between zero nouns and suffixed
nominalisations: see her parallel skeletons for zero and suffixed nominals (Lieber
2016, 111) and also her paper in this volume (Lieber 2023). Thus, Lieber’s con-
clusions on zero nouns partially support their behaviour like overt derivations in
relation to the base verbs.

This theoretical discussion indicates that zero nouns display substantial sim-
ilarities to nominalisations derived with overt suffixes, as their semantics relies
on systematic patterns defined in relation to their base verbs similar to those of
suffixed nominals. Borer (2013, ch. 7) partially argues against such a similarity,
although she does not address the polysemy of zero and suffixed nominals as
Cetnarowska (1993) and Lieber (2016) do. Borer discusses argument structure,
which she claims zero nouns fail to inherit from their base verbs, in contrast to
suffixed nominals. However, her arguments have been seriously challenged by
Lieber (2016) and Iordăchioaia (2020).

2.2 Zero verbs in theoretical literature

Zero verbs have been more at the centre of theoretical research. Clark & Clark
(1979) insightfully show how spontaneous and productive denominal zero verb
formation is and how these verbsmay acquire awhole array of context-dependent
and pragmatically-motivated meanings, which could not be predicted from the
meaning of the base noun alone (see He wristed the ball over the net, stated by a
tennis commentator). This finding cannot be accounted for by a directional deriva-
tional approach,whichmakes the centre of Lieber’s (1981; 1992) proposal that zero
verbs cannot be the output of a zero derivation process but must be a case of lex-
ical coinage and relisting. Kiparsky (1982) and Hale & Keyser (2002) attempt to
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identify regular patterns in the behaviour of zero verbs depending on the mean-
ings of their base nouns. Kiparsky argues that some zero verbs incorporate the
meanings of their base nouns as arguments in their event structure, while others
do not. He distinguishes between instrumental verbs like to hammer and to tape
as to whether they allow an adjunct PP that introduces an instrument different
from that expressed by their base nouns, as in (2):

(2) a. Lola hammered the metal (with her shoe).
b. Lola taped pictures to the wall (*with pushpins).

From (2) Kiparsky concludes thathammer-type verbs are not derived from thebase
nouns, and their meanings are not tied to these, given that other instruments are
possible in (2-a). Tape verbs, however, must be derived from their base nouns,
since no other instruments are possible in (2-b) (see also Arad 2005).

Harley & Haugen (2007) challenge Kiparsky’s contrast and argue that even
tape verbs allow different instrument PPs to the extent that they involve the same
manner of action, as illustrated in (3). Thedifference betweenband-aids andpush-
pins is that they involve differentmanners of action. Harley andHaugen conclude
that not even verbs like tape encode the instrument of their base nouns in their
meaning; the base nouns loosely specify the manner of action the zero verbs de-
note.

(3) Lola taped the poster to the wall with band-aids / mailing-labels.

Rimell (2012) provides extensive support for this conclusion on the basis of corpus
data. In simple terms, she argues that denominal zero verbs cannot be viewed
as regularly derived from their base nouns, since the meaning of the noun is not
encoded in that of the verb; the base noun is interpreted as a predicate of events
and not as an argument of the verb (cf. Hale & Keyser 2002).

Additional observations compatible with this observation are provided by
Plag (1999) and Lieber (2004). While rejecting a treatment of zero verbs as the
output of a zero derivation process, Plag argues that the semantics of a purported
zero suffix for such verbs is too polysemous to instantiate one unitary suffix. For
instance, he finds that of the 488 recent zero verbs in his dataset only 79 express
meanings that are also associated with overt verbalising suffixes such as -ise, -ify
or -ate. Plag concludes that a zero verbalising suffixwould have no corresponding
overt analogue (Sanders 1988) and is thus untenable.

From this theoretical overview we conclude that the meaning patterns that
zero nouns acquire in relation to their base verbs represent a well-defined set sim-
ilar to those of overtly derived nominalisations. By contrast, themeaning patterns
that zero verbs receive are richer than those of overt verbalising derivations and
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do not establish a systematic semantic relationship with the base such as that
between a predicate and its argument. The meaning of the base only loosely con-
tributes to somepragmatically and contextually determinedmanner specification
on the event of the output zero verb. This indicates that themeaning of zero nouns
is more restricted in relation to that of the base than the meaning of zero verbs is,
a conclusion that is also reached by the computational study in Kisselew et al.
(2016), which we summarise below.

2.3 Computational insights on zero nouns vs. zero verbs

For a manually created dataset of N-V pairs, Kisselew et al. (2016) use historical
precedence as a proxy for the derivational direction and test the reliability of fre-
quency and semantic specificity in this respect. To the extent that more direction-
ality tests converge, this enforces the direction and shows that such N-V pairs
are well-behaved. Semantic specificity refers to the observation that the output of
overt derivation is semanticallymore complex andmore specific than its base (see
Koontz-Garboden’s 2007 Monotonicity Hypothesis for derivation). If zero deriva-
tion is similar to overt derivation, zero verbs and zero nouns are expected to be
semantically more specific than their base nouns and verbs.

Kisselew et al. apply measures of information content to distributional repre-
sentations to estimate semantic specificity. For overt derivation, these measures
yield 90% accuracy (Padó et al. 2015), confirming the validity of semantic speci-
ficity in this morphological process. While Kisselew et al.’s best model for zero
derivation combines semantic specificity with frequency, semantic specificity
alone yields almost as good results for zero nouns and drops to chance level for
zero verbs. This means that semantic specificity successfully predicts zero nouns
(like in the case of overt derivations) but fails with zero verbs. Kisselew et al.
take this result to indicate that zero nouns are semantically more specific than
their bases and consistent with a derivational approach, while zero verbs are se-
mantically more irregular and compatible with a non-derivational approach (see
overview on approaches to zero derivation in Darby (2015, §1.4).

While the theoretical studies in §2.1 and §2.2 have not directly addressed se-
mantic specificity as used in Koontz-Garboden (2007) and Kisselew et al. (2016),
their independent insights on the semantics of zero nouns and zero verbs con-
verge with those in Kisselew et al. (2016) and support the contrast the latter ob-
serve. In §4.3 we will have a look at the semantic classes that nouns and verbs
show in our dataset when they represent the base or the output of zero derivation
andwewill see that our PWNdata provide some support for this contrast between
zero nouns and zero verbs, as well.



Zero nouns and zero verbs | 69

3 Resources and methodology
Below we briefly describe the resources we used in our analysis. The Princeton
WordNet provides the initial set of noun-verb sense pairs annotated with mor-
phosemantic relations and the semantic class each word sense belongs to. From
the OED we draw information about the direction of zero derivation. To serve our
objectives, the two resources were aligned with respect to the data under focus.

3.1 Princeton WordNet

Princeton WordNet (PWN) was conceived as a network of English word senses:
its nodes are represented by synonym sets (called synsets) of words of the same
part of speech, be they nouns, verbs, adjectives or adverbs. A word may occur
in the network several times, equal to its number of senses, be it polysemous
or homograph. Synsets are interlinked by means of a number of semantic rela-
tions: within the classes of nouns and verbs these relations are mainly hierarchi-
cal: hypo-/hyperonymy, holo-/meronymy, troponymy. Each verb or noun synset
is assigned a semantic prime (Miller et al. 1990), which shows its membership to
a relevant semantic category; hence a prime assigns a noun or a verb to a rele-
vant semantic class. Table 1 shows in boldface the semantic primes for nouns and
verbs. Each semantic class is organised into one or more trees in PWN. Although
the distinction among primes is not straightforward, and the meaning of a synset
might share semantics with more than one semantic class, we take the data as
they are provided, i.e., each synset is assigned one prime.¹ This approach might
not reflect all the semantic distinctions of a synset’smeaning, but it is informative
enough in terms of the semantics of (zero) derivation. Further considerations on
the representativeness of the data are given in §3.4.

Besides the conceptual relations between synsets (e.g. hypo-/hyperonymy),
there are also lexical relations between words from different synsets in PWN.
Derivational relations are instances of such lexical relations. For example, the
noun cost:1 with the gloss “the total spent for goods or services including money
and time and labor” is derivationally related to the verb cost:1 with the gloss “be
priced at”. Note, however, that, as implemented in the PWN, these relations do
not show the direction of the derivation, but only the lexical items involved. In our

1 The PWN lexicographic files are downloadable from https://wordnet.princeton.edu/
download.
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Tab. 1: The 25 semantic primes for nouns and 15 semantic primes for verbs in PWN.

Noun primes Verb primes

noun.act: acts or actions
noun.animal: animals
noun.artifact: man-made
objects
noun.attribute: attributes
of people/objects
noun.body: body parts
noun.cognition: cognitive
processes and contents
noun.communication:
communicative processes
and contents
noun.event: natural
events
noun.feeling: feelings
and emotions
noun.food: foods and
drinks
noun.group: groupings of
people or objects
noun.location: spatial
position
noun.motive: goals
noun.object: natural
objects (not man-made)
noun.person: people

noun.phenomenon:
natural phenomena
noun.plant: plants
noun.possession:
(transfer of) possession
noun.process: natural
processes
noun.quantity: quan-
tities and units of
measure
noun.relation: re-
lations b/n peo-
ple/things/ideas
noun.shape: two and
three dimensional
shapes
noun.state: stable
states of affairs
noun.substance: sub-
stances
noun.time: time and
temporal relations

verb.body: verbs of grooming, dressing
and bodily care
verb.change: verbs of size, temperature
change, intensifying, etc.
verb.cognition: verbs of thinking, judg-
ing, analysing, doubting
verb.communication: verbs of telling,
asking, ordering, singing
verb.competition: verbs of fighting, ath-
letic activities
verb.consumption: verbs of eating and
drinking
verb.contact: verbs of touching, hitting,
tying, digging
verb.creation: verbs of sewing, baking,
painting, performing
verb.emotion: verbs of feeling
verb.motion: verbs of walking, flying,
swimming
verb.perception: verbs of seeing, hear-
ing, feeling
verb.possession: verbs of buying, sell-
ing, owning
verb.social: verbs of political and social
activities and events
verb.stative: verbs of being, having, spa-
tial relations
verb.weather: verbs of raining, snowing,
thawing, thundering

endeavour, labelling the direction has necessitated the additional employment
of the OED (see §3.2).

Fellbaum et al. (2009) enriched these derivational relations with semantic in-
formation leading to a set of 14 morphosemantic relations: Agent, Body-part, By-
means-of, Destination, Event, Instrument, Location, Material, Property, Result,
State, Undergoer, Uses, Vehicle. These morphosemantic relations were designed
following previous lexical semantic literature (see the Cases proposed in Fillmore
1968, the frame elements of FrameNet inRuppenhofer et al. 2002 and the semantic
roles in Gildea& Jurafsky 2000) andwe used them to annotate a set of 17,739 noun-
verb pairs (irrespective of the direction of the derivational process)made available
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as a standoff file. Table 2 lists these relations together with a brief description of
their semantics and examples from PWN.

Tab. 2: The 14 morphosemantic relations used in the PWN standoff file.

Relation Description Example

Agent an entity that acts volitionally so as to bring
about a result

ruin – ruiner, bullyN – bullyV

Body-part a part of the body (e.g. of an Agent) involved
in the situation

extend – extensor, fingerN –
fingerV

By-means-
of

something that causes, facilitates, enables
the occurrence of

float – floater, smellV –
smellN

Destination a recipient, an addressee or a goal patent – patentee, teeN –
teeV

Event something that happens at a given place and
time

beatify – beatification, chatV
– chatN

Instrument an object (rarely abstract) acting under the
control of an Agent

instill – instillator,
microwaveN –microwaveV

Location a concrete or an abstract place involved in the
situation

bifurcate – bifurcation,
chamberN – chamberV

Material a substance or material used to obtain a cer-
tain effect or result

sweeten – sweetener,
plasterN – plasterV

Property an attribute or a quality magnetise – magnetisation,
overlapV – overlapN

Result the outcome of the situation described by the
verb

syllabify – syllable, ashN –
ashV

State an abstract entity, such as a feeling, a cogni-
tive state, etc.

demoralise – demoralisa-
tion, potherN – potherV

Undergoer an entity affected by the situation described
by the verb

invite – invitee, harvestN –
harvestV

Uses a function an entity has or a purpose it serves attest – attestation, brineN –
brineV

Vehicle an artifact serving as a means of transporta-
tion

cruise – cruiser, sledN –
sledV

In the PWN standoff file, a pair of two words can occur several times, each time
at least one of the words having a different sense number. For example, the rela-
tion between the noun cost:1 and the verb cost:1 is Event.² Other senses of the two

2 The examples use the followingnotation:word followedby its sense number (for the respective
part of speech in the case of homographs) from PWN version 3.1, which is available for querying
at http://wordnetweb.princeton.edu/perl/webwn.
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words are also considered derivationally related, and an appropriate morphose-
mantic relation is attached to them, as shown in Table 3.

Tab. 3:morphosemantic relations attached to derivational relations.

Verb gloss Verb morphosemantic
relation

Noun Noun gloss

“be priced at” cost:1 Event cost:1 “the total spent for goods or ser-
vices including money and time
and labor”

“be priced at” cost:1 Property cost:2 “the property of having mate-
rial worth (often indicated by
the amount of money something
would bring if sold)”

“require to lose,
suffer, or sacri-
fice”

cost:3 Result cost:3 “value measured by what must
be given or done or undergone to
obtain something”

As many morphosemantic relations are grounded in well-established generalisa-
tions of semantic roles, they are liable to the same line of criticism. One of the
concerns raised, which we are well aware of, is that the grounds for the selection
of this inventory are not clear. In particular, some relations may cover distinct
meanings, and not all relations seem to be equally justified or of the same level
of granularity. An analysis of the morphosemantic relations with proposed defi-
nitions and semantic restrictions (couched in terms of noun and verb primes) is
presented in Koeva et al. (2016). A concise critical overview in light of further ob-
servations on the relations is dealtwith inMititelu et al. (2021). Our understanding
is that the differences among morphosemantic relations are inherent to and stem
from the varying granularity of prominent semantic components even if some of
them may be redundant for our task. Therefore, we take the data as given and
try to make sense of the generalisations underlying the distinctions made in the
resource, where relevant.

3.2 Oxford English Dictionary

The OED contains 600,000 words from over 1,000 years of history of the English
language. For each word in our dataset, we used the OED API to obtain the list of
lemmas (separate OED entries) with the part of speech and the list of senses with
definitions.
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In addition, we have applied two special resources derived from OED:³
– a list of 2,830 pairs of verb and nounOED lexical entries labeled as V-to-N zero

derivation;
– a list of 5,921 pairs of verb and noun OED lexical entries labeled as N-to-V zero

derivation.

These were processed into 2,660 unique word pairs V-to-N, 5,521 unique word
pairs N-to-V and 347 unique word pairs that show both directions of derivation
in some of their senses.

3.3 Dataset compilation

Our data initially comprised the overall dataset of verb – nounpairs from the PWN
that are labeled with a morphosemantic relation (see §3.1). For each pair we as-
signed the direction of derivation if known from the OED (V-to-N, N-to-V or both).
We discarded pairs if (i) there are homonym entries in OED for some of which a
direction is not assigned (so we do not know whether our WordNet senses corre-
spond to any of the relevant OED senses and whether the derivational direction
stands), or if (ii) two different directions are assigned to different senses of the
verb and noun, so no clear direction can be established between the two.

We alsomake sure that theWordNet gloss is similar to one ormore of the OED
senses in order to confirm the reliability of the directionality information trans-
ferred from the OED onto the WordNet entries. The verification was initially per-
formed by measuring text similarity automatically (based on the number of over-
lapping meaningful words, including their synonyms, in the OED definition and
the WordNet gloss) and the results were manually validated.

The compiled dataset comprises 4,879 verb – noun word sense pairs with
confirmed direction of derivation: 2,917 (60%) of them are zero verbs (N-to-V) and
1,962 (40%) are zeronouns (V-to-N). The bias towards zero verbs is expected, given
that they are in generalmore productive than zero nouns. Inwhat followsweoften
refer to these pairs as ‘N-V pairs’, by which we mean ‘N-V word sense pairs’.

3 We thank James McCracken and Emily Hoyland (from the OED team) for providing us with the
lists of zero nouns and zero verbs, as well as the API access.
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3.4 Further remarks on methodology

In this section we briefly describe the features and the steps followed for the anal-
ysis of V-to-N and N-to-V zero derivation. Our observations are solely based on
the N-V pairs derived from WordNet and labeled as morphosemantically related
(cf. §3.1).

It is worth mentioning some limitations on the WordNet data:
(a) morphosemantic relations in Princeton WordNet are not comprehensive.
(b) Some morphosemantic relations are not clearly distinctive and overlap in se-

mantics (e.g., By-means-of and Uses).
(c) Some verbs share the semantics of more than one semantic class (labeled by

the semantic prime it is assigned).
(d) Some nouns share the semantics of more than one semantic class.
(e) WordNet has limited coverage.
(f) The frequency data presented here and the statistics show the distribution of

the cases within the lexical-semantic network and not the frequency of their
usage in text.
A further limitation occurs in the process of selecting the relevant N-V pairs:

(g) We only take those pairs for which directionality is present in the OED data
(see §3.2). This excludes homonymous or other border-case examples for
which the direction in the current senses of the verb and/or noun cannot be
confirmed. These are the examples which are likely to exhibit non-typical
features or behaviour, and introduce more variety in the data. The analysis
of these examples falls among the tasks for future work.

Briefmanual verification confirmed the validity of the alignment between theOED
senses and the WordNet synset entries, which justifies the assignment of the di-
rection of derivation from OED onto WordNet verb-noun pairs.

A last possible limitation concerns the reliability of the derivational direction
established in the OED for zero N-V pairs. To determine this, OED lexicographers
have reportedly considered the full history of each word, including date of attes-
tation, early frequency of use, but also linguistic and etymological factors such
as the behavior of cognate words, the donor in case of loanwords, and semantic
properties to the extent that themore basicmeaningwould be associatedwith the
base word (Philip Durkin, p. c.). These complex considerations ensure a high re-
liability of the derivational direction for the zero N-V pairs employed in our study
(cf. directionality criteria in Plag 2003, §5.1.1.).

The results presented in §3.2 rely on simple statistical analysis of frequencies
of occurrence of zero verbs and zero nouns. We apply Pearson’s Chi-squared test
(Manning& Schütze 1999) to checkwhether the direction of derivation is indepen-
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dent of the morphosemantic relation, as well as of the verb and noun primes. The
chi-square tests are followed by a post-hoc analysis, which observes the standard-
ised residuals and the relative contribution of each cell to the overall chi-square
statistic (Beasley & Schumacker 1995). The standardised residuals are expressed
as a ratio of the difference between the observed and the expected value and the
standard deviation of the expected value. They provide a measure of how signifi-
cant the cells are to the chi-square value and can be used for comparing the rela-
tive contribution between cells to draw conclusions on the significance of certain
classes.

In each case we first set the chi-square null hypothesis 𝐻0 of independence
and we aim at significance level of 𝑝 = 0.01. The calculation of the chi-square val-
ues and the post-hoc analysis are carried out in RStudiousing the chisq.test and
the chisq.posthoc.test package.⁴ The p-values reported in the analysis repre-
sent the probability that a certain value registered in the data can occur by chance.
We look for the cells with higher standardised residuals, thus stronger contribu-
tion to the overall chi-square statistic, but also associated with low values of p
corresponding to the set significant level.

The in-depth analysis of zero formations is focused on the semantic features
of the verb-noun pair as expressed through the morphosemantic relations be-
tween them, as well as the verb primes and the noun primes representative for
each relation. The relations are grouped based on the semantic diversity they
exhibit with respect to the number of prime pairs and their compatibility. The
analysis aims at providing evidence for answering the research questions pro-
posed in §1.

4 Results
Below we first offer the overall results on the distribution of zero nouns and zero
verbs for each of the 14 morphosemantic relations (§4.1), followed by an overview
of the verb and noun prime distribution (§4.2). Then, in §4.3, we present the most
frequent combinations of semantic primes for each relation and each direction of
zero derivation, while in §4.4 we look into the possibility of having pairs of seman-
tic primes specific to each of the two derivational directions. An interpretation of
these results is offered in §5.

4 https://CRAN.R-project.org/package=chisq.posthoc.test
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4.1 morphosemantic relations

An overview of the frequency of zero nouns and zero verbs for each of the 14 mor-
phosemantic relations is given in Figure 1: in dark grey we see the numbers of
zero nouns and in light grey those of zero verbs. Table 4 shows the total number
of N-V word sense pairs for each relation and the corresponding percentages of
zero nouns (V-to-N direction) and zero verbs (N-to-V direction) among them.
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Fig. 1: Distribution of zero nouns and zero verbs per morphosemantic relation.

The Event relation is by far the most frequent with a total of 2,182 N-V pairs. In
contrast, the relations Body-part, Destination, Material and Vehicle are very rare,
exhibiting between 2 and 33 N-V pairs. The nextmost frequent relations are Result
(532 N-V pairs), By-means-of (473 pairs), Uses (435 pairs), Undergoer (406 pairs),
Instrument (238 pairs) and Agent (237 pairs).

The distribution of the two directions V-to-N and N-to-V within these mor-
phosemantic relations shows some clear tendencies (see Table 4). The relations
Body-part, Destination, Material and Vehicle appear (almost) exclusively with
zero verbs, but they are quite infrequent in comparison with the other relations.
Themost frequent relation Event shows a preference for zero nouns (63.5%),while
Agent, By-means-of, Instrument, Location, Result, Uses and Undergoer associate
mainly with zero verbs (74.9% to 88.5%). The relations Property and State do
not particularly associate with either direction: their distribution roughly corre-
sponds to the overall distribution of zero nouns and zero verbs in the full dataset.

We apply the chi-square test to check the hypothesis of independence be-
tween the direction of derivation and the morphosemantic relations. The calcu-
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Tab. 4: Distribution of zero nouns and zero verbs per morphosemantic relation, standardised
residuals and p-values for morphosemantic relations. Light grey shading indicates relevant
significant values for zero verbs and dark grey shading for zero nouns.

Relation AGENT BODY-PART BY-MEANS-OF DESTINATION EVENT INSTRUMENT LOCATION

Total pairs 237 14 473 2 2,182 234 149
V-to-N 35 (14.8%) – 117 (24.7%) – 1,385 (63.5%) 27 (11.5%) 25 (16.8%)
N-to-V 202 (85.2%) 14 (100%) 356 (75.3%) 2 (100%) 797 (36.5%) 207 (88.5%) 124 (83.2%)
Chi2 std. residuals ZeroN -8.19 -3.07 -7.22 -1.16 29.80 -9.16 -5.92
Chi2 std. residuals ZeroV 8.19 3.07 7.22 1.16 -29.80 9.16 5.92
Chi2 p-value 0.00 0.059 1.4e-11 1.00 0.00 0.00 8.74e-08

Relation MATERIAL PROPERTY RESULT STATE USES UNDERGOER VEHICLE

Total pairs 23 104 532 55 435 406 33
V-to-N – 43 (41.3%) 134 (25.1%) 24 (43.6%) 75 (17.2%) 96 (23.6%) 1 (3%)
N-to-V 23 (100%) 61 (58.7%) 398 (74.9%) 31 (56.7%) 360 (82.8%) 310 (76.4%) 32 (97%)
Chi2 std. residuals ZeroN -3.94 0.24 -7.49 0.52 -7.11 -10.24 -4.37
Chi2 std. residuals ZeroV 3.94 -0.24 7.49 -0.52 7.11 10.24 4.37
Chi2 p-value 0.0023 1.00 2.00e-12 1.00 3.20e-11 0.00 0.00034

lated chi-square value of 953.39 (𝑁 = 4, 879, 𝑑𝑓 = 13, 𝑝 < 2.2𝑒 − 16) firmly
rejects the hypothesis of independence.

As expected, the relations Agent, By-means-of, Instrument, Location, Re-
sult, Uses and Undergoer significantly associate with zero verbs, while Event
associates with zero nouns. All these contribute significantly to the chi-value,
as opposed to Property and State (among the richer relations), which show no
significant association with either direction.⁵
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Fig. 2: Distribution of the morphosemantic relations within zero nouns and zero verbs.

5 Although we keep Body-Part, Destination, Material and Vehicle in the data, many researchers
exclude categories where an expected value is less than 5. The inclusion of a small number of
such cases is permissible and does not influence the quality of the overall results.
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The distribution of the 14 relations within zero nouns and zero verbs is given in
Figure 2. The Event relation contains the majority of zero nouns: i.e. a proportion
of 70.6% of the 1,962 V-to-N pairs. Implicitly, all the other relations are quite infre-
quent with zero nouns: only By-means-of and Result come closer to the expected
even distribution of 7.1%, given the 14 relations. By contrast, zero verbs exhibit a
muchmore balanced distribution. The Event relation is still best represented, but
it covers only 27.3% of the 2,917 N-to-V pairs. Six further relations such as Agent,
By-means-of, Instrument, Result, Uses and Undergoer appear with around 7% or
more of the N-to-V pairs each. These results show that zero nouns primarily de-
note events, while zero verbs are semantically more diverse, an observation we
will interpret in §5.2 in light of the overview in §2.

4.2 Verb and noun prime distribution

In this sectionwe report on how noun/verb semantic classesmay associate with a
derivational direction irrespective of themorphosemantic relation. These observa-
tions will be informative for the subsequent analysis of verb prime – noun prime
combinations in §4.3.

We apply chi-square tests of independence for the direction of derivation and
the noun and verb primes. The hypothesis of independence between the direction
and the noun prime is rejected with high confidence level as the chi-square value
is 937.38 (𝑁 = 4, 879, 𝑑𝑓 = 24, 𝑝 < 2.2𝑒 − 16). Significant contributors to the chi-
value and thus, to rejecting the hypothesis of independence, are the noun primes
with shaded values for the relevant direction in Table 5: noun.act, noun.animal,
noun.artifact, noun.body etc.
The hypothesis of independence between the derivational direction and the verb
primes is also firmly rejected although with a smaller chi-value of 189.16 (𝑁 =
4, 879, 𝑑𝑓 = 14, 𝑝 < 2.2𝑒 − 16). Significant contributors are the verb primes with
shaded values for the relevant direction in Table 6: verb.motion, verb.perception,
verb.creation and verb.possession.

The statistical data indicate strong correlations between noun and verb se-
mantic primes and the direction of derivation. These results are discussed in the
beginning of Section §5. In order to delve deeper into the correspondences be-
tween zero derivation and semantics, a next step is to look at the distribution of
noun and verb prime pairs within each relation and how those are reflected in the
direction of derivation. The results of this analysis are presented in §4.3.
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Tab. 5: Distribution of zero nouns and zero verbs, standardised residuals and p-values for noun
primes. Shading highlights the positive residuals indicating the relevant derivational direction
(4th and 5th column) for the corresponding significant p-values (6th column).

ZeroN (%) ZeroV (%) ZeroN std. res. ZeroV std. res. p-value

noun.act 722 (67.5%) 347 (32.5%) 20.62 -20.62 0.00
noun.animal 2 (4.7%) 41 (95.3%) -4.78 4.78 8.9e–5
noun.artifact 146 (16.8%) 725 (83.2%) -15.57 15.57 0.00
noun.attribute 114 (47.1%) 128 (52.9%) 2.24 -2.24 1.00
noun.body 10 (14.3%) 60 (85.7%) -4.46 4.46 4.2e–4
noun.cognition 76 (38.6%) 121 (61.4%) -0.48 0.48 1.00
noun.communication 218 (38.8%) 344 (61.2%) -0.73 0.73 1.00
noun.event 260 (73.2%) 95 (26.8%) 13.18 -13.18 0.00
noun.feeling 24 (46.2%) 28 (53.8%) 0.88 -0.88 1.00
noun.food 23 (25.0%) 69 (75.0%) -3.00 3.00 0.13
noun.group 22 (19.1%) 93 (80.9%) -4.67 4.67 1.5e–4
noun.location 24 (26.1%) 68 (73.9%) -2.79 2.79 0.26
noun.motive 0 (0.0%) 1 (100.0%) -0.82 0.82 1.00
noun.object 30 (30.0%) 70 (70.0%) -2.1 2.1 1.00
noun.person 34 (14.5%) 200 (85.5%) -8.21 8.21 0.00
noun.phenomenon 27 (42.9%) 36 (57.1%) 0.43 -0.43 1.00
noun.plant 5 (10.2%) 44 (89.8%) -4.31 4.31 8.3e–4
noun.possession 27 (30.3%) 62 (69.7%) -1.92 1.92 1.00
noun.process 21 (56.8%) 16 (43.2%) 2.06 -2.06 1.00
noun.quantity 10 (21.7%) 36 (78.3%) -2.57 2.57 0.52
noun.relation 2 (20.0%) 8 (80.0%) -1.3 1.3 1.00
noun.shape 38 (40.0%) 57 (60.0%) -0.04 0.04 1.00
noun.state 88 (46.3%) 102 (53.7%) 1.75 -1.75 1.00
noun.substance 18 (11.7%) 136 (88.3%) -7.34 7.34 1.10e–11
noun.time 21 (41.2%) 30 (58.8%) 0.14 -0.14 1.00

4.3 Semantic classes involved in N-V pairs

In this section, we analyse the predominant pairs of semantic primes involved
in both the N-to-V and the V-to-N direction for each relation.⁶ This provides an
overview of the semantic diversity of zero nouns and zero verbs in comparison to
their bases.

For each relation and each direction, all combinations of N andVprimeswere
extracted and filtered according to their frequency. We ignored those with poor
representation and kept only themost frequent prime pairs for each direction cov-
ering around 70% of the prime pairs for each relation. The data show three types

6 We discard the relations Body-part, Destination, Material and Vehicle due to data parsimony.
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Tab. 6: Distribution of zero nouns and zero verbs, standardised residuals and p-values for verb
primes. Shading highlights the positive residuals indicating the relevant derivational direction
(4th and 5th column) for the corresponding significant p-values (6th column).

ZeroN (%) ZeroV (%) ZeroN std.
res.

ZeroV std.
res.

p-value

verb.body 121 (49.0%) 126 (51.0%) 2.88 -2.88 0.12
verb.change 197 (39.4%) 303 (60.6%) -0.39 0.39 1.00
verb.cognition 61 (33.5%) 121 (66.5%) -1.88 1.88 1.00
verb.communication 244 (40.3%) 362 (59.7%) 0.027 -0.027 1.00
verb.competition 53 (29.1%) 129 (70.9%) -3.11 3.11 0.56
verb.consumption 35 (47.3%) 39 (52.7%) 1.25 -1.25 1.00
verb.contact 416 (38.3%) 669 (61.7%) -1.43 1.43 1.00
verb.creation 59 (21.6%) 214 (78.4%) -6.45 6.45 3.0e–9
verb.emotion 41 (45.6%) 49 (54.4%) 1.04 -1.04 1.00
verb.motion 329 (55.8%) 261 (44.2%) 8.22 -8.22 0.00
verb.perception 137 (58.8%) 96 (41.2%) 5.93 -5.93 9.1e–8
verb.possession 73 (26.4%) 203 (73.6%) -4.8 4.8 4.7e–5
verb.social 98 (31.8%) 210 (68.2%) -3.10 3.10 0.06
verb.stative 84 (43.5%) 109 (56.5%) 0.96 -0.96 1.00
verb.weather 14 (35.0%) 26 (65.0%) -0.68 0.68 1.00

of situations with respect to the number of semantic classes (or primes) character-
ising the N-V pairs (see Table 7):
– the number of V primes is greater that that of the N primes, thus showing

greater variety in terms of verb semantics (the dark grey cells in Table 7);
– the number of N primes is greater than that of the V primes, showing greater

variety in terms of noun semantics (the white cells in Table 7);
– the number of N primes is approximately equal to that of the V primes (the

light grey cells in Table 7).

Tab. 7: Overview of the comparison between the number of primes of zero formations and their
bases: dark grey indicates a higher number of V primes than of N primes; white indicates a
higher number of N primes; light grey indicates equal numbers of N and V primes.

Agent By-means-of Event Instrument Location Property Result State Undergoer Uses

N-to-V
V-to-N

The prime combinations yield four groups of morphosemantic relations:
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– relations for which the number of V primes is higher than that of N primes,
irrespective of the direction (in Table 7 both cells of these relations are in dark
grey): Agent, Event, and Property (subsection §4.3.1);

– relations for which the number of N primes is higher than that of V primes,
irrespective of the direction (in Table 7 both cells are white): Result and Un-
dergoer (subsection §4.3.2);

– a relation for which the number of primes for zero verbs is higher than that
of their base nouns, while for zero nouns, the number of primes of the base
verbs is a little smaller than that of the primes of the zero nouns (in Table 7
the cell for N-to-V is dark grey and the one for V-to-N is white): By-means-of
(subsection §4.3.3);

– relations for which the number of primes for zero verbs is higher than that
of their base nouns, while for zero nouns, the number of primes of the base
verbs is equal to that of the primes of the zero nouns (in Table 7 the cell for
N-to-V is dark grey and the one for V-to-N is light grey): Instrument, Location,
State and Uses (subsection §4.3.4).

The rest of the subsection presents the data for all the discussed relations grouped
according to the tendencies outlined above. Each subsection begins with a table
showing the number of N and V primes involved in each derivation direction for
each morphosemantic relation and continues with a brief discussion of the data
and examples of the most frequent prime pairs. A detailed representation of the
N and V prime combinations for each relation is included in the appendix.

4.3.1 Verb primes prevailing for both directions

The relations Agent, Event and Property (Table 8) demonstrate a greater diversity
of verb primes both as bases and as results.

Tab. 8: The number of N and V primes for the relations Agent, Event and Property.

N-to-V V-to-N

# N primes # V primes # V primes # N primes

Agent 1 9 6 1
Event 11 14 11 4

Property 5 6 5 3
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Agent. The relation is characterised by a single noun prime (noun.person) and
many verb primes. The unique noun prime attests to the specificity of the relation.
Examples of the most frequent prime pairs for N-to-V direction include:
– n.person_v.social: clerk – to clerk;
– n.person_v.communication: cipher – to cipher;
– n.person_v.creation: cook – to cook;
– n.person_v.competition: jockey – to jockey;
– n.person_v.possession: hog – to hog;
– n.person_v.cognition: pioneer – to pioneer.

Some examples of the most frequent prime pairs for V-to-N direction include:
– v.social_n.person: to affiliate – affiliate;
– v.communication_n.person: to flirt – flirt;
– v.motion_n.person: to sneak – sneak.

Event. This relation is characterised by a diversity of verb and noun semantic
primes. Slightly more semantic verb classes are involved when zero verbs are cre-
ated than in the case of zero nouns (see 14 vs. 11 in Table 8). Examples for themost
represented combinations of primes for zero verbs include:
– n.communication_v.communication: cheer – to cheer;
– n.act_v.motion: curvet – to curvet;
– n.act_v.contact: contact – to contact;
– n.act_v.social: crusade – to crusade;
– n.act_v.possession: finance – to finance;
– n.event_v.motion: progress – to progress.

The most frequent combinations of primes for creating zero noun Events include:
– v.motion_n.act: to prowl – prowl;
– v.motion_n.event: to quake – quake;
– v.contact_n.act: to pull – pull;
– v.communication_n.communication: to boast – boast;
– v.change_n.act: to purge – purge.

A very neat distribution is observed with respect to the noun primes involved in
the relation: although the base noun and the zero verb classes are quite diverse (11
noun primes and 14 verb primes), themost frequent noun primes (both in terms of
the number of pairs and the diversity of the primes of the resulting verbs) serving
as bases for verbs from various primes are in fact only two: n.act and n.event (see
the shaded rows in the N-to-V part of Table 14 in the appendix). The same holds in
the opposite direction: 11 verb primes are bases for only 4 noun primes, of which
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noun.act and noun.event are by far the most frequent (the shaded columns in the
V-to-N part of Table 14).

Property.At first glance the data on N-to-V derivation with this relation do not
show greater variety of verb primes: the resulting verbs of the 5 base noun primes
belong to 6 verb primes; however, the majority of derivations and the greatest
diversity of resulting verb primes are concentrated in the most productive noun
prime (noun.attribute) (the shaded row in the N-to-V part of Table 15 in the ap-
pendix). Here are several examples to illustrate the most frequent N-V pairs:
– n.attribute_v.communication: glamour – to glamour;
– n.attribute_v.change: silence – to silence;
– n.attribute_v.cognition: order – to order;
– n.attribute_v.contact: grade – to grade;
– n.attribute_v.social: disadvantage – to disadvantage.

As compared with the base verbs (5 primes), zero nouns involve a more restricted
number of primes (3). At a closer look, we also find that various base verb primes
(the shaded column in the V-to-N part of Table 15 in the appendix) result in seman-
tically uniform nouns denoting properties and attributes (noun.attribute). The
only exception with respect to the noun primes is verb.stative, which results in
location and relation nouns, too:
– v.perception_n.attribute: to feel – feel;
– v.contact_n.attribute: to polish – polish;
– v.stative_n.attribute: to overlap – overlap;
– v.stative_n.location: to reach – reach;
– v.stative_n.relation: to trim – trim;
– v.motion_n.attribute: to slope – slope;
– v.change_n.attribute: to simmer – simmer.

In addition, the diversity of verb primes with Property is much more limited than
the one attested with relations such as Event or Agent. This, along with the fact
that attributes are both the best represented bases and results, points to the con-
clusion that this relation is more specialised than, for instance, Event.

4.3.2 Noun primes prevailing for both directions

The relations Result and Undergoer (Table 9) are characterised by a greater diver-
sity of noun primes both as bases and as results of the derivation.We should note,
however, that base nouns are only slightly more diverse than the resulting zero
verbs.
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Tab. 9: The number of N and V primes for the relations Result and Undergoer.

N-to-V V-to-N

# N primes # V primes # V primes # N primes

Result 13 11 7 13
Undergoer 12 11 10 13

Result. At first sight, the number of base noun primes (13) exceeds the number of
resulting verb primes (11) by only a little. However, if we consider the variety of
base noun primes in light of the concentration of the resulting verb primes, it is
obvious that 3 of the latter, verb.contact, verb.creation and verb.change, are more
frequent (as shown by the shaded cells in Table 16 in the appendix). Below are
examples of the most frequent N-to-V prime pairs:
– n.artifact_v.contact: knot – to knot;
– n.shape_v.contact: groove – to groove;
– n.object_v.contact: segment – to segment;
– n.artifact_v.creation: fresco – to fresco;
– n.communication_v.creation: film – to film;
– n.object_v.change: splinter – to splinter;
– n.food_v.change: stew – to stew;
– n.attribute_v.change: bleach – to bleach;
– n.substance_v.change: rust – to rust.

With respect to the zero nouns, their number of primes (13) is substantially greater
than that of the verbs (7).⁷ The best represented base verb primes, v.contact,
v.creation and v.change, are the same as the resulting verb primes in the N-to-V
derivation (see the shaded cells in Table 16 in the appendix). Below are given a
few examples of the patterns found in the data:
– v.contact_n.shape: to scratch – scratch;
– v.contact_n.state: to scrape – scrape;
– v.contact_n.object: to slice – slice;
– v.change_n.shape: to crease – crease;
– v.change_n.attribute: to tinge – tinge;
– v.change_n.object: to split – split;
– v.creation_n.artifact: to knit – knit;
– v.creation_n.communication: to reissue – reissue.

7 The data for the relation Result are estimated for 80-81% of the prime pairs (not 70% as for the
others) because of the large number of pairs with the same number of attestations.
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The productivity of verb.contact, verb.change and verb.creation as both bases
and results of the derivation resonates well with the semantics of the relation.
In the V-to-N direction, change verbs and creation verbs are naturally related to
results denoting the entity that is formed or undergoes a change (to curl – a curl)
or comes into existence (to produce – produce) or is affected (to scrape – a scrape)
as a result of the verb’s event. Many of the base nouns in the N-to-V direction
are concrete entities, with primes such as noun.object, noun.artifact, noun.food,
noun.substance.

Undergoer. For the N-to-V direction the number of noun primes involved ex-
ceeds the verb primes only by a little. Although we find 12 base noun primes, only
two of them, i.e. noun.communication and noun.artifact, produce verbs from var-
ious primes (see the first 2 shaded rows in the N-to-V part of Table 17 in the ap-
pendix). The remaining ones yield verbs that are concentrated in a limited num-
ber of primes, most favoured being verb.contact and verb.change (see the shaded
columns in the N-to-V part of Table 17). Here are some examples of the most fre-
quent prime pairs:
– n.communication_v.communication: decree – to decree;
– n.communication_v.creation: solo – to solo ‘= perform a solo’;
– n.artifact_v.contact: freight – to freight;
– n.artifact_v.creation:microfilm – to microfilm;
– n.possession_v.possession: allowance – to allowance.

In the V-to-N direction we find 10 base verb primes and 13 zero noun primes. Even
so, we should note that there is a marked tendency for verbs from diverse primes
to form nouns denoting artifacts (the shaded column in the V-to-N direction in
Table 17), with most of the verb primes producing nouns from only 3 primes. The
resulting nouns are quite scattered across primes although there is logic to this
distribution: verbs of communication formnouns of communication, verbs of con-
sumption – nouns denoting food, etc. This goes in line with the default assump-
tion that the resulting zero nouns are the natural affected entities (undergoers) of
the respective predicates:
– v.possession_n.possession: to refund – refund;
– v.contact_n.artifact: to cover – cover;
– v.communication_n.communication: to rehash – rehash;
– v.consumption_n.food: to feed – feed;
– v.body_n.body: to slobber – slobber.
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4.3.3 Zero verbs – semantically more diverse than their base nouns; zero nouns
– semantically slightly more diverse than their base verbs

Tab. 10: The number of N and V primes for the relation By-means-of.

N-to-V V-to-N

# N primes # V primes # V primes # N primes

By-means-of 8 11 10 11

By-means-of. This relation is characterised by great diversity with respect to the
semantic classes to which the verbs and nouns involved (either as bases or as
results of zero derivation) belong. Table 10 shows that 8 noun primes are bases
for 11 zero verb primes. However, a closer inspection reveals that two semantic
classes of nouns (n.artifact and n.communication) are bases for a wide spectrum
of verb classes (see the shaded lines in Table 18 in the appendix). Some examples
from the most representative pairs of primes include:
– n.artifact_v.contact: border – to border;
– n.artifact_v.motion: fan – to fan;
– n.communication_v.communication: certificate – to certificate.

For zero nouns, although 10 verb primes are involved as bases for deriving nouns
belonging to 11 primes, most of the created nouns tend to belong to the semantic
classes noun.artifact and noun.attribute, while their base verbs cover a wide se-
mantic range for this direction of derivation too (see the shaded columns in Table
18). Some examples of the prevailing primes combinations are:
– v.contact_n.artifact: to cover – cover;
– v.social_n.attribute: to control – control.
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Tab. 11: The number of N and V primes for the relations Instrument, Location, State and Uses.

N-to-V V-to-N

# N primes # V primes # V primes # N primes

Instrument 1 5 1 1
Location 3 6 3 3
State 4 6 3 3
Uses 8 9 6 6

4.3.4 Zero verbs – semantically more diverse than their base nouns; zero nouns
– as semantically diverse as their base verbs

Instrument. Just likeAgent, this relation involves only onenounprime, i.e. noun.artifact,
irrespective of the derivation direction, and various verb semantic classes (see Ta-
ble 19 in the appendix). Examples of these combinations are:
– n.artifact_v.contact: hammer – to hammer;
– n.artifact_v.creation: pencil – to pencil;
– n.artifact_v.motion: pedal – to pedal;
– n.artifact_v.body: splint – to splint;
– n.artifact_v.change: hose – to hose.

For zero nouns only one combination of primes occurs for the majority of pairs:
v.contact – n.artifact (e.g., lift – to lift).

Location. The semantic diversity of zero verbs is greater than that of the base
nouns. Some of the most representative combinations are:
– n.artifact_v.contact: barrel – to barrel;
– n.artifact_v.motion: dock – to dock;
– n.location_v.motion: corner – to corner;
– n.object_v.motion: puddle – to puddle.

The zero nouns of type Location display only a few pairs of semantic classes for 3
verb and 3 noun primes (see Table 20 in the appendix). We give below examples
for these combinations:
– v.contact_n.location: to scour – scour;
– v.change_n.attribute: to burn – burn;
– v.motion_n.location: to stop – stop;
– v.motion_n.artifact: to walk – walk.
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State. The N-to-V direction of derivation for State shows 4 noun primes and 6 verb
primes. The prime noun.state is best represented, and the rest – noun.feeling,
noun.quantity and noun.attribute – are clearly stative in nature, too. The result-
ing verbs belong to various primes (see Table 21 in the appendix). Below are some
examples of the prime pairs:
– n.state_v.contact: contact – to contact;
– n.state_v.emotion:miff – to miff ;
– n.state_v.change:mess – to mess;
– n.feeling_v.emotion: pity – to pity;

The zero nouns involve 3 base verb primes and 3 resulting noun primes. However,
as the data further show (Table 21), most of the zero nouns are states and the re-
maining ones have stative semantics, like for zero verbs. As the number of prime
pairs considered is small, below we list examples for all of them:
– v.emotion_n.state: to glow – glow;
– v.emotion_n.feeling: to dread – dread;
– v.change_n.state: to polish – polish;
– v.change_n.attribute: to temper – temper;
– v.body_n.state: to frazzle – frazzle.

Uses. In the N-to-V direction of derivation for this relation there are 8 noun primes
and 9 verb primes. The most productive base prime, noun.artifact, produces
verbs from various primes (see Table 22 in the appendix). Nouns of the classes
noun.substance and noun.communication, which are also productive, are bases
for verbs belonging to the most numerous semantic primes occurring with this
relation.

The remaining noun primes yield a modest number of verbs from different
primes. In fact, we note that nouns from various primes tend to produce verbs
primarilywith the primes verb.contact and verb.possession. Examples of themost
productive primes pairs are:
– n.artifact_v.contact: canopy – to canopy;
– n.artifact_v.possession: armour – to armour ‘equip with armour’;
– n.artifact_v.body: powder – to powder;
– n.substance_v.contact: copper – to copper;
– n.communication_v.communication: autograph – to autograph.

The V-to-N direction of derivation involves an even number of 6 primes for
both nouns and verbs; in addition, the most productive prime verb.contact
yields nouns from various primes, with the higher number of noun.artifact,
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n.communication and n.substance (see Table 22). Below are examples of the
productive patterns:
– v.contact_n.artifact: to paint – paint;
– v.contact_n.communication: to stamp – stamp;
– v.contact_n.substance: to daub – daub;
– v.body_n.artifact: to attire – attire;
– v.creation_n.artifact: to trim – trim.

4.4 Prime combinations and the direction of zero derivation

In this section we consider the possibility of having prime pairs that manifest the
tendency of occurring with zero derivations of a certain direction.

The 25 noun primes and the 15 verb primes are found in 263 combinations in
our dataset, 40 of which are hapax legomena and 23 have more than 50 occur-
rences. We present here the results of the investigation we made for establishing
their specificity to a certain direction of zero derivation.⁸ The first remark is that
most prime combinations (163 pairs) are found with both directions, 24 are spe-
cific to zero nouns formation, while 76 are specific to zero verbs formation.

From the prime combinations that are specific to one direction of derivation,
we highlight here the more frequent ones: for zero nouns, only one combination,
namely v.stative – n.event (11 occurrences) is specific, while several pairs are spe-
cific to zero verb formation:
– v.creation – n.person (17 occurrences) – specific to Agent only,
– v.contact – n.animal (16 occurrences),
– v.contact – n.group (15 occurrences),
– v.competition – n.person (14 occurrences) – specific to Agent only,
– v.competition – n.group (12 occurrences),
– v.body – n.person (12 occurrences),
– v.contact – n.plant (11 occurrences),
– v.body – n.animal (11 occurrences),
– v.change – n.cognition (10 occurrences),
– v.perception – n.person (10 occurrences) – specific to Agent only.

We subjected to a closer inspection 23 pairs of primes combinations that (i) occur
more than 50 times in the dataset and (ii) display a frequency of occurrence for a

8 There is only one example of zero derivation for each of the hapax legomena in the dataset.
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derivational direction higher than expected.⁹ The data showed that some of these
prime pairs are specific to a certain direction when occurring with a certain mor-
phosemantic relation. This happens mostly with zero verbs of creation, as shown
in Table 12.¹⁰

Tab. 12: Semantic primes specific to certain relations for zero verbs creation: the number shows
how many zero derivations exist for the respective primes combination and relation; frequency
is calculated with respect to the whole number of derivations of the respective direction for all
relations.

Primes pair Relation #occur. Freq. Examples

n.artifact_v.creation Instrument 12 14% chalkN - chalkV, charcoalN -
charcoalV, pencilN - pencilV

n.artifact_v.creation Undergoer 11 13% beadN - beadV, drumN - drumV,
microfilmN -microfilmV

n.substance_v.contact By-means-of 9 12% cementN - cementV, glueN -
glueV, groutN - groutV

n.substance_v.contact Material 10 13% copperN - copperV, metalN -
metalV, silverN - silverV

n.artifact_v.possession Location 9 18% bankN - bankV, garageN -
garageV, shopN - shopV

n.communication_v.creation Undergoer 11 26% madrigalN - madrigalV,
hymnN - hymnV, paragraphN -
paragraphV

5 Interpretation of the results
We now proceed to interpret the results presented above from the perspective of
our initial research questions and the literature overview in §2. Our first aimwas to
check whether the 14 morphosemantic relations annotated in the PWN standoff
file and the PWN noun/verb primes show any correlations with the direction of
derivation in our dataset of N-V word sense pairs. The second aimwas to interpret
these findings in the context of the previous literature.

9 The expected frequency is the representation of V-to-N and N-to-V forms in the overall dataset,
i.e., 40% and 60%, respectively (see §3.3). The thresholds we established, higher than these fre-
quencies, are 60% for zero nouns and 75% for zero verbs.
10 We left aside those cases when the occurrences represent less than 10% of the whole number
of derivations for the respective direction.
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To begin with, the results in §4.1 and §4.2 allow us to state that we do find
strong correlations with the derivational direction both for the morphosemantic
relations and the noun/verb primes. Table 4 in §4.1 reveals statistically significant
correlations formost of themorphosemantic relations and one direction of deriva-
tion, which we discuss in more detail in §5.1 below.
Section §4.2 (see Tables 5 and 6) shows that 9 of the 25 noun primes and 4 of the
15 verb primes establish statistically significant correlations with one direction
or the other. Nouns of the classes noun.act and noun.event associate with zero
nouns, while noun.animal, noun.artifact, noun.body, noun.group, noun.person,
noun.plant and noun.substance associate with zero verbs. Ontologically speak-
ing, these results conform to our expectations about lexical categories. Verbs on-
tologically denote acts and events, while nouns mostly refer to objects (Baker &
Croft 2017). Consequently, nouns that denote acts and events will be the output of
deverbal derivation (see transfer, escape, ambush, beat for acts and twinkle, twist,
drip for events derived from verbs), while nouns referring to animals, artifacts,
persons, plants, substanceswill represent the input to denominal verbs (see lamb,
cub, kitten for noun.animal, bandage, chain, buckle for noun.artifact, chair, cham-
pion, doctor for noun.person, fruit, mushroom, seed for noun.plant and cement,
glue, metal, paper for noun.substance as input to zero verbs).

For the verb primes in Table 6, we see that verb.motion and verb.perception
associatewith zero nouns (see tomarch, to limp, to ride, to sail for verb.motion and
to smell, to sound, to scent, to knock for verb.perception, as input to zero nouns),
while verb.creation and verb.possession associate with zero verbs (see to hammer,
to ornament, to instrument, to garden for verb.creation and to loan, to profit, to sac-
rifice, to fund for verb.possession, as zero verbs derived fromnouns). This suggests
that verbs of motion and of perception are more likely to form the input to zero
nouns than to be derived from lexical nouns, while verbs of creation and verbs of
possession are more likely derived from nouns.

5.1 Interpretation of the morphosemantic relations

In §4.1, we saw that the Event relation is the most frequent one in the dataset and
substantiallymore frequentwith zero nouns (63.5%) thanwith zero verbs (36.5%),
if we keep inmind that the overall dataset is biased towards zero verbs (60%). The
relation Event between nouns and verbs is expected to be frequent, given the pri-
marily eventive meaning of verbs (Koontz-Garboden 2005; Baker & Croft 2017). Its
higher frequency with zero nouns, however, also confirms the intuition that, to
create an Event relation, the input category must be that of the verb, whose pri-
mary ontological meaning is eventive. The noun is the output category, as events
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are not typical denotations in the ontology of nouns (pace some exceptions like
trip, movie).

Unlike Event, relations such asAgent, By-means-of, Instrument, Location, Re-
sult, Undergoer and Uses are substantially more frequent with zero verbs, which
represent 75% or more of the corresponding pairs.¹¹ These relations are relatively
frequent in our dataset and represent typical morphosemantic relations that
appear between morphologically related N-V pairs, to the extent that the noun
loosely corresponds to some semantic argument in the event structure of the re-
lated verb. From this perspective, it is natural for them to appear more frequently
with zero verbs, as the meaning of the verb is construed around a semantic argu-
ment instantiated by the base noun (but see §2.2 for more subtle observations on
this).

An interesting case is that of the Property and State relations, which are not
very frequent in our dataset, nor do they showany tendency towards one direction
or the other. From the literature on the semantics of lexical categories we know
that in English properties and states are typically categorised as adjectives, and
not as verbs or nouns (Dixon 1982; Koontz-Garboden 2005, 2007; Baker & Croft
2017; Koontz-Garboden & Francez 2017). This explains the smaller number of N-V
pairs for these relations to begin with but also their indeterminacy with respect to
a derivational direction, since neither the verb nor the noun represents a default
base category for zero formations that denote properties and states (in contrast
with Event, Agent, Instrument, etc. above).

From the perspective of how zero nouns and zero verbs are distributed across
the different relations in Figure 2, §4.1, we can also make some insightful ob-
servations, which support previous claims in the literature. Namely, the figure
shows that zero nouns are primarily formed to denote events: 70.3% of them
appear in this relation, indicating a clear morphosemantic relation to the base
from which they inherit an eventive meaning. Other relations are much more
rarely attested with zero nouns: only By-means-of and Result come close to what
would be expected from a by-chance distribution (i.e. 7.1%). This picture con-
firms Cetnarowska’s (1993) conclusion that zero nouns primarily denote events,
and participant readings are the result of metonymic shifts and only limitedly
available. For zero verb formation, however, we find a broader spectrum of mor-
phosemantic relations, indicating more indeterminacy about their semantics in
relation to the base: Agent, By-means-of, Event, Instrument, Result, Undergoer
and Uses include between 6.9% and 27.3% of the zero verbs. This contrast be-

11 The dataset is indeed biased for zero verbs, which make 60% of it, but these relations show a
considerably higher proportion than this baseline (see statistical results in §4.1).
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tween zero nouns and zero verbs supports the observation from the literature
overview in §2 and the results from Kisselew et al. (2016) according to which the
semantic relationship between zero nouns and their base is more systematic and
predictable with information content measures than that between zero verbs and
their base.

5.2 Interpretation of the noun and verb prime distribution

Zero nouns have been argued to be well-behaved and exhibit meanings similar to
those of overt nominalisations (Cetnarowska 1993), which are semantically more
specific and restricted than the meaning of the base (Kisselew et al. 2016). Zero
verbs, however, have been argued not to receive more specific meanings than the
base (Kisselew et al. 2016) and to show a broader range of meanings than overt
derivations, whereby they do not establish systematic relations to the meaning of
their base as in an argument-predicate relation (seeHarley&Haugen 2007; Rimell
2012). The question is whether our dataset allows us to draw any conclusionswith
respect to these observations.

More evidence on the greater semantic diversity of zero verbs compared to
zero nouns in support of these previous findings appears when we interpret the
results from §4.3 on the prime pairs (i.e. semantic verb and noun classes) involved
in each such relation. For many relations, a small set of base noun primes results
in verbs of manymore primes, while in zero noun derivation the opposite holds: a
broad range of base verb primes yields nouns grouped in only 1 or 2 noun primes.
This contrast is particularly surprising, if we take into account that the pool of
noun primes is much larger than that of verb primes in our dataset (see 25 noun
primes vs. 15 verb primes in §3.1 and §4.2) and implicitly provides stronger support
for the previous observation that zero verbs are semantically more diverse (in re-
lation to their base and by comparison to overtly derived verbs) than zero nouns
are.

Looking closely at this contrast, we notice that for the N-to-V direction, the
extent of the phenomenon is quite vast (see Table 7), manifesting for 8 out of the
10 relations analysed. For zero nouns it is more moderate: three relations (Agent,
Event and Property) clearly manifest this, two (By-means-of and State) manifest
it for the most frequent prime combinations, while others (Result and Undergoer)
seem not to confirm it, and still others (Instrument, Location and Uses) contain
insufficient data for drawing any conclusion.

With respect to the correlation between prime combinations and the direction
of zero derivation (§4.4), we noticed that most of the primes combinations occur
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with both directions, so there are only a few such correlations, and most of them
concern zero verbs, which is again suggestive of their more diverse semantics.

6 Conclusions and future work
In this paper we investigated whether morphosemantic relations and noun/verb
semantic classes (primes) from the PWN show any correlations with the OED di-
rection of derivation in a dataset of 4,879 zero-related N-V word sense pairs. We
aimed to capture possible semantic differences between nouns and verbs formed
by zero derivation for a better understanding of this morphological process.

We found statistically significant correlations with the derivational direction
both for the morphosemantic relations and the semantic classes. First, we have
shown that most of the morphosemantic relations associate with one direction or
the other: Event appears most often with zero nouns created from verbs, while
Agent, By-means-of, Instrument, Location, Result, Undergoer, Uses appear most
oftenwith zero verbs created fromnouns. The relations Property and State appear
with similar proportions of zero nouns and zero verbs. We explained this peculiar
behaviour by the fact that properties and states are unusual denotations for verbs
and nouns in English. Consequently, we expect them to show no particular ten-
dency towards one direction or the other, and we also expect many noun-verb
pairs belonging to this relation to be undetermined in terms of derivational direc-
tion. The latter is something to investigate in future research on the basis of zero
pairs whose directionality is not known.

Second, we have shown that, for most relations, irrespective of the deriva-
tional direction, zero verbs are characterised by greater diversity than zero nouns.
Thismeans that within the relationswe discussed, zero nouns usually show fewer
or just as many primes as the corresponding base verbs, while zero verbs often
showmore primes than the corresponding base nouns, despite the fact that there
are more noun primes than verb primes in the PWN ontology. This picture sup-
ports observations from the previous literature, according to which zero nouns
are semantically more restricted in relation to the base than zero verbs are.

One important aspect of our dataset is that it containsN-Vword sensepairs. At
this point, the OED does not provide a derivational direction for individual senses.
However, Plank (2010) convincingly argues that zero-derived pairs of polysemous
words may show both derivational directions for different senses. In English the
word taxi offers such an example: the verb taxi with the sense ‘to travel in a taxi’
is derived from the noun with the sense ‘taxicab’, but the noun with the sense
‘an act or instance of taxiing’ is derived from the zero verb’s new sense ‘(of an
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aeroplane) to travel slowly along the ground before take-off or after landing’. Our
current dataset includes only the senses available with the N-to-V derivation (the
zero verb), but we believe that a larger study of this kind would be able to distin-
guish betweendifferent senses associatedwith the same lexemebutwith different
derivational directions.

Zero derivation affects not only the lexical category, but also the meaning of
new formations. Our employment of general lexical resources with large sets of
data (the OED and the WordNet) to investigate semantic parameters available in
N-V zero pairs promises a better understanding of whether the formation of zero
nouns follows similar rules as the formation of zero verbs. This has further im-
plications for their modeling and for a more refined view on this word formation
process in general.

A possible application of the results obtained (and to be further elaborated) is
the implementation of linguistically-informed computational models for predict-
ing the direction of derivation for pairs of senses for which such information is not
available yet, whether they prove to be directional or not (see Darby 2015; Darby
& Lahiri 2016). Our dataset is a good point of departure for developingmethods to
predict the morphosemantic relation of previously unattested pairs, based on the
distribution of the derivational direction across semantic primes and morphose-
mantic relations observedhere. The research presented here also opens theway to
similar endeavours for languages other than English, provided that similar lexical
resources are available.
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Appendix
Belowwe present a detailed overview of the N and V prime combinations for each
relation and direction: the numbers and percentages are calculated with respect
to the total number of N-V pairs across the observed pairs of prime combination
within each relation and direction.

Tab. 13: The combination of semantic primes to express the relation Agent. The grey cells show
that only one noun prime (n.person) combines with various verb primes in the data.

N-to-V v.social v.communication v.creation v.competition v.possession v.cognition v.body v.state v.motion

n.person 53 (26%) 20 (10%) 17 (8%) 14 (7%) 13 (6%) 12 (6%) 11 (5%) 11 (5%) 11 (5%)

V-to-N n.person

v.social 7 (20%)
v.commun 6 (17%)
v.motion 4 (11%)
v.poss 2 (6%)
v.consum 2 (6%)
v.emotion 2 (6%)
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Tab. 14: The combination of semantic primes to express the relation Event. The grey cells high-
light the prime combinations in which 2 noun primes (n.act and n.event) are paired with a
larger variety of verb primes.

N-to-V v.communication v.motion v.contact v.social v.possession v.change v.creation v.body v.perception v.emotion v.cognition v.weather v.consumption v.stative

n.communication 88 (11%) 8 (1%) 8 (1%)
n.act 23 (3%) 52 (7%) 51 (6%) 44 (6%) 33 (4%) 23 (3%) 19 (2%) 17 (2%) 5 (1%) 11 (1%) 6 (1%)
n.event 8 (1%) 22 (3%) 9 (1%) 14 (2%) 17 (2%)
n.feeling 17 (2%)
n.state 7 (1%) 7 (1%) 13 (2%)
n.cognition 7 (1%) 10 (1%) 9 (1%)
n.possession 10 (1%)
n.process 8 (1%)
n.phenomenon 6 (1%) 7 (1%)
n.food 6 (1%)
n.time 6 (1%)

V-to-N n.communication n.event n.act n.cognition

v.contact 39 (3%) 184 (13%)
v.motion 53 (4%) 194 (14%)
v.communication 106 (8%) 41 (3%) 39 (3%)
v.change 36 (3%) 55 (4%)
v.body 23 (2%) 48 (3%)
v.perception 43 (3%) 22 (2%) 16 (1%)
v.social 42 (3%)
v.competition 36 (3%)
v.stative 26 (2%)
v.possession 26 (2%)
v.cognition 19 (1%)

Tab. 15: The combination of semantic primes to express the relation Property. The grey cells
show that only one noun prime (n.attribute) can be the base for more verb primes in the N-to-
V direction and different verb primes are base to create zero nominalisations of mostly one
semantic class (also n.attribute).

N-to-V v.communication v.change v.cognition v.contact v.social v.emotion

n.attribute 9 (15%) 8 (13%) 6 (10%) 3 (5%) 3 (5%)
n.communication 4 (7%)
n.cognition 4 (7%) 2 (3%)
n.state 2(3%)
n.quantity 2 (3%)

V-to-N n.attribute n.location n.relation

v.perception 7 (16%)
v.contact 7 (16%)
v.stative 3 (7%) 5 (12%) 2 (5%)
v.motion 5 (12%)
v.change 3 (7%)
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Tab. 16: The combination of semantic primes to express the relation Result. The grey cells show
the three verb primes (v.contact, v.creation and v.change) are combined with more diverse noun
primes to account for most of the data.

N-to-V v.contact v.creation v.change v.communication v.motion v.body v.cognition v.competition v.possession v.social v.stative

n.artifact 33 (8%) 32 (8%) 5 (1%) 6 (1.5%) 3 (1%)
n.object 11 (3%) 3 (1%) 17 (4%)
n.communication 15 (4%) 14 (3.5%)
n.shape 14 (3.5%) 3 (1%) 9 (2%) 5 (1%) 3 (1%)
n.food 6 (1.5%) 11 (3%)
n.attribute 3 (1%) 4 (1%) 10 (2.5%)
n.substance 3 (1%) 10 (2.5%) 3 (1%)
n.group 8 (2%) 5 (1%) 9 (2%) 5 (1%) 5 (1%) 3 (1%)
n.plant 7 (2%) 3 (1%)
n.animal 7 (2%)
n.cognition 5 (1%) 3 (1%) 7 (2%)
n.body 4 (1%) 5 (1%)
n.possession 3 (1%) 4 (1%)

V-to-N n.shape n.artifact n.state n.communication n.object n.attribute n.food n.cognition n.location n.plant n.act n.body n.group

v.contact 13 (10%) 6 (4%) 9 (7%) 7 (5%) 4 (3%) 3 (2%) 2 (1%) 2 (1%) 2 (1%)
v.communication 2 (1%) 6 (4%)
v.change 5 (4%) 2 (1%) 4 (3%) 5 (4%) 3 (2%) 2 (1%)
v.creation 9 (7%) 4 (3%) 2 (1%) 2 (1%)
v.perception 3 (2%) 2 (1%)
v.motion 5 (4%) 2 (1%) 2 (1%)
v.stative 2 (1%)

Tab. 17: The combination of semantic primes to express the relation Undergoer. The grey cells
show that for the N-to-V direction two noun primes (n.communication and n.artifact) account
for most of the data, while for the V-to-N direction there is one noun prime (n.artifact) occurring
with almost all verb primes in the data.

N-to-V v.communication v.contact v.possession v.creation v.change v.competition v.motion v.cognition v.consumption v.perception v.social

n.communication 23 (10%) 3 (1%) 3 (1%) 11 (5%) 4 (2%) 5 (2%) 3 (1%) 3 (1%)
n.artifact 19 (8%) 3 (1%) 11 (5%) 4 (2%) 6 (3%) 3 (1%)
n.possession 18 (8%) 3 (1%)
n.plant 5 (2%) 8 (4%)
n.animal 8 (4%) 3 (1%) 7 (3%)
n.food 8 (4%) 4 (2%) 3 (1%) 3 (1%)
n.substance 7 (3%) 4 (2%) 6 (3%)
n.group 7 (3%)
n.person 6 (3%)
n.quantity 5 (2%) 3 (1%)
n.attribute 5 (2%) 3 (1%)
n.body 4 (2%)

V-to-N n.communication n.artifact n.possession n.food n.body n.substance n.object n.quantity n.group n.person n.cognition n.attribute n.event

v.possession 2 (2%) 9 (9%)
v.contact 8 (8%) 2 (2%) 3 (3%)
v.communication 4 (4%) 2 (2%) 2 (2%)
v.consumption (4%)
v.body 2 (2%) 4 (4%) 3 (3%)
v.motion 2 (2%) 3 (3%)
v.competition 2 (2%) 2 (2%)
v.cognition 2 (2%) 2 (2%) 2 (2%)
v.stative 2 (2%)
v.social 2 (2%)
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Tab. 18: The combination of semantic primes to express the relation By-means-of. The grey
cells show that only two noun primes (n.artifact and n.communication) are more frequent in the
prime combinations, irrespective of the zero derivation direction, whereas the number of verb
primes is much higher.

N-to-V v.contact v.communication v.motion v.creation v.change v.social v.stative v.perception v.cognition v.body v.possession

n.artifact 67 (19%) 11 (3%) 14 (4%) 12 (3%) 11 (3%) 6 (2%) 4 (1%) 3 (1%)
n.communication 3 (1%) 47 (13%) 3 (1%) 5 (1%) 7 (2%) 3 (1%) 3 (1%)
n.body 11 (3%) 4 (1%)
n.substance 9 (3%) 4 (1%)
n.cognition 4 (1%) 5 (1%) 4 (1%) 4 (1%)
n.attribute 4 (1%) 3 (1%)
n.relation 3 (1%)
n.state 3 (1%)

V-to-N n.artifact n.attribute n.communication n.possession n.cognition n.phenomenon n.quantity n.object n.substance n.state n.shape

v.contact 19 (16%) 3 (3%) 3 (3%) 2 (2%) 2 (2%)
v.social 6 (5%) 2 (2%)
v.communication 4 (3%) 5 (4%) 2 (2%)
v.possession 3 (3%) 4 (3%)
v.change 2 (2%) 4 (3%) 2 (2%) 2 (2%)
v.emotion 4 (3%)
v.creation 3 (3%)
v.perception 2 (2%) 3 (3%)
v.motion 2 (2%) 2 (2%) 2 (2%)
v.stative 2 (2%)

Tab. 19: The combination of semantic primes to express the relation Instrument. We notice
that the noun prime n.artifact is basis for all verb primes and is the only prime to which zero
nominalisations belong.

N-to-V v.contact v.creation v.motion v.body v.change

n.artifact 131 (63%) 12 (6%) 9 (4%) 9 (4%) 9 (4%)

V-to-N n.artifact

v.contact 131 (75%)

Tab. 20: The combination of semantic primes to express the relation Location. We show by
means of the grey cells that two noun primes (n.artifact and n.location) prevail in combining
with a higher number of verb primes (for N-to-V) or with the same number of verb primes (for
V-to-N).

N-to-V v.contact v.emotion v.stative v.possession v.social v.creation

n.artifact 17 (14%) 11 (9%) 7 (6%) 9 (7%) 5 (4%) 5 (4%)
n.location 8 (6%) 13 (10%) 9 (7%) 6 (5%)
n.object 10 (8%)

V-to-N n.location n.attribute n.artifact

v.contact 7 (25%)
v.change 3 (12%)
v.motion 3 (12%) 3 (12%)
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Tab. 21: The combination of semantic primes to express the relation State. The grey cells show
one noun prime (n.state) is more frequently combined with various verb primes, for each direc-
tion of the zero derivation.

N-to-V v.contact v.communication v.emotion v.change v.stative v.social

n.state 4 (13%) 3 (10%) 3 (10%) 2 (6%) 2 (6%)
n.quantity 3 (10%)
n.feeling 3 (10%)
n.attribute 2 (6%)

V-to-N n.state n.attribute n.feeling

v.emotion 7 (29%) 2 (8%)
v.change 3 (12.5%) 3 (12.5%)
v.body 2 (8%)

Tab. 22: The combination of semantic primes to express the relation Uses. The grey cells show,
for N-to-V direction, the higher number of two noun primes (n.artifact and n.communication)
and of two verb primes (v.contact and v.possession), while for the V-to-N direction one verb
prime (v.contact) and one noun prime (n.artifact) prevail.

N-to-V v.contact v.possession v.communication v.body v.change v.creation v.cognition v.competition v.stative

n.artifact 49 (40%) 36 (29.5%) 20 (16%) 6 (5%) 10 (8%) 6 (5%) 5 (4%)
n.substance 42 (34%) 11 (9%)
n.communication 9 (7%) 5 (4%) 26 (21%)
n.possession 9 (7%)
n.time 8 (7%)
n.attribute 6 (5%)
n.food 6 (5%) 5 (4%)
n.plant 5 (4%)

V-to-N n.artifact n.communication n.substance n.shape n.attribute n.possession

v.contact 13 (17%) 5 (7%) 4 (5%) 3 (4%) 2 (3%)
v.body 7 (9%)
v.creation 5 (7%)
v.possession 2 (3%) 2 (3%)
v.weather 2 (3%)
v.change 2 (3%)
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Analogical modeling of derivational
semantics: Two case studies

Abstract: This paper addresses two fundamental problems of derivational seman-
tics. The first one is that one meaning or concept may be expressed by more than
one form (‘affix competition’), the second one is that one affix may give rise to
different meanings (‘affix polysemy’). In one case study for each of the two prob-
lems, we explore a particular theoretical approach to morphology, analogy, using
a computational analogicalmodel, the AML algorithm (Skousen et al. 2013; Arndt-
Lappe et al. 2018). We use that algorithm to test how an analogy-based mecha-
nism can tackle the two problems. It is the first study to implement analogical
modeling in the study of the semantics of complex words, instead of formal prop-
erties of complex words (e.g. Eddington 2002, Plag et al. 2007, Arndt-Lappe 2011,
Arndt-Lappe 2014). In the first study we model the choice between English -ing
and conversion to derive deverbal nouns, in the second we model the choice of
different interpretations for English -ment derivatives. The two studies show that
both the influence of semantics on affix competition and affix polysemy can be
successfully modeled using analogy. The models are not only quite accurate in
their predictions. Closer inspection also reveals that important generalizations of
different grain size fall out automatically in AML. The article demonstrates that
analogy is a computationally tractable and cognitively plausible mechanism also
in the domain of derivational semantics.

Keywords: derivation, semantics, affix competition, affix polysemy, analogical
modeling

1 Introduction
Although derivational semantics has gained more attention over the years (e.g.
Bauer et al. 2015), fundamental questions remain under debate. This article deals
with two of them, affix competition and affix polysemy. ‘Affix competition’ refers
to the commonphenomenon that different affixes often encode the samemeaning.
For instance, -ity and -ness in English are taken to derive abstract nouns with no
clear difference in meaning between the twomorphological categories (see Bauer
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et al. 2013, 257f). Another case is the formation of deverbal nominalizations by
-ing and conversion (as in the betting vs. the bet). ‘Affix polysemy’ refers to the
fact that the derivatives of a particular morphological category can have differ-
ent interpretations. For instance, English -ment derivatives have been shown to
exhibit change-of-state readings, stimulus readings, result-state readings and a
few others (e.g. Bauer et al. 2013; Kawaletz & Plag 2015; Plag et al. 2018; Kawaletz
2023). A note on terminology is in order here. For ease of reference we have used
the term ‘affix’ here in a loose sense, including non-affixational morphological
processes like conversion or truncation. The expressions ‘competition of morpho-
logical forms’ and ‘polysemy of a morphological category’ would be more appro-
priate ways of speaking about these two phenomena.

Recent studies usingmodern empiricalmethods have shown thatmany gener-
alizations in the theoretically-oriented literature concerning these two problems
(someof them long-cherished) arewrong (e.g. Lieber 2016; Lieber&Andreou 2018;
Lieber&Plag 2022; Schirakowski 2021). In particular, the receivedwisdom is being
challenged by increasing evidence for the under-specification of derivational se-
mantics and the importance of contextual andworld knowledge (see, for instance,
Alexiadou 2019).

These new findings present both theoretical and methodological challenges.
At the theoretical level, we have to concede that categorical approaches are not
able to cope with the variability attested in the data, and that these theories must
either be seriously revised, or alternative theories must be developed and tested.
At the empirical level, tractable statistical and computational models are needed
to account for how complex words mean. The present article explores a particu-
lar, and very traditional, theoretical approach to morphology, analogy (see Arndt-
Lappe 2015 for an overview). Specifically, we will use a computational analogical
model, the AML algorithm (Skousen et al. 2013; Arndt-Lappe et al. 2018), to test
how an analogy-basedmechanism can tackle the two problems introduced above.

Analogical modeling is conceptualized here as an exemplar-based approach
in which storage of individual occurrences of expressions plays a prominent role.
More specifically, analogical models are computational algorithms that work on
the basis of a lexicon in which forms are stored together with their properties,
including the property in question (‘outcome’), for instance the kind of morpho-
logical form or the interpretation they exhibit. Based on the similarity of a given
form with the forms stored in the lexicon, the given form is assigned a probabil-
ity of a particular outcome (for instance, ‘conversion’ as the morphological form,
or ‘result-state’ as its interpretation). So far, the semantics of complex words has
played only a marginal role in the analogical modeling of morphology, which has
mainly focused on formal properties of simplex and complex words (e.g. their
phonological structure) to predict, for example, stress (Eddington 2000), inflec-
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tional forms (e.g. Skousen 1989; Keuleers et al. 2007), morpho-phonological alter-
nations (e.g. stress assignment to compounds, Plag et al. 2007; Arndt-Lappe 2011)
or affix selection in situations of competition (e.g. Eddington 2002; Arndt-Lappe
2014).

Wepropose to implement analogicalmodels inwhichwepredict outcomes on
the basis of semantic features, addressing the two fundamental problems above.
Our focus will be on the analogical mechanism. By contrast, the semantic repre-
sentations on which we set this mechanism to operate will comprise features that
are well-established across different theoretical linguistic frameworks in the liter-
ature, and that have been validated in recent empirical work.

In our first case study we tackle the form competition problem by modeling
the choice between -ing and conversion based on, first, the meaning that is to
be expressed with the derived noun and, second, the aspectual class of the base
verb. The data set for this study consists of almost 1500 nominalization tokens
from COCA (Davies, 2008-) that were used in Lieber & Plag (2022). It will be shown
that the analogical model can quite accurately predict the choice between the two
morphological forms.

In our second case study we investigate how particular readings are selected
for a given -ment derivative. For this, we make use of a data set of 40 -ment ne-
ologisms used in Kawaletz (2023). The nominalizations in the data set are poly-
semous, exhibiting up to seven different readings per type. This range of read-
ings is systematically related to semantic properties of the base verb as well as
to selectional restrictions of -ment. We will show that, by providing AML with a
well-founded set of features pertaining to the base verbs’ semantics, the algorithm
does an excellent job of predicting the emergent patterns in the nominalizations’
possible readings.

2 Modeling derivational semantics
There are a number of approaches that try to go beyond assigning impressionis-
tic semantic labels to morphological categories. In those approaches an attempt
is made to understand in more detail how meanings are generated based on the
properties of base, affix and other available information. We will briefly lay out
three prominent architectures before we turn to analogical modeling: syntactic
approaches, Lieber’s Lexical Semantic Framework, and distributional semantics.
Thepurpose of this overview is to situate the analogical approach in the landscape
of a rather wide range of competing approaches.Wewill do this with a special em-
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phasis on how these approaches can deal with the variability that recent studies
have found in the data obtained in studies of actual language use.

A family of important approaches to the treatment of the semantics of nomi-
nalization are syntactic approaches, among them Distributed Morphology (Alexi-
adou 2001; Harley 2009), Borer’s (2013) Exoskeletal model, and Nanosyntax (Bau-
naz et al. 2018). In these frameworks a particular reading for a derived word is
attributed to a difference in syntactic structure, for instance, the location of par-
ticular entities in the array of functional projections above or below the affix.

Such an analysis works best if the range of readings is highly restricted, and
clearly tied to particular categories that behave in clearly distinct ways. Broader
empirical studies have shown that quite often a different situation holds, with
an unexpected degree of variability in interpretation. The nominalizations in -ing
and conversion are a case in point, as shown in Lieber & Andreou (2018) and
Lieber & Plag (2022).

Another approach to modeling of the behavior of derived words is Lieber’s
Lexical Semantic Framework (LSF, Lieber 2004, 2016). In LSF, interpretation
works on the basis of the semantic representations of base and affix. Both repre-
sentations are composed using particular mechanisms, including underspecifi-
cation. In LSF, polysemous semantic representations can be easily derived and
are part and parcel of the system, but any combination of semantic attributes
with morphological form is as likely as any other. Predictions about possible
tendencies cannot be derived based on this framework.

Yet another perspective on meaning is taken by distributional semantics. In
this framework, meanings are determined by the contexts in which words occur.
Vectors are used as meaning representations that record the contexts in which
a given item occurs in the corpus. The closer to each other the vectors are, the
closer in meaning are the words represented by those vectors. As shown by some
of the contributions in this volume (Kotowski & Schäfer 2023; Bonami & Guzmán
Naranjo 2023; Schäfer 2023), this approach can also be implemented for various
purposes when investigating complex words (see also, for example, Marelli & Ba-
roni 2015; Varvara 2017; Lapesa et al. 2018; Wauquier 2020; Huyghe & Wauquier
2020; Missud & Villoing 2021). Although the distributional semantics framework
is consistent with semantic patternings of complexwords that are neither categor-
ical nor random, and therefore might be able to handle the data we present, we
will not explore this framework here. Instead, we turn to a fourth approach that
has the potential to handle probabilistic data, namely analogical modeling.
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3 Analogical Modeling
The term ‘analogical modeling’ is a cover term for a variety of computational ap-
proaches which all hold that linguistic generalization emerges through similari-
ties in the lexicon. Four prominent ones are ‘Analogical Modeling of Language
(AML)’ (e.g. Skousen 1989; Skousen et al. 2002; Skousen & Stanford 2007; Sk-
ousen et al. 2013 et seq.), ‘Tilburg Memory-based Learner (TiMBL)’ (e.g. Daele-
mans 2002; Daelemans & van den Bosch 2005; Daelemans et al. 2007), the ‘Gen-
eralized Context Model (GCM)’ (Nosofsky 1986) and the ‘Minimal Generalization
Learner (MGL)’ (Albright & Hayes 2003; Albright 2009).

Appeal to analogy has generally had a long tradition especially in the fields
of morphology and language change, but it has often been criticized, especially
from a generative perspective, for a lack of rigor and restrictions. The computa-
tional analogical models mentioned above address this criticism, as they provide
a tractable analysis and can generate falsifiable hypotheses that can be tested in
various ways, e.g. by experiments or corpus data.

In thepresent paperwewill use theAMLalgorithm, and the rest of this section
is devoted to introducing the reader to the specifics of this model. An analogical
model basically performs a classification task. For each item that is given to the al-
gorithm as a test item, the algorithmdecides between different outcomes (e.g. -ing
nominalization or conversion) on the basis of the distribution of similar items in
the lexicon. The similarities between lexical items is computed over the properties
of these items (so-called ‘features’) that are listed in the lexicon (i.e. coded for the
data set in question). For instance, in Arndt-Lappe (2014) the choice between the
rival suffixes -ity and -ness was modeled based on features that coded the syntac-
tic category information and certain phonological properties of pertinent words.

One interesting property of analogical models is that they can address a long-
standing problem in morphology, the nature of rules. Traditional, especially gen-
erative, approaches often assume the existence of rules accompanied by lexically
listed exceptions, as witnessed in the classic ‘words and rules’ debate (e.g. Pinker
1999). In analogical models, by contrast, generalizations of different grain sizes
emerge as a natural consequence of the analogical architecture.

This article presents two different semantic tasks. In the first task (see sec-
tion 4)wemodel the choice between two forms, -ing nominalization or conversion
nominalization, based on semantic features. In the other task (see section 5) we
model the choice between different interpretations of -ment derivatives based on
the semantic properties of the base verb.

Figure 1 illustrates the architecture of the analogical model, using the choice
between -ing and conversion as an example. The central component of the sys-
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tem is the lexicon, i.e. the set of stored exemplars. In this lexicon each item is
represented as a set of features. In figure 1, for each item the four features ‘base’,
‘aktionsart’, ‘quantification’ and ‘eventivity’ are coded. On the basis of these fea-
tures, the fifth feature (‘nominalization’) is to be predicted. ‘Aktionsart’ encodes
the aktionsart of the base, ‘quantification’ encodes whether the derivative is in-
terpreted as mass or count, and ‘eventivity’ encodes whether the derived noun is
eventive or referential in its interpretation. The outcome feature ‘nominalization’
encodes the morphological form of the nominalization (-ing or conversion).

 

item base aktionsart quantification eventivity nominalization 
ACCOUNT account activity count referential conversion 
ASSIST assist activity count referential conversion 
ASSIST assist activity mass referential ing 
BEND bend accomplishment mass eventive ing 
BLEND blend accomplishment count referential conversion 
BLEND blend accomplishment mass eventive ing 
BLEND blend accomplishment count eventive conversion 
BLINK blink semelfactive count eventive conversion 
BLINK blink semelfactive count eventive conversion 
BLINK blink semelfactive count eventive conversion 
BREAK break achievement count eventive conversion 
BREAK break achievement count eventive ing 
BREAK break achievement count eventive ing 
BURN burn accomplishment count referential conversion 
BURN burn accomplishment mass eventive ing 
BURST burst achievement mass eventive conversion 
CATCH catch achievement mass eventive conversion 
FINISH finish achievement mass eventive conversion 

 

item base aktionsart quantification eventivity nominalization 
BREAK break achievement count eventive conversion 
BREAK break achievement count eventive ing 
BREAK break achievement count eventive ing 
BURST burst achievement mass eventive conversion 
      
      
item base aktionsart quantification eventivity nominalization 
BURST burst achievement count eventive conversion 

 

Analogical 
set 

 
Lexicon 

New item: 
BURST 

Fig. 1: The architecture of an analogical model.

The model can be set up to deal with tokens (case study 1), or with types (case
study 2). In exemplar-based models, even individual tokens of a lexeme can be
stored. For instance, a given token of a particular lexeme may occur in a given
discourse with a particular reading, and this token may then be stored with this
reading. The next occurrence of the same lemma may instantiate a different read-
ing and this new token may now be stored with this different reading. In our first
case study, we have a data set with multiple tokens of the same lexemes, and our
analysis will be token-based. Having a lexicon with token representations means
that the lexiconmay already contain nominalizations for the same type, i.e. differ-
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ent instances in which a speaker has experienced pertinent words with a partic-
ular meaning before. In the toy example in figure 1, the new item to be classified
is a new token of BURST. This word is already part of the lexicon with a partic-
ular nominalization (see the third row from the bottom in the box labeled ‘Lexi-
con’).We assume, in accordancewith the observed facts, that, in general, for each
verb bothmorphological forms are available to form a nominalization (even if one
may not find both forms attested for each verb in a given corpus). If a new token
of BURST is to be classified for the morphological form of its nominalization, the
system extracts from the lexicon a group of exemplars which are similar to the
new item. This group is called ‘analogical set’. The exemplars in the analogical
set serve as analogues on the basis of which the morphological form of the nomi-
nalizationwill be assigned to the new item. Abstracting away from various further
intricacies to be discussed below, the new item will be classified like the majority
of items in the analogical set.

In figure 1, all exemplars in the analogical set share three features with the
new item. The nominalization for BURST is then selected on the basis of the distri-
bution of the nominalizations in the analogical set. In the toy example, -ingwould
be chosen in half of the cases, or with a probability of 50 percent. The algorithm
gives the probability of each possible value being assigned, based on the distribu-
tion of these values amongst exemplars in the analogical set. In calculating these
probabilities, AML takes into account the degree of similarity between an exem-
plar and the new item, as well as the number of exemplars with a particular set of
features. The more similar an exemplar is to the new item, the more weight it re-
ceives, and the more exemplars that share a particular set of features, the greater
the weight that is assigned to each of them. The latter procedure is particularly
important in cases where a feature constellation is particularly frequent in the lex-
icon. In a classification task where exemplars sharing that feature constellation
are part of the analogical set, they may outweigh exemplars that are more similar
to the target word, but that are smaller in number.

Returning to our example in figure 1, the reader may have noticed that the set
of features also includes ‘base’, which means that different exemplars with the
same base may be listed in the lexicon. This is desirable since the same base may
have more than one nominalization, with different quantification and eventivity
readings in different contexts.

The crucial question is of course how the systemdetermineswhich exemplars
end up in the analogical set. As one can see in figure 1, the analogical set in our toy
example contains two different types of exemplars. In the parlance of AML, the set
of all exemplars sharing a particular feature constellation is called a ‘gang’. The
idea behind this terminology is that the words that instantiate a particular feature
constellation ‘gang up’ in analogical sets to influence the outcome. In our exam-
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ple, one gang, comprising three instances of BREAK, shares the three semantic fea-
tures ‘aktionsart’, ‘quantification’, and ‘eventivity’ with our new item BURST. The
other gang consists of only one exemplar, an instance of BURST, which differs se-
mantically from the new item in that it has amass reading, but shares the features
‘base’, ‘aktionsart’, and ‘eventivity’with thenew item.What both gangs in the ana-
logical set have in common is that they share a total of three features with the new
item. This raises the question, however, why AML does not also include less sim-
ilar exemplars. Consider, for example, the two items CATCH and FINISH from the
lexicon, which share two features with the new item, ‘aktionsart’ (‘achievement’)
and ‘eventivity’ (‘eventive’). In AML, the degree of similarity that is relevant for
exemplars to be included in the analogical set is decided for each new item indi-
vidually. The rationale of this procedure is that, on the one hand, the model will
always incorporate maximally similar items, but, on the other hand, items with
lower degrees of similaritywill be incorporated only if that incorporation does not
lead to greater uncertainty with respect to the classification task. In our example,
the reason why AML does not include all eventive achievement nouns is that the
gangs of exemplars sharing these two features do not behave in the same way as
the gangs sharing these two features plus one more feature with the new item, i.e.
the items in the analogical set. Aswe have seen, the items in our analogical set tes-
tify to both -ing and conversion outcomes. By contrast, the two eventive achieve-
ment nouns CATCH and FINISH, which have a ‘mass’ reading, provide evidence for
conversion only. They are therefore not included in the analogical set.¹ On a con-
ceptual level, AML’s way of constraining analogical sets provides a transparent
and interpretable way of operationalizing a fundamental idea in analogy-based
linguistic theories, i.e. that certain exemplars are privileged in analogical reason-
ing (cf. e.g. Arndt-Lappe 2015 for an overview of the literature). Exemplars that are
both highly similar to a target and informative with regard to a particular task are
more important than exemplars that are not.

As mentioned above, for each item to be classified, AML computes probabil-
ities for the different outcomes. For instance, for a given item, the outcome -ing
might have the probability of 73 percent, and the outcome conversion the proba-
bility of 27 percent. AML then selects randomly fromanalogical sets, whichmeans
that in 73 percent of the cases -ing will be selected. The percentages can of course
also be turned into classification decisions (reflecting assignment to discrete cate-
gories) by way of categorizing percentages at a particular threshold. For instance,

1 A similar case are the second BLEND item and the three exemplars of BLINK. These items also
share two features with the new item (‘count’ and ‘eventive’), but they also have a uniform out-
come, i.e. conversion. Readers interested inmore details of how analogical sets are computed are
referred e.g. to Skousen (2005).
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with a binary decision between two classes A and B, a percentage below 50 per-
cent means assignment to class A, a percentage of 50+means assignment to class
B.

AML can compute probabilities for binary outcomes, but also formultinomial
outcomes. In the next two sections we will first see an example of a binary out-
come. This will be followed in section 5 with an example of a model with multiple
possible outcomes.

4 One meaning - more than one form: -ing and
conversion nominalizations

4.1 The problem

In English, verbs can be nominalized in various ways, with -ing suffixation and
conversion both being very productive. In a broad empirical study, Lieber & Plag
(2022) examine the extent to which these two types of nominalizations in English
can be quantified as either count or mass, can express either eventive or refer-
ential readings, and can be based on verbs of particular aspectual classes (state,
activity, accomplishment, achievement, semelfactive). The examples in (1) illus-
trate count andmass readings.² Lieber & Plag applied the usual tests to categorize
the derived nouns as either count or mass (e.g. the presence of the determiner a,
or of quantifiers indicating one or the other category, such asmany ormuch).

The examples in (2) illustrate eventive and referential readings.Various tests
were employed to determine whether a nominalization referred to an eventuality
(e.g. modificationwith a temporal adverbial), or to an entity (e.g. coreferencewith
another noun in the context that is clearly concrete in its interpretation). For a
discussion of the details of the coding of the data the reader is referred to Lieber
& Plag (2022).

(1) a. conversion count reading
Accent on Living 1992: And if enough people tell you you’re no good,
you end up believing it and become what they say you are. A CHANGE
has to come.

b. conversion mass reading
Independent School 2006: Overall, then, the single greatest obstacle to

2 The examples in (1) and (2) are taken from Lieber & Plag (2022) (their examples (3), (7a) and
(8a)). Example (2c) is taken directly from COCA.
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implementing curricular CHANGE and, over time, establishing a cul-
ture that values continuous reflection and improvement in a school, is
the general predisposition of educators to resist change itself.

c. -ing count reading
BNC 1992: …tiny phosphorescent sparks around its hands, small rip-
ples in the stone beneath its feet, a gentle breeze around its head, a
sudden dampness and DRIPPING of water from the stones of the walls
around it.

d. -ing mass reading
BNC 1978: Listen to the rain. Compare slow DRIPPING, fast gushing,
trickling, etc.

(2) a. -ing and conversion eventive readings
Massachusetts Review 1995: …a muffled BANGING began, a thump-
ing, not rapid but steady, like the DRIP of water on a slab, a noise as
though someone above was stamping one foot, heavily booted, on a
bare board floor.

b. -ing referential reading
Mag. Inc. 1995: “Today,” says Holman, “employees in the cleaning de-
partment, for example, know not to work on the easiest-to-clean CAST-
ING or on the one that happens to be on the top of the pile.”

c. conversion referential reading
Cosmopolitan 2006: The one downside: Skin in this category tends to
have a greenish CAST.

Aspectual class (also known as aktionsart, Vendler class, lexical aspect, or inner
aspect) was coded as default lexical aspect without considering surrounding syn-
tactic context. An overview of the aspectual classes of the base verbs in Lieber
& Plag (2021) is given in table 1. For certain analyses, these authors recoded the
aspectual classes using the three aspectual features [dynamic], [durative], and
[implied endpoint] (or [endpoint] for short), as shown in table 2. In the AMLmod-
els below, we have used the binary features. (Lieber & Plag, 2022, 318) used stan-
dard definitions of the five classes, and coded the binary feature values for the
three aspectual features as follows: “A verb was coded as [+dynamic] if it implied
an input of energy, [-dynamic] if not (Comrie 1976). Verbs of change of state, di-
rected change of position, or verbs which otherwise implied an outcome or prod-
uct were coded as [+implied endpoint]. Other verbs were coded as [-implied end-
point]. Verbswhich implied a passage of timewere coded as [+durative] and verbs
that implied a punctual event were coded as [-durative].”

Based on corpus attestations, it is safe to say that both nominalizations can be
used to express the same readings. The authors present statistical evidence that
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Tab. 1: Verbs and their aspectual classes.

Aspectual class Verbs

Accomplishment/achievement bet, cast, cut, divide, draw, exit, grant, hire, offer, order,
pay, return, shift

Accomplishment bend, blend, burn, change, cover, display, fall, fix, form,
heat, melt, mix, repair, report, rise, spread, strip, surround,
take, transfer, wash

Achievement break, burst, catch, chop, find, finish, fracture, kill reach,
reveal, slam, split, win

Activity/achievement pass
Activity/state smell, taste
Activity account, assist, chat, climb, dance, design, drink, drive, em-

brace, float, gurgle, hold, hurt, kiss, leak, play, push, rest,
ride, run, sail, spin, stay, step, stir, stretch, stumble, swim,
wait

Semelfactive/achievement pop, strike
Semelfactive/activity beat, shake, shove
Semelfactive blink, cough, drip, flash, hit, jump, kick, knock, poke,

punch, spring, tap
State concern, desire, doubt, fear, hate, hope, lack, love, stink,

worry

Tab. 2: Aspectual class and aspectual features.

Aspectual class Example Dynamic Durative Endpoint

state know, love - + -
activity push, float + + -
accomplishment cook, cover + + +
achievement arrive, find + - +
semelfactive blink, knock + - -
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the relationship between morphological form, type of quantification, and aspec-
tual class of base verb is neither categorical, as the syntactic models suggest, nor
completely free, as Lieber’s framework predicts, but rather is probabilistic.

For investigating the effect of quantification, eventivity and the three aspec-
tual features ([dynamic], [durative], and [implied endpoint]) on the choice of mor-
phological form in a multivariate analysis, Lieber and Plag used conditional in-
ference trees, which is a particular type of classification and regression analysis.
Conditional inference trees partition the data into subsets that share particular
constellations of feature values and behave significantly differently from other
subsets concerning the predicted outcome. The tree shown in figure 2 gives the
result of that analysis. The nodes of the tree are numbered for reference. Each ter-
minal node gives the total number of observations in this subset and a stacked
bar chart showing the distribution of the dependent variable for the respective
constellation of features.
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Fig. 2: Conditional inference tree modeling the choice of morphological form (taken from Lieber
& Plag 2022).

Figure 2 shows that all variables have a say. The model is able to predict the cor-
rect morphological category for 86 percent of all cases. When the derivative has a
count interpretation, conversion is the clear majority choice (see nodes 5 through
8). Among the count nominalizations, [implied endpoint], eventivity and [dura-
tive] also play a role, and do so in particular subsets. With mass nominalizations,
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things are more complicated. If based on state verbs ([dynamic]: no), conversion
is prevalent (node 21), but if based on dynamic verbs ([dynamic]: yes), further dis-
tinctions are necessary. Eventive nominals favor -ing (nodes 13 through 15), but
this preference depends on the presence or absence of the features [implied end-
point] and [durative]. For the referential nominals, the choice depends on the fea-
tures [implied endpoint] and [durative] (nodes 17, 19, 20). To summarize, the re-
lationship among the variables of morphological form, eventivity, quantification
and aspect is rather complex. Tendencies sometimes go in the direction suggested
by past literature (e.g. -ing forms tend to be eventive), but sometimes contradict
past predictions (conversion also tends to be eventive).

A distributional analysis showed that at least for some base verbs there is
a strong tendency towards one of the two morphological forms. A mixed-effects
regression analysis by Lieber and Plag supported this finding. In predicting the
morphological form (in the presence of the predictors QUANTIFICATION and EVEN-
TIVITY), the base verb plays a significant, even if quite moderate role.

The variability of the data raises the question which kind of linguistic model
can account for the distribution of the two morphological forms based on the
intended semantics and the aspectual properties and the identity of the base.
The conditional inference tree analysis makes good predictions and can there-
fore serve as a reference point. However, a conditional inference tree does not
seem to be a cognitively plausiblemodel of how speakers choose amorphological
form. Analogy, in contrast, is a plausible cognitive mechanism, and an analog-
ical model, if successful, would therefore be a step forward in understanding
competition between morphological forms.

4.2 Setting up the analogical model

For this studywe used the same data set thatwas analyzed statistically in Lieber &
Plag (2022). In particular,we employed the subset of the data forwhich all three se-
mantic categories (eventivity, quantification and aspectual features) were coded
unambiguously. This data set consists of 1421 tokens of nominalization, with 150
types based on 84 base verbs.³ In addition, to test the possibility that phonolog-
ical properties might also play a role in the choice between -ing and conversion,

3 We refer the reader to Lieber & Plag (2022, section 3) for a detailed description of the generation
of the data set and the coding procedures.
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we also coded the segmental and syllabic structure of all items in the same way
as in Arndt-Lappe’s (2014) study of the competition between -ity and -ness.⁴

The model was implemented using the ‘Transparent Analogical Modeling of
Language (TraML)’ package (Arndt-Lappe et al. 2018), which provides rather con-
venient access to the model output. The algorithm was set up in such a way that
the data set was used both as the lexicon file and as the test file. Specifically, for
each word in the file, the morphological form is predicted on the basis of all other
words in the file. In AML, this is implemented by the parameter setting ‘exclude
given’. In general, this kind ofmethod is also known as ‘leave-one-out’ (see, for ex-
ample, Daelemans & van den Bosch 2005). This simulates that a speaker decides
on the form of the nominalization for a given verb on the basis of their knowledge
of (potentially all) the words that are in the lexicon.⁵ In our explorations of the
analogical model we largely follow the rationale and procedures laid out in Arndt-
Lappe (2021). In trying to get a better understanding of the analogical model, we
first investigate how successful the model is in its predictions, and how certain
particular predictions are. Then we will inspect how similar forms behave and
why they do so. We use R (R Core Team 2019) for the statistical analysis.

4.3 Results

4.3.1 Accuracy

Themodel that includes phonological features on topof the base and the semantic
features performs worse than the model without the phonological features. Only
58 percent of the nominalization forms are predicted correctly, and -ing is pre-
dicted correctly only in one third of the cases. It thus seems that similarities in the
phonological make-up do not help to decide whether speakers choose conversion
or -ing.⁶

The model that includes only the base and the semantic information as fea-
tures is quite successful in choosing the right morphological form. Of the 1421
forms, 84 percent are predicted correctly. This is very similar to the accuracy of

4 Six features were introduced to represent the phonemic makeup of the last two syllables. Each
feature represents a syllabic constituent (onset, nucleus, and coda). See Arndt-Lappe (2014, 521)
for details and exemplification.
5 Another parameter setting concerns the way the relations between gangs are computed. We
used the default setting ‘linear’ (instead of ‘squared’).
6 This null effect for phonological features may be due to problems of feature coding or feature
weighting. This issue is left for future studies to explore.
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the conditional inference tree analysis (86 percent), in spite of the fact that the
latter analysis did not use a leave-one-out design, hence did not classify unseen
items.

The output of the analogical model allows us to investigate in more detail
the quality of the predictions. Figure 3 shows the certainty of predictions sepa-
rately for conversion and -ing nominals. For each of the 945 conversion cases and
476 -ing nominals in the data set, the y-axis plots the probability with which the
model predicts conversion (left panel) and -ing (right panel). We can see that the
probabilities in the left panel are generally higher, and that percentages below
50 percent (which means wrong prediction if we dichotomized the probabilities
at the 50 percent level), are quite rare for conversion nouns. Dichotomizing these
probabilities, we end upwith only 11 percent wrong predictions of conversion and
27 percent wrongly predicted -ing derivatives. Again this is in the same ballpark
as the predictions of the tree analysis, in which 10 percent conversions and 23
percent of all -ing nouns were wrongly predicted. In sum, the accuracy of the ana-
logical model is highly satisfactory.

Fig. 3: Certainty of predictions for conversion vs. -ing.
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Tab. 3: Feature constellations. Empty cells indicate features not shared with the target item.

Item Base Quantification Eventuality Dynamic Durative Endpoint

BEND count eventive yes yes yes
BEND bend count yes yes
BEND bend eventive yes yes yes

The distribution of the percentages as shown in figure 3 also means that AML pre-
dicts speakers to be generally very certain and less variable when choosing con-
version: On average, the probability of conversion within analogical sets is some-
where near 90 percent, and the variance is rather low. This is different when -ing
is predicted. Here, the average probability is only around 70 percent, and there is
greater item-by-item variance. This means that speakers will be less certain about
choosing -ing.

4.3.2 Gangs: How similar forms behave

The output of the AML model also allows us to have a closer look at how similar
forms behave. This is interesting from a theoretical perspective as this behavior
can demonstrate how rather clear generalizations can emerge in an analogical
system. For these kinds of analysis it is useful to inspect specific feature constel-
lations. In the case of our toy example shown in figure 1, the words in the analogi-
cal set all share the same feature constellation (i.e. [break; achievement; count;

eventive]).⁷ However, this is not necessarily the case in all analogical sets. For in-
stance, for oneof the tokens of the conversionnounbend in our data set, thewords
in its analogical set instantiate three different feature constellations as shown in
table 3. Nominalization tokens of the following verbs instantiate these constella-
tions: bend, burn, change, display, fall, fix, form, heat, melt, mix, repair, rise, spread,
strip, take, transfer, wash.

The target token has the feature constellation [bend; count; eventive; yes;

yes; yes]. All three constellations are equally similar to the constellation of the
target item in that they all lack one of the target item’s features. Our target token
thus has three gangs in its analogical set (instantiated by the nominalization to-
kens of the 17 verbsmentioned above). Depending onhowmanywords instantiate
a particular feature constellation, and depending on how uniformly this feature

7 We use a different font-type and semicolons between feature values to indicate feature constel-
lations.
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constellation behaves concerning the outcome, a gang is more or less influential,
and contributes more or less to the probability of a particular choice of outcome
(Skousen et al. 2002; Skousen 2002).

To see emergent generalizations, we can now inspect the relation between
particular kinds of gangs and particular outcomes by using the output files of
TraML. In our first analysis we included all gangs that were most influential in
their analogical set (i.e. that had the greatest say in the vote for the outcome) and
that had outcome probabilities for either conversion or -ing of more than 80 per-
cent. The thresholdof 80percentmeans that those gangs canbe taken tobehave in
an almost uniform way. Table 4 shows these gangs and the outcomes with which
they are associated, first for conversion nouns, then for -ing nominalizations.

Tab. 4: Highly predictive feature constellations and their outcomes.

Base Quantification Referentiality Dynamic Durative Endpoint Tokens

conversion

count eventive yes no no 122
count eventive yes no yes 49
count eventive yes yes no 237
count referential no yes no 3
count referential yes no yes 7
count referential yes yes no 58
count referential yes yes yes 79
mass eventive no yes no 130
mass referential yes yes yes 23

fear eventive no yes no 1
love eventive no yes no 2

-ing

mass eventive yes no no 1
mass eventive yes no yes 9
mass eventive yes yes no 177

drive mass yes yes no 2

The highly predictive gangs are in line with the tendencies or generalizations pro-
posed in the literature, in that count readings are often associated with conver-
sion, and mass readings with -ing nominalization. In AML these tendencies find
an explanation as emerging from the similarities of target words with the words
in the lexicon. Also, the analogical model provides a cognitively plausible expla-
nation for why these generalizations are not absolute, but tendencies. First, table
4 shows that the influence of individual base words is also evident, but naturally



120 | Plag, Kawaletz, Arndt-Lappe & Lieber

holds only for small numbers of items. Second, we have to bear in mind that the
gangs represented are only the subset of particularly predictive gangs. While ex-
emplars sharing these features and sharing a nominalization strategy are numer-
ous in the lexicon, hence exerting strong pressure on classification of novel items,
they are by far not the only exemplars influencing classification. How important
a ‘highly predictive gang’ is for the classification of a novel item, will crucially
depend on what other exemplars there are in the lexicon that are similar to that
item.

Finally, we can inspect the relation between feature constellations and ob-
served versus predicted outcomes. We take the same gangs as before (i.e. the
highly predictive ones) and plot two networks that visualize these relations. Fig-
ure 4 shows the network of the gangs that lead to a conversion prediction, figure
5 shows the network for the predicted -ing nouns.⁸ Recall that these predictions
are at a probability level of 80 percent or more. In the center of each cloud the
feature constellation is given in small letters. The actual target forms sharing this
feature constellation are given in capital letters. They are connected with arcs to
the feature constellation that they instantiate.

8 We used the igraph package (Csardi & Nepusz 2006) in R (R Core Team 2019) to produce the
graphs in figures 4 and 5.
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Fig. 4: Network of gangs for conversion items.

We can see that, as expected, in the conversion network most observed forms are
conversion nouns, and in the -ing network most observed forms are -ing nomi-
nalizations. We can also see that the same forms may participate in more than
one gang. For instance, LOVE (in the leftmost network in figure 4) participates in
two gangs, with complementary and overlapping features ([love; -; eventive;

no; yes; no] and [-; mass; eventive; no; yes; no]). Another case of the
same forms participating in more than one gang is SPIN, STRETCH, LEAK, SAIL,
FLOAT, HOLD (in the bottom-most network in figure 4). With these items we see
two feature constellations ([-; count; eventive; yes; yes; no] and [-; count;

referential; yes; yes; no]) that have opposing features (eventive vs. refer-
ential), but also overlapping features ([count; yes; yes; no]). The presence of
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Fig. 5: Network of gangs for -ing items.

opposing semantic features for different tokens of the same typemeans that these
words are polysemous. The conversion nouns just mentioned (like many others)
have both an eventive and a referential interpretation. As this kind of polysemy
is wide-spread it necessarily introduces variability and uncertainty also into the
construction of the analogical sets, and thus into the decisions. At the conceptual
level, this variability and uncertainty is part and parcel of analogical reasoning,
and not an unwelcome disturbance of an otherwise neat categorical system. Re-
call in this context that classification accuracy is typically measured in terms of a
majority vote among exemplars in the analogical sets. However, thismajority vote
is a generalizing simplification of what the algorithm computes as a probabilistic
outcome for each individual test word.

Another important observation is that a given feature constellation may be
instantiated by different target forms derived from the same verbal base. This can
be most clearly seen in the rightmost network in figure 5, which includes FINISH
and FINISHING, both ofwhich share the feature constellation [-; mass; eventive;

yes; no; yes]. Similar cases are PLAY and PLAYING, or CHAT and CHATTING, in the
bottom left network of figure 5. Again, this kind of situation is a source of variabil-
ity and uncertainty that the analogical system deals with straightforwardly.
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4.4 Summary: One meaning – more than one form

In this case study we have modeled a data set in which the competition between
two morphological forms is determined by semantics, but in a non-categorical
and highly complex fashion. The traditional statistical analysis provided by
Lieber and Plag had revealed the intricate interaction of different features.

We have shown that the analogicalmodel is able to cope successfullywith the
challenges of this data set at a similar level of accuracy as a conditional inference
tree model. However, the conditional inference tree has several conceptual disad-
vantages. First, it does not include the influence of the individual base although
there is evidence that this is a relevant predictor. Second, wrong predictions are
to be treated as unexplained exceptions to some rule. Third, the interaction of
predictors is taken into account, but the nature and cause of these interactions is
unclear. Fourth, the statistical algorithm cannot easily map onto plausible cogni-
tive mechanisms (but see section 5 for discussion of this point).

In contrast, the analogical model has several advantages. It is based on a cog-
nitively plausible mechanism, it is rather accurate in its predictions, and what is
conceptualized as the interaction of variables in a regressionmodel emerges natu-
rally on the basis of similarities in these properties between lexical items. Further-
more, the model makes satisfactory generalizations at different levels of granu-
larity, and the notion of ‘exception to the rule’ becomes obsolete. Finally, the role
of the base is straightforwardly included in an analogical model alongside other
properties of the words involved.

In summary, although analogy has hitherto been applied mainly on the basis
of formal properties, analogy also proves to be a very promising approachwhen it
comes to semantic properties. Semantic properties can be used equally well (and
successfully) to understand the choice between twomorphological forms.Wemay
now turn to the second general problem in derivational semantics, affix polysemy.

5 One form – many meanings: -ment
5.1 The problem

We speak of affix polysemywhen one affix is able to generate several possible and
related readings. This is wide-spread in English: Lieber (2016) investigates a total
of 27 nominalizing suffixes and shows that 19 of these are able to produce more
than one reading (p. 60f). The suffix that we will focus on in this part of the paper,
-ment, can be considered highly polysemous, as is illustrated in (3) with examples



124 | Plag, Kawaletz, Arndt-Lappe & Lieber

from the literature (Gadde 1910; Marchand 1969; Bauer et al. 2013; Lieber 2016;
the actual semantic labels partly differ between authors).

(3) a. EVENT: ceasement
b. ACTION: repayment
c. STATE/CONDITION: contentment
d. RESULT: improvement
e. PRODUCT: pavement
f. INSTRUMENT/MEANS: refreshment
g. inanimate PATIENT/THEME: investment
h. LOCATION: establishment

In addition, it is often the case that several readings are possible even for one
and the same derivative. For example, according to the OED (2021), refreshment
can denote “ameans of refreshment” as well as the “action of refreshing a person
or thing.” That is, refreshment can not only exhibit reading (3-f), but also reading
(3-a). At the same time, a given derivativewill most likely not exhibit the full range
of readings that its affix can potentially produce. For example, the ? does not list
refreshment as ‘somethingwhich has been refreshed’ or as ‘the place of refreshing’
(readings (3-g) and (3-h)).

It has been observed that the readings which are possible for a given deriva-
tive are often predictable. For example, INSTRUMENT nominalizations derive from
verbs that denote actions requiring an INSTRUMENT participant (e.g. season > sea-
soning, equip > equipment; Bauer et al. 2013, 213-4). For deverbal -ment neolo-
gisms, Kawaletz (2023) has shown that their full range of readings can be pre-
dicted, given a detailed enough decomposition of their bases’ semantics. The base
offers an array of semantic elements, and the suffix selects from this array in a sys-
tematic way, producing a polysemous -ment derivative. Kawaletz (2023) models
the semantics of both the verbal input and its derived output with frames, which
are recursive typed feature–value structures that formalize the semantic represen-
tations.

A crucial question, however, remains unanswered in Kawaletz’s work: By
means of what mechanism do speakers determine for a given derivative which
readings are possible, given a base verb with particular semantic properties? In
this section, we test analogy as a possible mechanism, using Kawaletz’s data
set and a translation of her frame formalizations into an AML-readable feature
matrix.
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5.2 Setting up the analogical model

In the analogical model, we want to predict the readings that are possible for
a -ment derivative, given the semantic properties of its base. For this, we use
Kawaletz’s (2023) data set of 40 -ment neologisms. For each derivative, a number
of readings are available in context, which were assessed with a study of several
hundred attestations extracted from various corpora. Each derivative enters the
data base for the present study, i.e. our AML lexicon, with as many entries as
there are attested readings for this type. The base verbs belong to two semantic
classes (see Levin 1993; Kipper Schuler 2005): change-of-state verbs (e.g. embrit-
tle, discolor, unfold; henceforth COS verbs) and verbs of psychological state (e.g.
enrapture, reassure, stagger; henceforth psych verbs). Kawaletz (2023) proposes
seven distinct frames, representing semantically slightly different subgroups of
verbs within these two classes.

As explained above, for AML, a feature matrix is needed that encodes the
properties of the exemplars of the lexicon. This poses a challenge because the se-
mantic properties of the words in Kawaletz’s data set are coded in a very different
format, i.e. with hierarchical, recursive attribute–value matrices (called ‘frames’,
see Barsalou 1992a,b; Löbner 2013), similar to those used in other frameworks
(such as HPSG or Sign-based Construction Grammar; see Pollard & Sag 1994; Sag
2012). To serve as input for AML these frames must be transformed into a two-
dimensional table (i.e. feature matrix). In order to illustrate the problem, let us
have a look at the frame in figure 6, which is a semantic representation of the pos-
sible readings of COS verbs in the form of a lexeme formation rule (see Plag et al.
2018). The derivative embrittlement, for example,would be an instantiation of this
rule.

The lexeme-formation rule includes phonological information (PHON), syn-
tactic information (CAT), semantic information (SEM), and possible readings (REF),
both for the derivative (first column) and for its base (second column, introduced
by M-BASE). Small numbered boxes are used for (co-)indexation. The change-of-
state causation ∧ come-into-being causation event denoted by the base verb is a
complex event with two subevents (CAUSE and EFFECT). This complex event has
four participants, ACTOR, PATIENT, INSTRUMENT and PRODUCT (nodes 1 to 4 ), and
the complex event structure given in nodes 5 and 6 . The first subevent, CAUSE, is
underspecified; it can be any kind of event with any kind of participant. The sec-
ond subevent, EFFECT, is specified as a change-of-state ∧ come-into-being, during
which the PATIENT attains a state, and the PRODUCT comes into existence. The
labels used in the frames are hierarchically related to one another, which is for-
malized in a ‘type hierarchy.’ For example, change-of-state causation∧ come-into-
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Fig. 6: Lexical rule for the possible readings of -ment derivatives derived on the basis of COS
verbs like embrittle, adapted from Kawaletz (2023, Figure 4.18).

being causation is a subtype of event, and a PRODUCT is a special kind of RESULT
(see Kawaletz 2023, figure 4.23 for details).

In the frame-based approach, the semantics of an affix is describable as its po-
tential to perform a referential shift on the frames of its bases (see also Plag et al.
2018). The set of possible readings for a given derivative is specified as “REF = { 0 ,
1 , 3 , 4 , 5 , 6 , 9 }”. This notation signifies that these seven nodes represent pos-
sible interpretations of the derived noun (e.g. embrittlement), reflecting the pol-
ysemy of the derivative. According to Kawaletz (2023), the derivative can refer to
the whole, complex event ( 0 ), to either event participant except for PATIENT ( 1 ,
3 , 4 ), to one of the two subevents ( 5 or 6 ), or to the RESULT-STATE ( 9 ).

We translated the frames into a feature matrix using the coding strategies
illustrated in table 5. It includes two exemplary types, with two readings of em-
brittlement (items 1 and 2) and one reading of approvement (item 3). We chose
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Tab. 5: Partial lexicon for the -ment data: bases embrittle and approve of. Attributes are given
in small caps, values in regular type font. Abbreviations: att = attribute, cib = come into being,
cos = change of state, eff = effect, ent = entity, evt = event, exp = experiencer, instr = instru-
ment, part = participant, pat = patient, psy = psych, refnode = reference node, rs = result state,
st = state, stim = stimulus, und = undergoer, val = value (see Kawaletz 2023 for details).

Feature Item 1 Item 2 Item 3

1. item embrittlement embrittlement approvement
2. base embrittle embrittle approve_of
3. ACTOR+1 AGENT/CAUSER AGENT/CAUSER CAUSER
4. ACTOR+2 STIM
5. INSTR INSTR INSTR
6. PAT+1 EXP
7. RESULT RESULT RESULT
8. RESULT+1 PRODUCT PRODUCT
9. CAUSE:val CAUSE:evt CAUSE:evt
10. EFF:val EFF:cos EFF:cos
11. EFF:val+1 EFF:cos&cib EFF:cos&cib
12. st+1 st st psy-st
13. cos cos&cib cos&cib
14. refnode causation causation state
15. …_ST UND:ent_ST UND:ent_ST UND:ent_ST
16. …_ST+1 PAT:ent_ST PAT:ent_ST EXP:ent_PSY-ST
17. CAUSE:val_ATT CAUSE:evt_PART CAUSE:evt_PART
18. EFF:val_ATT EFF:cos_RS EFF:cos_RS
19. EFF:val_ATT+1 EFF:cos_RS EFF:cos_RS
20. EFF:val_ATT:val EFF:cos_RS:st EFF:cos_RS:st
21. EFF:val_ATT:val+1 EFF:cos_RS:st EFF:cos_RS:st
22. INSTR/STIM
23. reading transposition instrument transposition

these two derivatives as their base verbs come from twodifferent verb classes, COS
verbs (embrittlement) and psych verbs (approvement). The information in row one
(‘item’) functions as an identifier. For each item, 21 features are coded. On the ba-
sis of these, the feature in row 23 (‘reading’) is to be predicted.

As the first feature we took the base. All other features encode semantic prop-
erties of the base verbs. The next set of features encoded whether a given frame
element (e.g. the attribute PRODUCT or the node state in figure 6) occurs in the
frame (features 3 to 13). We then coded at which level of embedding the element
occurs (features 14 to 21). Finally, we included a feature that encoded the pres-
ence of co-indexation (feature 22). We only included features that were distinctive
between verbs.



128 | Plag, Kawaletz, Arndt-Lappe & Lieber

With regard to the presence or absence of particular semantic elements, con-
sider features five and eight byway of example. For embrittlement, the presence of
the two attributes INSTRUMENT and PRODUCT in the frame is encoded. The frame
for verbs like approve of, on the other hand, has neither of the two, which is why
the corresponding cells in rows five and eight are left empty. Given that the ab-
sence of a feature is a meaningful bit of information, AML was instructed to treat
empty cells not as missing information, but as valid feature values. This is encap-
sulated in the parameter setting ‘include nulls’.

The hierarchical information, i.e. the degree of embedding of a frame element
in the type hierarchy, is coded by the tags ‘+1’ or ‘+2.’ For example, ACTOR+1 (fea-
ture 3) is embedded one level below its parent node, coding for its daughters (here
AGENT and CAUSER). ACTOR+2 (feature 4), is further embedded by one level, where
we find STIMULUS – a category which is only relevant for psych verbs.

We further addressed the recursive frame structure by spelling out attribute
paths, showing where and how deeply a frame element is embedded in the given
frame (features 14 to 21). For example, the value state is deeply embedded in the
embrittle-frame, and can be reached via the attribute path ‘EFFECT:cos_RESULT-
STATE:state’ (feature 20; note also how the path builds up in features ten and 18).
Verbs like approve of, on the other hand, denote psych states, which is why their
reference node is labeled state (feature 14) or, on a finer level of granularity, psych-
state (feature 12).

The last frame property encoded in the feature matrix is the presence or ab-
sence of co-indexed nodes. Feature 22 contains explicit information with regard
to co-indexation, namely whether or not the values of the attributes INSTRUMENT
and STIMULUS are co-indexed. This feature sets apart two subgroups of psych verb
from the remaining data set. Other co-indexed nodes are not distinctive and are
therefore not included in the model.

The resulting featurematrix contained one column for each reading of a given
type. We see this illustrated in table 5 for the noun embrittlement, for which the
table shows two entries, each with a different reading. Obviously, for a given nom-
inalization, the semantic structure of its base verb is always the same, hence the
features 1 to 22 are identical. The two entries only differ in their reading, that is,
in feature 23. Overall, the lexicon contains 194 items, i.e. combinations of a par-
ticular derivative and a particular reading. Using the resulting feature matrix as
input, the model was set up using the parameter settings ‘exclude given’, ‘linear’
(see section 4) and ‘include nulls’ (see above).
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5.3 Results

In this section we will present different aspects of the analogical model we im-
plemented to predict possible readings of -ment derivatives. We will begin with
an analysis of the predictions to see how successful the model is. This will be fol-
lowed by an investigation of other aspects of the model in order to gain further
insights into the nature of the model and its architecture.

5.3.1 Predictions: The polysemy of -ment

In this section we want to answer the question of whether the analogical model is
capable of correctly determining which readings are available for a given deriva-
tive, given a base verb with particular semantic properties and a lexicon contain-
ing derivatives of the same morphological category.

Figures 7 and 8 give a visual impression of the predictions made by AML. For
each derivative, a stacked bar gives the different readings that were predicted and
the probability of their being selected. Readings not shown ended up with a prob-
ability of zero, i.e. they were not predicted to be available readings. For example,
the bar labeled abridgement (to the very left in figure 7) shows that AML predicts
seven different readings for this derivative. The probability of a given combination
of noun and reading is color-coded, with shades of blue representing predicted
eventive readings and shades of orange representing predicted participant read-
ings.⁹

Overall, we see that AML predicts (with variable, non-zero percentages) four
ormore readings for all derivatives. Thismeans that -ment is predicted by the algo-
rithm to produce highly polysemous derivatives. This corresponds to Kawaletz’s
(2023) findings. Moreover, the readings that AML predicts largely correspond to
those that are attested: In Kawaletz’s data base, 194 combinations of derivative
and reading are attested, of which AML predicts 189 (i.e. 97 percent). The prob-
abilities of the different readings are mostly quite evenly distributed for a given
derivative, with no clear majority decisions (but one, (musement, see below for
further discussion). With some verbs, certain readings are not very likely (e.g. ‘im-
plicit product’ for congealment and debauchment), which is indicated by the low
percentage of that reading.

9 Each bar subsumes all predictions for a given derivative, with each derivative being repre-
sented by a set of items. For example, abridgement is represented by six items in the lexicon
because it is attested in six different readings. Since the coding of the features 1 to 22 is the same
for these six items, the predictions for feature 23 (the reading) are also the same.
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Fig. 7: Predictions of readings for derivatives in the change-of-state subset of the data.
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Let us examine a number of predictions more closely to see what motivated them
and what this teaches us about the model. We start with two readings for which
AML does very well: CHANGE-OF-PSYCH-STATE and TRANSPOSITION. CHANGE-OF-
PSYCH-STATE is a reading that is specific to a subgroup of psych nouns, namely
those that are based on verbs with a change-of-psych-state subevent (as opposed
to just a psych-state subevent or to no complex event structure at all; see also table
5 on page 127). AML predicts this reading precisely for those nouns for which it is
attested, namely endullment, enragement, soothment and upliftment (towards the
right in figure 8). TRANSPOSITION is a reading that is available for all productively
formed -ment derivatives. AML predicts this reading across the board, as shown
by the very dark blue portions of the bars in figures 7 and 8.

Theonly derivative forwhich TRANSPOSITION is not predicted is embrittlement.
In fact, Kawaletz (2023) finds the derivative attested in seven different readings,
but AML only predicts four of these. Embrittlement is thus predicted to be less pol-
ysemous than the other COSderivatives (see figure 7).Where does this exceptional
behavior originate? A look into the analogical sets reveals that these predictions
are based on only one other derivative, discolorment (see also figure 9 below). The
attestations for discolorment, in turn, are patchy: Based on the frame for the base
discolor, the readings TRANSPOSITION, INSTRUMENT and CAUSING-EVENT should
be possible, but Kawaletz (2023) does not find them attested for this derivative.
Since the AML lexicon does not contain items representing discolorment in these
readings, then, they are not predicted for embrittlement either. In section 5.3.3 we
will come back to the issue of such gaps in the lexicon data.

Two further derivatives for which AML’s predictions stand out are the psych
nouns approvement and musement (see the two rightmost bars in figure 8). We
have already mentioned that, for some reason, musement is the only derivative
for which AML makes a clear majority decision (0.78 probability of a TRANSPOSI-
TION reading).Approvement, on the other hand, is predicted to have four different
readings, two of which (CAUSING-EVENT and RESULT-STATE) should not be possi-
ble, based on its base verb frame. An additional four such unexpected readings
surface with a very low probability of 0.02 percent.

These odd predictions aremade because approvement andmusement are odd
as well: Both have unique base verbs in the data set, sharing their semantic rep-
resentation with no other base verbs. What is more, their frames model simple
events (psych-state and psych-action, respectively) and therefore differ substan-
tially from the other five frames, which allmodel complex events. AML is thus con-
fronted with two feature constellations that are very different from all the others
in the lexicon. An inspection of the derivative’s gangs tells us how themodel dealt
with this: It resorted to calculating approvement’s andmusement’s analogical set
members on the basis of very few gang features. For example, one of approve-
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ment’s gangs contains only the feature value ‘UNDERGOER:entity_STATE,’ which it
shares with all bases except for muse over. Because both approvement and muse-
ment are unique within the data set, AML had to resort to such an underspecified
feature constellation. As we have seen above, this results in wrong predictions for
these two nominalizations.

Another interesting observation is that the model predicts the readings [+an-
imate] STIMULUS and [+animate] PATIENT. According to the literature, -ment does
not produce [+animate] readings (see Kawaletz & Plag 2015; Lieber 2016; Kawaletz
2023). There are, however, exceptions to this rule: InKawaletz’s (2023) data set,be-
foulment is attested in an [+animate] PATIENT reading and abashment is attested
in an [+animate] STIMULUS reading. These exceptional items in the lexicon lead
to AML predicting such readings, albeit with a very low probability, for those
nouns which have befoulment and/or abashment in their analogical set (for in-
stance bedragglement; see figure 6 above). For these derivatives, the probabilities
range from 2.56 percent to 2.7 percent for an [+animate] PATIENT reading and from
1.45 percent to 1.7 percent for an [+animate] STIMULUS reading. Note that befoul-
ment and abashment themselves are not predicted to exhibit [+animate] readings
due to the leave-one-out method. Although these predictions do not match the
attested readings, they do reflect linguistic reality: [+animate] readings are not
entirely impossible for speakers, but merely very unlikely.

5.3.2 Analogical sets: Emergent base verb classes

Kawaletz (2023) builds on the common assumption that there is a systematic rela-
tionship between the semantics of the base and the semantics of the derivatives of
a particularmorphological category. In her approach, verbs of a particular seman-
tic class (e.g. psych verbs) produce derivatives that are systematically different
from derivatives of other classes in terms of their possible interpretations. In an
analogical approach, verb classes such as those used by Kawaletz do not play a
role as analytical entities that are given a priori. Using an analogical algorithm,
such a class would emerge bottom up as a set of verbs that share a particular
feature constellation. And if these feature constellations are really influential in
choosing possible interpretations, they should emerge as analogical sets in the
analogical model. If Kawaletz’s analysis is on the right track, and at the same
time AML can successfully model her data, the analogical sets emerging in the
AMLmodel should reflect the verb classes that feature prominently in Kawaletz’s
approach.
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Figure 9 visualizes the analogical sets that the AML algorithm has used to
classify the test items.¹⁰ This offers us an insight as to which sets of base verbs
are similar to each other, and at the same time influential for the task. Each node
represents a derivative, and the two semantic classes of base verb are indicated
by color: derivatives with psych verbs as bases (‘psych items’ for short) are blue,
while derivatives with COS verbs as bases (‘COS items’ for short) are yellow. An
arrow between two words is drawn if a given word (‘word 1’) is part of the analogi-
cal set that is used for the prediction of the interpretation of the other word (‘word
2’). Quite often, word 1 is in the analogical set of word 2, and word 2 is also in the
analogical set of word 1. In such cases, we get arrows pointing in two directions.
If many words are in each others’ analogical sets, we see the emergence of rather
large clouds. A cloud can thus be interpreted as a set of words that are similar to
each other and mutually predictive for the decision to be taken.

The first observation that can be made upon inspecting figure 9 is that the
items that AML deems similar form five clouds. This means that five classes of
base verb emerge in the model. We can also see that the blue nodes (i.e. the psych
items) and the yellow nodes (i.e. the COS items) largely keep to themselves, with
few interconnections between blue and yellow clouds. This signifies that, by and
large, psych items tend to be like psych items, while COS items tend to be like COS
items.

Let us look at individual clouds. The very small cloud with only two yellow
nodes at the right edge indicates that the algorithmhas used embrittlement to clas-
sify only one other nominalization, i.e. discolorment, and vice versa. The nodes
representing the psych items form two clusters, one in the bottom left and one in
the top middle. The nodes representing COS items, on the other hand, form three
clusters, one in the bottom right, one in the mid-right, and one in the top left. We
can thus say that two subclasses of psych verbs and three subclasses of COS verbs
emerge from the model.

These subclasses largely match Kawaletz’s (2023) semantic classification of
base verbs. Kawaletz distinguishes two types of psych causation event, namely
those with a caused psych-state and those with a caused change-of-psych-state.
The corresponding items can be found in the bottom left cluster and in the top
middle cluster, respectively. For the COS verbs, Kawaletz distinguishes whether
or not they lexicalize a RESULT, that is, whether or not their frame representation
contains a RESULT attribute. There are three corresponding subclasses of COS verb
in her study: those that do not lexicalize a RESULT (here: items in the top left clus-

10 We used the tool Flourish (available at https://app.flourish.studio) to produce the graph in
figure 9.
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Fig. 9: Analogical sets of the -ment derivatives. The verb classes of the derivatives are indicated
by color (blue = psych items, yellow = COS items). The source node of an arrow represents an
item which is in the analogical set of its target.

ter), those that do (items in the bottom right cluster), and those that lexicalize a
PRODUCT – a hyponym of RESULT (mid-right cluster).

TwoofKawaletz’s base verb classes, however, donot emerge in themodel. The
first is psych verbs that denote a simple psych-state, the second is psych verbs that
denote a psych-action. This result is not surprising since these are the classes that
have only one member each, approve of and muse over, respectively. As already
discussed in section 5.3.1, this scarcity of information poses a problem for AML. In
the figure, we see that the nodes representing approvement (between the top left
and the bottom left cluster) andmusement (within the top left cluster) have arrows
coming innot only fromother psych items, but fromCOS items aswell. Thismeans
that, due to the underspecified gang feature constellations we observed earlier,
AML has also used COS items to classify approvement andmusement.

Another connection between two clouds is visible at the top of the figure,
where we see a two-way arrow between the nodes representing upliftment_cos
and upliftment_psych. An inspection of the two derivatives’ gangs reveals that this
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mutual influence between a COS item and a psych item takes place because of the
shared polysemous base verb uplift: One of their gangs contains the feature ‘base,’
which is specified for both derivatives as uplift. This gang is only marginally influ-
ential, but it leads to the two derivatives appearing in each other’s analogical sets.

5.3.3 Gaps: Missing readings

Generally speaking, a gap is a reading that can in principle be produced by -ment,
but that is not attested for a given derivative. Such gaps are interesting as they
can serve as a litmus test for the reliability of the algorithm. There are two kinds
of gaps,whichwewill call ‘accidental’ and ‘systematic’ gaps.Wewill discuss each
of these in turn.

Accidental gaps are readings that should be possible for a given derivative,
but are not attested. For example, -ment can produce CHANGE-OF-STATE readings,
and abridgement has a change-of-state node in its base verb frame. Abridgement
should therefore be attested in a CHANGE-OF-STATE reading – but it is not (at least
not in Kawaletz’s data set). Accidental gaps can be attributed to scarcity of data
in combination with potential partial blocking effects (see Kawaletz 2023, section
6.1). Therefore, our analogical model would ideally fill in those gaps, predicting
all readings that can be expected based on the base verb frame. That is, it should
predict CHANGE-OF-STATE for abridgement.

Above, we saw for the example of embrittlement that accidental gaps in the
training data can lead to unwelcome predictions if the analogical set for a given
item is very small. Mostly, however, it can be observed that the gaps in the data
are ironed out by AML: There are 28 accidental gaps in the lexicon, and AML pre-
dicts 26 of these readings. For example, AML does predict CHANGE-OF-STATE for
abridgement because the reading is attested for all members of the derivative’s
analogical set .

Let us turn to the systematic gaps. These are readings that should not be possi-
ble for a given derivative, and that indeed are not attested. For example, -ment can
produce STIMULUS readings, but abridgement does not have a STIMULUS partic-
ipant in its base verb frame. Abridgement should therefore not be attested in a
STIMULUS reading – and it indeed is not. Here, our model should not fill in the
gaps, predicting only readings that are expected based on the base verb frame,
and not predicting those that are not. That is, it should not predict STIMULUS for
abridgement.

Here, the model also does well. There are 299 combinations of reading and
derivative which should not be possible given the base verb frames, and AML cor-
rectly predicts that 258 of these should not be possible. For example, STIMULUS
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is not predicted for abridgement because none of the members of the derivative’s
analogical set has this reading attested.

In sum, the model does well with regard to both accidental and systematic
gaps. But why is it not 100 percent successful? There are two reasons for this.
First, the training data is not entirely categorical. As described in section 5.3.1,
in the data set there are two exceptional combinations of derivative and reading
(i.e. [+animate] PATIENT for befoulment and [+animate] STIMULUS for abashment).
Second, scarcity of data led to twounique feature constellations (i.e. the items rep-
resentingapprovement andmusement, respectively).When these four exceptional
items figure in the analogical set of a given derivative, this results in predictions
that do not match the attested readings. For example, the item representing be-
foulment in an [+animate] PATIENT reading leads to this reading being predicted
for seven derivatives, albeit with very low probability (2.56 percent to 2.7 percent).

Interestingly, these predictions, which at first glance may appear wrong or
at least odd, do not present unwelcome results. Rather, they reflect linguistic re-
ality: First, the existence of [+animate] readings for befoulment and abashment
shows that speakers may use other derivatives in this reading as well – this usage
is just so unlikely that Kawaletz did not find it attested in the corpora, although
it might appear with further data. Second, scarcity of data is not something that
only themodel is confronted with, but speakers as well. Very rare itemswill there-
fore also pose a challenge to speakers, the only (but essential) difference being
that a speaker can resort to disambiguation by context.

5.4 Summary: One form – many meanings

In this study of the polysemy of -ment, we have seen that AML does an excellent
job in predicting the patterns in the nominalizations’ possible readings. First, the
semantic classes of base verbs asserted by Kawaletz (2023) emerge in the form of
analogical sets. The different sets nicely instantiate the distinction between COS
verbs and psych verbs, and even capture the more fine-grained distinctions be-
tween different subclasses of COS verbs and psych verbs proposed in the litera-
ture, respectively. Second, the readings which AML predicts for the derivatives
largely correspond to the predictions that can be made on the basis of the base
verb frames. Finally, with regard to gaps in the training data, we have seen that
systematic gaps largely remain unpredicted by the algorithm. In contrast, the acci-
dental gaps (‘accidental’ in terms of the available data in Kawaletz 2021) come out
as truly accidental because the algorithm predicts the possible existence of these
words. This works as expected, however, only if enough data are available. In gen-
eral, unexpected or uninterpretable results only occur when the training data is
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insufficient, so that AML does not have enough data points to go by. In such cases,
the presence of accidental gaps or of unique base verbs (approve of andmuse over
in our data set) leads to out-of-band connections between analogical set clouds,
which in turn produce wrong predictions.

6 Discussion and conclusion
In this paper, we have investigated two fundamental problems of derivational se-
mantics, affix competition and affix polysemy. It has been the first attempt to im-
plement analogy as a mechanism to solve essentially semantic, as against formal,
selection problems.We have seen that analogy is indeed able to capture the gradi-
ent nature of the pertinent empirical data in an adequatemanner. Generalizations
emerge as a natural consequence of analogy at different levels of generality, de-
pending on the degree of similarity between lexical entries.

With regard to affix competition, our test case has demonstrated that an ana-
logical algorithm is as good at predicting the right morphological form as regres-
sion analysis (in the form of conditional inference trees). The crucial difference
between the two is conceptual. While analogy works on the basis of a plausible
cognitive mechanism, it is unclear what cognitive correlates might be evoked for
conditional inference trees, unless one interprets regression itself as a kind of ana-
logical model. As argued, for example, by GuzmánNaranjo (2020, 225), bothmod-
els (and indeed many kinds of neural networks) are conceptually very similar be-
cause they “capture the same basic intuition: items that are similar belong to the
same class”. Still, the underlying statistical computations may differ quite a bit,
to the effect that the predictions for individual words may also differ, and to the
effect that certain factors are more, or less, important across algorithms. A case in
point is the influence of the individual base verb, which cannot be meaningfully
taken into account in the tree analysis.

With regard to affix polysemy, we have shown that AML can be successfully
employed to model the choice between different interpretations for English -ment
derivatives. The resulting model has many properties that are most welcome at
the theoretical and empirical level. The predictions are highly accurate, lexical
classes emerge as a by-product of the similarities between words (and need not
be stated as indispensable separate entities), and systematic gaps are detected.
Even the occasional failures of the system are an indication of the high quality of
the model: Too few data lead to insecurities and wrong predictions.

Overall, the two case studies have demonstrated that derivational semantics
can be fruitfully analyzed using analogical modeling.
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Semantic rivalry between French deverbal
neologisms in -age, -ion and -ment

Abstract: This study investigates the semantic aspects of the rivalry between
French nominalizing suffixes -age, -ion and -ment. To control for lexicalization
effects on derivational semantics, a sample of neologisms ending with the three
suffixes is examined. A detailed systematic description of base verbs and derived
nouns is provided, taking into account their lexical ambiguity. A total of 501 verb-
noun pairs are described with respect to lexical aspect, semantic role assignment
properties, and nominal semantic type. Different statistical methods are used
to evaluate the relative influence of these properties on suffix selection, the pre-
dictability of suffix distribution, and the gradient nature of the rivalry between
the three suffixes. Results reveal the importance of discriminative properties such
as the referential type of the noun and the ability for event-denoting verbs and
nouns to have a result state interpretation. Different degrees of distinctiveness
and rivalry can be identified between the three suffixes. It appears that -age and
-ment compete more with each other than they do with -ion.

Keywords: derivation, semantics, affix rivalry, neologism, nominalization

1 Introduction
The suffixes -age, -ion and -ment are arguably themost productive suffixes used to
form eventuality-denoting deverbal nouns in French. Their semantic rivalry¹ has
attracted a lot of attention in the last decades, but no consensus has yet emerged

1 Affix rivalry is understood here in a broad sense, based on the similarity of derivational pat-
terns (Aronoff 1976; Baayen et al. 2013; Arndt-Lappe 2014; Schulte 2015; Bonami & Thuilier 2019;
Dressler et al. 2019; Naccarato 2019; Varvara 2020; Huyghe & Wauquier 2021; a.o.). Two or more
affixes are regarded as rivals if, in at least one of their patterns, they apply to base words from
the same lexical class, and derive words from the same lexical class and with the same coarse-
grained meaning. For a theoretical and historical overview of morphological competition, see
Gardani et al. (2019).
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as towhether these suffixes are equivalent forms or not, andwhat their distinctive
properties could be. Some authors have claimed that there is no systematic differ-
ence between -age, -ion and/or -ment and that these suffixes are related to the
same derivation type, as morphological exponents of the same word-formation
rule or as possible allomorphs of a single affix expressing ‘action’ (Zwanenburg,
1984; Debaty-Luca, 1986; Dal et al., 2018). Others argue that different constraints
apply to the three suffixes, but diverge on the constraints or focus on different as-
pects of the morphosemantic patterns associated with the suffixes. For instance,
Dubois (1962) and Lüdtke (1978) suggest that -age contrasts with -ment in that
it preferentially selects transitive verbal bases, whereas Kelling (2001) considers
that the essential difference between -age and -ment is not the transitivity of the
base verb, but the degree of agentivity of its subjects (-age selectingmore agentive
base verbs than -ment). Martin (2010) advocates a multifactorial analysis, involv-
ing agentivity, but also the length of the eventive chain (includingmore subevents
for -age than for -ment), the incremental relation between events and themes (ob-
servable in the case of -age but not of -ion and -ment), and processive ontology
(nouns in -age denoting physical processes more frequently than nouns in -ment
and -ion). Fradin (2016, 2019) defends the idea that -age selects base verbs which
denote more controlled or more concrete events than -ment, and that nominaliza-
tions in -ment denote statesmore frequently than nominalizations in -age. Finally,
Wauquier (2020) argues that -age is preferentially used in technical domains and
is therefore more specialized than -ion and -ment.

A limitation of existing studies is that they rarely provide quantitative infor-
mation about the differences observed between the nominalizing suffixes, which
hinders the possibility of generalization. Moreover, studies usually focus on lex-
icalized words, especially on morphological doublets (i.e. lexemes based on the
same verbal input but ending with different suffixes). Although not infrequent,
doublets remain the exception.² They may not reveal all differences between
competing affixes and when lexicalized, they could exhibit idiosyncratic proper-
ties. More generally, lexicalized derivatives integrate all sorts of variations due to
diachronic evolution, onomasiological needs, lexical competition, etc. (Corbin,
1987; Plag, 1999; Kawaletz & Plag, 2015). They do not directly allow for an ex-
ploration of derivational semantics (i.e. semantic correlates of morphological
processes) as opposed to lexical semantics (i.e. semantic properties of estab-

2 As an indication, the Démonette database, which is a large morphological resource for French
(Hathout & Namer, 2014), contains 404 cases of doublets in -age and -ment (13.9% and 16.5% of
the nouns in the database ending in -age and -ment, respectively), 35 cases of doublets in -ion
and -ment (1.2% and 1.4% of the nouns ending in -ion and -ment, respectively), and 26 cases of
doublets in -age and -ion (0.9% of the nouns in both cases).
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lished words in the lexicon), if one assumes that lexical semantics is based on
derivational semantics but can further specify word meaning.

Our goal in this paper is to contribute to the study of the semantic rivalry be-
tween -age, -ion and -ment by investigating non-lexicalized derivatives in contem-
porary French.Wewill examine a sample of neologisms ending in -age, -ion, -ment
in a quantitative approach and provide a detailed systematic description of both
base verbs and derived nouns, taking into account their lexical ambiguity. It will
be asked whether significant semantic differences can be observed between the
three suffixes, and to what extent they could explain suffix distribution. In addi-
tion, considering affix rivalry as a gradient phenomenon, wewill discuss whether
different degrees of rivalry can be identified between the competing suffixes.

The article is structured as follows. In Section 2, we present the method used
to sample and describe the semantic properties of French neologisms ending in
-age, -ion and -ment. In Section 3, we report the results of the semantic description
andpresent somedifferences observedbetween the three suffixes. In Section 4,we
investigate the relative importance of the semantic properties and examine how
they combine to predict suffix distribution. Finally, in Section 5, we discuss the
gradient nature of the rivalry between the three suffixes. It will be concluded that -
age, -ion and -ment are tendentially associatedwith different semantic operations,
especially with respect to the type of entities or eventualities denoted by suffixed
nouns. However, differences between the three suffixes are neutralized in many
cases. The semantic overlap is particularly important in the case of -age and -ment,
which compete with each other more than they do with -ion.

2 Method
Our study is based on the analysis of a sample of 300 French deverbal neologisms
ending in -age, -ion and -ment (100 nouns per suffix). In this section, we present
the method used to collect the neologisms, the semantic properties described for
each verb-noun pair, and the annotation protocol we followed.

2.1 Data sampling

Neologisms in -age, -ion and -ment were extracted from the FRCOW16A corpus,
which is a large French web corpus containing 10.8 billion tokens (Schäfer & Bild-
hauer, 2012; Schäfer, 2015). Words from the corpus ending in -age(s), -ion(s), and
-ment(s) were filtered automatically using large lists of existing word forms taken
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from the Lexique (New et al., 2004) and Lefff (Sagot, 2010) resources. Filtered data
were abundant and noisy, due among other things tomanymisspellings and irrel-
evant forms. As a consequence, we randomly ordered candidate words and for
each suffix selected the first 100 nouns that would satisfy the conditions C1-C3
below.

C1: The noun is morphosemantically related to a verb present either in lexi-
cographic resources (Le Petit Robert,Wiktionnaire) or in the reference corpus (FR-
COW16A). At least one meaning of the noun can be analyzed in relation to one
meaning of the verb, whether the noun denotes the same eventuality as the verb
or a participant in that eventuality. A noun such as barillage ‘putting into barrels’
was thus excluded because we could not find any attestation of the verb bariller
with the meaning of ‘put into barrels’.

C2: The noun is not analyzable as derived both from a verb and from an
existing noun in -age, -ion or -ment. Possible nominal compounds or prefixed
denominal nouns are discarded, on the assumption that existing nouns in -age,
-ion and -ment may influence by analogy the form of neologisms. Accordingly,
nouns such as coenseignement ‘co-teaching’ and photocoagulation ‘photocoagu-
lation’ were excluded from the sample, as they can be analyzed as derived from
coenseigner ‘co-teach’ and photocoaguler ‘photocoagulate’ or from enseignement
‘teaching’ and coagulation ‘coagulation’.³

C3: The noun is not strictly a technical term. Although unknown to most
speakers, technical terms may be lexicalized in specialized languages and there-

3 We excluded candidate nouns with the prefixes dé- and re- that are formally a prefixed version
of an existing noun ending in -age, -ion or -ment. Dé- and re- are mostly deverbal prefixes, and it
is uncertain whether they can select nominal bases or not. However, even deverbal déXsuff and
reXsuff nounsmight be formed by analogywith an existingXsuff noun. To test this possibility, we
selected 100prefixed verbs in FRCOW16A forwhich therewas an attestednominalization in -age, -
ionor -ment: half of the verbs prefixedwith re-, the rest prefixedwithdé-. For eachnominalization,
we then checked in FRCOW16A whether there was a competing noun with the same prefix and
one of the two other suffixes. We also searched for non-prefixed nominalizations corresponding
to the three prefixed nominalizations. For example, for débureaucratiser ‘debureaucratize’ and
débureaucratisation ‘debureaucratization’, we found that bureaucratisation ‘bureaucratization’
was also attested in the corpus, but that débureaucratisage, débureaucratisement, bureaucratis-
age and bureaucratisement were not. Finally, we performed a logistic regression analysis on the
collected data. The fitted regression model was: Prob_Exist_prefXsuff = -3.61 + 4.19 × Exist_Xsuff.
Likelihood ratio-tests showed a significant effect (p < 2.2e-16). The probability that a nominaliza-
tion in -age, -ion or -ment prefixed with re- or dé- exists is strongly influenced by the existence
of a corresponding non-prefixed nominalization. In other words, there is an important formal at-
tractiveness between prefixed nominalizations and their non-prefixed equivalents. Such formal
analogies may bias the analysis of the relationship between suffix selection and semantic prop-
erties of verb-noun pairs, hence the exclusion of the words concerned.
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fore not be neologisms. Technical terms absent from standard lexicographic
resources can be identified through their corpus occurrences, when these clearly
relate to specialized discourse. For example, listed candidates such as abergeage
‘feodal contract’, carassonage ‘vineyard trellis repair’, chanfreinage ‘bevelling’,
enzymage ‘enzyming’, trancanage ‘crosswinding’, and panotage ‘panning’ were
excluded from the sample. During the selection, it appeared that technical terms
were much more frequently found among -age candidates than among -ion and
-ment candidates. Although we did not precisely quantify the difference, this
seems to confirm previous claims made by Dubois (1962), Fleischman (1980), Uth
(2010) and Wauquier (2020) about the technicality of -age.

Examples of neologisms in -age, -ion and -ment satisfying C1-C3 and included
in the sample are given in (1).

(1) a. affolage ‘panic’, brancardage ‘stretcher bearing’, corbeillage ‘trash-
ing’, dandinage ‘swaying’, implorage ‘imploring’, militage ‘campain-
ing’, oubliage ‘forgetting’, pixelisage ‘pixelization’, suspectage ‘sus-
pecting’, visitage ‘visit’

b. alternation ‘alternating’, christification ‘christification’, colmatation
‘filling-in’, confortation ‘comfort’, expulsation ‘expulsion’, foiration
‘screwing up’, poutinisation ‘putinization’, romanticisation ‘romanti-
cization’, rutilation ‘shine’, semestrialisation ‘semesterization’

c. absorbement ‘absorption’, atténuement ‘softening’, bedonnement
‘paunch’, cernement ‘encirclement’, ficellement ‘tying up’, ignore-
ment ‘ignoring’, malaxement ‘kneading’, résiliement ‘termination’,
subissement ‘putting up with’, trompement ‘cheating’

2.2 Annotated properties

A number of syntactic and semantic properties are mentioned in the literature as
possible discriminating factors between -age, -ion and -ment, including:
– the transitivity of the base verb;
– the semantic type of the derived noun;
– the lexical aspect of both verbs and nouns;
– the semantic roles assigned by verbs and nouns to their arguments.

In this study, we propose a systematic analysis of these properties. For each verb-
noun pair included in the sample, we annotated a series of features related to the
above-mentioned properties, while also taking into account the lexical ambiguity
of both the verb and the noun. The description was based on controlled manual
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annotation and precise definitions of the annotated features. The general prin-
ciples and linguistic tests used to analyze the properties of verbs and nouns are
detailed in an annotation guide available in the supplementary material of the
paper.

We analyzed the semantic type of the nouns by distinguishing between their
ontological and relational descriptive properties, each noun being doubly clas-
sified. Ontological types relate to the nature of the referents, whereas relational
types depend on the semantic relation with the base. Existing classifications of
nominalizations often assimilate the two kinds of properties, possibly leading to
confusion in semantic descriptions. Ontological and relational types belong to dif-
ferent taxonomies since, as illustrated in (2) and (3), an ontological type can be
related to different relational types and conversely.

(2) a. bâtir ‘build’ → bâtiment ‘building’ [ARTEFACT-RESULT]
b. fixer ‘fasten’ → fixation ‘fastener’ [ARTEFACT-INSTRUMENT]
c. garer ‘park’ → garage ‘garage’ [ARTEFACT-LOCATION]

(3) a. bâtir ‘build’ → bâtiment ‘building’ [ARTEFACT-RESULT]
b. énerver ‘irritate’ → énervement ‘irritation’ [STATE-RESULT]
c. traduire ‘translate’ → traduction ‘translation’ [COGNITIVE-RESULT]

Thirteen ontological simple types are distinguished based on distributional tests
taken from the literature on French nominal semantics (Godard & Jayez, 1996;
Flaux & Van de Velde, 2000; Huyghe, 2015; Haas et al., 2022). Some of them com-
bine to form complex types, in which case characteristic predicates of different
simple types are contextually compatible (Copestake & Briscoe, 1995; Cruse, 1995;
Pustejovsky, 1995; Kleiber, 1999; Asher, 2011; Dölling, 2020; a.o.). For example,
the noun déclaration ‘statement’ in (4) instantiates a complex type of event and
cognitive object. The eventive facet is selected by effectuer ‘perform’ and the cog-
nitive facet by selon lequel P ‘according to which P’.

(4) L’hôpital Legouest de Metz a effectué une déclaration selon laquelle il ve-
nait d’accueillir deux victimes blessées par balles. (web)
‘The Legouest Hospital in Metz made a statement according to which they
had just received two victims with gunshot wounds’

Relational types are based on the semantic roles used to analyze arguments, com-
plemented with a transpositional type for nouns that denote roughly the same
kind of eventualities as their base verb (i.e. with respect to the event/state distinc-
tion). We defined a set of 17 semantic roles adapted from Verbnet (Kipper-Schuler,
2005) and Lirics (Petukhova & Bunt, 2008). Since distributional tests cannot be
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used to differentiate semantic roles, we relied on explicit definitions to identify
the roles assigned to the arguments of verbs and nouns.

Lexical aspect was decomposed into four basic features (dynamicity, dura-
tivity, telicity, and post-phase) and analyzed using linguistic tests proposed in the
literature (Vendler, 1967; Dowty, 1979; Rothstein, 2004; Haas et al., 2008; Filip,
2012; a.o.). telicity was encoded by default with a delimited internal argument,
and annotated as variable for degree achievements (Abusch, 1986; Bertinetto &
Squartini, 1995; Hay et al., 1999; Rothstein, 2008; a.o.). Other aspectual features
are binary. We labelled as ‘post-phase’ the possibility for a dynamic eventuality
to include a durative result state, as illustrated in (5) with partir ‘leave’ vs. arriver
‘arrive’ (Piñón, 1997, 1999; Apothéloz, 2008; Fradin, 2011; Haas & Jugnet, 2013).

(5) Julie {est partie/?est arrivée} pendant deux jours.
‘Julie {left/arrived} for two days’

The possibility of being interpreted as a result statewhen combinedwith temporal
complements or with the verb durer ‘last’, as in (6), was used as a criterion for the
identification of nominal post-phase.

(6) L’exclusion a duré six jours, avant que les services éducatifs régionaux
n’ordonnent sa réintégration. (web)
‘The exclusion lasted six days before regional educational services ordered
his reinstatement’

To account for the polysemy of nominalizations, the different meanings of each
verb and noun were carefully distinguished and systematically paired. Ambigu-
ous nouns were assigned one entry per meaning in the database. The lexical am-
biguity of a given form was identified through the variation of at least one anno-
tated property. Verbal and nominal lexemes were paired based on the principle
of closest semantic correspondence: If a verb or a noun is ambiguous, the verbal
and nominal lexemes that share themost aspectual and role-assigning properties
are paired together. For instance, two eventive meanings were found for the noun
croquement ‘crunching/sketching’, illustrated by occurrences such as le croque-
ment des glaçons ‘the crunching of ice cubes’ and le croquement des tatouages ‘the
sketching of tattoos’. These two meanings are, respectively, punctual and dura-
tive, and associatedwith the subcategorization of a patient and a result argument.
They were paired with two different verbs (croquer ‘crunch’ and croquer ‘sketch’)
exhibiting the same distinctive features as the two nominal lexemes, and were
annotated in both cases as instantiating a transpositional relational type. Two
meanings were also found for the noun retouchement ‘retouching/modification’:
an event and an artefact meaning (opérer un retouchement des paupières ‘perform
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an eyelid retouching’ vs. des retouchements blancs sur graphite ‘white modifica-
tions ongraphite’). But in this casebothmeanings are related to the samemeaning
of the verb retoucher ‘retouch’, i.e. a transitive accomplishment verb subcategoriz-
ing an agent and a patient. Retouchementwas then assigned two entries linked to
the same base verb, analyzed respectively as a transpositional and a resultative
relational type.

2.3 Annotation protocol

Verb-noun pairs included in the sample were annotated in a double-blind pro-
cess and adjudicated with the help of a third annotator. The different meanings of
each nounwere identified through the occurrences in FRCOW16A, complemented
with examples taken from the web. Ten nouns per suffix were used for joint train-
ing and refinement of the annotation guidelines; then, two annotation sessions
of 45 nouns per suffix were conducted. Inter-annotator agreement scores over the
two sessionswere calculated using Cohen’s kappa, aswell as prevalence-adjusted
andbias-adjusted kappa (PABAK). The latter compensates for the overvaluation of
disagreement cases with Cohen’s kappa when categories are highly unbalanced
in value distribution (Byrt et al., 1993). Agreement scores for each annotated ver-
bal and nominal property are presented in Table 1. They indicate an overall sub-
stantial inter-annotator agreement⁴ and can be regarded as evidence of the oper-
ationality of the linguistic categories we used to describe the properties of verbs
and nouns.

The 300 nouns in the sample were finally associated with 501 meanings (162
for -age, 168 for -ion, 171 for -ment), ranging from 1 to 4 meanings per noun, with
an average of 1.67. These 501 meanings are related to 418 distinct verbal meanings
(123 for -age, 153 for -ion, 142 for -ment). In 107 cases of ambiguity (59.1%),multiple
nominalmeanings associatedwith the same formarederived frommultiple verbal

4 Various scales have been proposed to interpret kappa values. According to the reference scale
defined by Landis & Koch (1977), the agreement is “substantial” when kappa scores range from
0.61 to 0.80 and “almost perfect” when they range from 0.81 to 1.00. In the alternate scale intro-
duced byMcHugh (2012), the agreement is said to be “moderate” between 0.60 and 0.79, “strong”
between 0.80 and 0.90, and “almost perfect” between 0.90 and 1.00. Beyond the inevitable arbi-
trariness of those evaluation scales, inter-annotator agreement should be interpretedwith regard
to the specific nature of each annotation task and the inherent fuzziness of the phenomena de-
scribed.
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Tab. 1: Inter-annotator agreement per property.

Observed agreement Kappa PABAK

V transitivity 0.96 0.92 0.93
V Dynamicity 0.98 0.56 0.96
V durativity 0.86 0.59 0.72
V telicity 0.82 0.72 0.73
V Post-phase 0.78 0.65 0.67
V Role of subject 0.79 0.71 0.76
V Role of object 0.83 0.78 0.82
V Role of oblique 0.90 0.61 0.90
N Ontological type 0.83 0.77 0.82
N Relational type 0.93 0.78 0.92
N Dynamicity 0.95 0.85 0.92
N durativity 0.87 0.71 0.80
N telicity 0.85 0.79 0.77
N Post-phase 0.83 0.73 0.74
N Role of 1st arg. 0.78 0.72 0.77
N Role of 2nd arg. 0.80 0.71 0.78
N Role of 3rd arg. 0.95 0.60 0.93
Average 0.87 0.72 0.82

meanings, following the pattern in (7). In 74 cases of ambiguity (40.9%), they are
derived from the same verbal meaning, following the pattern in (8).⁵

(7) Multibase ambiguity
V1 → N1
V2 → N2

(8) Single-base ambiguity
V1 → N1
V1 → N2

5 It is uncertain whether N2s in single-base ambiguities result from a derivational operation or
from a lexical figure such as metonymy (see Ferret & Villoing 2015 for a related discussion on
the formation of instrument-denoting nouns in -age). Evidence in favor of the morphological or
figurative construction is difficult to provide. For a given N1/N2 type, the existence of derived N2s
without a corresponding N1 in the lexicon shows the existence of a morphological pattern, but
does not imply that any N2with the semantic type considered results from derivation. Conversely,
the existence in the lexicon of metonymically-related underived N1s and N2s shows the existence
of a figurative pattern, but does not imply that any N2 results from metonymy. It could also be
hypothesized that the two types of patterns are not necessarily exclusive of each other, and that
morphological and figurative derivations actually combine to favor the formation of ambiguous
words (Huyghe, 2021).
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The 501 verb-noun pairs vary with respect to annotated properties, and it can be
asked whether these variations depend on the suffix used to form deverbal nouns.

3 Observed differences
In this section, we describe the distribution between -age, -ion, -ment according
to the different properties we analyzed, as a first approach to suffix similarity and
distinctiveness. Due to space limitations, we present only a subset of the results.⁶
Some properties of our sampled verb-noun pairs deserve special attention, either
because they have been much debated in the literature, or because they show im-
portant variation between neologisms formed with the three suffixes. We focus
on six properties: (i) three verbal properties frequently discussed in studies on
-age, -ion and -ment, and (ii) three nominal properties distributed across the suf-
fixes with particularly salient differences—and that will prove in further analyses
to have a major influence on suffix selection (see Section 4).

3.1 Verb transitivity

As shown in Figure 1, the three suffixes mostly select transitive base verbs, but
the preference is more pronounced for -age (76.4% of transitive base verbs) than
for -ion and -ment (58.8% and 59.9% of transitive base verbs, respectively).⁷ To
some extent, this result supports the observations of Dubois (1962) and Lüdtke
(1978) who state that -age tends to select transitive bases and -ment intransitive
bases. Counterexamples mentioned by Kelling (2001) and Martin (2010) do not
seem to affect the general tendency towards a more frequent selection of transi-
tive bases with -age. Nevertheless, the tendency only holds true in the perspective
of suffix comparison. The suffix -age does not privilege transitive over intransitive
base verbs with regard to the distribution of transitive and intransitive verbs in

6 The complete description of the 17 verbal and nominal properties is available in the supple-
mentary material of the paper.
7 The quantitative results in Sections 3.1, 3.2 and 3.3 are based on the number of distinct verbal
lexemes in the dataset, as opposed to their frequency as a base in the dataset. Verbal lexemes
present in multiple entries, i.e. associated with different nominal lexemes in single-base ambi-
guity configuration, were counted only once in the statistics. This counting is appropriate for a
discussion of previous claims about the rivalry between -age, -ion and -ment, given that existing
studies do not take into account nominal ambiguity in the comparison of the base verbs selected
by the different suffixes.



Semantic rivalry between -age, -ion, -ment | 153

the lexicon. As a comparison, the lexical resource Les Verbes Français (Dubois &
Dubois-Charlier, 1997) contains 19580 transitive and 6029 intransitive verbal lex-
emes (in the sense intended here). That distribution is not significantly different
from that of verbs deriving -age nouns in our sample (𝜒2 (1, N = 25732) = 0.0001, p
= .99). By contrast, the distribution between transitive and intransitive is clearly
unbalanced in favor of intransitive verbs with -ment, even if -ment selects mostly
transitive bases (𝜒2 (1, N = 25751) = 21.56, p = 3.4e-06).
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Fig. 1: Transitive and intransitive base verbs per suffix (%).

3.2 Semantic role of verb subjects

Important differences can be observed between -age, -ion and -ment with respect
to semantic roles assigned to their base verb subjects. As illustrated in Figure
2, -age has a strong predilection for base verbs subcategorizing agent subjects,
whereas -ion prefers base verbs with cause or patient subjects (especially verbs al-
lowing for the causative-anticausative alternation). The suffix -ment is more simi-
lar to -age than to -ion, but it selects less agentive andmore patientive verbs than -
age, aswell as verbs assigningmorediverse roles to their subjects (withhigher pro-
portions of theme, stimulus, pivot subjects than the two other suffixes). This speci-
ficity echoes Kelling’s statement that “the French suffix -age combines with verb
stems whose first argument is proto-agentive, whereas the French suffix -(e)ment
combines with verb stems whose first argument is less proto-agentive” (Kelling,
2001, 155). However, this contrast should only be regarded as a tendency, since



154 | Huyghe, Lombard, Salvadori, Schwab

prototypical agentive base verbs regularly combinewith -ment to formneologisms
(e.g. déblatèrement ‘badmouthing’,mitraillement ‘machine-gunning’, retapement
‘refurbishment’).
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Fig. 2: Semantic roles assigned to base verb subjects per suffix (%).

3.3 Verb telicity

The data we collected do not show any significant difference between -age and
-ment with respect to base verb telicity (𝜒2 (1, N = 265) = 3.43, p = .18). In both
cases, about half of the base verbs are telic, less than half atelic, and a minority
of verbs with variable telicity can be observed (see Figure 3). There is a clear con-
trast with -ion, which shows a strong preference for verbs with variable telicity
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(66.0% of the base verbs). These results contradict the findings of Martin (2010),
who argues that the selection between -age, -ment and -ion is not correlated with
the aspectual properties of base verbs. The fact that Martin focuses on psycholog-
ical verbs and their nominalizations, and does not encode variable telicity as a
distinct feature could explain this difference. It can also be noted that in our data,
most verbs with variable telicity and deriving -ion nouns are suffixed with -iser
(84.2%)—and reciprocally, that most verbs ending in -iser are nominalized with
-ion and have variable telicity (81.7%). Not only does -ion select more -iser verbs
than the two other suffixes (see Table 2), but most -iser verbs are also verbs with
variable telicity in our sample (see Table 3).⁸ The fact that verbs in -iser preferen-
tially formneologisms ending in -ion rather than -age and -ment confirms themor-
phological tendency reported by Missud & Villoing (2020). The semantic counter-
part of that morphological tendency appears to be the predilection for verbs with
variable telicity.
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Fig. 3: Telicity of base verbs per suffix (%).

8 It can be asked whether -isation should be analyzed as a suffix in contemporary French, given
its productivity and the fact that some nouns in -isation do not have a corresponding verb in -iser
(Lignon et al., 2014; Dal & Namer, 2015; Cartier, 2018; Missud & Villoing, 2020). Our sample only
includes nouns in -isation for which an existing verb in -iser is attested, to ensure at least the
possibility of analyzing neologisms in -isation as derived from verbs.
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Tab. 2: Number of base verbs ending or not in -iser per suffix (percentages by row).

V ending in -iser V not ending in -iser

-age 1 (0.8%) 122 (99.2%)
-ion 103 (67.3%) 50 (32.7%)
-ment 0 (0%) 142 (100%)

Tab. 3: Number of base verbs with or without variable telicity ending or not in -iser (percent-
ages by row).

V with variable telicity V without variable telicity

V ending in -iser 86 (82.7%) 18 (17.3%)
V not ending in -iser 47 (15%) 267 (85%)

3.4 Nominal ontological type

The semantic type of derived nouns is one of the most discriminative properties
between -age, -ion and -ment. The most contrasted properties pertain to ontolog-
ical types, as opposed to relational types. Since -age, -ion and -ment are mostly
transpositional suffixes, differences between the three suffixes with respect to
relational types are only marginal—the main difference observed is the propen-
sity of -ment to denote more results than -age and -ion.⁹ Ontological types are
more diverse, as can be seen in Figure 4, and some suffix peculiarities can be
observed. A specificity of -ion is that it forms mostly nouns with a complex type
combining eventive and stative descriptions (66.7% of the nouns). Most neolo-
gisms in -ion denote dynamic eventualities that involve a salient state, which is
also strongly correlated with the variable telicity of the nouns inherited from the
base verbs: 90.2% of the -ion nouns with a complex event-state type have variable
telicity (e.g. compaction ‘compacting’, turquification ‘turkification’, verdurisation
‘greenification’). In otherwords, -ion clearly privileges the derivation of nouns that
denote a progressive change of state. Neologisms in -ion also denote events (in
20.8% of the cases), but other ontological types are poorly represented. Unlike
-ion, the suffixes -age and -ment form mostly event nouns (52.5% and 38.0% of
the nouns respectively) and are more likely to derive nouns that denote artefacts
(8.0% and 7.6% of the nouns) and complex entities combining events and cogni-

9 Chi-squared statistics for the distribution between resultative and non-resultative nominal
types indicate a significant distinction in the case of -age/-ment (𝜒2 (1, N = 333) = 9.600, p =
.0019) and -ion/-ment (𝜒2 (1, N = 339) = 18.086, p = 2.1e-05), but not in the case of -age/-ion (𝜒2

(1, N = 330) = 1.4367, p = .2306).
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tive objects (8.0%and 5.3%of the nouns). The suffix -ment forms less strictly even-
tive nouns than -age, but more nouns with a complex event-state type (e.g. crispe-
ment ‘clenching’) and more nouns denoting states (e.g. déconcertement ‘confu-
sion’). The specificity of -age, besides the fact that it is the suffix that forms the
most event nouns, is that it is the only one in our data to derive domain-denoting
nouns—domainsbeingdefinedasnon-occurrential activities, i.e. dynamic eventu-
alities that do not ‘take place’ as spatio-temporally individuated events (e.g.mar-
ketage ‘marketing’, aquarellage ‘watercoloring’, militage ‘campaining’). We iden-
tified 20 domain-denoting neologisms, all of which are suffixed with -age, which
reflects the affinity between -age and domain description.
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Fig. 4: Semantic type of derived nouns per suffix (%).
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3.5 Nominal post-phase

Another property that varies considerably acrossnominalizations in -age, -ionand
-ment is the ability to denote eventualities with a post-phase and to be interpreted
as the result state of an event (see Figure 5). The suffix -ion contrasts with -age
and -ment in that it formsmostly nouns that can have a post-phase interpretation,
which is directly related to the predilection of -ion for complex event-state even-
tualities. Many nouns denoting a gradable change of state can be contextually
interpreted as denoting the state that results from the changing process.

The suffixes -age and -ment derive mostly nouns that denote eventualities
without post-phase, but this tendency ismore prominent in the case of -age (77.2%
of the derived nouns) than in the case of -ment (59.1%of the derived nouns). Trans-
positional nouns in -age can frequently change the post-phase feature of the base
verb: 19.1%of those nouns do not inherit the post-phase specification of their base
verb, while that proportion is only of 3.3% for -ion and 4.1% for -ment.¹⁰ Changes
observed between verbs and nouns always consist in the loss of post-phase inter-
pretation. For example, sortage ‘taking out’, unlike sortir ‘take out’, cannot have
a post-phase interpretation. Whereas the duration complement in (9-a) can be
related to a result locative state, it necessarily characterizes a motion process in
(9-b).

(9) a. Il a sorti son appareil photo pendant dix minutes.
‘He took out his camera for ten minutes’

b. Le sortage de l’appareil photo a duré dix minutes.
‘Taking the camera out took ten minutes’

3.6 Nominal durativity

durativity as an aspectual property applies only to nouns that denote eventual-
ities and is comparable to post-phase in this respect. The specificity of nominal
durativity is that it distinguishes -ment from both -age and -ion. The suffix -ment
forms more nouns that denote punctual eventualities, i.e. achievements, than
its rivals (e.g. démissionnement ‘resignation’, trinquement ‘clinking of glasses’,
heurtement ‘knock’). durative eventualities are denoted by 74.7%, 81.0%, and
55.6% of the neologisms suffixed with -age, -ion, and -ment, respectively. By con-

10 The difference observed with respect to preservation of verbal post-phase is significant be-
tween -age and -ion (𝜒2 (1, N = 317) = 14.7637, p = 1.22e-04), between -age and -ment (𝜒2 (1, N =
289) = 10.9067, p = 9.58e-04), but not between -ion and -ment (𝜒2 (1, N = 282) = 0.1032, p = .7480).
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Fig. 5: Post-phase of derived nouns per suffix (%).

trast, non-durative eventualities are denoted by 11.7%, 11.3%, and 24.6% of the
neologisms suffixed with -age, -ion, and -ment, respectively (see Figure 6). Over-
all, 52.5% of the nouns that denote achievements in our sample are suffixed with
-ment.
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Fig. 6: Durativity of derived nouns per suffix (%)

Verbal durativity is more frequently preserved through nominalization than ver-
bal post-phase, and the punctual aspect of derivatives in -ment is inherited from
their base verb. Only 1.3% and 2.2% of the eventuality-denoting nouns in -ion and
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-ment differ from their base with respect to durativity, whereas the proportion is
9.3% in the case of -age.¹¹ The change of aspect with -age can be observed for
nouns derived fromachievement verbs and denoting durative events (e.g. déposer
‘drop off’ vs. déposage ‘dropping off’). As in the case of post-phase, -age appears
to be the suffix that least preserves the lexical aspect of the base.

4 Combined influence of semantic properties
Semantic properties of verbs andnouns jointly influence the selection of -age, -ion
and -ment. It can be asked how these properties combine to determine the distri-
bution of the three suffixes, which properties are the most influential, and how
much of the suffix distribution they can explain. In this section, we first exam-
ine correlations between the semantic properties we encoded, then use a random
forest analysis to assess their relative importance and the predictability of suffix
selection.

4.1 Correlations between properties

As a preliminary to statistical analysis of joint influence, we estimated pairwise
correlations between the 17 annotated properties. The correlations were first eval-
uated using Pearson’s chi-squared tests, with simulated p-value based on 2000
replicates for categorieswith expected counts less than 5.Out of 136pairs, 98 show
a significant relationship at p < .05. The most uncorrelated properties are the se-
mantic role of the third nominal argument, nominal durativity, and the semantic
role of the verb oblique, which have a non-significant relationship with 10, 9 and
8 other properties, respectively.

We used Cramér’s V tests to evaluate the strength of the correlation for signif-
icant associations. Results are reported in Figure 7. The properties with the great-
est number of strong correlations are the semantic role of the first nominal argu-
ment, verbal telicity, and nominal telicity, which are correlated respectively with
12, 9, and 9 other properties at Cramér’s V > 0.5. Special attention can be paid to
semantic properties present both in the verbal and nominal domains, such as as-
pectual properties and argument roles. These appear to be strongly but not fully

11 The difference observedwith respect to preservation of verbal durativity is significant between
-age and -ion (𝜒2 (1, N = 295) = 9.7434, p = .0114), between -age and -ment (𝜒2 (1, N = 277) = 6.406,
p = .0018), but not between -ion and -ment (𝜒2 (1, N = 292) = 0.3496, p = .5544).
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correlated, which suggests that the preservation of semantic features across cate-
gories is not necessarily observed (even in the case of eventuality-denoting nom-
inalizations), as already noted in Sections 3.5 and 3.6. Among aspectual features,
dynamicity is subject to important variation (Cramér’s V = 0.40), with possible as-
pectual shifts fromdynamic verbs to stative nouns, as in the case of nominal result
state reading. The correlation is stronger for telicity (Cramér’s V = 0.94), durativity
(Cramér’s V = 0.88), and post-phase (Cramér’s V = 0.83), but with differences that
indicate the possibility of cross-categorial variation, especially in the case of post-
phase.

The preservation of argument structure cannot be assessed as directly as that
of lexical aspect, because of syntactic differences between verbal and nominal ar-
guments, and of the possible variation in nominal argument position. However,
high correlations can be observed between semantic roles of verbal objects and
first nominal arguments (Cramér’s V = 0.93), and semantic roles of verbal obliques
and second nominal arguments (Cramér’s V = 0.91), presumably because of se-
mantic preservation. The correlation between verb subjects and nominal argu-
ments is somewhat weaker, since the highest correlation coefficient observed be-
tween their semantic roles is 0.84, which indicates a possible alteration of the
subject argument in nominalization.

The considerable amount of correlations observed in our data requires the use
of an adapted statistical method to analyze the combined and relative influence
of semantic properties on suffix selection.

4.2 Relative importance of properties

We used a random forest algorithm to determine how verbal and nominal proper-
ties can jointly predict the distribution of -age, -ion and -ment, and individually
contribute to the prediction. random forests are an ensemble method designed
to predict a response variable with respect to a set of possible explanatory vari-
ables (Breiman, 2001; Tagliamonte & Baayen, 2012; Levshina, 2020). They oper-
ate by averaging predictions from a large number of conditional inference trees,
themselves resulting from binary recursive partitioning of data according to pre-
dictors. random forests are based on the randomization of both the data subsam-
ples used as training sets in decision trees and the subset of predictors tested at
each node of each tree. They provide reliable information about predictive accu-
racy and can be used to assess the relative importance of predictor variables. Be-
ing non-parametric and able to handle high dimensional datawith correlated and
interacting variables, random forests are well adapted to the analysis of our data,
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Fig. 7: Correlations between nominal and verbal properties based on Cramér’s V tests. Coeffi-
cients are not computed for non-significant associations.

given its sparseness (i.e. the small number of observationswith respect to thenum-
ber of predictors) and the correlations observed between semantic properties.

We conducted a random forest analysis based on 3000 conditional inference
trees, with random samples of 5 predictor variables at each tree node.¹² The de-
velopedmodel shows an accuracy of 62.3%. The important proportion of wrongly
predicted cases can be interpreted as the effect of semantic indistinguishability
between the three suffixes. A closer look at the discrepancies between observed
and predicted data reveals important differences between the three suffixes (see
Table 4). The most predictable suffix is -ion, followed by -age and then -ment. The
discrepancy between observed and predicted suffixes varies according to suffix

12 The random forest analysis was performed using the party (Hothorn et al., 2006; Strobl et al.,
2007, 2008) and permimp (Debeer & Strobl, 2020) packages in R.
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pairs. The suffixes -age and -ment are more frequently confused with each other
than they are both with -ion: 68.0% of the wrongly predicted cases for -age are
mistaken for -ment, whereas 60.3% of the wrongly predicted cases for -ment are
mistaken for -age. As for -ion, it is more frequently confused with -ment than with
-age, since 66.7% of the wrongly predicted cases for -ion are mistaken for -ment.
This result suggests the existence of degrees of rivalry between the three suffixes,
-age and -ment competing more with each other (as being more confusable and
therefore more similar) than they both compete with -ion, and -ion competing
more with -ment than with -age. The gradient aspects of rivalry will be further
explored in the next section.

Tab. 4: Classification of deverbal neologisms in random forest model according to their suffix.
Percentages indicate the proportion of reference items predicted as -age, -ion or -ment (in
columns). The most abundant items in each predicted group are indicated in bold.

Reference
-age -ion -ment

-age 103 (63.6%) 24 (14.3%) 51 (29.8%)
Prediction -ion 12 (7.4%) 113 (67.3%) 24 (14.1%)

-ment 47 (29.0%) 31 (18.4%) 96 (56.1%)

We analyzed the contribution of each semantic property to the random forest pre-
diction by using a conditional computation of variable importance that takes into
account predictor correlations (Debeer & Strobl, 2020).¹³ The outcome of the anal-
ysis is presented in Figure 8. Results indicate an alternation of nominal and verbal
properties in variable ranking, with some predominance of the former, three nom-
inal properties being found among the four most important variables. Almost all
properties contribute to the prediction of suffix distribution (with the exception of
verb dynamicity and role of third nominal argument), which confirms both the rel-

13 As noted by Debeer & Strobl (2020), there is no consensus on the exact nature of variable
importance. It can be defined in a more or less marginal or partial perspective, depending on
whether the impact of a predictor is evaluated independently or conditionally upon other pre-
dictors. When predicting the distribution of -age, -ion and -ment, the main difference between
conditional and unconditional computations of variable importance concerns nominal and ver-
bal telicity (ranked 14th and 15th in conditional estimation, but 3rd and 4th in unconditional
estimation). This difference can be explained by the fact that (i) telicity in itself is an important
discriminative factor between the three suffixes, and is therefore important in amarginal perspec-
tive, but (ii) telicity is one of the most correlated predictors, presumably highly redundant, and
therefore minor in a partial perspective.
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evance of the selected predictors and the semantic complexity of the distinction
between -age, -ion and -ment. The most influential property is the semantic onto-
logical type of the noun, whose impact on suffix selection is described in Section
3.4. The discriminative capacity of ontological type as opposed to relational type
is not unexpected since the three suffixes compete in havingmostly the same rela-
tional output. Nevertheless, the major importance of ontological type compared
to all encoded properties shows that derivational semantics determines not only
relations, but also referential descriptions.

Among the aspectual properties of verb-noun pairs, post-phase appears to
be the most important variable. Post-phase properties of related nouns and verbs
may diverge in some cases, with significant differences between the three suf-
fixes, which explainswhy both are highly ranked. Verbal post-phase notably influ-
ences the distribution between -ion on the one hand (which selects mostly verbs
with post-phase) and -age and -ment on the other (which select mostly verbs with-
out post-phase). Nominal post-phase further distinguishes -age from -ment, as de-
scribed in Section 3.5. Nominal durativity is another important aspectual variable
in that it contributes to the distinction of -ment, which tends to formmore achieve-
ment nouns than -age and -ion, as indicated in Section 3.6.

The semantic role of verbal oblique arguments is ranked as the most influen-
tial role assignment property, partly because it is one of the most uncorrelated
features in the dataset. Its contribution concerns mainly locative roles, indicating
predilections for base verbs that assign the roles of location (-age), theme (-ment),
source (-ion), and destination (-age and -ment) to their oblique arguments. The
semantic role of the verb subject plays an important role as well, following the
preferences presented in Section 3.2 and related to the salient agentivity of -age
base verbs, and the important causativity and patientivity of -ion base verbs. The
role of the second argument of the noun (ranked as 3rd role assignment property)
varies between -age and -ion, which select agentive and causative arguments, re-
spectively. However, the distinctive contribution of that property concerns -ment.
Nouns suffixed with -ment exhibit a relative preference for monovalent structure
(in which case the second argument is absent) or for theme external arguments
(especially in co-theme configuration, as in le convergement de X avec Y ‘the con-
verging of X with Y’).

5 Gradient rivalry
As argued byHuyghe&Wauquier (2021), affix rivalry can be considered a gradient
phenomenon. Affixes can be seen as more or less rivaling depending on the se-
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Fig. 8: Conditional importance of predictor variables for suffix selection.

mantic granularity with which morphological competition is evaluated. Further-
more, given that many affixes are polyfunctional, affix rivalry can vary according
to (i) the proportion of semantic functions shared between affixes, and (ii) the fre-
quency of lexical realization of these functions. Rivalry between -age, -ion and
-ment is usually inferred from the fact that these suffixes can form event nouns.
However, finer semantic distinctions can be made, and both the proportion of
specific semantic functions the three suffixes have in common and the frequency
withwhich they instantiate these functionsmaybe variable. Results fromSections
3 and 4 suggest the existence of different degrees of rivalry between -age, -ion and
-ment. In this section, we further investigate suffix similarity and gradient rivalry
by using unsupervised methods, based on cluster analysis and dimensional re-
duction of our semantic dataset.

5.1 Cluster analysis

A way to approach gradient rivalry is to perform a cluster analysis of words with
competing affixes, based on their distinctive properties. Clustering consists in
grouping together similar objects of a dataset, so that objects in the same cluster
are more similar than objects in different clusters. Dividing the sample of neolo-
gisms into clusters based on semantic properties and examining the distribution
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of the three suffixes in these clusters can provide information about their degree
of similarity or dissimilarity, and therefore of rivalry.

To examine the distribution of neologisms in -age, -ion and -ment in semanti-
cally similar groups, we first built a distance matrix based on our dataset, using a
dissimilarity measure that can handle categorical data (Gower distance).¹⁴ Then
we applied a hierarchical clustering to thematrix using a linkagemethod that cre-
ates clusters in such a way that the variance of the merged clusters is minimized
(Ward linkage). Finally, we split the dataset into three clusters to be compared
with the distribution between the three suffixes. The result is presented in Table
5. No one-to-one correspondence between suffixes and clusters can be observed,
but clustering and suffix distribution are not independent (𝜒2 (4, N = 501) = 145.83,
p < 2.2e-16). Each cluster is dominated by a different suffix, although with impor-
tant differences in cluster size: 59.7%, 13.8% and 26.5% of the items are grouped
in the first, second and third clusters, respectively. Almost four-fifths of the -age
items fall into the same cluster, whereas -ion is characterized by the existence of
a cohesive distinctive subgroup containing three-fifths of its items. The specificity
of -ment is to bemostly represented in a group inwhich it is not dominant (Cluster
1).

The clustering reveals similarity differences between the three suffixes. It
shows the distinctiveness of -ion and the close rivalry of -age and -ment. Cluster 3
contains 76.1% of -ion items, whereas Clusters 1 and 2 include, respectively, 44.1%
of -age and 38.1% of -ment, and 32.9% of -age and 48.1% of -ment—all rates being
weighted by the proportion of -age, -ion and -ment verb-noun pairs in the sample.
This result confirms that -age and -ment compete more with each other than they
both do with -ion. More marginally, -ion seems to be more similar to -ment than
to -age, since Cluster 3 contains more of the former than of the latter, which is in
line with the prediction analysis reported in Table 4. These observations support
the existence of degrees of rivalry between pairs of suffixes, -age and -ment being
by far the closest rivals, followed by -ion and -ment, and then by -age and -ion.

5.2 Dimensional reduction

We used a dimensionality reduction method to visualize neighborhood relation-
ships between items in our dataset and evaluate the degree of similarity between
the three suffixes based on the encoded semantic properties. Themethodwe used
is the t-distributed stochastic neighbor embedding (t-SNE), which is based on a

14 The cluster analysis was performed using the cluster package in R (Maechler et al., 2021).
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Tab. 5: Distribution of deverbal neologisms in clusters based on 17 properties. Percentages
indicate the proportion of items per cluster for each suffix (in columns). The most abundant
items in each cluster are indicated in bold.

Cluster -age -ion -ment

1 127 (78.4%) 54 (32.2%) 116 (67.8%)
2 22 (13.6%) 13 (7.7%) 34 (19.9%)
3 13 (8.0%) 101 (60.1%) 21 (12.3%)

probabilistic interpretation of similarities between objects and aims to preserve
neighborhood relationships between data points in a high-dimensional space,
when reducing it to a two- or three-dimensional space (Maaten & Hinton, 2008).
Two objects with a high probability of being neighbors in the high-dimensional
space are expected to also have a high probability of being neighbors in the re-
duced dimensional space. We applied the t-SNE algorithm to our dataset,¹⁵ and
then mapped the three suffixes onto the resulting two-dimensional t-SNE plot, in
order to examine the correspondence between semantically consistent groups of
items and suffix distribution. The result of this operation is presented in Figure 9.

−20
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20

40

−25 0 25 50

SUFFIX
age
ion
ment

Fig. 9: t-SNE reduction of the dataset (501 deverbal neologisms analyzed for 17 properties) with
suffix mapping. Each dot represents a neologism.

Two large and dense clusters including a vast majority of -ion items can be ob-
served at the bottom left of the figure, showing the distinctiveness of -ion. A

15 The t-SNE analysis was performed using the Rtsne package in R (Krijthe, 2015).
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detailed analysis of these clusters reveals that they comprise nouns with vari-
able telicity, denoting events with a stative facet, and derived from verbs that
allow post-phase reading. The base verbs are transitive verbs with causative sub-
jects in one cluster, and intransitive verbs with patient subjects in the other.
The two clusters thus distinguish nominalizations in -ion derived from causative
and anticausative constructions. The rest of the data is more scattered in the
two-dimensional space and less homogeneous with respect to suffix distribution.
Although -ion is not absent, -age and -ment are the most represented suffixes
in these areas. The most indistinguishable items are nouns with non-variable
telicity that denote events, possibly with a cognitive facet, and to a lesser extent
artefacts, animates, cognitive objects, natural objects, phenomena, and proper-
ties. Small isolated groups can be identified, such as the ones in ([25,35],[0,10])¹⁶
and in ([-35,-25],[10,15]), which are equally populated with -age and -ment items,
corroborating the semantic proximity between the two suffixes. Two groups exclu-
sively or almost exclusively include one suffix. A cluster of -age can be observed
in ([40,45],[-5,5]), and a cluster of -ment in ([-10,0],[35,45]). When mapped onto
nominal ontological types, these two groups appear to be constituted of domain-
denoting and state-denoting nouns, respectively. They revealmarginal distinctive
uses of each suffix.

Overall, the analysis of the dimensionally reduced dataset confirms that -age,
-ion and -ment cannot be fully distinguishedbasedon semantic properties of bases
and derivatives. It also suggests that distinctive semantic functions can be iden-
tified for rival suffixes, but with highly variable frequencies in terms of lexical
realization, which results in different degrees of dissimilarity, and conversely of
rivalry, between suffixes.

6 Conclusion
In this paper, we have investigated the rivalry between the suffixes -age, -ion and
-ment in the formation of deverbal nouns in French. We focused on the semantic
aspects of the rivalry in a quantitative approach and, to control for lexicalization
effects on derivational semantics, examined a sample of neologisms ending with
the three suffixes.

Some suffix preferences can be observed with respect to semantic properties
of base verbs andderivednouns. Different discriminative properties combinewith

16 The numbers between commas in square brackets denote intervals, whereas the numbers be-
tween commas in parentheses denote x and y coordinates.
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a variable influence on suffix selection. The most important are the semantic on-
tological type of the noun, the ability to have a result state interpretation for both
verbs and nouns, the nominal features of durativity and telicity, and the semantic
role assigned to base verb subjects and obliques. Our results support some exist-
ing claims in the literature, but also demonstrate the importance of previously un-
considered properties. In addition, the quantitative approach allowed us to evalu-
ate discriminative properties as tendencies rather than as categorical distinctions
and to estimate their respective effect on suffix selection.

The main differences observed between the three suffixes are the following.
The suffix -age is the most oriented towards the expression of dynamicity. Nouns
in -age mostly refer to strictly dynamic eventualities, with a distinctive ability to
denote domains of activities. They tend to block result state interpretation, and
-age is able to modify the lexical aspect of base verbs with respect to post-phase
and durativity. It also selects more transitive and agentive verbs than the two
other suffixes. Neologisms ending in -ion have a preference for the denotation
of gradable changes of state. They combine eventive and stative facets, have
variable telicity and possible post-phase reading. They correspond to causative
and patientive verbal constructions, selecting verbs that allow for the causative-
anticausative alternation. The predilection of -ion for change-of-state denotation
is relatedmorphologically to its affinity for verbs ending in -iser and to the produc-
tivity of -isation in contemporary French. The suffix -ment is the one with the least
salient distinctive properties and consequently appears as the least predictable
of the three suffixes. It is nevertheless characterized by the formation of more
state-denoting nouns than -age and -ion and by the selection of less dynamic
verbs. In addition, -ment selects verbs with more stimulus and theme subjects
than the two other suffixes and derives more achievement nouns.

Despite these preferences, the three suffixes are not always distinguishable
semantically. Considering semantic properties of bases and derivatives, it is of-
ten difficult to predict which suffix will be selected. In a number of cases, prefer-
ences are neutralized, i.e. the same kinds of verbs and nouns are involved in the
derivational process, and the suffixes seem to be interchangeable. However, the
neutralization capacity is not the same for all pairs of suffixes and various degrees
of rivalry can be identified. In particular, our observations indicate that -age and
-ment compete more with each other than they both do with -ion.

The fact that the properties we examined do not allow a complete differentia-
tion of -age, -ion and -ment leads to various hypotheses. Other factors than those
consideredhere could play a role in the resolution of the rivalry. Additional seman-
tic properties could be investigated, such as the type of polysemy associated with
derivational patterns, with respect to ambiguity configuration and meaning spec-
ifications. Non-semantic (e.g. phonological, morphological, stylistic, diachronic)
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characteristics can also be considered (Uth, 2010; Missud & Villoing, 2020). An
investigation of the combined effects of these factors is necessary to provide a full
account of the rivalry between the three suffixes. Nevertheless, it can also be hy-
pothesized that affix rivalry is not ruled by fine-grained discrete discrimination,
and that competing affixes have an inherent element of indistinction. Productive
rival suffixes such as -age, -ion and -ment in French may overlap in distribution.
Their coexistence in themorphological system is accompanied by semantic prefer-
ences and could ultimately favor the creation of niches (Lindsay & Aronoff, 2013;
Aronoff, 2016). Due to the limited size of the sample of derivatives studied here,
the preferences we observed for -age, -ion, -ment may not be exhaustive. Other
niches than those addressed in the study could appear by taking into account
larger sets of nouns (e.g. sound denotation in the case of -ment derivatives, such
as bruissement ‘rustling’, chuintement ‘hissing’, couinement ‘squealing’, craque-
ment ‘crack’, crépitement ‘crackling’, crissement ‘grating’, grincement ‘grinding’).
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Abstract:Most authors on derivational semantics agree that the meaning of com-
plex words builds on components contributed by the base, components con-
tributed by the word formation process, as well as contextual knowledge com-
ponents. There is far less agreement on how these components interact or on
their relative contributions. In this paper, we approach the question of relative
contributions by looking at relatedness between bases, between derivatives, as
well as between bases and derivatives. We use the English scalar-comparative
verb prefix out- as a test case. We show that classes of bases serve as predictors
for the resolution of systematically underspecified parts of the semantics of out-
derivatives. Bymeans of distributional similarity measures, we also show that the
word formation process’s derivatives exhibit a high degree of uniformity relative
to the similarities between other components of the process. Finally, distribu-
tional measures for four further prefixes suggest that this rich contribution of the
affix is peculiar to scalar-comparative out- rather than a characteristic of prefixa-
tion in general.

Keywords: verb semantics, English prefixation, distributional measures, quanti-
tative semantics

1 Introduction
This article deals with the relative importance of base semantics and affix seman-
tics in English out-prefixation. All accounts of derivational semantics agree that
themeaning of complexwords is in somewayderived via an interplay of themean-
ing of the base, the meaning introduced by the word formation process, and con-
textual or extra-linguistic information (see e.g. Rainer et al. 2014, Lieber 2004).
Also, it is common ground in the literature that the derivatives of any productive
derivational process share a semantic core, as can be seen for example in the no-
tions of ‘semantic coherence’ (Aronoff 1976), ‘systematic form-meaning correspon-
dences’ (Haspelmath & Sims 2013), or ‘lexical relatedness’ (Spencer 2013). How-
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ever, lexical relatedness can come in various guises, and so can the prominence
of the semantic contribution of different word formation processes relative to the
contribution of their bases.

As arguedby Spencer (2010a; 2010b; 2013), lexical relatedness is a continuum.
It ranges from closely related word forms with minimal morphosyntactic differ-
ences (‘canonical inflection’ such as agreement morphology on verbs; to draw →
draws) to more distantly related lexemes with differences in form, syntactic cate-
gory, and semantic make-up (‘canonical derivation’, as in to draw → drawable).

In between these poles, we find less clear-cut categories. These include trans-
positional operations, i.e. syntactic category changewith little or no semantic con-
tribution (such as action nominalizations of the kind to arrive → arrival, as well
as semantic shifts without formal marking (such as conversion phenomena of the
kind to dump → a dump). In the following, we will focus on semantic relatedness
in the realm of processes that are clearly derivational.

The general perspective on lexical relations just sketched is obviously process-
related, i.e. it primarily looks at the relatedness of a given base and its derivative.
However, the notion can also be extended to the relatedness between bases of a
given morphological process or between its derivatives. The idea that the prod-
ucts of a derivational process are semantically related is a truism. If there was
no discernible meaning shared by a set of derivatives, and if this meaning could
not be attributed to the derivational process, we would not speak of such a pro-
cess in the first place. Consider, for example, the commonalities between deverbal
-ible/-able-adjectives in English. The vast majority of these adjectives indicate the
capacity of the base verb’s PATIENT/THEME argument to undergo the process de-
noted by that verb (e.g. downloadable, searchable). Quite evidently, the shared
modal meaning component is a fairly specific product of -ible/-able-suffixation,
rather than of the bases. At the same time, for this output to show such coherence,
-ible/-able imposes the restriction that its base verbs license PATIENT/THEME argu-
ments (see Plag 2003, 94f.; Bauer et al. 2013, 307f.).

However, morphological processes differ with respect to how specific and
how uniform their meaning contributions are (see e.g. Koefoed & vanMarle 2000;
Wauquier 2020, ch.8). For example, the English person/participant-deriving suf-
fix -er gives rise to various semantic categories, such as AGENT, EXPERIENCER,
STIMULUS, INSTRUMENT, LOCATION, MEASURE etc. As a consequence of this multi-
plicity of meaning, the semantics of -er is difficult to pin down, rather underspec-
ified, and highly dependent on the meaning of the base (Bauer et al. 2013, ch.11;
Plag 2003, 89; Rappaport Hovav & Levin 1992). As shown in several studies on
derivational polysemy, semantic classes of bases often predict or narrow down
the possible readings of derivatives (see e.g. Aronoff & Cho 2001; Kawaletz 2021;
Lieber 2016; Plag et al. 2018; Plag et al. 2023).
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In this article, we build on the notion of relatedness and investigate the se-
mantics of the English verbal comparative prefix out-, as in to outsing s.o. (i.e.,
roughly, to defeat s.o. by singing better/louder/more frequently etc.). We present
four studies that quantitatively approach semantic relatedness between deriva-
tives, between bases, and between bases and derivatives of this word formation
process. First, we make use of traditional corpus studies that tap into the role of
the base in the resolution of systematically underspecified elements of meaning
in derivatives. Second, we employ distributional semantic measures and opera-
tionalize relatedness as distributional similarity across bases, between bases and
derivatives, and across derivatives. Finally, we contrast the distribution of out- to
that of several other English prefixes. The picture emerging from these studies is
that comparative out- is fairly rich in semantic content and that derivatives show
a relatively high degree of semantic relatedness to each other, both in compari-
son to the relatedness to their bases and in comparison to other prefixes. At the
same time, we also provide quantitative evidence for base–derivative relatedness
and show that both base lemmas as well as base verb classes are informative for
spelling out underspecified meaning components.

The following section introduces the main characteristics of out-prefixation,
motivates the studies, and provides an outline of the paper.

2 Background and objectives
2.1 Characteristics of comparative out-prefixation

A number of studies deal with comparative out-verbs, partly disagreeing on fun-
damental questions (see in particular Ahn 2022; Kotowski 2021; Talmy 2000; Tol-
skaya 2014). This section largely confines itself to uncontroversial properties of
the word formation process. It shows why comparative out- is a highly interesting
testing ground for exploring the questions of semantic relatedness, and thereby
motivates the studies to follow.

Synchronically, comparative out- is among the most productive locative pre-
fixes in English (see Schröder 2011), and all claims on base restrictions for this
process have been shown to be far too restrictive (Kotowski 2021). Although there
seems to be a preponderance of activity and semelfactive base verbs (as in to out-
run s.o. and to outfart s.o., respectively), verbs from all aspectual classes are at-
tested as bases, such as stative verbs (e.g. to outweigh s.o.), achievements (e.g. to
outspot s.o.), or change-of-state/accomplishment verbs (e.g. to outcrush s.o.). Com-
parative out- is also one of the few clearly category-changing prefixes in English
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and regularly occurs with nominal (e.g. to outtechnology s.o.) and adjectival bases
(e.g. to outabsurd s.o.). At least prima facie, out-’s bases thus do not seem to show
systematic lexical relatedness.

In contrast, all derivatives exhibit a number of strikingly homogeneous fea-
tures, irrespective of the respective base. First, all derivatives have a comparative
meaning component. (1-a) is a fairly typical attestation, and the context clearly in-
dicates the relevant scalar meaning component for outsing: the subject argument
singing louder than the object argument, i.e. the lead vocalist. Interrelated with
their comparative semantics, out-verbs are syntactically invariably transitive and,
passive sentences aside, occur in frames of the kind [NP𝑠𝑢𝑏𝑗𝑒𝑐𝑡–out-X–NP𝑜𝑏𝑗𝑒𝑐𝑡].
(1-b) shows the oddness of out-forms in intransitive contexts.

(1) a. Good vocal control is essential, a backing singer must not try to
‘outsing’ the lead vocalist [...] it is important for singers who have
strong voices to remember to back off the microphone a bit (iWeb)

b. ??He outsang.

Second, this syntactic configuration is a clear reflex of argument structural effects
(see Haspelmath & Sims 2013, ch.11; Wunderlich 2012 on morphology inducing
changes of argument structure). For example, the lemma SING occurs either as a
one-place verb (e.g. He sang), or as a two-place verb with a THEME-argument that
denotes some form of song or tune (e.g. He sang a song). (2-a) is odd, however,
as a vocalist cannot easily be construed as the THEME of a singing-event. In con-
trast, the derived lemma OUTSING does not readily allow a song as direct object,
in particular not as the THEME of a singing event, as indicated by (2-b).

(2) a. ??He sang the lead vocalist.
b. ??He outsang a song.

The example in (3-a) shows out- to have the same argument structural effect on
a causative change-of-state (and thus necessarily transitive) base verb such as to
crush sth., as the object argument is not interpreted as the PATIENT of a crushing-
event. Further, the denominal example in (3-b) illustrates that argument structure
is also created in the case of base forms that do not readily support arguments on
their own, such as technology.

(3) a. ...that woman has toes that could outcrush a boa constrictor!¹
b. Global big data competitors can out-technology you [...] (iWeb)

1 Bishop, David. 2006. Honour be Damned. Black Flame Publishing. Retrieved from
http.//books.google.com, n.p.
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Thus, comparative out- creates its own argument structure. It is applicative in the
sense that it adds an object-argument or induces a change of thematic role of this
argument. However, the specific nature of the introduced argument structure is
contested. Let us very briefly sketch the two alternative analyses in the literature
with the help of example (1-a). The first analysis would treat outsing the lead vocal-
ist as a pure comparison between two distinct singing events (see e.g. Ahn 2022,
Tolskaya 2014). Thus, the lead vocalist functions as the mere threshold surpassed
by the subject argument regarding some event property (in this case, the loudness
of singing events). The second kind of analysis understands out-prefixation as a
competition construction that introduces a causative macro-event (see Kotowski
2021; Marchand 1969; McIntyre 2003). On this treatment, subject arguments are
CAUSERs, i.e. out- introduces a further change in argument structure, while object
arguments such as the the lead vocalist are licensed by a resultative sub-event.
Conceptually, these object-arguments ‘lose out’ or are surpassed in a contest de-
scribed by the morphological base (in the case of (1-a), by singing less loudly).

Either way, out-derivatives have an event structure that differs from the struc-
ture of the event denoted by the base. Simplified schematic semantic templates
for the purely comparative approach and for the causative approach are given in
(4) and (5), respectively.

(4) SCALAR PROPERTY(EVENT1(PARTICIPANT1))
exceed−−−−→

SCALAR PROPERTY(EVENT2(PARTICIPANT2))

(5) [SCALAR PROPERTY(EVENT1(PARTICIPANT1))
exceed−−−−→

SCALAR PROPERTY(EVENT2(PARTICIPANT2))]
cause−−−→

DEFEATED/SURPASSED(PARTICIPANT2)

On either of these decompositional analyses, comparative out- can be regarded
as a semantically rich word formation process, whose derivatives denote events
of ontologically different types than the events denoted by their respective bases.
This can be illustrated via a comparison to the far less productive spatial sense
of out-. ² Consider the derivative OUTHAUL, which is attested with both senses.
In the comparative sense in (6-a), two eventualities or properties are compared
(roughly, ships regarding their load capacities), and the object argument (indus-

2 Terminologically, we will always refer to the comparative sense unless indicated otherwise,
i.e. we will always use ‘spatial out-’ when referring to the spatial sense. We will not deal with
the historical relationship between spatial and comparative out- in this article and will remain
agnostic regarding the question of whether they are analyzed best as two senses of one prefix or
as two divergent word-formation processes; see Bauer et al. (2013, 347) for some discussion.
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trial ships) is not interpreted as the THEME of a hauling-event. Rather, either of
the two interpretations just sketched applies, i.e. analyses as an exceeding event
or as a causation event. In contrast, the spatial prefix sense in (6-b) modifies the
motion event encoded by the base by bounding its path, and the derivative still
denotes a hauling-event (see e.g. Rappaport Hovav & Levin 2001, 780ff.; Zwarts
2008 on directed motion and event complexity). Unsurprisingly then, as in (6-c),
the verbal base allows for the same argument structure as the form prefixed with
spatial out-.

(6) a. With a great base cargohold and four low slots, it easily outhauls all
other racial Tech I industrial ships at Industrial IV... (iWeb)

b. “haulback” means the cable used to outhaul the rigging or grapple
when yarding... (iWeb)

c. I can vividly recall helping him on Sunday mornings to haul the rope
that rang the church bell (iWeb)

In total, comparative out-prefixation thus seems semantically both rich and uni-
form: it introduces fairly predictable argument and event structures, and con-
tributes comparative semantics. This latter component, however, remains sys-
tematically underspecified, as the scalar dimensions required for any form of
comparison are not fixed on the lexical level (see Kennedy & McNally 2005; Solt
2015 for overviews of scalarity). Unlike in (1-a), for example, singing-events in (7)
are compared along the dimension of QUALITY rather than LOUDNESS, as can be
gathered from the underlined explication.

(7) ...you can’t deny [LBT’s] vocal abilities [...] nobody out there can outsing
them from a technical standpoint. (iWeb)

The ambiguity of out-derivatives is not accidental, as the majority of verbs do not
encode a single dimension (arguably, degree achievements such as to heat or to
widen do; see Kennedy & Levin 2008). This does not mean that derivatives are sys-
tematically polysemous in the narrow sense. Rather, the morphological process
introduces comparison but typically leaves underspecified the domain to which
said comparison is applied. The ambiguity at hand is thus a matter of indetermi-
nacy or vagueness (on indeterminacy, see Maienborn 2019; see also Mititelu et al.
2023).

At the same time, there is a strong intuition that an anything-goes approach to
comparison in out-attestations is misguided. An immediate question that arises
concerns the extent to which bases nevertheless determine, constrain, or help to
identify possible scalar dimensions (see in particular Ahn 2019). The idea that
the semantics of the base is crucial for dimension resolution is backed up by
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asymmetric comparisons. Consider the item in (8), which clearly suggests a con-
test between an eagle that is flying and Mr. Paxton who is running. The example
thus nicely illustrates that there are always at least two distinct sub-events in out-
prefixation contexts. In (8), however, and unlike in the examples above, we deal
with events of different kinds, which nonetheless allow for comparison (while
the scalar dimension, possibly SPEED or DISTANCE, remains undetermined).

(8) “I wasn’t going to run,” Mr. Paxton said later after the game. “I figured I’m
not going to outrun an eagle, so we might as well just see what happens.”
(forbes.com)

As argued by Kotowski (2021), it is the common conceptual nature of, or similarity
between, items from the same lexical or ontological class that allows for asymmet-
ric comparisons in the first place. Building on the example in (8), the reasoning
can be summarized as follows: events of motion in space can be measured out
along several parameters, some of which are salient, such as SPEED or DISTANCE
(see e.g. Herweg 2020). Both running- and flying-events are subkinds of motion
events. Given this shared property, they canbe compared in general, and they also
suggest salient dimensions for comparison (such as SPEED or DISTANCE). In con-
trast, we would not expect out-attestations to give rise to comparisons between,
say, running- and singing-events.

2.2 Outline and objectives of studies

The objective of this paper is to empirically test several of the predictions derived
from the characteristics of comparative out-prefixation just sketched. The four
studies we present below aim at quantifying the contributions of the morphologi-
cal base as well as the contributions of the word-formation process to the seman-
tics of out-derivatives. Our approach across all of these studies is grounded inmea-
sures of semantic relatedness. Both the data and their coding (for Studies 1 & 2)
as well as the code used in the distributional studies (Studies 3 & 4) are available
at https://doi.org/10.6084/m9.figshare.20367735.v1.

In our first study,we are interested in a specific aspect of semantic relatedness
of base and derivative. We quantify the role of different semantic classes of base
verbs for resolving the underspecification of scalar dimensions in out-derivatives.
To this end, we cull data from iWeb (Davies 2018) for all base lemmas from seven
different VerbNet classes (Kipper et al. 2008), i.e. from classes whose respective
members share semantic and conceptual structure. We annotate the data for con-
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textual cues in order to find out whether base classes predict dominant scalar di-
mensions or distinct dimension profiles in derivatives.

The second study is very similar in nature to the first one, but focuses on indi-
vidual base lemmas rather than classes of lemmas. We investigate the role of the
individual lemma for resolving dimensional ambiguity in out-derivatives. Again
using iWeb, a total of roughly 1,000 tokens from 12 base verb lemmas are anno-
tated in their sentential contexts in order to investigate whether the class-based
behavior established in Study 1 is reflected on the level of individual base verbs.
In Study 2, we also take into consideration dimensionally unspecified tokens and
thus quantify non-resolved underspecification of derivatives. By doing so, we ad-
dress the question of how prominent specific interpretations of comparison are in
the first place.

Our third study takes a more holistic approach to relatedness and analyzes
the semantic coherence of out-derivatives relative to the semantic coherence of
bases as well as relative to the relatedness of bases and derivatives. We make use
of the ukWaCweb corpus (Baroni et al. 2009), expanded by using derivatives from
iWeb, and employ distributional semantic measures (see Boleda 2020) for the
same verbs that we used in Study 2. We operationalize coherence as cosine simi-
larities between the vectors of different components of themorphological process.
Building on the hypothesis that out- is a semantically rich word-formation pro-
cess with a fairly uniform output, we assume that creating argument/event struc-
ture and adding comparative semantics are reflected in distributional measures.
We therefore expect relatively high degrees of similarity between out-derivatives
when compared to the similarities between bases or between bases and deriva-
tives.

Finally, our fourth study establishes whether the patterns of similarity found
for out- are peculiar in the grander scheme of English prefixation, or whether
these are a common feature of verb-to-verb derivation in English. To this end,
we compare the distributional behavior of out- established in Study 3 with sim-
ilarity measures for four further prefixes (spatial senses of over- and out-, rever-
sative un-, and iterative re-). All of these additional processes presumably differ
from out-prefixation regarding how rich their respective semantic contributions
are: derivatives (mostly) encode the same event types as their bases and show no
or weaker argument structural effects than out-. We therefore hypothesize that
out-derivatives show more pronounced semantic coherence than the derivatives
of the other prefixes investigated.
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Tab. 1: Properties of the seven VerbNet classes used in Study 1 (see Kipper et al. 2008).

VerbNet-class Description No. of members (examples)

RUN manner of movement 159 (crawl, creep, run etc.)
PERFORMANCE performance as effected object 29 (chant, play, dance etc.)
EXIST existence at some location 26 (dwell, exist, live etc.)
CARRY caused accompanied motion 20 (carry, drag, draw etc.)
HIT bringing an entity into contact

with another entity
40 (bang, hit, jab etc.)

SPRAY covering of surfaces 48 (baste, sprinkle, splash etc.)
SOUND EMISSION emission of sound 129 (babble, cry, rap etc.)

3 Study 1: Predicting scalar dimensions via base
verb classes

3.1 Rationale

In this study, we are interested in quantifying the role of the base verb class for the
resolution of underspecification in derivatives. We probe the connection between
base verb classes and the specific scalar dimensions encoded in out-derivatives:

Research question 1a (RQ1a): Do semantic classes of base verbs show pref-
erences for specific (sets of) scalar dimensions in the out-derivatives based on
members of this class? Can we predict unique distributions or profiles via class
membership?

In order to answer RQ1a, we culled a large sample of out-formations from iWeb
with bases frommembers of seven VerbNet classes. VerbNet is a lexical data base
that categorizes verbs into semantic classes based on their compatibility with syn-
tactic frames and semantic argument specifications. VerbNet classes have been
successfully employed as partial predictors for polysemy patterns in English nom-
inalizations (see Plag et al. 2018; Kawaletz 2021; Plag et al. 2023). In this study, we
use the classes introduced in Table 1.

The classes in Table 1 were chosen for three reasons. First, all the classes
needed to be large enough (at least 20 and up to 159 members). Second, previous
corpus searches had shown that several of their members are attested as bases
to out-derivatives. Third, we wanted the classes to be conceptually fairly differ-
ent and therefore made sure that no two classes are from the same superordinate
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class. This ensured that the events the respective members of our classes encode
differ in salient properties.

Ambiguity of verbs in VerbNet, including both homonymy and polysemy, is
characterized by multiple class membership. For example, SING is cross-listed
in three classes, as shown in Table 2. As different verbs show different degrees
of ambiguity, VerbNet classes also encode different levels of ambiguity once we
generalize over their respective sets of members. In order to assess the influence
of ambiguity on the dimensions encoded in out-contexts, we therefore also inves-
tigate multiple class membership of base forms along the lines of RQ1b.

Tab. 2: The different VerbNet classes in which to sing is listed.

Example VerbNet-class Syntax/argument structure

Susan sang to the children. MANNER-SPEAKING AGENT V {+𝐷𝐼𝑅𝐸𝐶𝑇 } RECIPIENT
Sandy sang a song. PERFORMANCE AGENT V THEME
The street sang with horns. SOUND EMISSION LOCATION V {with} THEME

RQ1b:Does the degree of ambiguity of themembers of a base class predict how in-
formative this class is regarding the scalar dimensions encoded in out-derivatives?

3.2 Methodology

All attestations used in Study 1 were culled from iWeb via its web interface (see
https://www.english-corpora.org/iweb/). Queries were performed individually
for all potential base verbs. An example query string for the base lemma RUN is
provided in (9) and returns (among nonpertinent hits) all possible word forms of
the lemma OUTRUN, both with andwithout hyphens, i.e.: outrun, out-run, outruns,
out-runs, outran, out-ran, outrunning, and out-running. Mutatis mutandis, this
search was performed for all verbs from the VerbNet classes described in Table 1
above.

(9) outrun*|out-run*|outran|out-ran

A total of 451 searcheswere performed (corresponding to the total number of verbs
in all seven classes), which yielded 104 different out-verb types, i.e. 104 different
base verbs as input to out-. We did not distinguish between hyphenated and non-
hyphenated examples. For example, outrunning and out-running were counted as



Relatedness across bases and derivatives | 187

tokens of the same lemmaOUTRUN. For lemmaswithmore than 100 pertinent hits,
we selected the first 100 hits and included different word forms for a given lemma
relative to their frequencies.³ For lemmas with fewer than 100 hits, all tokens with
explicit information on dimensions were included in the preliminary data set.

Subsequently, we used iWeb’s expanded contextmenu and coded the data for
explicit information on the specific dimensions on which the comparisons were
based. The data in (10) illustrate our procedure for the lemma OUTRUN. On the
basis of the underlined material, we classified SPEED as the target dimension for
the context in (10-a) and coded the item as the lemma–dimension combination
OUTRUN-SPEED. In contrast, the item in (10-b), again based on the underlined ma-
terial, was coded as the combination OUTRUN-DISTANCE. Finally, items such as
(10-c) were discarded from the data, because their contexts do not resolve dimen-
sion ambiguity. As this study looks at the predictive power of verb classes rather
than lemmas, all lemma–dimension combinations, such as OUTRUN–SPEED for
(10-a),were counted only once. All other combinations of OUTRUNand SPEEDwere
discarded from the data. This method resulted in a total of 148 lemma–dimension
combinations.

(10) a. He immediately ran away before I could get there myself and outran
me (I didn’t pick up the elven swiftness skill, usually if I want speed
I just mount a beast so running isn’t my characters forte).

b. Arsenal have been outran by all of the Premier League opponents.
[...] Arsenal players have clocked in less kilometres than their rivals...

c. Jacquelyn Sertic [...] retired Oklahoma in order in the bottom of the
ninth. That included an over-the-shoulder catch from DeCamp, who
outran the ball into left center to make the catch.

Coding for the variable ‘dimension’ is not always straightforward. This holds in
particular as there is no predefined list of possible values, i.e. dimensions, and as
it is impossible to a priori define what constitutes specific contextual information
onadimension for any case imaginable.Weused the following strategy: The anno-
tations were carried out by the first author. In order to establish both the difficulty
and the reliability of the task, a second annotator went through thewhole data set

3 That is, if for the lemma OUTRUN there were 900 tokens of word form outruns and 100 tokens of
word form out-ran, we would have kept the first 90 outruns tokens and the first 10 out-ran tokens
from iWeb’s context menu on the web interface. We discarded obviously corrupted corpus attes-
tations and, if possible, topped up the data with further attestations in their stead. To keep our
procedure as reproducible as possible, we did not randomize the hits. That is, later iWeb searches
will return the same order of hits for a word form. We think this procedure is all the more reason-
able, as whatever ordering iWeb uses internally, this will be used across all items.
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used in Study 2 (N = 948), which is a subset of the data that we looked at in Study 1.
The two annotators agreed in 64% of all cases, using a total of eleven different val-
ues (Cohen’s Kappa for two raters: 0.394, z = 22.4, p = 0). Although this amounts to
only fair to moderate agreement (see e.g. McHugh 2012), we decided to include all
data from thefirst author’s original annotation for the following reasons: First, the
percentage of cases agreed upon is comparable to annotator agreement in similar
semantic tasks (see e.g Maguire et al. 2007 with 68% for two raters on compound
relations). Second, and more importantly, disagreement between the two annota-
tors concerns almost exclusively the question of whether an item is contextually
specified for a dimension or not. There are only five cases forwhich the annotators
disagreed regarding a specified dimension (for example, an item which one rater
classified as OUTSWIM–STAMINA, and the other rater as OUTSWIM–DISTANCE). Re-
porting only those items both annotators agreed on thus primarily leads to higher
relative percentages of unspecified cases and the loss of a substantial amount of
data. We therefore decided to keep all items in the data set.

In order to address the ambiguity problem (see RQ1b), we operationalized
multiple class membership in VerbNet as ameasure of uncertainty. We quantified
how ambiguous the members of a given class are on average by, first, counting
the number of VerbNet classes each base lemma in the data set is listed in. For
example, the lemma SING occurs in three classes in total (PERFORMANCE, SOUND-
EMISSION, and MANNER-SPEAKING; see Table 2). We therefore assigned SING a
cross-listing score of 2, i.e. besides being a member of the class under investiga-
tion, it is listed as a member of two further classes. Second, we calculated the
mean of the individual base verb scores for each class in our study and used this
as the cross-listing score for the respective classes. This value can then be under-
stood as a measure of uncertainty: the higher a class’s cross-listing score, the less
sure we can be that the out-formation’s base is in fact from this class.

The classes’ cross-listing scoreswere set in relation to values assessing dimen-
sional variability. First, higher percentages for a dominant dimension for a given
class are taken as indicators of the class’s homogeneity. In contrast, higher abso-
lute numbers of different dimensions and a higher dimension entropy for a class
are taken as indicators for heterogeneity. Dimension entropy is a measure of the
overall level of uncertainty about the dimensions that are associated with a class.
We calculated it via probabilities derived from the dimension distribution for each
class. The more dimensions with similar frequencies there are for a class, i.e. the
more difficult it is to predictwhich dimensions are linked to a verb type, the higher
the entropy. The fewer dimensions we find for a class, and the more frequent one
dimension is compared to others, the lower the entropy. The entropy is at zero if
there is only one dimension.
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Tab. 3: Dimension distribution in % over 7 VerbNet-classes (N = 148; percentages are rounded;
percentage of majority dimension per class underlined; EMISSION is short for SOUND EMIS-
SION).

PERFORMANCE RUN EXIST SPRAY EMISSION CARRY HIT

QUALITY 48 14 / 33 15 5 20
SPEED 5 51 / 7 4 32 27
DURATION 14 / 67 / 8 / /
QUANTITY 5 / / 60 4 21 /
LOUDNESS 14 / / / 50 / 20
DISTANCE / 21 / / / 16 /
FREQUENCY / 5 / / 12 5 20
IMPACT / / 22 / / 5 /
other 14 9 11 / 8 16 13

3.3 Results

The distribution of lemma–dimension combinations over the seven VerbNet
classes is shown in Table 3. Base verb classes are represented in table columns
and dimensions in lines.⁴ The respective majority dimension for each class is in-
dicated by underlined percentages. For example, read top-down, the column for
the PERFORMANCE base class (leftmost) encodes the following information: 48%
of lemma-dimension combinations co-occur with the majority dimension QUAL-
ITY, 5%with SPEED, 14%with DURATION, 5%with QUANTITY, 14%with LOUDNESS,
and 14% with further dimensions (i.e. category ‘other’).

All classes include different dimensions and for five out of the seven classes,
there is a clearly dominant, class-specific dimension that approaches or exceeds
50% of all type-dimension combinations of this class. Only the CARRY and HIT
classes behave differently in this respect, with SPEED as the most dominant cate-
gory in both cases (32%and 27%, respectively). The dimension profiles are unique
to all base classes, i.e. no two classes co-occur with the same dimensions.

Several values arenecessary for assessinghow the ambiguity of a class’smem-
bers influences the variability and the distribution of dimensions. Information on
the dominant dimensions per class can be retrieved from Table 3. In Table 4, the
first row shows the cross-listing scores for the base classes, dimension entropy
is displayed in the second row, and the third row shows the number of different
dimensions per class.

4 The category ‘other’ exists for reasons of readability and includes various low frequency dimen-
sions. Only dimensions that made up more than 10% for at least one base class were included in
the table as individual dimensions.
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Tab. 4: The cross-listing scores (CL score), the dimension entropies (Entropy), and the number
of different dimensions (Dimensions) for the 7 VerbNet-classes (EMISSION is short for SOUND
EMISSION).

PERFORMANCE RUN EXIST SPRAY EMISSION CARRY HIT

CL score 3.1 1.0 1.1 0.7 2.2 3.0 3.3
Entropy 2.13 1.89 1.22 1.24 2.23 2.49 2.29
Dimensions 8 7 3 3 8 8 6

We tested for correlations between the classes’ cross-listing scores and the three
variability values. Our data show that themore ambiguous themembers of a class
are, the more different and the more diverse scalar dimensions we find encoded
in out-forms based on thesemembers. As depicted in Figure 1, the higher its cross-
listing score, the weaker a class’s potential for predicting a dimension profile.
First, the cross-listing score is strongly negatively correlated with dominant di-
mensions: the lower the cross-listing score, the higher the percentage of the dom-
inant dimension (Pearson’s r: -0.83, p = 0.022). Second, the negative correlation is
even stronger, andmore significant, for cross-listing score and dimension entropy
(Pearson’s r: 0.85, p = 0.016). Last, the absolute number of dimensions per class
also correlates negatively with the cross-listing score, but this correlation is not
significant(Pearson’s r: 0.67, p = 0.09).

3.4 Discussion

Study 1 set out to investigate the extent to which semantic classes of base verbs
predict the scalar dimensions of the comparative meaning component of out-
derivatives. The results clearly show lexical semantic relatedness between verb
classes and derivatives. The base classes we investigated are associated with
different dimension profiles in out-formations and we find clearly dominant di-
mensions for five out of the seven classes. With respect to RQ1a, these findings
suggest that VerbNet classes serve as suitable vantage points for predicting the
intended interpretations of out-derivatives.

For example, our results suggest that the preference for the dimension SPEED
for out-lemmas based on RUN-class bases, as opposed to, for example, PERFOR-
MANCE-class bases, is no coincidence. This finding is in line with the assumption
in section 2.1 that the word-formation process remains underspecified for scalar
dimensions, and reliant on its bases in this regard (see Ahn 2022; Kotowski 2021).
Therefore, it appears reasonable to assume that the respective dominant dimen-
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Fig. 1: From top to bottom: correlation dominant dimension–cross-listing score, Pearson’s r: -
0.83, p = 0.02), correlation dimension entropy–cross-listing score, Pearson’s r: 0.85, p = 0.016,
and correlation of number of dimensions—cross-listing score; Pearson’s r: 0.67, p = 0.09. The
lines show the corresponding linear regression lines.

sions are salient properties of the events denoted by the verbs from classes with
unambiguous dimension profiles, such as SPEED for RUN-verbs.

However, all classes have the potential to give rise to a number of dimensions
(between 3 and8) and two classes,HIT andCARRY, donot exhibit dominant dimen-
sions. Regarding the question of the influence of ambiguity on a class’s predictive
potential (see RQ1b), two different correlations are insightful: the degree of ambi-
guity of a VerbNet class’s members, quantified as a class’s cross-listing score, is
strongly negatively correlated with both the class’s dominant dimension and the
entropy of the dimension distribution. If we takemultiple membership as an indi-
cator of polysemy (or partly homonymy), dimensionprofiles thus partially depend
on how ambiguous a class is: the more polysemous a given VerbNet class’s mem-
bers are overall, the more difficult it is to predict a dominant dimension based on
this class.
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Building on these class-based findings, let us now move on to the closely re-
lated lemma-based investigation in Study 2.

4 Study 2: Predicting scalar dimensions via base
verb lemmas

4.1 Rationale

This study investigates the role of different base lemmas as predictors of scalar
dimensions in out-formations. Unlike Study 1, it does not count types of lemma–
dimension combinations, but looks at the frequencies of token–dimension com-
binations:

Research question 2a (RQ2a): To what extent do tokens of individual verbs re-
flect the dimension profiles of their respective verb class?

In this study, we are also interested in how frequently ambiguity is in fact explic-
itly resolved in context. Recall that neither of the analyses introduced in section
2.1 doubt that out- includes a comparative core. However, large numbers of tokens
in which dimensional ambiguity remains unresolved would possibly cast doubt
on comparison as the word formation process’s sole semantic contribution, and
wouldmake causative analyses that do not rely on the prominence of comparison
more plausible:

RQ2b: How frequently is dimensional underspecification resolved and is such
resolution the default case?

In order to answer RQ2a and RQ2b, we used large samples of tokens from twelve
out-lemmas based on three of the VerbNet classes used in Study 1.

4.2 Methodology

Methodologically, Study 2 is very similar to Study 1. All attestations were culled
from iWeb via its web interface. We used the same search format as above (see
the search string in example (9)), but performed searches for twelve base verbs.
These verbs and their respective VerbNet classes are shown in (11). If available,
100 attestations were culled from iWeb. For lemmas with less than 100 hits, we
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included all items. For lemmas with more than 100 hits, we used the first 100 hits
and included different word forms of a given lemma relative to their frequencies
(see footnote 3 for the procedure). Upon discarding hits based on obvious corpus
corruptions (e.g.,Hardly anything comes outWritten), we ended up with a data set
of 949 tokens; the number of tokens per lemma is given in parentheses in (11):

(11) PERFORMANCE: outdance (51), outrap (21), outwrite (32), outsing (100)
RUN: outrun (100), outfly (100), outswim (100), outsprint (100)
EXIST: outlive (100), outstay (100), outwait (100), outsurvive (45)

For any individual token, we annotated a specific dimension in case concrete con-
textual information was available in iWeb’s expanded context menu.

Unlike in Study 1, we kept items without explicit dimension information. Ex-
amples such as (10-c)were coded as “unspecified” regarding their dimension. The
data set created for Study 2 further contrasts with the data set used in Study 1 as
multiple occurrences of a particular out-lemma and a particular dimension were
counted, e.g. multiple tokens of OUTRUN specified for the SPEED-dimension.

4.3 Results

The distribution of dimensions across tokens of the twelve out-lemmas are shown
as horizontally stacked bars grouped by base verb class in Figure 2. Each bar rep-
resents all tokens of one out-lemma. The topmost row in Figure 2-a), for example,
encodes all 100 attestations of the lemma OUTSPRINT. Bar sections indicate the
percentages of attestations co-occurring with a scalar dimension as well as with
unspecifieddimensions (black sections). ForOUTSPRINT, thebar shows the follow-
ing distribution: 32% of the tokens are unspecified regarding a scalar dimension
and 68% explicitly refer to SPEED.⁵

For nearly all lemmas,we find a general pattern of a relatively high proportion
of unspecified tokens (on average, 52% of a lemma’s total) and a clear majority
dimension among the specified cases (on average, 42% of a lemma’s total). More-
over, we find a clear pattern of intra-class homogeneity, i.e. lemmas from a class
behave similarly, and the preferred dimensions are the same ones we find for the
class-based investigation (see Table 3). For example, just as the EXIST-class itself,

5 The category ‘other’ exists for reasons of readability and includes various low frequency di-
mensions. Only dimensions that make up more than 5% of dimensions for at least one verb of a
base class were included in the table as individual dimensions.
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Fig. 2: Distribution in % of scalar dimensions in out-forms for lemmas based on VerbNet’s a)
RUN-class, b) PERFORMANCE-class, and c) EXIST-class; N = 949.

the tokens of all four out-lemmas based on EXIST-verbs have a preference for the
dimension DURATION.

Only one lemma does not follow this overall pattern. The verb OUTSING from
the PERFORMANCE-class is attested most with LOUDNESS (27%). Given the results
of Study 1 as well as the behavior of other PERFORMANCE-verbs, one would expect
QUALITY to feature as the verb’s majority dimension, for which we only find 12%
of attestations. To a lesser degree, OUTFLY stands out as well, as it shows a less
clear preference for SPEED compared to the other RUN-lemmas.

4.4 Discussion

Regarding RQ2a, the class-based findings from Study 1 are clearly reflected in the
results of the token-based investigation. In other words, the investigated lemmas
cluster by class with respect to their preferred dimensions, and these dimensions
are the same ones that are preferred by the respective classes. Leaving aside ‘un-
specified’ cases, all four RUN-lemmas occur most often with SPEED, all four EXIST-
lemmas with DURATION, and three out of four PERFORMANCE-lemmas with QUAL-
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ITY. More generally speaking, the results thus indicate base–derivative related-
ness regarding salient event properties.

Only the lemmas OUTSING and, to a lesser degree, OUTFLY deviate from the
behavior their class membership would suggest. A plausible explanation for
these two lemmas’ preferences can be found in the ambiguity of their respective
base forms. For example, SING is cross-listed in VerbNet as a PERFORMANCE, a
MANNER-OF-SPEAKING, and a SOUND-EMISSION verb (see Table 2). The reason that
OUTSING-contexts are mostly measured out along the scale of LOUDNESS (27%),
rather than along the scale of the expected dimension QUALITY, appears to be
that out- preferentially takes the verb’s SOUND-EMISSION sense as base. As shown
in section 3.1, members of the SOUND-EMISSION class productively serve as base
to out-prefixation and LOUDNESS is this class’s preferred dimension for compar-
isons.⁶

With respect to RQ2b, we find a large proportion of unspecified cases for all
lemmas, i.e. attestations without explicit contextual clues on scalar dimensions.
For eight of the twelve lemmas, these unspecified cases constitute the majority
among the tokens and their nature is in need of comment. Importantly, having
been coded as ‘unspecified’ does not mean that an item does not suggest a dimen-
sion. Consider, for example, the attestations in (12) (all from iWeb):

(12) a. When was the last time we made more noise than the away support
(we’ve been outsung by fewer supporters than Wrexham brought)?
[coded as LOUDNESS]

b. I thought our fanswere terrific. They showed theworld thatwhen they
fill any stadium they will not get outsung. [coded as UNSPECIFIED]

c. The most memorable scene of unadulterated Allied jingoism occurs
when free-French patrons of Ricks Place (sic) out-sing the Nazi pa-
trons in a battle of national anthems. [coded as UNSPECIFIED]

Based on the underlined material (make more noise), the dimension for the item
in (12-a) was coded as LOUDNESS, while the item in (12-b) was coded as ‘unspeci-
fied’. However, like example (12-a), very many OUTSING-examples refer to football
supporters competing in some form of singing contest whose primary goal is to
sing louder than, and thereby defeat, a rival group of supporters at some football
ground. Arguably, it is such pieces of world knowledge that lead to the inference

6 We do not have any numbers available for VerbNet’s DRIVE class. However, it seems likely that
OUTFLY’s behavior finds a similar explanation via FLY’s membership in this class. As the DRIVE
class’s members typically specify the means or vehicle used in motion events, they arguably sug-
gest quality-judgements of the operation of a vehicle.
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that examples such as (12-b) are also based on LOUDNESS and thus follow the pat-
tern of the specified majority dimensions of the lemma.

At the same time, for quite a number of examples the available linguistic con-
text does not allow for resolving dimensional ambiguity, as in (12-c). Recall from
section 2.1 that two competing theories on out-’s semantics analyze the compar-
ative component as either the macro-event itself (Ahn 2022; Tolskaya 2014) or as
embedded as a sub-event in a causative macro-event (Kotowski 2021; McIntyre
2003). On the fairly uncontroversial assumption that dimensions are indispens-
able in scalar constructions (see Solt 2015), the existence of a fair amount of un-
clear examples at least casts doubt on comparison as the only semantic compo-
nent of out- as a word formation process. Albeit tentatively, we regard this finding
as an argument in favor of causative analyses that rely less on the prominence of
comparison.

We will now move on to Study 3 and the investigation of distributional simi-
larity measures.

5 Study 3: Distributional similarities – out- across
VerbNet classes

5.1 Rationale

In Study 3, we operationalize semantic relatedness using distributional similarity
measures and apply these to both the out-lemmas used in Study 2 as well as to
their bases. The objective is to tease apart the relative contributions of the base
and of the word formation process to the semantics of out-derivatives. To this end,
we look at distributional similarities between bases, between derivatives, and be-
tween bases and derivatives.

Distributional semantic approaches have been used successfully in investi-
gating a variety of morphological phenomena. A number of studies tries to model
derivation by isolating a distributional representation of an affix and combining
it with the vector representation of the base. For example, Marelli & Baroni (2015)
model affixes as matrices that are multiplied with base vectors, while Padó et al.
(2016) and Kisselew et al. (2015) test various models on their predictive power
depending on the base forms’ properties. A similar strain of research explores
whether different types of affixation show different distributional reflexes. For ex-
ample, Bonami & Paperno (2018) investigate distributional differences between
inflected and derived forms, Varvara (2017) looks at different German event nom-
inalizations, while Bonami & Guzmán Naranjo (2023) explore distributional evi-
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dence for paradigmatic processes of derivational categories. Finally, some studies
have looked at more fine-grained aspects of derivation. Lapesa et al. (2017) show
that when using valence as a tertium comparationis, the same German deriva-
tional suffixes have different effects depending on lexical properties of the bases,
while Lapesa et al. (2018) use distributional semantics to disambiguate the mean-
ings of newEnglish -ment derivations. Similarly,Wauquier (2020) uses the vectors
of different semantic and morphological classes of words to investigate the uni-
formity of these classes, and Schäfer (2023) investigates the alleged derivation–
inflection dichotomy by looking at the distribution of -ly-adverbs based on differ-
ent semantic base classes.

Our approach differs from the first strain since we are not interested in mod-
eling derivation as composition or subtraction. It differs from the second strain
in that we only consider a single prefix and its base-dependent internal variation.
There are conceptual similarities with the last strain, as we are interested in spe-
cific aspects of a single word formation process, and in the possible influence of
different semantic classes of bases.

The first measure we are interested in concerns similarities between bases
and derivatives. We compare pairwise similarities, i.e. similarities between base
and derivative (e.g. between the lemmas RUN and OUTRUN), with similarities
across pairs, i.e. similarities between non-pairs of bases and derivatives in the
data (e.g. between RUN and OUTSWIM). If properties of the base are preserved in
out-derivatives, as strongly suggested by Studies 1 and 2 above, we expect base-
derivative pairs to be more similar to each other than non-pairs are to each other.
This measure can also be taken as a proof of concept for Study 3, as the assump-
tions reflect that, lexicalized forms aside, we expect the semantics of base words
to feature in the corresponding derivative semantics:

Research question 3a (RQ3a) Do distributional measures show a higher degree
of similarity between base-derivative pairs than between non-pairs?

The argument structural and event structural properties and the comparison-
adding nature of out-prefixation clearly suggest a generally rather homoge-
neous semantic make-up of out-derivatives (see Section 2.1). We therefore also
investigate similarities that hold between derivatives (e.g. between OUTRUN and
OUTSWIM) and how these derivative-derivative similarities compare with both
base-base similarities (e.g. between RUN and SWIM) and with similarities of base-
derivative pairs:
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RQ3b Do derivative-derivative similarities differ from base-base similarities and
base-derivative similarities?

5.2 Methodology

Most out-derivatives have low token frequencies in corpora and are therefore typi-
cally not included in pretrained collections of distributional vectors. For example,
the semantic space that produces the best empirical results in Baroni et al. (2014)
only contains vectors for three of the out-lemmas from Study 2: OUTLIVE, OUTRUN,
and OUTSTAY.We therefore decided to calculate our own vectors, opting for a clas-
sic distributional semantics approach strictly based on co-occurrence counts.

5.2.1 Corpus

We used a combination of two corpora for our measures. To create our vectors,
we used the ukWaC corpus, a web-derived 2 billion word corpus of English (see
Baroni et al. 2009). The version we used is part-of-speech-tagged and lemmatized
with TreeTagger.⁷ As the absolute frequencies of most of our target items are still
low in ukWaC, we expanded the corpus by adding all sentences containing the
out-lemmas from the iWeb corpus (14 billion words).

In order to be able to use the iWeb data as an expansion of the tagged ukWaC
corpus, we first extracted all sentences containing anywordformof our target lem-
mata. We then tagged and lemmatized the sentences using Python’s NLTK library
(see Bird et al. 2009) and adjusted the tags to the tree tagger conventions used in
the tagged ukWaC.⁸

Table 5 provides the absolute numbers of occurrences of out-formations that
we extracted from iWeb.

7 https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
8 One reviewer remarks that ukWac is a corpus of British English, while iWeb is a multi-variety
corpus. While we acknowledge this difference, we are not aware of any differences in the usage
of out- depending on the variety of English. We therefore cannot comment on whether this may
bear on our results.



Relatedness across bases and derivatives | 199

Tab. 5: out-derivatives in iWeb: absolute number of occurrences.

EXIST-verb occurrences PERFORMANCE-verb occurrences RUN-verb occurrences

outlive 12389 outdance 51 outfly 134
outstay 830 outrap 21 outrun 11291

outsurvive 46 outsing 166 outsprint 545
outwait 134 outwrite 62 outswim 104

5.2.2 Creation of distributional vectors

We created vectors strictly based on co-occurrence counts, that is, no machine
learning was involved. We proceeded as follows:
1. Co-occurrence counts were collected for the top 10,000 content words (nouns,

verbs, adjectives, and adverbs) in ukWaC, resulting in raw vectorswith 10,000
dimensions for our target lemmata.

2. For further parameter setting, we explored different window sizes (sentence,
and ranges of 2 to 4 words to the left and right of the target word) and trans-
formations (pointwise mutual information and log-likelihood, both with and
without logarithm) by comparing the correlation of the resulting cosine simi-
larity measures between pairs of verbs with the human similarity and associ-
ation scores in the SimLex-999 dataset described in Hill et al. (2014).

3. We chose the combination of window size and transformation that correlated
best with both the similarity and the association scores: a three-wordwindow,
and a transformation of the raw counts to pointwisemutual information (with
logarithm). This setting has also been shown to performbest for adjective sim-
ilarities in the SimLex-999 dataset (see Schäfer 2020).

Keeping our procedure as simple and transparent as possible, we did not reduce
thedimensionality of the resulting vectors (note also that Baroni et al. 2014a found
that within the count models they considered those using no compression at all
worked best).

5.2.3 Accomodating differences in overall frequencies

The similarities we are interested in are between vectors that are based on hugely
diverging numbers of absolute occurrences. These differences are tied tomajor dif-
ferences in the expected range of co-occurring other lexical items. Take our least
frequent lemma, OUTRAP, as an example: it occurs 21 times in total. Given that
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we used a three-word window to the left and right of our target words, the theo-
retically maximally possible number of different content words that could occur
here are only 6x21=126 content words, necessarily resulting in a very sparse vec-
tor. Even its base, RAP, the base with the lowest frequency, occurs only 1589 times,
yieldingmaximally 6*1589 = 9534 content words, still less than the dimensions of
our vectors. This is very different from our most frequent base, WRITE, which oc-
curs 837,319 times. In order to address this issue, we used vectors created from
smaller samples of co-occurrences.

Specifically, per lemma, we drew 10 random samples of 100 contexts each
from the set of all contexts of that lemma.We then created 10 sets of vectors based
on these 10 random samples for each of these lemmas. The size of 100 contexts per
sample makes the resulting vectors very similar in terms of the expected overall
sparsity to the vectors of the rare items. Using 10 random samples each safeguards
against the possibility that a single randomly drawn set of 100 contexts might
in fact not be very representative of the contexts of the target verbs. Four verb
lemmas occur in less than 100 sentences and were therefore not downsampled
(i.e. OUTWRITE (62 tokens), OUTRAP (21), OUTSURVIVE (46), OUTDANCE (51)).

To calculate cosine similarities,weused average values across all ten samples.
That is, the similarity between the rare itemOUTWRITE and themost frequent base
WRITE is calculated by taking the mean of the ten cosine similarities between the
vector for OUTWRITE on the one hand and each of the 10 vectors based on the 10
downsampled contexts randomly drawn from all WRITE sentences on the other
hand. Thus, we report the average of 10 similarity values. In contrast, the similar-
ity between RUN and OUTRUN, both occurring more than 100 times, is based on
the average similarity between 10 vectors each, created from 10 random samples
of 100 contexts for both of these lemmas. In this case, we report the average of 100
similarity values. Note that one result of our approach is, relatively speaking, low
similarity values. For example, the mean similarity across all the base-derivative
pairs with out- is at just 0.06. For validation of our approach, we compare these
values against the values of the full data, i.e. pre-downsampling, and against val-
ues from word embeddings in the next section.

5.2.4 Comparison to word embeddings

Most current distributional studies use machine-learned word embeddings (cf.
the two other studies using distributional semantics in this volume, Bonami &
GuzmánNaranjo 2023 and Schäfer 2023).While Baroni et al. (2014a) argue against
using count vectors, subsequent studies comparing the two appproaches paint a
more nuanced picture, see Varvara et al. (2021). Most importantly, by using count
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vectors, we keep our approach transparent and lightweight. It is transparent,
because neither machine-learning nor dimension reduction is involved, and we
know exactly how every single value in the vectors was created. It is lightweight,
because our method only requires the sentences with our target verbs and the al-
ready available frequency list for all words in the corpus. Furthermore, we believe
that our method of accounting for frequency effects by both some transformation
(in our case, pointwise mutual information with logarithm) and our downsam-
pling procedure can lead to new insights into how frequency differences are best
dealt with.

For comparability to word embedding approaches, we compared our vectors
in their full (pre-downsampling) and downsampled versions against the best per-
forming vector space in Baroni et al. (2014a), available via Baroni et al. (2014b).⁹

The Baroni vectorspace is not lemmatized. For our comparison, we used the
base form vectors. Since only three of our out-derivatives in their base forms are
included, we compared not only against the pairs used in Study 3 but also against
the additional pairs used in Study 4.

For the resulting 13 base–derivative pairs, we calculated three sets of cosine
similarities, using i) the Baroni vectors, ii) our pre-downsampling vectors, and
iii) our downsampled vectors. Table 6 summarizes the range of the similarities
observed in the three vectorspaces.

Tab. 6: Overview of the distribution of cosine similarities based on three different sets of vec-
tors.

vectors Min Max Mean Median

a. Baroni 0.05 0.51 0.22 0.20
b. Pre-downsampling -0.06 0.50 0.17 0.15
c. Downsampled 0.03 0.15 0.06 0.05

Mean and median are relatively close to each other in all three datasets, with the
mean always slightly higher, reflecting a right skew in all three datasets. Both the
pre-downsampling and the Baroni vectors are overall similar to a normal distribu-
tion, while the downsampled vectors are clearly different (Shapiro-Wilk normality
test,W=0.76, p-value =0.003). The cosine similarities based on the downsampled
vectors occupy amuch smaller range than both the full and the Baroni-based simi-
larities. This should be kept inmindwhen interpreting the results. Also, themean

9 Many thanks to Ingo Plag for not only suggesting this comparison but also for running it on a
previous version of our data.
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and median values based on the Baroni vectors are highest within this set, but
still relatively low when compared to e.g. Lazaridou et al. (2013, 1522), who find
mean cosine similarity values of 0.47 for base-derivative pairs in English. In other
words, the absolute value of cosine similarities is not meaningfully comparable
acrossmethods and corpora. This contrastswith the correlations between the sim-
ilarities across items, which allow us a direct comparison of the three vectorsets.
We calculated the correlations between the cosine similarities from the three dif-
ferent sets, and also between these values and absolute frequencies of the bases
and derivatives in our corpus. Only three correlations turn out to be significant.
The downsampled vectors are positively correlated with the pre-downsampling
vectors (Pearson’s r=0.66, p = .015), and the pre-downsampling vectors are neg-
atively correlated with the absolute number of occurrences of the bases (r=-0.67,
p = .011). Most importantly, there is a very strong and highly significant positive
correlation between the similarities based on the downsampled vectors and the
similarities based on the Baroni vector space (r = 0.88, p = 6.675e-05).

We take this as clear evidence for the success of our downsampling method
to eliminate the influence of differences in absolute frequency, and for the overall
validity of our approach.

5.2.5 Statistical analysis

As described in Section 5.1, we compare cosine similarities involving four condi-
tions: To answer RQ3a, we compared the cosine similarities between the condi-
tions base-derivative pairwise and base-derivative across pairs. To answer RQ3b,
we compared the derivative-derivative similarities to a) the base-base similarities
and b) the base-derivative pairwise similarities. We used the Shapiro-Wilk test of
normality on all our grouped similarity values. As not all of them are normally
distributed, we used the non-parametric two-sample Wilcoxon test to compare
the similarities across conditions. Note that this does not create a problem of mul-
tiple comparisons: For any constellationwe are interested in, we consistently only
make one comparison, namely comparison of cosine similarities.

For all comparisons, we are primarily interested in generalizing over the mea-
sures for all twelve lemmas we investigated, although we are using the same lem-
mas from the same three VerbNet classes that we used in Study 2. However, these
classes are represented by only four lemmas each, which makes generalizations
over specific classes difficult. While we will focus on all items, we will also report
both the numbers and the significant patterns per verb class.
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5.3 Results

The similarity values of interest are reported in Table 7 as two columns each for
all items and per VerbNet class, the first column showing the mean cosine simi-
larities, the second one the standard deviations within the similarities. The first
two rows of pairings show the average similarities between bases and derivatives.
The first row, base-derivative pairwise, only considers base-derivative pairs (e.g.
SPRINT-OUTSPRINT) and quantifies the extent to which the meaning of the base is
related to that of the derived form. The second row, base-derivative across pairs,
quantifies the similarities of all bases and derivatives in the data except for base-
derivative pairs (e.g. for RUN-OUTSPRINT). The last two rows show the base-base
and derivative-derivative similarity measures.

Tab. 7: Cosine similarity measures across 12 out-lemmas from VerbNet’s RUN, EXIST, and PER-
FORMANCE classes.

All items RUN EXIST PERFORMANCE

Pairings SIM SD SIM SD SIM SD SIM SD

base-base 0.03 0.01 0.04 0.01 0.04 0.01 0.05 0.03
base-derivative across pairs 0.04 0.01 0.05 0.01 0.04 0.01 0.03 0.02
base-derivative pairwise 0.06 0.02 0.08 0.02 0.05 0.00 0.05 0.02
derivative-derivative 0.07 0.03 0.10 0.02 0.06 0.01 0.06 0.02

Figure 3 represents the results graphically by indicating via brackets the three
comparisons between the conditions of interest here. The brackets are labeled
with the p-values of the respective comparison.

As shown in the left panel, across all items base-derivative pairwise similari-
ties are significantly higher than base-derivative across pairs (w=200, p = 1.907e-
05). Although the measures for the individual VerbNet classes pull in the same
direction, the difference is significant only for the RUN class (W = 44, p = .01319).

Across all items, derivative-derivative similarities are significantly more sim-
ilar to each other than the bases are to each other (w = 536, p = 7.976e-14). These
differences are also significant for the RUN and EXIST classes (W = 0, p = .002 and
W = 3, p = .015, respectively).

Finally, across all itemsandwithin each individual class, derivative-derivative
similarities are descriptively slightly higher than the similarities of base-derivative
pairs, both in their means as well as their medians. However, this difference does
not reach significance, neither across classes nor within any class.
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5.4 Discussion

Our RQ3a askedwhether base-derivative pairs aremore similar to each other than
the non-pairs. In line with our expectations, this turned out to be the case, and is
reflected in higher cosine similarities for the base-derivative pairs in comparison
to base-derivative pairless similarities.
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The p-values for the target comparisons are given across the braces for the respective compar-
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Turning to RQ3b, exploring differences between derivative-derivative, base-base,
and base-derivative similarities, we find the overall highest similarities between
derivatives. The derivatives are more similar to each other than the bases are
to each other. Furthermore, descriptively, derivatives are more similar to each
other than bases are to (their) derivatives. On the assumption that relatively high
derivative-derivative similarities indicate a high degree of semantic coherence of
the products of the word-formation process, this is strong support for the view
that out-prefixation itself imposes a uniform semantics. Importantly, these find-
ings are not evidence that derivatives do not inherit any features from their bases
outside (sets of) suggested scalar dimensions (pace Ahn 2022). The way we set up
our investigation does not allow any such conjecture.
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One caveat is in place concerning the interpretation of our findings in terms
of a relatively high degree of semantic coherence between derivatives: Recall that
we did not distinguish between different senses of bases in either study presented
here. This also holds for all vector representations of bases in Study 3. Thus, while
we used random example sentences for all bases, their vectors represent general-
izations over all senses.We cannot exclude thepossibility that theword-formation
process is selective with respect to the senses of a particular base form. In other
words, a given out-lemma may inherit only a subset of the senses its base lemma
encodes. This possibility is in line with post-hoc comparisons of the standard de-
viations of the similarity measures in Table 7 and the average cross-listing scores
for the lemmas of the three classes (see Section 3.3). The PERFORMANCE-class has
the highest cross-listing score (3.5), and the pertinent sample shows consistently
high standard deviations. One reason for these consistently high deviations, rel-
ative to the other two classes, could lie in the a priori higher number of different
senses the derivatives are based on.

As we saw in Studies 1 and 2, the members from different VerbNet classes
differ in their preferred scalar dimensions when serving as bases to out-. The low
number of lemmas per VerbNet class in Study 3makes claims on class-specific dis-
tributional characteristics difficult. While the patterns that we find hold, at least
descriptively, per individual verb class, they also hold upon comparing deriva-
tives across classes, e.g. OUTRUN-OUTLIVE. In other words, the distributional sim-
ilarities in this study do not point to a privileged status of the verb classes under
consideration, but to a pronounced effect of the word formation process.

In summary, similarity measures show that out-prefixation has a relatively
large distributional effect, in that out-derivatives show a relatively high degree
of uniformity. While Studies 1 and 2 have shown that out-formations can be dis-
tinguished by base verb classes, Study 3 has shown that all three classes show
similar distributional characteristics. However, it is unclear from this investiga-
tion whether this behavior is peculiar to out-verbs. The last study will address
this question by gathering distributional data on four further English prefixes, in-
cluding the spatial prefix out-.
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6 Study 4: Distributional similarities –
comparative out- contrasted with other prefixes

6.1 Rationale

In order to establish whether the relatively high similarity among derivatives is
peculiar to comparative out-prefixation, we extended our investigation of distri-
butional similarity measures to four further prefixes. We compare the patterns ob-
served for comparative out- i) to a second prefix with bases from the same verb
class (i.e. spatial over- and the RUN-class), ii) to spatial out-, and iii) to two dif-
ferent prefixes with bases from a different VerbNet class (reversative un-, itera-
tive re-, and the TAPE-class). We chose these prefixes for comparison as they all
show clearly weaker argument structural and event structural effects than com-
parative out- and thus presumably aremore similar to their respective bases distri-
butionally. Recall from Section 2.1 that comparative out-derivatives systematically
license direct object arguments that are not licensed by their respective base verbs
and systematically differ in event structure from their bases (for example ??Mary
sang John vs.Mary outsang John).

As illustratedbymeansof the (base) verb to fly in (13) (both from iWeb), spatial
over- (see Lieber 2004, ch.4) shows a pattern of preposition incorporation. The re-
alization as a prefixed verb with a direct object in (13-b) is semantically identical
to a base form with a PP-object as in (13-a), with the internal PP-argument cor-
responding to the direct object (see Wunderlich 2012). This constitutes a weaker
form of argument structural effect than the one we observe for comparative out-.
Overflying-events are still flying-events, and both of these events allow for the
same type of locative argument, i.e., roughly, physical objects with some dimen-
sional extension in space.

(13) a. Today, cotton growers hire companies with airplanes to fly over the
field...

b. For airports with no AWOS or ASOS, overfly the field at or above pat-
tern altitude and check the windsock.

Spatial out- behaves in similarways to spatial over-with respect to argument struc-
tural effects. The examples in (14-a,b) with the (base) verb to haul, partly repeated
here from section 2.1, illustrate that out- as a spatial prefix has a similar distribu-
tion as the synonymous spatial particle out, and licenses the same kinds of ar-
gument. Moreover, as shown in (14-c), haul also behaves similarly without any
locative argument and all verbs in (14) denote hauling-events (all from iWeb):
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(14) a. “haulback” means the cable used to outhaul the rigging or grapple
when yarding...

b. They used a cable system to haul out the ore.
c. another driver has a job as a second truck had to haul the extra

freight.

Reversative un- (cf. Bauer et al. 2013, 371ff.) and iterative re- (cf. Bauer et al. 2013,
419f.; Lieber 2004) do not display any clear effects on argument structure and li-
cense the same argument types as their respective bases. This is shown for both
prefixes and the (base) verb to seal in (15) (all from iWeb). In terms of semantic
type, resealing-events are clearly sealing-events, while the negation semantics of
reversative un- always changes the base’s event type.

(15) a. I recently did usewhite teflon tape to seal a fuel pressure tester joint
[...]

b. [...] unsealing a pressure tubewith very high reliability is necessary
each time a fuel bundle is added or taken away.

c. Its only an hours work to reseal a swing cylinder if everything goes
ok [...]

In this study, we thus compare different deverbal prefixed verbs, which differ
regarding the strength of argument structural effects as well as the change in
semantic type of the respective bases. To our knowledge, this kind of comparison
has not been addressed in work on distributional semantics before. Primarily, we
are interested in the following question:

Research question 4 (RQ4) Compared to comparative out-, are the presum-
ably weaker semantic contributions and the relative lack of induced argument
structural effects of the prefixes over–, spatial out-, un-, and re– reflected distri-
butionally in lower derivative-derivative similarities?

6.2 Methodology

We used the same methodology as in Study 3. We extracted additional corpus at-
testations for the four additional prefixes, choosing four base lemmas from the
same verb class for each prefix except for spatial out-. The base lemmas are listed
by prefix and base class in (16).
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(16) a. over- + RUN class:
OVERDRIVE, OVERFLY, OVERRUN, OVERSTEP

b. spatial out- (various VerbNet classes):
OUTCROSS, OUTGAS, OUTLOAD, OUTSTREAM

c. re-/un- + TAPE class:
(i) REFASTEN, RELOCK, RESEAL, REWIND
(ii) UNFASTEN, UNLOCK, UNSEAL, UNWIND

As inStudy 3, all vectors for thebase verbswere created from theukWaCsentences,
while all vectors for the derivatives were created from the iWeb sentences. The
absolute occurrences of forms with the additional prefixes in iWeb are given in
Table 8.

Tab. 8: Derivatives with the additional prefixes in iWeb: absolute number of occurrences.

over-verb occurrences out-verb occur. re-verb occur. un-verb occur.

overdrive 37629 outcross 1047 refasten 412 unfasten 2092
overfly 1495 outgas 2586 relock 1517 unlock 302674
overrun 35212 outload 64 reseal 7732 unseal 8591
overstep 6740 outstream 759 rewind 25894 unwind 54349

The number of overall occurrences varies considerably, with outload occurring
just 64 times. For all other derivatives, as well as for all bases, the same downsam-
pling to 100 items as in Study 3 was applied. Recall that comparing our approach
to theword embeddings fromBaroni et al. (2014) already included these pairs (see
Section 5.2.4), and showed that downsampling successfully eliminates effects of
absolute frequencies.

6.3 Results

Table 9 contrasts the results for spatial over- (left two columns) with those for
comparative out- from Study 3 (right two columns), both with bases from the RUN-
class.

Figure 4 shows the corresponding box plots, again with the p-values for the
three target comparisons as bracket labels (with the graph for comparative out-
again corresponding to the one presented in Study 3).

Spatial over- shows the same pattern as comparative out- with respect to
base-derivative pairs being more similar than base-derivative non-pairs (W=42, p
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Tab. 9: Average cosine similarites for the verbs from the RUN class, contrasting spatial over-
and comparative out-.

RUN (+ over) RUN (+ out)

SIM SD SIM SD

base-base 0.04 .004 0.04 0.01
base-derivative across pairs 0.04 .005 0.05 0.01
base-derivative pairwise 0.06 0.03 0.08 0.02
derivative-derivative 0.05 0.01 0.10 0.02

= .02967). The two prefixes are also similar in that for over-, derivative-derivative
similarities are also higher than base-base similarities (W=1, p-value = 0.004). No-
ticeably, in both cases the difference between the conditions for comparative out-
ismore pronounced,with the similarities for the two out- conditions clearly higher
than those of the corresponding over- conditions. In addition, while mean (and
median) similarities for comparative out- are highest between derivatives (higher
than for base-derivative pairs), for spatial over- the mean of base-derivative pairs
are most similar, followed by the derivative-derivative ones, with the medians
showing the same pattern as out-. Neither difference is significant.
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Table 10 contrasts the results for spatial out- with the across-classes results for
comparative out- from Study 3 (see the ‘all items’ columns in Table 7). Figure 5
shows the corresponding figures with the p-values of the target comparisons.

Tab. 10: Average cosine similarites for spatial out- contrasted with comparative out-.

spatial out- comparative out-

Pairings SIM SD SIM SD

base-base 0.03 0.01 0.04 0.01
base-derivative across pairs 0.03 0.01 0.04 0.01
base-derivative pairwise 0.05 0.03 0.06 0.02
derivative-derivative 0.04 0.01 0.07 0.03
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Fig. 5: Cosine similarites across the four different conditions for both spatial and comparative
out-. The p-values for the target comparisons are given across the braces for the respective
comparisons.

Similar to all results thus far, similarities of base-derivative pairs of spatial out-
are higher than similarities of base-derivative non-pairs. This difference is signifi-
cant (W = 45, p-value = 0.007692). Again, the base-base similarities are lower than
the derivative-derivative similarities. This difference is not significant (W = 6, p-
value = 0.06494). Importantly, just as for spatial over-, mean (and, in contrast to
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spatial over-, also median) pairwise base-derivative similarities are higher than
derivative-derivative similarities for spatial out-. The difference is not significant
(W = 15, p-value = 0.6095). As shown before, for comparative out-, this difference,
while also not significant, goes in the opposite direction both across all classes
and for each class individually.

The similarites for un- and re- with the same bases from the TAPE-class are
shown in Table 11.

Tab. 11: Average cosine similarities for the bases from the TAPE class and their un- and re-
derivatives.

TAPE (+ un) TAPE (+ re)

SIM SD SIM SD

base-base 0.05 0.01 0.05 0.01
base-derivative across pairs 0.05 0.01 0.05 0.01
base-derivative pairwise 0.08 0.05 0.10 0.04
derivative-derivative 0.06 0.01 0.09 0.02

Theprefixesun- and re- show thebynow familiar patterns. Pairwisebase-derivative
measures are on average higher than pairless ones. However, the difference is
not significant, neither for un- nor for re-, (both W = 40, p-value = .05824). The
derivative-derivative similarities are higher than the base-base similarities. This
is significant only for re- (W =1, p-value = .004). Importantly, the patterns again di-
verge from comparative out- in that base-derivative pairs show the highest similar-
ities (both on means and medians), followed by derivative-derivative similarities.
Just as before, this difference is not significant for either prefix.

6.4 Discussion

Based on our results, it is a general property of English deverbal verbswith a given
prefix that they are more similar to each other than their respective bases are to
each other. Likewise, base-derivative pairs are more similar than base-derivative
non-pairs for all morphological processes. These properties are expected given
the idea that any derivational process is characterized by a semantic core, and
while they show up only partly significantly, they hold descriptively across the
board. Regarding RQ4, an interesting difference between the prefixes emerges
elsewhere: for comparative out-, derivatives are more similar to each other than
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base-derivative pairs. In this respect, the distributional behavior of out- clearly
stands out among the prefixes we investigated.

This finding reinforces our interpretation that the word-formation process is
by itself a highly pronounced semantic contributor to comparative out-derivatives,
and arguably a more influential one than their respective bases. The most plau-
sible reasons for the differences between prefixes are the change of semantic
type and concurring argument structure alternation induced by comparative out-
prefixation. In case this interpretation of the results of Study 4 is on the right
track, it offers support for how we interpreted the findings of Study 3: the sim-
ilarity differences we find between base-derivative pairs and across derivatives
in out-prefixation follow from the prefix’s applicative force, in particular with
respect to licensed object arguments. At least relative to prefixes with different
properties, this can be regarded as a peculiarity of comparative out-.

More generally, our results are of interest to distributional studies that deal
with argument structure alternations. Recall that we are using distributional
count models in this study (see section 5.2.4), and therefore cannot directly com-
ment on prediction models. However, our findings that the one category that
induces strong argument structural effects stands out is partly in line with Padó
et al. (2016), who show that it is difficult to predict derivative semantics from
the base for German derivational processes with argument structural effects. It is
unclear to us, however, if there are other derivational processes in English with
properties that are more similar to comparative out-’s and that would allow to
further isolate argument structure as a core contributor to derivative similarity.

Finally, as remarked by one reviewer, a possibly confounding effect for our
comparisons may be found in the differences of relative frequencies (see e.g. Hay
2001) and different degrees of lexicalization of the out-derivatives vis-à-vis the
frequencies of the twelve additional prefixed lemmas. We chose our data largely
on semantic grounds, and they do not allow for any conclusions in this respect.
We can thus not exclude the possibility that relative frequency plays a role for the
interpretation of Study 4.

7 Conclusion
In this paper, we have taken a decidedly quantitative approach for the investi-
gation of a fundamental problem of derivational semantics, namely the seman-
tic relatedness between different components of a word formation process. We
have used English comparative out-prefixation as a testing ground and looked at
the potential of bases to predict derivative semantics, at the relative uniformity of
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bases andderivatives, at similarities both across bases and across derivatives, and
at comparisons with a number of further prefixes with diverging characteristics.
Most generally, our results back up assumptions of comparative out-’s relative se-
mantic richness as a word formation process, as well as assumptions of semantic
relatedness being gradient in nature (cf. Spencer 2010a,b, 2013).

Studies 1 and 2 have shown that the resolution of systematic underspecifica-
tion of out-’s comparative semantics is, largely, predicted by both base lemmas
and by the semantic class of base lemmas, and that predictive power correlates
withmeasures of the ambiguity of themembers of these classes. We are not aware
of studies that investigate such a form of underspecification for morphological
processes. The findings are in line, however, with studies that show that the se-
mantics of bases are crucial for constraining polysemy in derivation (e.g. Aronoff
& Cho 2001; Kawaletz 2021; Plag et al. 2018).

Using distributional measures, Study 3 has revealed quantitative reflexes of
two separate features of out-prefixation. First, derivatives and their bases show
relative high degrees of similarity. Second, and more importantly, similarities be-
tween derivatives are far more pronounced. This constellation is peculiar to out-,
as comparisons with four other prefixes have shown in the final study. Likely, this
difference can be attributed to differences in the semantic structures that differ-
ent word-formation processes systematically add to their respective bases. While
our findings on differences of semantic coherence between the products of word
formation processes are in linewith other studies (see e.g.Wauquier 2020), we are
not aware of studies that quantitatively reveal differences betweenbase-derivative
and derivative-derivative similarities of this kind.

A number of open issues require further investigation. As shown by, for ex-
ample, Marelli & Baroni (2015) and Padó et al. (2016), different distributionalmea-
sures are better suited for different word-formation processes. The role of lexical-
ization for frequent patterns, including fixed multi-word expressions (such as to
outstay one’s welcome), is likely to interfere with general ideas of compositionally
derived vector representations in derivational semantics. Moreover, in all of our
studies, we have generalized over base forms and, deliberately, not controlled for
different senses. Possibly, sense selection for bases may allow for more accurate
similarity measures between bases and derivatives from a distributional perspec-
tive. We leave these open issues to future research.
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Olivier Bonami & Matías Guzmán Naranjo
Distributional evidence for derivational
paradigms

Abstract: This paper provides evidence from distributional semantics on the im-
portance of paradigmatic relations in word formation systems. We argue that, if
paradigmatic relations play a systemic role, that role should bemeasurable by ex-
amining whether pairs of lexemes derived from a common base (e.g. baker and
bakery derived from bake) have semantic properties that are more readily pre-
dictable from one another than they are from the semantics of the base. We im-
plement that idea using statistical models that predict the distributional vector of
a lexeme based on that of another lexeme in the same derivational family. Apply-
ing the method on French data, we show that some (but by no means all) pairs
of derivational processes give rise to undisputably paradigmatic properties and
hence provide evidence of a systemic role for paradigmatic relations.

Keywords: derivational paradigms, semantics, analogical modeling

1 Introduction
There is a variety of ways lexemes may be morphologically related. Within a mor-
phological family, some lexemes stand in a clear base-derivative relation, e.g.
lover derives from love; others stand in a determinate but indirect relation, e.g.
lover and lovable are indirectly related through their shared base love. In many
other cases, while the two lexemes are clearly related, the exact nature of that re-
lation is hard if not impossible to determine; think e.g. of accidental cases such as
the relation between social and society or more systematic cases such as the rela-
tion between pessimism and pessimist. Clearly then, lexemes in a family entertain
a variety of PARADIGMATIC RELATIONS, only some of which are base-derivative
relations.

The idea that paradigmatic relations in general play an important role inword
formation has received renewed interest by some, and skepticismby others, in the
last few years; witness individual papers such as Štekauer (2014); Bauer (2019) as
well as collections such as Hathout & Namer (2018, 2019); Fernández-Domínguez
et al. (2020). The debate centers on two issues: the extent to which derivational
families can be said to share properties of inflectional paradigms, and the exis-
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tence and importance of predictability relations amongmembers of a derivational
family that cannot be reduced to their shared relationship to a common base.

In this paper we focus on the latter issue, and argue that hard quantitative
evidence is needed to settle it and establish whether nontrivial paradigmatic
relations play a systematic role in word formation. To this end, we deploy on
French data methods from distributional semantics to assess the semantic in-
terpredictability between pairs of lexemes derived from a common base, and
compare it to semantic predictability from the base. We conclude that definitive
evidence for nontrivial paradigmatic relations can be found in some but not all
corners of the word formation system.

The structure of this paper is as follows. Section 2 presents an overview of the
literature onderivational paradigms, and contextualizes our study. Section 3 gives
a brief introduction to key ideas fromdistributional semantics, and formalizes our
hypothesis. In Section 4 we present our dataset and the methods for this study.
Section 5 contains the results, followed by a discussion of the results in Section 6.
Section 7 concludes.

2 Derivational paradigms
2.1 Motivations for derivational paradigms

Conventional theories of word formation typically assume that derivational mor-
phology is organized in terms of oriented (base, derivative) relationships, where
each morphologically complex unit is motivated by a prior and morphologically
simpler unit. This is formulated differently in different traditions: in a morpheme-
based approach, the complex unit is formed by adding a morpheme to the sim-
pler unit; in lexeme-based approaches of the tradition initiated by Aronoff (1976),¹
the meaning and shape of a derived lexeme is motivated by the application of a
Lexeme Formation Rule to another base lexeme. Both approaches however share
the view that derivational families are normally structured as rooted trees (Stump,
2019), with one unit serving as the ultimate ancestor for the whole family. Figure 1
illustrates this for the family of the English noun center.

A consequence of this view of derivational families is that not all situations
of predictable morphological relatedness have the same value. As a case in point,
consider the pair of lexemes (centralizer, decentralizer) from Figure 1: while there

1 AsAronoff (1994, 7) clarifies, the term ‘word-based’was an unfortunate choice for the approach
developed there. We follow the more recent and accurate usage here.
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center𝑁

center𝑉

decenter𝑉 decentering𝑁

centering𝑁

central𝐴

centralize𝑉

centralization𝑁

centralizer𝑁

decentralize𝑉

decentralization𝑁

decentralizer𝑁

centralism𝑁

centralist𝑁centrism𝑁

centrist𝑁

Fig. 1: Example of a derivational family structured as a rooted tree .

is a large series of pairs of English nouns that differ formally by the presence of the
prefix de- and implement parallel semantic contrasts, this perceptiblemorpholog-
ical relatedness is assumed not to be a derivational relation, but a consequence
of the existence of a common base centralize from which both derive directly
(centralize→centralizer) or indirectly (centralize→decentralize→decentralizer).

Yet there is ample and well-known evidence for the existence of situations
where the rooted-tree model of derivational families fails to capture the full ex-
tent of morphological relatedness involving derivational processes.We document
some of these in the remainder of this subsection (see also Bauer et al. 2013,
chap. 23 for a compendium of the evidence from English). Our list is by no means
meant to be exhaustive, but should give the reader a feel for the nature and im-
portance of the phenomena under consideration; see among many others Marle
(1984); Becker (1993); Bauer (1997); Booij (1997); Roché (2011b); Hathout & Namer
(2014b); Strnadová (2014b) for more detailed discussion.

2.1.1 Back-formation

Probably themostwell-known relevant situation is BACK-FORMATION. The termde-
scribes cases where there is clear historical or morphological evidence that the ex-
istence of a morphologically more complex unit motivated the coining of the sim-
pler one rather than the other way around. A well-known example is English bar-
tend from bartender: because English has NN compounds but no NV compounds,
it is clear that the verb was modeled on the agent noun and not the other way
around.While back-formation is usually considered to be an interestingbut abnor-
mal use of morphological resources, Namer (2012) provides compelling evidence
for the highly productive use of backformation to coin verbs from neoclassical
compounds in French.
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2.1.2 Multimotivation

A different but important family of situations that challenges the received view
are cases of MULTIMOTIVATION, where multiple members of a derivational fam-
ily function as motivators for a derivative. The simplest subtype is the situation
where it is undecidablewhichof twoormore derivation trees should bepostulated
for a given derivative. Corbin (1976) famously discusses the case of French assym-
métrique, whose English cognate asymmetrical shares the same properties: it is
undecidable whether it should be seen as deriving from asymmetry by suffixation
of -ical, or from symmetrical by prefixation of a-. As Figure 2 illustrates, onewould
be tempted tomodel this by having two converging derivation relations leading to
the same form, if that did not go against the rooted tree view of derivational fami-
lies. Importantly however, while it is unpleasant to have to choose arbitrarily one
of the two rooted trees (i.e. including one of the two dashed arrows in the figure
but not the other), there is no morphological generalization that is not captured
by both; hence arguably nothing valuable is lost by making that choice.

symmetrical

symmetry asymmetrical

asymmetry
?

?

Fig. 2: The position of asymmetrical in its derivational family .

Multimotivation is more problematic in cases where it combines with a FORM-
CONTENT MISMATCH (Hathout & Namer, 2014b). In such situations, the lexeme
that is the manifest formal base for a derivative is distinct from the (related) lex-
eme from which the meaning of the derivative seems to follow. Hence frequentist
is based formally on frequent, but its meaning is based on that of frequency: a fre-
quentist values frequency, not things that are frequent. This is represented graph-
ically in Figure 3. Likewise, pessimistic is based formally on pessimist but relates
semantically more readily to pessimism. While such situations have a family re-
semblance with the case of asymmetrical discussed above, they crucially differ in
that no choice of a rooted tree really captures the situation: since two lexemes in
the family make complementary contributions to motivating the derivative, nei-
ther can be ignored.
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frequency

frequent

frequentist

form

meaning

form

m
eaning

Fig. 3: The position of frequentist in its derivational family. Double arrows indicate convergent
motivation by form and meaning, while single arrows indicate motivation in one dimension
only.

More situations of multimotivation can and should be documented. In the pre-
ceding example, the two motivators make orthogonal contributions, since one is
crucial for form and the other for meaning. Sometimes two motivators are crucial
for meaning, with the derivative being ambiguous between a reading relating to
one or the other (Strnadová, 2014b). For instance, senatorial has both a reading
derived from senator (as in senatorial family, a family consisting of senators) and
a reading derived from senate (as in senatorial palace, the palace hosting the sen-
ate). Because the two readings are closely related, it would be odd to treat this as a
situation of homonymy, with two distinct lexemes derived independently, rather
than polysemy, with a single derived lexeme. But if polysemy is posited, then we
have a single lexeme whose semantics is jointly motivated by two separate other
members of the derivational family. This is depicted in Figure 4.

senator

senate

senatorial

meaning

form

meaning

m
eaning

form

Fig. 4: The position of senatorial in its derivational family .
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2.1.3 Cross-formation

Becker (1993) calls CROSS-FORMATION situations where pairs of lexemes stand in
a relation of mutual motivation with no reason to assume that one direction of
derivation is preferrable to the other.

As Becker notes, conversion is a prime source of situations of cross-formation.
Since conversion pairs do not contrast in their morphological complexity, form
provides no strong argument for directionality. As discussed by Marchand (1963),
sometimes semantics does not help either: for instance, it makes just as much
sense to see the nouns judge as deriving from the verb judge, by analogy to the
derivation of leader from lead, or the verb judge as deriving from the noun judge,
by analogy to the derivation of deputize from deputy. We may depict such a situa-
tion of cross-formation as in Figure 5.

judgeN judgeV

Fig. 5: Conversion as cross-formation .

Reporting on a detailed investigation of verb-noun conversion pairs in French,
Tribout (2020) shows that the situation exemplified with judge is general. She ar-
gues convincingly that the only unambiguous evidence for directionality in con-
version comes from situations where the prior derivational history makes it obvi-
ous which member of the pair came first: for instance, parlement ‘parliament’ is
the source for parlementer ‘negotiate’ rather than the other way around, because
it obviously derives from parler ‘speak’ through the -ment noun-forming deverbal
suffix; conversely, décharge ‘dump, discharge’ must derive from décharger ‘un-
load, discharge’, because of the presence of the verb-forming deverbal suffix dé-.²
Analyzing 626 such cases with the help of a set of semantic relations derived from
those of Plag (1999), Tribout observes that 85% of the pairs are related by a re-
versible semantic function with both directions of derivation attested. As a conse-
quence, semantics does not motivate a direction of derivation in the vast majority
of cases. Zooming out to the much larger set of conversion pairs where deriva-
tional history provides no motivation either, she concludes that absence of clear
directionality is the rule rather than the exception in French verb-noun conver-
sion pairs.

2 Compare BarbuMititelu et al. (2023), which relies on etymological information from theOxford
English Dictionary to establish directionality, a method Tribout explicitly argues against.
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A different type of cross-formation involves substitutive morphology, and is
nicely illustrated by -ist/-ism pairs and their cognates in various European lan-
guages. While there is no doubt that -ist and -ism derivatives can productively be
formed by simple suffixation (witness Trump, Trumpism, Trumpist), it has long
been observed³ that the lexicon contains numerous pairs that are readily relatable
to one another without being relatable to a common base (e.g. fascism, fascist; op-
timism, optimist;masochism,masochist). In addition, evenwhere a common base
clearly exists, the semantic relationship between the two derived terms is often
more crisp and predictable than their relationship to their common base. For a
telling example, consider the triple (social, socialism, socialist). While there is a
nonarbitrary relation between social and its two derivatives, the meaning of the
latter can hardly be predicted from that of the former. It is worth citing in full the
Oxford English Dictionary’s definition of the main reading of socialism,⁴ to high-
light the convoluted relation between its meaning and that of social.

A theory or system of social organization based on state or collective ownership and regula-
tion of the means of production, distribution, and exchange for the common benefit of all
members of society; advocacy or practice of such a system, esp. as a political movement.
Now also: any of various systems of liberal social democracy which retain a commitment to
social justice and social reform, or feature some degree of state intervention in the running
of the economy.

By contrast, socialist is simply defined as ‘an advocate or supporter of socialism’;
arguably, there is a transparent, bidirectional relationship between socialism (the
doctrine of socialists) and socialist (an adherent to socialism), which is lacking
between the two derivatives and their formal base. This is depicted graphically in
Figure 6, with thicker lines indicating stronger motivation. Parallel observations
hold for dozens if not hundreds of comparable triples of words.⁵

These observations suggest that speakers are attuned to a close relationship
between -ism and -ist lexemes, allowing them to productively derive one from the
other, independently ofwhether or towhat extent a relationship to a commonbase
canbe inferred. That is, there is evidence for the existence of strongmorphological
regularities linking the two series of suffixed nouns in both directions, that are
more reliable than those linking them to their formal base.

3 Marle (1984) traces back observations to that effect in the Dutch tradition to a 1944 paper by
Gerlach Royen. See also Roché (2011a) for extensive discussion of the French facts.
4 Consulted online on December 21, 2021.
5 See Rainer (2018) for a fascinating tour of the evolvingmeanings of capitalist and capitalism in
European languages from the 17th century on, suggesting that the tight parallelism between -ism
and -ist formations in the context of political doctrines is a relatively recent development.
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socialism

social

socialist

Fig. 6: The position of socialism and socialist in their derivational family.

2.2 Derivational paradigms

Theexistenceof situationsof back-formation,multimotivation, andcross-formation,
has been documented for decades. Yet they have had limited impact of main-
stream morphological theorizing. The most typical position, still held by many,
is dismissal: while their existence is acknowledged, they are deemed not to fall
within the scope of morphology, either as a matter of principle or because they
are assumed to be rare exceptions.

The seminal study of Marle (1984) made a strong case that such phenomena
should not be ignored by morphologists. Van Marle argues that PARADIGMATIC
RELATIONS grounding what he calls SECONDARY or ANALOGICAL coinings need to
be recognized, but that these are qualitatively different from derivational rela-
tions and should be treated outside the derivational system. This view was then
popularized in the context of Construction Morphology (Booij, 2010) through the
distinction between first-order (classical derivation) and second-order (paradig-
matic relations) schemas, and adopted under a different name (daughter vs. sis-
ter schemas) byRelationalMorphology (Jackendoff&Audring, 2020); seeAudring
(2019) for a recent and cogent discussion.

Amore radical type of reaction is to conclude that unexpectedword formation
strategies should lead us to rethink entirely the architecture of the derivational
system. Under this view, paradigmatic relations structure derivational families
across the board, irrespective of whether it is possible to make sense of some of
these relations in terms of oriented (base, derivative) relationships. Variants of
this view are defended, among others, by Robins (1959); Becker (1993); Bochner
(1993); Bauer (1997); Štekauer (2014); Bonami & Strnadová (2019); Hathout &
Namer (2022). Crucial to this type of approach is the observation of parallels be-
tween inflectional paradigms and derivational families, leading to some notion
of a DERIVATIONAL PARADIGM seen as a system of morphological relations that
is parallel across derivational families. In particular, just as in inflection, the
organization of derivationally-related words in terms of syntactic and semantic



Distributional evidence for derivational paradigms | 227

contrasts should be seen as conceptually orthogonal to the nature of the formal
relationship they entertain.

There are important conceptual differences both between these two families
of views and across studies within each of the two groups.⁶ These are of little con-
sequence for the present work, which focuses mostly on empirical evidence for a
systemic role of paradigmatic relations in derivational morphology. For concrete-
ness though, we will rely on Bonami & Strnadová’s (2019) theoretical elaboration,
according towhich a paradigmatic system is a set of partial families ofmorpholog-
ically relatedwords aligned using parallel contrasts of content. Figure 7 exhibits a
simple example of a derivational paradigmatic system in this sense: the semantic
contrasts between verb and agent noun, verb and action noun, agent noun and ac-
tion noun, are the same (at some appropriate level of granularity) across all three
derivational families, despite the use of different formal strategies (three different
affixes for the action nouns, use of different types of stemallomorphs for the agent
nouns). Once such broad semantic contrasts have been identified as motivating
alignment across partial families, each collection of aligned lexemes can be seen
as filling the same cell in a derivational paradigm. Bonami & Strnadová argue
that this allows one to capture similarities between paradigmatic organization in
inflection and derivation while doing justice to important differences such as the
open-endedness of derivational families and the stronger semantic predictability
of inflectional relations (Bonami & Paperno, 2018). Note that, in the spirit of ab-
stractive word-based morphology (Blevins, 2006), there is no notion that some
morphological relations between pairs of cells are prior to others: the fully con-
nected graph of all pairs of cells is worthy of investigation, and any member of
a paradigm is partially predictive of all other members; the focus of inquiry is in
assessing quantitatively the strength of these predictability relations, without any
preconception about some lexemes being more ‘truly’ connected than others.⁷

6 There are interesting parallels to be drawn here with the distinction, within approaches to in-
flection, between realizational approaches such as ParadigmFunctionMorphology (Stump, 2001,
2016), which use separate mechanisms to derive wordforms from stems and to capture direct im-
plicative relations between wordforms, and abstractive word-based approaches (Blevins, 2006,
2016), which argue that all derivations from subword units are superfluous.
7 In this context, the representations in Figures 2–6 can all be seen as partial impressionistic
representations of predictability relations within derivational paradigms.
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Verb

Action N
Agent N

laver

lavage
laveur

former

formation
formateur

gonfler

gonflement
gonfleur

Fig. 7: Example of a derivational paradigmatic system. Horizontal planes represent partial
derivational families; horizontal edges represent aligned semantic contrasts; and vertical
dotted lines materialize aligned lexemes, filling the same cell in their respective derivational
paradigms.

2.3 Towards systematic evidence for derivational paradigms

In the previous paragraphs we outlined some the main empirical arguments for
the view that paradigmatic relations play an important role in the organization
of morphological families. It is striking that, while some of these arguments have
been on the table for decades, manymorphologists remain unconvinced. We sub-
mit that one of the causes of that situation is the lack of quantitative evidence
bearing on the issue: the debate is not whether some cases exist where morpho-
logical structure is used to coin new words that are not derivatives of a simpler
base; rather, the debate is whether these are common enough to be considered
part of the core of morphology, warranting radical changes to one’s understand-
ing of its architecture.

Hence we are on the lookout not just for paradigmatic effects in derivation,
but for paradigmatic effects that are systematic. Bonami & Strnadová (2019) pro-
vide relevant evidence based on predictibility of form rather thanmeaning. Build-
ing on previous quantitative work on the implicative structure of inflectional
paradigms (Ackerman et al., 2009; Ackerman &Malouf, 2013), they examine how
predictive the shape of words in each cell in a derivational paradigm is of the
shape of words in other cells in that derivational paradigm, using conditional
entropy of phonological shape classes as a measure of average predictability.⁸
Focusing on French verbs and related agent and action nouns, they show that on

8 More precisely, they examine the relationship between the phonological shape of citation
forms, and rely on the modeling strategy detailed in (Bonami & Beniamine, 2016): reported num-
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average, the shape of an agent noun is more readily predictable from that of the
corresponding action noun than from that on the base verb; while the shape of
an action noun is equally hard to predict from the base verb as from the agent
noun. This is represented graphically in Figure 8, where a higher entropy value
indicates more unpredictability. Note also the interesting observation that the
derivatives provide better evidence for the shape of their base than the other way
around.

Verb

Action_N Agent_N

1.
11

50.
10

1 0.7090.264

0.269

1.114

Fig. 8: Form predictability in French derivational paradigms, as measured by conditional en-
tropy. Thicker lines correspond to higher predictability (and hence lower entropy).

Our goal in this paper is to explore whether similar evidence can be found look-
ing at meaning rather than form. We focus on situations where two derivational
processes⁹ readily apply to the same base, making it possible to compare semanti-
cally triples of a base and two derivatives that aremaximally similar from a formal
point of view. Note that this is one of the configurations that led to the observa-
tion of cross-formations. In this situation, the mainstream view predicts that on
average, the semantics of the base should be a better predictor of the semantics
of each derivative than the derivatives are of each other.

Anecdotal evidence certainly points in the direction of that situation being
common. Consider the two French triples in Figure 9. In the one on the left, the
verb is polysemous with two main readings, and each of its two derivatives only
has one reading, relating to one of the two readings of the verb. As a result, there
is only a very loose semantic connection between the two derived nouns, while
both relate very clearly to the base. In the one on the right, both derivatives have a

bers are the conditional entropy of the shape alternation linking two forms given relevant in-
formation on the shape of the predictor. All numbers were computed using Sacha Beniamine’s
Qumín package (Beniamine, 2018) applied to data from the Démonette database (Hathout &
Namer, 2014a).
9 For the purposes of this study, we individualize derivational processes by form alternation and
part of speech of the input and output; hence neither affix polysemy nor affix rivalry play a role
in individualizing processes.
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predictable meaning ‘user of pumps’, but both have been lexicalized with amuch
more specific reading. While predictability of the derived meaning from the base
meaning is already lower in this case, the connection between themeaning of the
two derivatives is even thinner.

versement
‘payment’

verser
‘pour, transfer’

verseur
‘pouring instrument or agent’

pompier
‘fire fighter’

pompe
‘pump’

pompiste
‘gas pump attendant’

Fig. 9: Two French triples illustrating base predictiveness.

These two examples contrast directly with that of social, socialism and social-
ist pictured in Figure 6, where the semantic relationship between the two deriva-
tives is both more transparent and more predictable than their relations to the
adjectival base. What we do not know at this point is how prevalent each of these
situations is: if we compare -ment and -eur (or -ier and -iste) suffixation in French,
is it generally true that the base is a better predictor of derivative semantics, or did
we just find a cute but isolated example? And what about -isme and -iste? Stated
more broadly, our research question is then: are there pairs of processes applica-
ble to the same bases where on average, the derivatives are more interpredictable
than they are from the base? If the answer is yes, then this is strong evidence that
paradigmatic relations between derivatives from the same base must be taken at
face value.

Our assessment of the semantic interpredictability ofmorphologically related
lexemes will rely on distributional semantics, to which we now turn.

3 Distributional semantics for morphology
In this paper we rely on a distributional representation of meaning (Harris, 1954;
Firth, 1957). Under the distributional hypothesis, the meaning of a word is re-
flected in its distribution, so that words with similar meanings will appear in sim-
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ilar contexts. In practice, this view of semantics allows us to operationalize the
meaning of a word as a numeric vector which we can induce automatically from
large corpora. While current implementations of distributional models are not
transparent in how they represent the meanings of words, the insight that words
with similar meanings have similar distributions is directly captured in terms of
the cosine similarity between two vectors (Lenci, 2008). Early work on distribu-
tional semantics employed count models, that is, the vector of a word was esti-
mated directly by counting its coocurrences with other words in a corpus (Evert,
2014; Turney & Pantel, 2010; Turney, 2012; Miller & Charles, 1991; Erk, 2012; Ba-
roni et al., 2014). More recent implementations of distributional semantics (e.g.
Mikolov et al. 2013b) work by training a neural network to predict each word from
its context, and then using the representation used by the network as the distribu-
tional vector of the word.¹⁰ Since we are not interested in interpreting the individ-
ual vectors themselves, we will work with vectors induced using neural networks.

Distributional vectors have been put to use in all kinds of contexts in com-
putational semantics and natural language processing. Interestingly for our pur-
poses, one observation is that they can be used to draw semantic analogies to a
surprising level of accuracy (Mikolov et al., 2013b; Pennington et al., 2014), to the
point that accuracy of semantic analogies has quickly become a standard way of
assessing the quality of a vector space. To take a concrete example, consider the
situation depicted if Figure 10. We know the vectors for the words Paris, France,
and Colombia, depicted in black, and we want to find a candidate vector for the
word that is semantically to Colombia what Paris is to France. One simple way of
doing this is to substract from the vector for Paris the vector for France and then
add back the vector from Colombia (both operations depicted in blue). The empir-
ical observation is then that this predicted vector is quite close in vector space (as
measured by cosine similarity) to the actual vector for Bogotá, depicted in red.
And there is a good reason for this: because (France,Paris)and (Colombia,Bogotá)
stand in the same semantic relation, the difference vectors ⃗Paris − ⃗France and

⃗Bogotá − ⃗Colombia are expected to be nearly identical.
To illustrate semantic analogies we purposefully used an example where

there is no morphological relation between the words under consideration. How-
ever if we move back to morphology, at least in simple cases, we expect pairs
of words related by the same formal process to stand in the same relation, and
hence for the difference vectors between bases and derivatives to be similar to one
another (Marelli & Baroni, 2015). Figure 11 illustrates this idea with the example

10 Note that count models are still used in cases in which interpretability is more important that
predictive accuracy (Boleda, 2020; Varvara et al., 2021)
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−France
+Colombia

Par
is

Bo
go

tá

FranceColombia

Fig. 10: Semantic analogies using distributional vectors: Bogotá is to Colombia as Paris is to
France.

wash
drink

washable

drinkable

Fig. 11: Example of the distributional representation of -able.

of able adjectives in English.Whilewash and drink on the one hand andwashable
and drinkable on the other hand might be quite dissimilar, we expect the vector
from wash to washable and the vector from drink to drinkable to be very similar to
each other.

This fact effectively allows us to understand the semantics of amorphological
process as a function linking the meanings of two words, as first advocated in de-
tail by Marelli & Baroni (2015). For example, Bonami & Paperno (2018) compared
the degree of predictability in derivational and inflectionmorphology. Their study
showed that inflectional processes have more predictable semantics than deriva-
tional processes. Figure 12 illustrates this idea. In this example, the vectors from
the infinitive to third singular are more consistent (more similar in length and di-
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wash
drink

washes
drinks

washable

drinkable

Fig. 12: Difference between derivation and inflection in distributional semantics.

rection) than the vectors going from the infinitive to the corresponding -able ad-
jective.

Other examples of relevant studies leveraging distributional semantics to
study semantic aspects of derivational processes are Padó et al. (2016); Lapesa
et al. (2018); Amenta et al. (2020); Wauquier et al. (2020); Huyghe & Wauquier
(2020, 2021); Varvara et al. (2021), whereas (Mickus et al., 2019; Guzmán Naranjo,
2020; Guzmán Naranjo & Bonami, 2021) use it to study inflection. We cannot do
a complete review of literature on the matter in this paper, for a more exhaustive
discussion of how distributional semantics has been used in linguistic theory see
Boleda (2020).

We are now in a position to state our research question in terms of distribu-
tional semantics. Remember that wewant, for a pair of processes that apply to the
same bases, to compare the semantic interpredictability of two derivatives among
themselves to how predictable each derivative is from its base. To this end we can
set up partial paradigmatic systems in the sense of Bonami & Strnadová (2019)
consisting of triples of words (𝑥𝑖, 𝑦𝑖, 𝑧𝑖), such that all (𝑥𝑖, 𝑦𝑖) pairs instantiate the
same derivational process, and likewise all (𝑥𝑖, 𝑧𝑖) pairs instantiate a second pro-
cess, as shown in Table 1.

We now can tabulate the corresponding triples of distributional vectors
( ⃗𝑥𝑖, ⃗𝑦𝑖, ⃗𝑧𝑖) and compare the average predictability of each of the morphosemantic
relations represented in the table. We are on the lookout for situations such as
that illustrated in Figure 13: here, the ⃗𝑦𝑖s and the ⃗𝑧𝑖s relate to one another in
a (more or less) uniform way, while the relations between ⃗𝑥𝑖s and the ⃗𝑦𝑖s vary
widely; likewise for the relations between ⃗𝑥𝑖s and the ⃗𝑧𝑖s. If such situations can
be documented, then they constitute strong evidence for models that take into
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Tab. 1: Abstract representation of a set of triples of words exemplifying two processes applying
to the same base.

Base Process1 Process2

x1 y1 z1
x2 y2 z2
x3 y3 z3
… … …

⃗𝑥1

⃗𝑦1

⃗𝑧1

⃗𝑥2

⃗𝑦2

⃗𝑧2

Fig. 13: Situations of interest, where derivatives are more interpredictable (blue vectors) than
either is from their common base (red and green vectors).
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account paradigmatic relations.¹¹ Note that what matters here is whether the dif-
ference vectors ⃗𝑧1 − ⃗𝑦1 and ⃗𝑧2 − ⃗𝑦2 are similar to one another, not whether ⃗𝑦1 and

⃗𝑧1 (or ⃗𝑦2 and ⃗𝑧2) are similar: we aim to assess the systematicity of contrasts across
morphological families, not the proximity between members of a family.¹²

Before proceeding to explain how we implemented this idea, it is worth em-
phasizing what the structure of our argument is. Our aim is to compare the predic-
tion of a classical view of derivation, where only (base, derivative) relations con-
stitute linguistic knowledge, to that of a paradigmatic model, where all relations
between pairs of lexemes in a family may constitute such knowledge. The predic-
tion of a classical model is that a base should always be the best predictor of the
properties of its derivatives; the prediction of a paradigmatic model is that this
need not be the case, not that it can’t be the case. Hence any situation of the type
represented in Figure 13 is evidence for paradigmatic models. Situations where
the base is the best predictor are irrelevant to the comparison, as the two types of
models do not make contrasting predictions on these. Despite this, we will report
on all the comparisons we have conducted, not just those that provide evidence
on our main research question, as these turn out to raise interesting questions for
future research.

11 Note that such situations are the analogue for predictability of meaning of the situations doc-
umented by Bonami & Strnadová (2019) for predictability of form: the base is a poorer predictor
of properties of a derivative than another member of the derivational family.
12 In a study of eventive nominalizations in German, Varvara et al. (2021) rely on comparisons of
base and derivative vectors to evaluate the average transparency of different rival processes. It is
worth clarifying why we do not use the same methodology and follow instead the lead of Marelli
& Baroni (2015); Bonami & Paperno (2018); Mickus et al. (2019). First, Varvara et al.’s methodol-
ogymakes sense when comparing rival processes that have the same types of inputs and outputs.
This is not the case for us, leading to problems: the similarity between pairs of vectors is bound
to be heavily influenced by the corresponding words sharing a part of speech or ontological type.
Hence we expect e.g. deverbal agent and event nouns to be more similar to one another than
they are to their base, just by virtue of both being nouns. Likewise we expect verbs and event
nouns to be more similar than verbs and agent nouns, because they both denote eventualities.
Clearly these facts are orthogonal to our research question, which pertains to the diversity of se-
mantic relations between pairs of words that stand in the same formal relation. Second, Varvara
et al.’s (2021) careful study led to mixed results, and in particular did not confirm the hypothesis
that average cosine similarity between base and derivative reflects intuitions on the relative trans-
parency of different processes. This contrasts with the robust results of Marelli & Baroni (2015)
and Bonami & Paperno (2018) relying on basically the same methodology we are adopting here.
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4 Materials and methods
All materials used in this study (datasets, vector spaces, and R scripts) are avail-
able at https://zenodo.org/record/5799577.

4.1 Dataset

For this project we compiled a dataset of derivational processes in French by com-
bining information from various sources: Hathout & Namer (2014a) for relations
between verbs and nouns; Tribout (2010b) for nouns and verbs related by con-
version; Koehl (2012) for deadjectival nouns; Strnadová (2014a) for derived adjec-
tives; and Bonami& Thuilier (2019) for derived verbs in -iser and -ifier. To thesewe
added new datasets on derived nouns in -isme, -iste, -ier and -erie automatically
extracted from the GLÀFF lexicon (Hathout et al., 2014) and curated by hand.

The analysis focuses on the processes for which at least 50 (base,derivative)
pairs were present in the resources, such that both lexemes are attested at least
5 times in the FRCOW corpus (Schäfer & Bildhauer, 2012). For those processes ad-
mitting bases in more than one part of speech, (e.g. -age: laver ‘wash’ > lavage
‘washing’, feuille ‘leaf’ > feuillage ‘foilage’), if one part of speech accounts for 90%
or more of the types, only types where the base has that part of speech were kept;
this led to dismissing denominal -age and -eur derivatives but keeping -isme and
-iste derivatives with both nominal and adjectival bases. Overall, this initial selec-
tion step resulted in a cumulative dataset of 21, 990 (base, derivative) pairs each
exemplifying one of 35 derivational processes.

From this dataset we extracted paradigmatic systems corresponding to two
processes sharing a base, and selected for analysis those for whichmore than 150
triples (base, process 1 derivative, process 2 derivative) were documented. Table
2 shows the selected pairs of processes and the number of triples documenting
each. As can be seen, almost all processes derive nouns, with the exception of
-ant which builds deverbal adjectives.

Table 3 shows a sample triple for each pair of processes. Note that action noun
forming processes are overrepresented in the sample, and that some pairs of pro-
cesses are rivals (e.g. age:V>N, ment:V>N) for which there happens to be a large
enough number of doublets in our data sources for comparison to be possible.
We build a 100-dimensional vector space using a modified version of FrCow
(Schäfer, 2016) and the skipgram variant of the Word2Vec algorithm (Mikolov



Distributional evidence for derivational paradigms | 237

Tab. 2: Selected pairs of processes with the number of corresponding lexeme triples in the final
datasets.

Process1 Process2 Sample size

age:V>N conversion:V>N 833
age:V>N eur:V>N 584
age:V>N ment:V>N 354
ant:V>A ment:V>N 302
conversion:V>N eur:V>N 679
conversion:V>N ment:V>N 377
ier:N>N erie:N>N 151
eur:V>N ion:V>N 514
eur:V>N ment:V>N 342
isme:A/N>N iste:A/N>N 277

Tab. 3: Sample triple for each selected pair of processes.

Processes Base Derivative1 Derivative2

(age:V>N, conversion:V>N) givrer givrage givre
(age:V>N, eur:V>N) racler racleur raclage
(age:V>N, ment:V>N) encaisser encaissage encaissement
(ant:V>A, ment:V>N) percer perçant percement
(conversion:V>N, eur:V>N) découvrir découverte découvreur
(conversion:V>N, ment:V>N) défausser défausse défaussement
(ier:N>N, erie:N>N) verre verrier verrerie
(eur:V>N, ion:V>N) dévorer dévoreur dévoration
(eur:V>N, ment:V>N) porter porteur portement
(isme:A/N>N, iste:A/N>N ) Europe européisme européiste
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et al., 2013a).¹³ These vectors are lexeme-based rather than word-based: we did
not apply Word2vec, to the the wordforms, but to the concatenation of the word’s
lemma and its part of speech tag, as provided by the corpus. This is justified by the
goal of studying lexeme-level derivational properties, and hence abstracting away
from the special distributional properties of citation forms. It also maximizes the
number of tokens representing each of the lexemes of interest.¹⁴

4.2 Assessing semantic predictability

To be able to compare semantic predictability across morphological relations, we
first need to lay out a method for assessing precitability in each individual case.
That is, given a set of pairs of derivationally related predictor and target lexemes
{(𝑝1, 𝑡1), … , (𝑝𝑛, 𝑡𝑛)}, we need to define a prediction algorithm mapping vectors
for 𝑝𝑖s to vectors for 𝑡𝑖s, and assess the quality of the result for each pair.

The simplest way of doing this relies directly on Mikolov et al.’s ideas on se-
mantic analogies alreadydiscussed inSection 3: Topredict ⃗𝑡𝑖 from ⃗𝑝𝑖, pick another

13 We used the gensim implementation of Word2Vec (Řehůřek, 2010). Hyperparameters were as
follows: 100 dimensions, 10 iterations, negative sampling, a window of 5 tokens and a minimum
occurrence of 5 tokens. We chose these parameters after several tests, and based on previous
experience. In particular, we experimented with both the cbow and the skipgram variant of the
algorithm for this and other studies. Experience shows that vectors obtained with skipgram give
rise to better performance for vector-to-vector prediction tasks. Both the skipgram and the cbow
vector space are available for examination on the Zenodo repository.
14 Initial experimentation showed that vectors tend to overemphasize the role of grammatical
gender: grammatical gender is by far themost prominent distributional distinction amongnouns.
Since our vectors are lexeme-based, this should not be the case (inflectional variation in deter-
miners, adjectives and verbs agreeing in gender with nouns should be neutralized), and points
to poor lemmatization. Although this is not crucial for the present study, it is for a separate study
for which we used the same vectors. Accordingly, we slightly modified the corpus to compensate
for that effect. First, portmanteau forms like du ‘of_the.MAS’, which had been tokenized as a sin-
gle form and thus lemmatized as du, were re-lemmatized as de + le. This avoids an asymmetry
between the lemmatization of masculine du and feminine de la ‘of the.FEM’. Second, lemmatiza-
tion of feminine nouns and adjectives was not coherent: sometimes feminine nouns (e.g. insti-
tutrice ‘female teacher’) were lemmatized to the corresponding masculine noun (e.g. instituteur
‘male teacher’) rather than seen as their own lemma; while sometimes feminine adjectives were
lemmatized to the feminine (e.g. gibbeuse ‘gibbous.FEM’) rather than the conventionalmasculine
form (e.g. gibbeux ‘gibbous.FEM’). We corrected such cases to the extent possible by checking the
lemmatization against the large lexicon in development in the Démonext project (Namer et al.,
2019) and correcting automatically the lemmatization through string searches where that was
possible. Examination of a random sample suggests that the number of remaining gender-related
lemmatization errors is below 1%.
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pair of words linked by the samemorphological relation (𝑝𝑗, 𝑡𝑗), and compute the
vector ⃗𝑝𝑖 + ⃗𝑡𝑗 − ⃗𝑝𝑖. This simple method is quite noisy, as idiosyncratic properties
of the pair of lexemes used for analogy (𝑝𝑗, 𝑡𝑗) will inevitably have an influence
on quality of prediction. This problem can be mitigated by using a set of pairs of
lexemes rather than a single pair as our analogical base, and derive from this the
average difference vector between predictors and targets. By adding this average
difference vector to ⃗𝑝𝑖, we get a predicted value for ⃗𝑡𝑖 which evens out idiosyn-
cratic differences between pairs of lexemes standing in the same morphological
relation. This is the method used e.g. in Mickus et al. (2019).

Marelli & Baroni (2015) identify a potential problem with this and related
methods and propose an elegant solution.¹⁵ They note that derivational mor-
phology often leads to predictably different outcomes depending on semantic
properties of the base it applies to; for instance, the English prefix re-, giving rise
to iterative readings when attached to an activity verb (resing means ‘sing one
more time’) but to a restitutive reading when attached to an accomplishment verb
(reopenmeans ‘openwhat was previously closed’). Compare such a case with that
of the polysemy of the suffix -er, which readily forms either agent or instrument
nouns from verbs. In both cases we have a form of affix polysemy, but in the
former, the output meaning is predictable from semantic properties of the base,
whereas in the latter, it is not (or at least not to the same degree). This is precisely
a difference in semantic predictability that the average difference vector method
is unlikely to be able to capture.

To avoid that problem, Marelli & Baroni (2015) relate predictor and target vec-
tors using a linear transformation. That is, instead of predicting each dimension
in the target vector from just the same dimension in the predictor, each dimension
in the target is predicted by a linear model taking all dimensions of the predictor
as input. Thus there are as many linear models as there are vector dimensions; in
our case this would lead to 100 models with the following structure in R formula
notation:

target_val_1 ∼ pred_val_1 + pred_val_2 + ⋯ + pred_val_100

target_val_2 ∼ pred_val_1 + pred_val_2 + ⋯ + pred_val_100

⋮ ⋮
target_val_100 ∼ pred_val_1 + pred_val_2 + ⋯ + pred_val_100

15 Marelli & Baroni (2015) actually discuss this in the context of a critique of yet another way
of addressing the semantics derivational morphology, by building a vector for an affix from the
distribution of all words containing that affix, and then combining base and affix vectors using
a linear model (Lazaridou et al., 2013). However their argument applies mutatis mutandis to the
average difference vector approach.
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With our data this tended to overfit the models, which resulted in relatively
poor predictions of unseen test items. To compensate for this, we used a model
structure that is conceptually similar toMarelli and Baroni’s, but less rich.We first
computed the 10mainprincipal components of the 100dimensions for the vectors.
Then we trained a single model predicting, for each dimension, the target value
from the predictor value and the 10 principal components of the full predictor
vector. This is shown in the formula below,where dimension is a nominal variable
indicating the dimension of interest, target_val and pred_val are the respective
values of the target and predictor vector for that dimension, and PC1, …, PC10 are
the 10 main principal components of the input vector.

target_val ∼ pred_val ∗ dimension + PC1 + PC2 + ⋯ + PC10

Note that there are two differences between our modelling strategy and Marelli &
Baroni’s: the use of principal components rather than full vectors, and the use of
a single model to predict all dimensions rather than one model per dimension.

We thenused 10-fold cross-validation to assess howwell themodel performed
on unseen data. We split the data into 10 groups, and fitted the model using 9 of
the groups. We then tried to predict the left out group, and repeated this for all
10 groups, and for all (predictor,target) pairs. To evaluate howwell the model per-
formed, we calculated the cosine similarity between the cross-validated predicted
vector and the actual vector for each target.

4.3 Comparing predictability across morphological relations
Remember that we want to test the hypothesis that for some pairs of processes
applicable to the same base, the semantic relationship between the derivatives is
more predictable than the relationship of either derivative to their base. To that
effect we need to assess semantic predictability between pairs of cells within a
small paradigmatic system consisting of aligned sets of three forms, a base and
two derivatives. This entails that, for each pair of processes under consideration,
we have six sets of (predictor, target) pairs to consider; these are depicted graphi-
cally in Figure 14. Our main goal is to compare the accuracy of the 𝐷1 → 𝐷2 and
𝐷2 → 𝐷1 prediction relations to that of predictions from the base (𝐵 → 𝐷1,
𝐵 → 𝐷2). However we will also comment on prediction of the base from the
derivatives (𝐷1 → 𝐵, 𝐷2 → 𝐵).

As a concrete example, for the process pair (-eur, -ment), we build six models
(all with crossvalidation): base>eur, eur>base, base>ment, ment>base, ment>eur,
and eur>ment. The model eur>ment learns to predict -ment from -eur forms, and
we evaluate its performance as the cosine between the predicted vector and the
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𝐵

𝐷1 𝐷2

Fig. 14: The six prediction relations within a system of two derivational processes applying to
the same bases.

Tab. 4: Illustration of model performance evaluated as cosine similarity between predicted
actual target vectors.

Prediction Sample Sample Sample Average
relation predictor target performance performance

base>eur accorder accordeur 0.640 0.676
eur>base accordeur accorder 0.753 0.689
base>ment accorder accordement 0.849 0.633
ment>base accordement accorder 0.869 0.637
eur>ment accordeur accordement 0.712 0.615
ment>eur accordement accordeur 0.493 0.600

actual observed vector. Table 4 shows the result on a sample triple of lexemes.
Here we see that, for this triple, we get best performance for prediction of the
-ment derivative from the base verb, and worse performance for prediction of the
-eur derivative from the -ment derivative. Note also the asymmetry of performance
scores, which varies from minimal when comparing base>ment to ment>base, to
major when comparing eur>ment to ment>eur. This might seem counterintuitive
but is to be expected: the first row in the table reports the cosine similarity be-
tween a predicted vector and the actual vector for accordeur, while the second
reports the cosine between between a predicted vector and the actual vector for
accorder (we are not using cosine to compare the vectors for two words, but two
vectors for the sameword). Likewise, the first and last rows report different sample
performances, despite the fact that the target and hence the actual vector in the
comparison is the same: on the first row the predicted vector stems from a model
trained on base>eur pairs and applied to the actual vector for accorder, while on
the last row the predicted vector stems from a model trained on ment>eur pairs
and applied to the actual vector for accordement

We thus have an estimated cosine similarity between a predicted vector and
an actual vector for each model and each (predictor,target) pair. At this point we
could try to address our research question directly by comparing the average co-
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sine similarity of each of the six models documenting a pair of process. By way of
an example, The last column of Table 4 shows such averages for themodels under
consideration, suggesting a better accuracy of prediction of derivatives from their
bases than among themselves.

We want to be more cautious, however, and to evaluate how certain we are
about these average cosine similarities. We expect that there will be some degree
of randomness in the prediction results stemming from at least two sources. First,
the accuracy of the semantic distributional vectors themselves is not the same
for all words, becauseWord2Vec models build better representations for more fre-
quentwords. Second, there is some randomvariation in the predictions stemming
from the cross-validation. For this reason, comparing mean cosine distances di-
rectly would be careless. For example, considering again the numbers Table 4, we
would want to know how confident we are that the predictive performance of the
base>ment model, estimated at 0.633, is indeed higher than that of the eur>ment
model, estimated at 0.615. Similarly, we want to take into account the variance
around the mean: we can bemore certain about a mean value if there is little vari-
ance across the individual estimates.

To quantify our uncertainty about the individual mean cosine estimates, we
fit a separate Bayesian Beta regression for each of the 10 datasets under considera-
tion. Remember that for eachdatasetwehave 6 linearmodels producingpredicted
vectors for each of the 6 pairwise prediction relations between a base and two
derivatives. The Bayesian model estimates the mean cosine similarity between
predicted vector and actual vector on the basis of just a nominal variable indi-
cating which of the 6 prediction relation this measurement exemplifies. That is,
it predicts the Cosine column from the Relation column in the sample dataset in
Table 5.¹⁶

Because we are working with cosine similarities, all values are bounded be-
tween0and 1,whichmeans thatwe canuse aBeta distribution as our likelihood.¹⁷
We thus used brms (Bürkner, 2017, 2018) and Stan (Carpenter et al., 2017) to fit a
Beta regression model to each of the 10 datasets. In addition to an estimation of
mean cosine similarity for each of the 6 prediction relations, the model assesses

16 We tried adding the log frequency of the base and derived forms as predictors to see whether
this had any effect the accuracy of the predictions but we were not able to find any noticeable
effects.
17 Technically cosine similarities can include 0 and 1, which is not covered in Beta regression,
but in practice our data contained neither zeroes nor ones.
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Tab. 5: Sample input to the Bayesian model for the pair of processes (-eur, -ment). The predic-
tor and target for which the performance observation was computed are shown for illustration,
they are not part of the input to the model.

Relation Predictor Target Cosine

base>eur accorder accordeur 0.640
base>eur verser verseur 0.580
… … … …
base>ment accorder accordement 0.849
base>ment verser versement 0.737
… … … …
textttment>eur accordement accordeur 0.493
ment>eur versement verseur 0.629
… … … …

the uncertainty of that estimation in the form of a posterior distribution, which
allows us to assess how strong the evidence for a difference in mean is.¹⁸

5 Results
In this section we discuss the results of the models. Instead of presenting coeffi-
cient tables we built conditional effects plots. A conditional effect plot shows the
expectedmean value for each predictor level, as well as the 95%uncertainty inter-
val (the interval where 95% of the posterior probability density lies). We conclude
that we have clear enough of a difference between two estimated means if the un-
certainty intervals do not overlap. Figures 15-18 show the conditional effects plots
for four pairs of processes which illustrate our findings. Plots for the remaining
pairs of processes can be found in the appendix.

First, Figure 15 shows the conditional effects plot for (-eur, -ment).We observe
that predictions between the base and -eur or -ment derivative are clearly better
than predictions between the two derivatives. Hence this pair of processes do not
provide evidence for the importance of a paradigmatic relation between deriva-
tives: formal bases are the best predictors of their derivatives.

In contrast, Figure 16 shows the best example of paradigmatic effects in our
sample. In this case, predicting the -isme lexeme from -iste, or the other way
around, was considerably easier than predicting either from the base. Interest-

18 See Gelman et al. (2013) and Gelman et al. (2020) for justification of the use of regression
models rather than classical hypothesis testing to assess uncertainty.
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base → ment:V>N

base → eur:V>N

ment:V>N → base

ment:V>N → eur:V>N

eur:V>N → base

eur:V>N → ment:V>N

0.5 0.6 0.7 0.8 0.9

cosine estimate

p
a

ir

Fig. 15: Comparing -eur and -ment suffixation.

ingly, in this case we also see that going from the semantics of the -isme and -iste
derived forms to the semantics of the base is considerably harder than going from
the base to the derived form.

A similar, although less extreme situation, is visible with -ier and -erie, as
shown in Figure 17. For this pair of processes, predicting between derived forms
was easier than predicting from the base, but the evidence is far from being over-
whelming: there is considerable overlap in the posterior distribution. Hence, even
though we do not see a big asymmetry as with -isme and -iste, the evidence ponts
in the direction of a paradigmatic effect. On the other hand, predicting the base
semantics from the semantics of the derived forms was somewhat harder.

The cases discussed so far have one property in common, namely that pre-
dicting derivative from base is easier than or equally difficult as predicting base
from derivative. Interestingly, this does not hold for all pairs of processes. Figure
18 shows the effects for conversion and -ment. In this case we see that predict-
ing between the derivatives is harder than predicting from the base, but also that
predicting the base semantics from derivatives is equally hard as the other way
around. This suggests that there is not a clear directionality of prediction between
base and derivative. While this is an interesting observation worthy of further in-
vestigation, it has no bearing on the theoretical distinction between classical and
paradigmatic approaches.
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base → isme:_>N

base → iste:_>N

isme:_>N → base

isme:_>N → iste:_>N

iste:_>N → base

iste:_>N → isme:_>N

0.5 0.6 0.7 0.8 0.9

cosine estimate
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Fig. 16: Comparing -isme and -iste suffixation.

base → er:_>N

base → erie:_>N

er:_>N → base

er:_>N → erie:_>N

erie:_>N → base

erie:_>N → er:_>N

0.5 0.6 0.7 0.8 0.9

cosine estimate

p
a

ir

Fig. 17: Comparing -ier and -erie suffixation.
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base → CONVERSION:V>N

base → ment:V>N

CONVERSION:V>N → base

CONVERSION:V>N → ment:V>N

ment:V>N → base

ment:V>N → CONVERSION:V>N

0.5 0.6 0.7 0.8 0.9

cosine estimate

p
a

ir

Fig. 18: Comparing conversion and -ment suffixation.

The preceding examples illustrate all the situations found in the data. Remaining
plots canbe found in the appendix, but are summarized inTable 6. For eachpair of
processes, the table indicates in the first two columns whether prediction of each
derivative is easier from the other derivative or from the base; a superior sign (‘>’)
indicates that there is clear evidence that it is, that is, the measured estimate is
higher and the uncertainty intervals do not overlap. An equal sign indicates that
there is no clear evidence either way, as the intervals overlap; an inferior sign indi-
cates that the evidence goes in the opposite direction.Using the same conventions,
the last two columns indicate whether prediction of a derivative from its base is
easier than prediction of the base from the derivative.

As the reader can check verify, only 1 out of the 10 pairs of processes provides
clear evidence for a paradigmatic effect (two ‘>’ signs in the first two columns);
however, only 4 are such that the base is clearly a better predictor of a class of
derivatives than another member of themorphological family (two ‘<’ signs in the
first two columns). In the remaining 5 cases, the evidence is somewhatmixed, and
the base has no clear privileged predictive status.
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Tab. 6: Summary of the evidence for paradigmatic relations.

D2→D1 D1→D2 B→D1 B→D2
vs. vs. vs. vs.

B→D1 B→D2 D1→B D2→B

(age:V>N, conversion:V>N) < < = <
(age:V>N, eur:V>N) = > < =
(age:V>N, ment:V>N) < < < =
(ant:V>A, ment:V>N) < < = =
(conversion:V>N, eur:V>N) < = > <
(conversion:V>N, ment:V>N) < < > =
(er:N>N, erie:N>N) = = < <
(eur:V>N, ion:V>N) = < = =
(eur:V>N, ment:V>N) = < = =
(isme:N>N, iste:N>N ) > > < <

6 Discussion
In Section 2 we contrasted the predictions of a theory of morphology purely based
on oriented base-derivative relations to one which recognizes other kinds of
paradigmatic relations. The former entails that, although there can be accidental
exceptions, at the level of the system the base should always be the best predictor
of a derivative within its family. The latter view on the other hand suggests that
for some processes this does not hold. Note the important lack of symmetry: the
paradigmatic view does not entail that formal bases are never good predictors,
but only that they need not be.

The results presented in section 4 hence provide exactly the kind of evidence
we were looking for: paired nouns in -isme and iste are undoubtedly better pre-
dicted by each other than by their common formal base. The data for -ier and -erie
nouns points in the same direction, although the evidence is less clear, probably
because of a smaller dataset. Note that it is unsurprising that -isme and -iste ex-
hibit paradigmatic effects, as they are the poster child for paradigmatic relations
in derivation (see e.g. Becker 1993; Booij 2010; Roché 2011a). On the other hand,
we are basing our conclusions here only on those cases where a formal base is
present, whereas much of the usual argumentation on these nouns focuses on
the large number of cases where no formal base is to be found. The novelty of this
paper is to provide an operational method to investigate contrasts of semantic
predictability in derivational families, which is only part of the relevant evidence.
The fact that none of the remaining 8 pairs of processes led to similar results is
not particularly concerning for the paradigmatic view, which predicts the exis-
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tence of strong predictability among derivatives, not their high prevalence; after
all, if theywere highly prevalent, therewould be no debate. However, the gradient
of predictability we have observed suggests a direction for future work: once we
have clearly established the reality of systematic paradigmatic relations among
derivatives, it is worth exploring why these are on average less reliable than those
between bases and derivatives.

While this does not directly address our main research question, another
interesting observation concerns the interpredictability of bases and derivatives.
Our expectation is that bases be better predictors of their derivatives than the
other way around. Derivatives tend to be less polysemous than their bases, either
because the derived meaning elaborates on a single sense of the base (Fradin &
Kerleroux, 2003); or, when that is not the case, because the distribution of senses
is less uniform in derivatives (Anselme et al., 2021). In addition, derivatives tend
to be less frequent than their bases (Harwood & Wright, 1956; Hay, 2001), giving
them less room for a variety of uses (and in particular for polysemy). Finally,
Kotowski & Schäfer (2023) provide direct distributional evidence that derivatives
resulting from the same process tend to be semantically less diverse than the
bases they derive from. As a result of these observations, we expect the larger
diversity of base semantics to impair the predictability of their meaning from the
derivative’s meaning.

This prediction is largely borne out in our data: we find clear evidence for
higher predictability in the base-derivative direction in 8 cases out of 20, and clear
evidence to the contrary in only 2 cases, which both correspond to different sam-
ples of verb to noun conversion. This is probably not an accident. First, conversion
is generally assumed to be more polysemous than affixal processes (Plag, 1999;
Tribout, 2010a), to the point that some have argued it to be essentially semanti-
cally unconstrained (e.g. Clark & Clark 1979 and Aronoff 1980 on noun to verb
conversion). Second, deciding on the orientation of conversion is notoriously dif-
ficult: for the relationship between nouns and verbs in French, after careful em-
pirical consideration, (Tribout, 2020) concludes that orientation is undecidable
in a majority of cases. These two observations lead us to expect conversion to be-
have differently fromother processes: while it would be very interesting to explore
the situation in more detail, and understand why and how exactly conversion is
different, the empirical results on directionality are overall compatible with our
expectations.

One limitation of the present study is that we have not provided evidence that
the cosine similarity between predicted and actual vectors does indeed reflect se-
mantic unpredictability. Establishing this is not trivial: the quality of our vectors
is clearly variable, all the more so because we used a very low frequency thresh-
old for inclusion in the dataset, in the interest of getting enough types. As a result,
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there aremany individual caseswhere it is unclear why thewords are judged to be
predictable or unpredictable. Given this situation, only a quantitative evaluation
of average correlation between human unpredictability judgements and model
predictionswould truly allow us to assess quality. This is clearly beyond the scope
of the present paper.

In the absence of such hard evidence, the best we can do here is to provide
some circumstantial evidence that the models are capturing relevant distinctions.
Focusing on -isme and -iste derivatives, we looked manually at extreme cases of
quality of prediction of -iste derivatives from the base or from the -isme derivative.
Among the 10 -iste derivatives that are best predicted from the base, we find cases
like biologiste ‘biologist’ and dynamiste ‘dynamist’. In the first instance, the corre-
sponding biologisme names a specific philosophical doctrine. The noun biologiste
can name a follower of that doctrine, but it also has a much more general and
frequent meaning transparently related to that of the base biologie ‘biology’. Con-
versely, dynamiste names a follower of the doctrine of dynamisme, but dynamisme
‘dynamism’ also has a more general and more frequent meaning that relates read-
ily to the base adjective dynamique ‘dynamic’. At the other end of the spectrum,
cases where predictability of the -iste derivative from the isme derivative is maxi-
mal while predictability from the base is minimal typically involve an adjectival
base with a fairly broad meaning (social ‘social’, individuel ‘invidual’) or that is
clearly polysemous (e.g. gauche ‘left side’, ‘political left’) and the -isme and -iste
derivatives name two closely related concepts of a doctrine and a follower of that
doctrine, that is more specialized than the meaning of the base.

To sum up then, although a more thorough evaluation would be in order, a
superficial examination of model predictions suggests that these do capture the
relative predictability of different pairs of lexemes, and hence that these can be
trusted as informing us on the existence of semantically stable paradigmatic rela-
tions.

A second limitation of this study is that we ignored two important phenom-
ena at the core of contemporary research on derivational semantics, as is evident
fromother chapters in this volume. First, affix polysemy (see e.g. Lieber 2023; Plag
et al. 2023; Schäfer 2023) is not taken into account directly: our vectors lump to-
gether tokens of a lexeme corresponding to different senses, and no effort has
been made to select monosemous lexemes for analysis. It is hence possible that
our results are influenced by different affixes exhibiting different degrees of poly-
semy, leading to different levels of predictability. Second,we also abstracted away
fromaffix rivalry (see e.g.Plag et al. 2023; Huyghe et al. 2023), which could have an
incidence on predictability among derivatives: if there is truly rivalry between two
processes, thenwe expect the semantic contrasts between doublets to be random,
leading to poor interpredictability. In both cases, we were limited by the lack of
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good operationalizations of the relevant variables (sense distributions in corpus
data, degree of polysemy of affixes, degree of rivalry of affixes). We are hopeful
that future research will overcome these limitations.

7 Conclusion
In this paper we first reviewed the literarure on derivational paradigms. After
exhibiting various types of morphological facts that are taken as evidence for
paradigmatic relations in derivation, we highlighted the existence of two differ-
ent tradition for integrating these relations in morphological theory, typified by
seminal work by Marle (1984) and Robins (1959) respectively. We then argued
that while the literature provides many examples of anecdotal evidence for the
importance of paradigmatic relations, systematic evidence was required for the
relevant phenomena not to be dismissed as epiphenomenal and hence outside
the focus of morphological theory.

We proposed to use distributional semantics to provide exactly that type of ev-
idence: systematic paradigmatic relations should give rise to strong semantic pre-
dictability among derivatives, which can be operationalized using distributional
methods.Wewent on to examine 10 pairs of processes in French derivationalmor-
phology, and showed that for at least one of these, we have clear evidence that on
average, pairs of derivatives are more interpredictable than either is predictable
from their common base. This is precisely the kind of systematic paradigmatic re-
lation we were looking for. In that sense, we have thus provided strong evidence
that paradigmatic relations among derivatives from a common base cannot be dis-
missed as epiphenomenal.

It is worth noting thatwe have only examined one type of evidence bearing on
the reality of derivational paradigms. Although various configurations challeng-
ing the conventional view of derivation as grounded in oriented base-derivative
relations were identified in section 2, we focused entirely on the particular situ-
ation of paired derivatives with a common and well-attested base. As such our
conclusions are inherently limited: in particular they have little bearing on the
distinction between approaches that take paradigmatic relations to be secondary
to ordinary morphology, in the tradition of Marle (1984), and those that conceptu-
alize all derivational relations as paradigmatic, in the tradition of Robins (1959).
However, we have exemplified how distributionalmethods can be used to bear on
investigating structured morphological relatedness quantitatively. We hope this
study to lay the groundwork for a larger research program that would address em-
pirically the challenges raised by paradigmatic structure in word formation.
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Appendix: Remaining conditional effect plots
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Fig. 19: Comparing -ant and -ment suffixation.
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base → age:V>N

base → CONVERSION:V>N
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Fig. 20: Comparing conversion and -age suffixation.
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Fig. 21: Comparing conversion and -eur suffixation.
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Fig. 22: Comparing -age and -ment suffixation.
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base → eur:V>N

base → ion:V>N
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ion:V>N → base

ion:V>N → eur:V>N
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Fig. 23: Comparing -eur and -ion suffixation.
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Fig. 24: Comparing -age and -eur suffixation.
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Splitting ‐ly’s: Using word embeddings to
distinguish derivation and inflection

Abstract:Whether the relation of base and -ly forms in seemingly regular pairs like
quick/quickly and clever/cleverly represents an instance of derivation or inflection
has been widely debated. This paper starts from the observation that these two
cases are actually not parallel, hypothesizing that pairs from the class of SPEED ad-
jectives show features of inflection, but pairs from the class of HUMANPROPENSITY
adjectives show features of derivation. This hypothesis is explored using distribu-
tional semantics, employing different embeddings across three studies. Results
show that the classes show a clear distributional difference in terms of the contri-
bution of -ly, but the difference does not obtain across all studies, and not always
as expected, indicating that a binary contrast inflection/derivation is too simplis-
tic.

Keywords: derivation, inflection, semantics, distributional semantics, adjective,
adverbial, English

1 Introduction
Whether the relation of bases and -ly forms in pairs like quick/quickly in English
represents an instance of derivation or inflection has been widely debated, with
Bauer et al. (2013, 536) “concluding that the evidence is inconclusive”. As far as
semantics is concerned, the relationship between the two forms is seen as com-
pletely regular (a few opaque exceptions aside), with -ly carrying no lexical mean-
ing (Plag 2018, 200, Giegerich 2012). This complete regularity is surprising when
considering that the items forming the pairs involved come from very different ar-
eas, and that the prototypical usage of the base form as attributive modifier and
of the -ly form as adverbial modifier usually involves the combination with heads
whose referents come from very different domains. To illustrate, take the exam-
ples in (1), with (1-a) showing pairs from the SPEED class and (1-b) showing pairs
from the HUMAN PROPENSITY classes (for these classes, cf. Dixon 1982).

(1) a. quick/quickly, swift/swiftly
b. jealous/jealously, clever/cleverly
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Adjectives from the SPEED class in their attributive usage are typically combined
with nouns referring to events, and in their adverbial usage, the verbs they com-
bine with typically also refer to events. In contrast, adjectives from the HUMAN
PROPENSITY class are typically combined with nouns referring to human refer-
ents, whereas verbs never have human referents. Intuitively, it therefore seems
that going from usages of the base form to usages of the -ly form involves much
less adjustment for the pairs in the SPEED class than for the pairs in the HUMAN
PROPENSITY class.

In this paper, I argue that a closer look at the semantics involved suggests
that the SPEED pairs show typical properties of inflection and the HUMAN PROPEN-
SITY pairs typical properties of derivation. Three studies explore the extent to
which this idea is reflected quantitatively when using distributional semantics
measures.

2 Background
To set the stage for the empirical studies using distributional semantics, Section
2.1 outlines the relevant connections between adjective classes and the usage of
their members as adverbial modifiers, Section 2.2 introduces distributional se-
mantics and looks at approaches to the distinction between inflection and deriva-
tion in distributional semantics, and Section 2.3 outlines the expectations and
hypotheses for the following studies.

2.1 Adjective classes and adverbial modification

That the relationship across base/base-lypairs differs dependingon the semantics
of the adjectives involved is already discussed in Dixon (1982). He distinguishes
seven semantic types for the word class ‘adjective’ in English: DIMENSION, PHYS-
ICAL PROPERTY, COLOR, HUMAN PROPENSITY, AGE, VALUE, and SPEED. Discussing
their properties as derived adverbs (under which term he also subsumes the -ly
forms), he notes that only three of them, HUMAN PROPENSITY, VALUE, and SPEED,
have the same, non-metaphorical lexical meaning as the adjective. In terms of
their adverbial functions, HUMAN PROPENSITY forms occur as manner and sen-
tence adverbials, and can also modify adjectives, cf. the examples in (2), drawn
from the Corpus of Contemporary American English (COCA, Davies 2008–).

(2) a. When Nixon cleverly halted the draft of 18-year olds in the early 70s,
that took the backbone out of the anti-war movement […] [COCA]
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b. This team was very cleverly assembled by Checketts. [COCA]
c. Themonster itself is unique in design and cleverly ambiguous,making

it all the more scary. [COCA]

Cleverly in (2-a) functions as a sentence adverbial, giving rise to paraphrases like
It was clever of Nixon that he halted the draft …. In (2-b), cleverly functions as a
manner adverbial (…was assembled in a clever manner). The semantic function of
cleverly in (2-c) seems somewhat similar to that of a manner adverbial, but since
no explicit eventive target is given, contextual contextual information is needed
for successful interpretation, yielding plausible readings like designed in a clever
way to look ambiguous.

VALUE forms can also modify adjectives, but otherwise occur only as manner
adverbials. And SPEED forms only occur as manner adverbials, cf. (3).

(3) With an easy payment system, even a small business can quickly process
payments. [COCA]

This study focuses on just the HUMAN PROPENSITY and the SPEED class, not only
because they provide the clearest contrast within the three groups with non-
metaphorical lexical meanings already on Dixon’s criteria, but because they also
show the clearest semantic differences: HUMAN PROPENSITY adjectives are predi-
cates that apply prototypically to humans, that is, physical objects, while SPEED
adjectives are prototypical predicates of events (Pustejovsky 1995, Bücking &
Maienborn 2019, Schäfer 2021).

This difference places themat opposite endswhen it comes to the prototypical
functions of the base forms and the -ly forms: The prototypical usage of adjectives
in their base forms is their usage as attributive modifiers in nominal modification.
Prototypical noun referents, in turn, are physical objects. In contrast, the proto-
typical usage of -ly forms is their usage as verb modifiers, and prototypical verb
referents are events.

In terms of semantic fit, it is straightforward for the SPEED class to modify
verbs, because the adjectives are event predicates to begin with. In contrast, this
is not straightforwardly possible for members of the HUMAN PROPENSITY class:
there needs to be an intermediate step that allows one to connect them to events.
This difference becomes apparent when taking a closer look at a few examples
from each class.

Before turning to this difference, a quick reminder that both adjective classes
also share an important property since they both are subsective adjectives whose
interpretation is always relative to some scale or measure provided either by the
linguistic or the extra-linguistic context: a quick answer by a child may take more
time than a slow answer of an adult, and clever children are judged as such in
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comparison to the relevant age-group (see Schäfer 2018, 79–81 for discussion and
literature).

So, where does the difference between the classes show up? Let’s start with
members of the SPEED class, cf. (4), and features related to them being event pred-
icates.

(4) a. to run quickly/swiftly
b. to answer quickly/swiftly

The combination between verb and -ly form gives rise to transparent and regular
combinations: the event as a whole or subparts thereof only took a short amount
of time. Depending on whether they relate to subparts of events or to events as a
whole, or to the position of an event relative to a point in time they may receive
different readings, but these readings are closely connected. In all cases, SPEED
adjectives are directly connected to events, not to the ‘way’ or manner of an event.
Further, across the usages, they target the same, temporal, dimension (hence the
label ‘one-dimensional’ in Schäfer 2013, 55–57), and are consequentially given
uniform analyses in the theoretical literature (cf. Rawlins 2013 and Koev 2017 on
quickly).

As Schäfer (2021) shows for a subset of speed adjectives considered here
(quick, rapid, slow, speedy and swift), speed adjectives in their prototypical at-
tributive usages combine with nouns that refer to events. This preponderance of
attributive combinations with heads referring to events is reflected in the exis-
tence of many instances where morphologically related heads occur across both
forms, cf. (5).

(5) a. quick glance/to glance quickly
b. swift movement/to move swiftly

Importantly, the events referred to are in both cases the same, only the realization
via a nominal vs a verbal construction differs.

Combination of HUMAN PROPENSITY formswith verbs, in contrast, differ in all
these respects from the SPEED adjectives: First, they do not give rise to transparent
and regular combinations, cf. (6).

(6) a. to run cleverly/jealously
b. to answer cleverly/jealously

It is relatively openwhich eventswould count as instances of clever or jealous run-
ning, and the same holds for answering events. This holds even more across the
two events of running and answering: the actual properties of the events that lead
to them being assessed as reflecting cleverness or jealousymight be very different.
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Cooccurrence with morphologically related heads is possible, but only for
those cases where the head nouns refer to events, cf. (7).

(7) a. jealous taunt/to taunt jealously
b. clever answer/to answer cleverly

But prototypical attributive usages of HUMAN PROPENSITY adjectives combine
with head nouns that refer to humans. By their very nature, these do not come
with verbal counterparts, cf. (9).

(8) a. jealous husband/?
b. clever girl/ ?

That -ly forms from the HUMAN PROPENSITY class are one step removed from the
events they modify is also evident in the paraphrases for their usages as sentence
and manner adverbials. For the sentential usage, the standard paraphrase It was
ADJ of X that … clearly ties the meaning contribution of the -ly form to a person.
The paraphrases for the manner usage require the introduction of the underspec-
ified way/manner placeholders in an X manner/The way that ... was ADJ. Again,
what exactly counts as a clever/jealous manner or way is left open, and might, in
addition, involve several aspects and dimensions of the event involved. Both ad-
verbial usages are clearly distinct from each other. In fact, in a related language
like German,which generally showsmuch similarity to English in itsmodification
system, the two adverbial usages are typically realized by different forms,with the
sentential usage employing the derivational suffix -erweise.

These clear differences between the two classes are behind the core idea of
this paper: when a member of the SPEED class is used adverbially, it can be di-
rectly combined with the verb, no implicit intermediate step is necessary, the pro-
cess is semantically regular and -ly onlymarks the grammatical function. In other
words, it has all the hallmarks of a standard inflectional relationship. In contrast,
for members of the HUMAN PROPENSITY class, an intermediate step is needed, the
relationships between bases and -ly forms are not semantically regular, and -ly
does not only mark grammatical function: these processes are thus similar to typ-
ical cases of derivation.

2.2 Derivation vs. inflection in distributional semantics

This paper explores two ideas to get at the derivation vs. inflection difference in
distributional semantics. One rests on the link between derivation and inflection
on the one hand and the stability of contrast on the other hand, following Bonami
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& Paperno (2018). The second strain exploits different implementations of word
embeddings to investigate the issue. Before introducing these two approaches in
more detail, the next section provides a short introduction to distributional se-
mantics and studies using it to investigate morphology.

2.2.1 Distributional semantics

Distributional semantics is based on the idea that the context in which a word ap-
pears characterizes its meaning. This approach easily lends itself to assessments
of the meaning similarity of words; Sahlgren (2006, 21) captures this in his formu-
lation of the distributional hypothesis: “Words with similar distributional proper-
ties have similar meanings”.

Key to the computational implementation of this idea is the step of encoding
the distribution of a word by means of a vector in geometrical space. We can illus-
trate this with the help of a toy example where we build vector representations
for the three -ly forms quickly, rudely and swiftly by considering their occurrences
in three different contexts: cooccurring with either the verbs move, or decide, or
follow. Let’s assume we tabulated the cooccurrences as in table 1, where the first
cell tells us that quickly cooccurred 4 times withmove.

Tab. 1: Toy example illustrating the first step in creating a simple distributional model: collect-
ing cooccurrence counts for the target words, here the cooccurrences of the three -ly forms with
the three verbs follow, decide, andmove.

move decide follow total

quickly 4 3 1 8
rudely 2 1 4 7
swiftly 3 4 1 8
total 9 8 6 23

Wenow take the cooccurrence counts to represent vectors, so that the vector (4,3,1)
represents the word quickly. Figure 1 illustrates how these vectors can be mapped
into geometrical space: the context words, here move, decide, and follow, repre-
sent the dimensions of the vector space, and the cooccurrence counts with the
-ly forms determine the length and directionality of three vectors, each of which
encodes the distribution of the corresponding lexeme.

This simple three-dimensional space also allows us to demonstrate the most
commonmeasure to assess the semantic similarity betweenwords: the cosine sim-
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𝑚𝑜𝑣𝑒
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(3,4,1)
swiftly

(2,1,4)
rudely

(4,3,1)
quickly

𝜙

𝜙(quickly/swiftly) = 16∘

cos(16∘) = 0.96
𝜓(quickly/rudely) = 50∘

cos(50∘) = 0.64

Fig. 1: A three-dimensional space showing the distributional vectors of quickly, swiftly and
rudely based on the toy data in table 1. The three dimensions stand for the cooccurrences with
the three verbsmove, follow, and decide.

ilarity. The cosine similarity is simply the cosine of the angle that holds between
any two vectors. In the example, the angle 𝜙 between the vector for quickly and
the vector for swiftly is 16∘, taking the cosine yields the cosine similarity of 0.96,
very close to the highest possible value of 1. In contrast, the vectors of quickly and
rudely are far less similar on this measure, the angle 𝜓 of 50∘ resulting in a cosine
similarity of 0.64.

Buildingon this simplemodel, itwill becomeclear that this approach cannow
be fine-tuned inmyriad ways. To start with, the context used for the cooccurrence
counts can be varied. This parameter, often referred to as context window, can
be set to anything from whole documents, paragraphs and sentences to just five,
four, three, or even one word either to either side or one side of the target word.
Further, the corporausedmight bemorphologically or syntactically pre-processed
(e.g., part-of-speech-tagged, lemmatized, or parsed into dependency trees).

A further parameter is the contextwords themselves. Already early implemen-
tations of distributional semantics were based on a very large number of dimen-
sions, for example the top 10,000 content words of a language, but other numbers
are possible. And instead of raw cooccurrence frequencies, some sort of normal-
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ization is usually employed. A common method is the transformation of the raw
counts into pointwise mutual information or similar measures. For example, the
numbers in table 1 can be transformed from their raw frequencies to pointwisemu-
tual information (with logarithm) by using the probabilities of the occurrences of
the words involved in the corpus, cf. the formula in (9) (see Turney & Pantel 2010;
this normalization is also used in Kotowski & Schäfer 2023 in this volume).

(9) 𝑝𝑚𝑖𝑖𝑗 = 𝑙𝑜𝑔 ( 𝑝𝑖𝑗
𝑝𝑖𝑝𝑗

)

Using our toy example from above and taking the table to represent our whole
corpus, the probability of encountering quickly in the context ofmove is 4/23, the
overall probability of encountering our target word quickly is 8/23, and the prob-
ability of encountering the context word move is 9/23, leading to a pmi value of
0.35, cf. (10)

(10) 𝑝𝑚𝑖quickly/move = 𝑙𝑜𝑔 ( 𝑝quickly/move
𝑝quickly × 𝑝move

) = 𝑙𝑜𝑔 ( 4/23
(8/23) × (9/23) ) = 0.35

A further common manipulation is the application of dimension reduction tech-
niques by which the number of dimensions is reduced to smaller numbers, often
300 dimensions (cf. Latent Semantic Analysis, Dumais 2004). Since the publica-
tion of the word2vec algorithm (Mikolov et al., 2013), word vectors are most often
created via machine learning, and many thus trained vector sets are freely avail-
able. In a comparative study by Baroni et al. (2014), these vectors, often called
embeddings, on average outperform the count models (cf. also there for compar-
isons of the effects of different parameter settings ofmany of the other parameters
mentioned above). In this paper, three different sets of such pretrained vectors are
used, two sets fromLevy&Goldberg (2014), and, in Study 3, a set of vectors trained
with fastText (Mikolov et al., 2017).

Within distributional semantics, there has been clear focus on word forma-
tion, either via derivation or via compounding. For an overview onwork on deriva-
tion, cf. Boleda (2020) and, in this volume, Kotowski & Schäfer (2023) and Bonami
&GuzmánNaranjo (2023). Reddy et al. (2011) is an early study comparing different
means of vector composition and their relation to semantic transparency in En-
glish compound nouns. Vector composition in this context refers to various ways
inwhich twovectors canbe combined into anewvector,withperhaps the simplest
way being vector addition: two vectors are combined by simply adding up their
numbers. Taking again quickly and swiftly from our toy example above, vector ad-
dition would yield a new vector quickly+swiftly of ((4 + 3),(3 + 4),(1 +1)) = (7,7,2) . A
slewof recent studies on compoundnouns in English andGerman combines ideas
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from previous work on derivation in distributional semantics (Marelli & Baroni,
2015) with psycholinguistic approaches to conceptual combination (Marelli et al.
2017 and Günther & Marelli 2021 for English and Günther et al. 2020 for German).
Inflection itself has not been focused on so much. Mikolov et al. (2013), the study
introducing the word2vec algorithm, used a test set with words related by five se-
mantic and nine syntactic relations to validate their approach. The syntactic part
contains five different inflectional relations across the whole spectrum available
in English (positive forms of adjectives compared to the corresponding compara-
tive and superlative forms, plain forms of verbs compared to their -ing, past tense,
and3rdperson sg forms, andnouns in the singular to their plural forms), aswell as
-ly, the affixof interest here. The analogy task they usedwill also be used in this pa-
per, see Section 4. Together, theseworks convincingly show that both derivational
aswell as inflectional relationships canbe capturedwith thehelp of distributional
semantics. However, none of these works directly targets the difference between
inflection and derivation. This is the focus of Bonami & Paperno (2018), to which
we now turn, followed by the discussion of Levy & Goldberg (2014), whose work I
will also use to explore possible differences in the behavior of base/-ly pairs.

2.2.2 Derivation and inflection in terms of stability of contrast

Bonami & Paperno (2018) provide a very careful operationalization of the differ-
ences between inflection and derivation in terms of quantitative aspects accessi-
ble through distributional semantics measures. They start out by discussing the
list of five criteria from Stump (1998, 14–18), cf. (11), and it is helpful to go through
this list again here for the special case of -ly forms.

(11) a. change in lexical meaning or part of speech
b. syntactic determination
c. productivity
d. semantic regularity
e. closure

Plag (2018, 200-201), who also goes through these criteria for -ly, acknowledges
some exceptions (e.g. hard/hardly), but holds that pairs like slow/slowly and ag-
gressive/aggressively show no change in lexical meaning. Is there a part of speech
change? Plag argues that this could be called into question on the grounds that
there are theories taking adjectives and adverbs to belong to the same underlying
category. But even if one accepts that there are two distinct wordclasses adjective
and adverb, this criterion is still not helpful for the base/-ly pairs, because the an-



268 | Schäfer

swer clearly hinges on the overall decision inflection/derivation. Since inflection
by definition never leads to a part of speech change, an analysis of the relation
between base and -ly form as inflection amounts to no change in part of speech,
the -ly form would count as just a further adjectival form. In contrast, when one
adheres to the traditional classification of forms like slowly and aggressively as
belonging to the separate lexical category of adverbs, there is of course a part of
speech change. But since this issue, that is, whether the relation between base
and -ly forms resembles one of inflection or one of derivation, is exactly what we
are investigating here, the criterion of part-of-speech-change by itself cannot be
used as a diagnostic. For syntactic determination, Plag points to the requirement
to use the -ly-form in adjectival and verbal modification, and, in contrast, the un-
acceptability of the -ly form in attributive position.

As far as productivity is concerned, he notices only few exceptions (*fastly,
*goodly), and semantic regularity, discussed by him in terms of semantic trans-
parency, is again given, save exceptions like the above-mentioned hardly. Finally,
-ly closes the word for further derivational processes, assuming that compara-
tive and superlative formation are themselves instances of inflection. While Plag
(2018) concludes that most points speak against a classification as a derivational
suffix, he notes that this data shows that the distinction is not categorical. Taking
a stronger stance, Giegerich (2012) argues that the evidence is solidly in favor of
an inflectional analysis. Payne et al. (2010) are proponents of a derivational analy-
sis. While my focus here will be on the semantic aspects, Payne et al. (2010) show
that the criteria of syntactic determination, productivity, and closure are in fact
not so clear-cut guiding posts to distinguish between inflection and derivation.

Bonami & Paperno (2018) point out that Stump’s criteria are “formulated in
terms of high-level morphological notions that are not easy to operationalize”. Of
special interest for the present paper is their point that it is unclear how to de-
cide on what is lexical vs. not-lexical in meaning, and what counts as semantic
regularity. They focus on this last point and provide an operationalization of the
semantic regularity criterion in terms of stability of contrasts, as given in (12) (=
Bonami & Paperno’s (2)):

(12) Stability of contrast: the morphosyntactic and semantic contrasts be-
tween pairs of words related by the same inflectional relation are more
similar to one another than the contrasts between pairs of words related
by the same derivational relation.

Bonami & Paperno explored this criterion by looking at sets of triplets of <pivot,
inflectionally related form, derivationally related form> in French. They found
that overall the contrasts between inflectionally related forms were more stable.
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Approaching a single affix, here -ly, in terms of derivation and inflection requires
a slight adaption of their approach, since I am interested in whether the stability
of contrast is different across ly-pairs from different semantic classes.

2.2.3 Inflectional and derivational contrasts in terms of topical and functional
similarity

The second approach I use to explore the difference between the lexical classes ex-
ploits differences between different types of word embeddings, one focusing topi-
cal similarity, and one focusing functional similarity. Levy &Goldberg (2014) com-
pare word embeddings trained using a standard bag-of-words SKIPGRAM model
on the English Wikipedia as a corpus with embeddings arrived at by using a gen-
eralization of that model trained on a dependency-parsed version of the same
corpus. They note that “[…], the bag-of-words nature of the contexts in the ‘origi-
nal’ SKIPGRAMmodel yieldbroad topical similarities,while thedependency-based
contexts yield more functional similarities of a cohyponym nature” Levy & Gold-
berg (2014, 303). They “expect the syntactic contexts to yieldmore focused embed-
dings, capturing more functional and less topical similarity.” The reason for this
expectation is that bag of words embeddings (henceforth: bow) ignore the syntac-
tic function of context words, while dependency based embeddings (henceforth:
deps) take the syntactic function into account.

In their own qualitative evaluation, they compare the fivemost similar words,
the nearest neighbors, of a set of six target words. If there are differences between
the embeddings, the bow embeddings usually find associates, and deps embed-
dings findwords that behave similarly. For example, the topfivenearest neighbors
for the adjective object-oriented are exclusively other adjectives on the deps em-
beddings, while on the two bow embeddings tested they contain two nouns each.
In a quantitative investigation, Levy & Goldberg used the WordSim353 dataset
(Finkelstein et al., 2002), split for similarity and relatedness (Agirre et al., 2009).
Among the topmost similar pairs in this dataset are mostly synonyms, e.g. mid-
day/noon, money/cash, and journey/voyage. In other words, items that have the
same meanings and can be used in the same syntactic contexts. Examples for
highly related pairs in this dataset are environment/ecology, money/bank, and
law/lawyer. These pairs are highly associated with each other but clearly differ
in meaning. They can often not be used in the same syntactic contexts. Deps
embeddings have a clear tendency to rank the similar words higher (in terms of
the cosine similarity of the pairs) than bow embeddings.

Howdoes this relate to the -ly pairs of interest here? The link becomes obvious
when taking clear cases of inflection and derivation, and the first criterion from
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Stump’s list, cf. (11), change in lexical meaning or part of speech. Word pairs re-
lated by derivation are typically semantically associated, but they are not seman-
tically similar. Prototypically, their meanings and their part of speech changes
(law/lawless), they cannot occur in the same syntactic contexts and are in this
way functionally different. In contrast, inflectionally related forms keep the same
meaning and are, in terms of semantic similarity, on par with synonyms. That
means that on deps embeddings, wordpairs related by inflection should be more
similar to each other than wordpairs related by derivation in comparison to the
same word pairs on bow embeddings. Consequently, if the hypothesis is correct
that the relation between pairs from the SPEED class resembles inflection and the
relation between pairs of the HUMAN PROPENSITY class resembles derivation, the
pairs are expected to show marked differences when comparing the similarities
across the two types of embeddings.

2.3 Expectations and hypotheses

Because I expect the SPEED pairs to show characteristics typical of inflection and
the HUMAN PROPENSITY pairs to show characteristics typical of derivation, I hy-
pothesize that
1. Regardless of the embeddings used, the SPEED pairs show stable contrasts,

while the HUMAN PROPENSITY pairs do not show stable contrasts.
2. Any contrast between the two classes will in general be clearer on the deps

embeddings than on the bow embeddings.

These expectations are explored in two studies. Study 1 focuses on similarities
and correlationswithin the classes, and Study 2 focuses on the performance of the
pairs in the two classes in an analogy task. These two studies are complemented
by a third study that uses distributional vectors containing information about the
internal make-up of the words represented by the vectors.

3 Study 1: Within-class similarities and
correlations in bow and deps embeddings

The first study explores differences relating to the stability of contrast by compar-
ing the two adjective classes in terms of:
a) their variation in average similarity and
b) their pair internal correlations.
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In both cases, differences between the bow and deps embeddings are additionally
considered.

Hypothesizing that HUMAN PROPENSITY pairs behave like derivationally con-
nected forms and SPEED pairs like inflectionally related forms, the expectation is
that the latter show stable contrasts in direct comparison. More concretely, I pre-
dict:
a) Stability of contrasts across pairs

On average, the relationship between base and -ly forms is more stable for
pairs from the SPEED class. The semantic similarities between themembers of
each pair should be more similar for the SPEED class. Therefore, the variation
around themean similarities should be lower for these pairs than for the pairs
from the HUMAN PROPENSITY class.

b) Stability of contrasts for pairs within their classes
Class internal similarities should be kept intact for the SPEED class, but not for
the HUMAN PROP class. For example, if quick within its class is most similar
to rapid, then I expect that similarly quickly is within its class most similar to
rapidly. This expectation follows from the stability of contrasts: since the shift
in the semantic space is expected to be similar across the pairs, the relative
similarities should remain the same.

Both predicted results are expected regardless of the embedding, but I expect a
clear difference between the two embeddings with regard to each other: For hy-
pothesis a), I expect that when directly comparing the similarities between the
pairs on the deps embeddings with those on the bow embeddings, the SPEED
pairs are more similar, but the HUMAN PROP pairs are less similar. This expecta-
tion comes from the focus on functional similarity of the deps embeddings and
the complementary focus on topical similarity of the bow embeddings. Since the
pairs of the SPEED class are expected to show characteristics of inflection, they
should be more similar on the deps embeddings then on the bow embeddings.
For hypothesis b), the contrast between the two classes is expected to be more
clear on the deps embeddings. Again, this follows from the functional vs. topical
focus of the two embeddings and the hypothesis that the SPEED class pairs show
characteristics of inflection. With their focus on functional similarity, the deps
embeddings should show even less variation in the rankings across the pairs for
the SPEED class, while there should be more variation across the pairs in the HU-
MAN PROPENSITY class, again in comparison to the bow embeddings.



272 | Schäfer

3.1 Study 1: Materials and techniques

To represent the two adjective classes, samples of 11 pairs of SPEED and 11 pairs of
HUMAN PROPENSITY base/-ly pairs were used, cf. table 2 for the 22 base forms.

Tab. 2: Adjective base forms by class

adjective class adjectives

SPEED brisk, hasty, hurried, prompt, quick, rapid, rhythmical, slow, speedy,
sudden, swift

HUMAN PROP clever, cruel, eager, generous, greedy, happy, intelligent, jealous,
proud, rude, shrewd

The sample contains the maximum number of pairs that fall into the SPEED class;
Dixon himself just gives fast, quick, and slow as examples and speaks of a few
more (fast is not used here because it does not form a base/-ly pair). Extending
the class to 11 was achieved by selecting similar terms using thesauri. Note that
this procedure led to the inclusion of items like e.g. rhythmical and sudden, which
at first might strike one as odd members of this class. But considering the under-
lying semantics, both fit quite well: rhythmical is clearly targeting only the tempo-
ral dimension of an event, or more specifically, of subevents within a larger event,
and sudden likewise targets the temporal dimension, this time not of subparts of
the event, but of an event in relation to a contextually given point in time. Both of
these aspects also occur in usages of quick, which served as a prototypical exam-
ple above: a quick decision often refers to a decision made after a short amount
of time relative to a contextual reference point, it is here similar to typical usages
of sudden, and a quick beat refers to a beat with sequences repeating after short
intervals in time, similar to rhythmical in targeting repeated subevents. To keep
the sample sizes comparable, the HUMAN PROPENSITY pairs were also capped at
11 (of these, seven are already listed by Dixon).

Two sets of pre-trained vectors from Levy & Goldberg (2014)¹ were used (cf.
their paper for further details):
– bow: 183,870 embeddings trained on the English Wikipedia using a 5-word

window and the original word2vec skip-gram implementation, with the neg-
ative sampling parameter set to 15, and 300 dimensions.

1 See https://levyomer.wordpress.com/2014/04/25/dependency-based-word-embeddings/.
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– deps: 174,015 embeddings trained using a modified skip-gram algorithm,
trained on the dependency-parsed version of the same corpus, again with
300 dimensions.

Levy & Goldberg (2014) also provide embeddings using a 2-word window. As their
own study shows that the results from using these fall in-between the 5-word win-
dow and the dependency trained vectors in their qualitative and quantitative as-
sessments, they are not considered here, as I am interested in maximal differenti-
ating behavior.

To assess the similarity of two vectors, cosine similarity is used. All calcu-
lations of cosine similarities and vector manipulations were done with Python,
all statistical analysis was done with R. All code used in producing the analyses
here and in Studies 2 and 3 is available here: https://doi.org/10.6084/m9.figshare.
19093496.v2.

3.2 Study 1: Results

3.2.1 Hypothesis a): contrasts across pairs

Table 3 shows the average similarities alongwith the standard deviations between
the pairs in the SPEED and HUMAN PROPENSITY classes.

Tab. 3: Average pairwise similarities in the two classes of adjectives by embedding

adjective class BOW DEPS

mean median SD mean median SD

SPEED 0.45 0.44 0.143 0.47 0.48 0.108
HUMAN PROP 0.48 0.47 0.072 0.40 0.39 0.052

The standard deviation in the HUMAN PROP class similarities is lower than the
standard deviation for the SPEED class. This holds across both embeddings. The
differences in variation are significant in both cases (F = .26, p = .04274 and F =
.23, p = .02981, respectively). This finding is not in line with hypothesis a), which
predicted less variationwithin the SPEED class.Whenwe turn to the changes in av-
erage differences resulting from using the different embeddings, the results are in
line with the prediction: On the deps embeddings, the SPEED pairs are on average
more similar than on the bow embeddings (0.47 vs. 0.45). For the HUMAN PROPEN-
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Tab. 4: Beta regression model for the cosine similarities between the pairs on both embed-
dings, with the pairs as random effects and the HUMAN PROPENSITY class and the bow vector
space as reference levels. (Parametric coefficients with logit link function, adjusted R-squared:
0.749)

Estimate Std. Error z value Pr(>|z|)

(Intercept) -0.08235 0.12457 -0.661 0.508585
adjective class -0.11512 0.17661 -0.652 0.514485
vector space -0.30877 0.08866 -3.483 0.000497
adjective class:vector space 0.38317 0.12594 3.043 0.002346

SITY pairs, the deps embeddings show less similarity than the bow embeddings
(0.40 vs. 0.48).
When modeling the pairwise similarities with a beta regression with the pairs as
random effects, a significant interaction of vector space and class emerges, cf. the
model in table 4 and the interaction plot in Figure 2.
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Fig. 2: Interaction of vector space and adjective class when modeling the cosine similarities
between base and -ly forms

The figure clearly shows the differentiated effect of vector space on the two seman-
tic classes: for the HUMAN PROPENSITY pairs, the deps embeddings show signifi-
cantly less similarity than the bow embeddings. In contrast, for the SPEED pairs,
the deps embeddings show slightly but not significantly higher similarities than
the bow embeddings.
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3.2.2 Hypothesis b): The internal correlations

To what extent are class internal similarities kept intact across forms in the
two classes of interest? Table 5 exemplifies the data of interest, using the pair
quick/quickly and cosine similarities from the bow embeddings. The first two
columns show the cosine similarities between quick and all the other bases from
the SPEED pairs. The third and fourth columns shows the cosine similarities be-
tween quickly and the -ly forms of the other speed pairs.

Tab. 5: Cosine similarities of the bow embeddings of quick and quickly and the other bases and
-ly forms in the SPEED class. Items are ranked by the similarity of quick to the other base forms.

quick to similarity quickly to similarity

slow 0.54 slowly 0.69
hasty 0.45 hastily 0.41
prompt 0.42 promptly 0.62
rapid 0.42 rapidly 0.70
sudden 0.39 suddenly 0.51
swift 0.39 swiftly 0.75
hurried 0.39 hurriedly 0.42
brisk 0.38 briskly 0.35
rhythmical 0.26 rhythmically 0.25
speedy 0.17 speedily 0.25

The table is ordered by the cosine similarity between quick and the other base
forms in the SPEED class, with the second column showing the corresponding sim-
ilarity values between quickly and the -ly forms. The measure of interest is the
correlation between the two rankings, in this case, Pearson’s r = 0.726, with p =
0.018. This correlation was also calculated for the same pair on the deps embed-
dings, and the same two calculations were performed for all other pairs from the
SPEED class and from the HUMAN PROPENSITY class. Table 6 summarizes the data
across all pairs and both embeddings by showing the mean correlations and the
standard deviations for both classes on both embeddings.

As the table shows, the mean correlations on the deps vectors are across the
board smaller. When comparing the two adjective classes, the mean correlations
are in both cases higher for the SPEED vectors, with a mean difference of .11 on the
bow embeddings and of 0.03 on the deps embeddings. Whenmodeling the corre-
lations with a beta regression, only the effect of vector spaces as such emerges as
significant, cf. table 7.
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Tab. 6: Summary of the correlations between the base and -ly similarities to the other class
members per pair.

bow deps

class mean cor sd mean cor sd

SPEED 0.70 0.16 0.26 0.23
HUMAN PROPENSITY 0.59 0.26 0.23 0.35

Tab. 7: Beta regression model for the class-wise correlations across pairs on both embeddings,
with pairs as random effects and the bow vector space as reference level. (Coefficients (mean
model with logit link), adjusted R-squared: 0.732)

Estimate Std. Error z value Pr(>|z|)

(Intercept) 1.5517 0.1466 10.586 < 2e-16
vector space -1.0446 0.1346 -7.761 8.42e-15

In other words, there is no significant difference due to the classes, but the bow
embeddings show significantly higher average correlations in comparison to the
deps embeddings.

3.3 Study 1: Discussion

Looking at the two hypotheses, we observemixed results: Against the expectation
of hypothesis a), theHUMANPROPENSITY class shows less variation in thepairwise
similarities on either embedding, although this difference is only significant for
the bow embeddings. The expectation that on the DEPS embeddings the SPEED
pairs should be more and the HUMAN PROPENSITY less similar than on the bow
embeddings is confirmed: the factors vector space and class significantly inter-
act in predicting the similarities, showing a non-significant higher similarity for
SPEED pairs on the deps embedding and significantly lower similarities for the
HUMAN PROPENSITY pairs on the deps embedding.

The class internal correlations considered in hypothesis b) go in the expected
directions for both embeddings, that is, on average, the correlation is higher for
thepairs from the SPEED class than for thepairs from theHUMANPROPENSITY class.
But class does not emerge as a significant factor when modeling the data. The
effect of vector space again emerges as significant here: bow embeddings lead to
higher correlations across the board. This is unexpected, as I hypothesized that
the focus on functional similarity should yield comparatively higher correlations
for the SPEED class pairs on the deps embeddings.
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Trying to understand the many unexpected patterns in the results of Study 1
necessitates a closer look at the data. I will first discuss an interesting pattern in
the data underlying the correlations reported, and then explore the behavior of
the embeddings further by looking at nearest neighbors across the spectrum of
base/-ly pairs.

The correlations of interest for hypothesis b) were based on pairwise similari-
ties between each base form and all other base formswithin a class, and the corre-
sponding pairwise similarities of the -ly forms. Looking not at the correlations but
instead zooming in on the average similarities between the base forms and the -ly
forms reveals a very interesting pattern, cf. table 8.

Tab. 8: Average similarities per form within their classes, on both embeddings.

average similarities
class vector space base forms -ly forms

SPEED bow embeddings 0.29 0.38
HUMAN PROPENSITY bow embeddings 0.41 0.31

SPEED deps embeddings 0.50 0.75
HUMAN PROPENSITY deps embeddings 0.88 0.42

Strikingly, a uniform split by adjective class emerges on both embeddings: For
the SPEED class, the average similarities are higher for the -ly forms, on the bow
embedding rising from 0.29 to 0.38, on the deps embedding from 0.5 to 0.75. In
contrast, for the HUMAN PROPENSITY class, the average similarities are higher for
the non-ly forms, with 0.41 to 0.31 on the bow embeddings, and 0.88 to 0.42 on
the deps embeddings. One attractive speculation is that the average similarities
across the forms are higher whenever the class members are in their semantically
natural environment: the event predicates of the SPEED class when functioning
adverbially, and the object predicates of the HUMAN PROPENSITY class in all non-
ly environments. Note, though, that this cannot be decisively concluded from the
data. Asmentioned in Section 2.1, SPEED adjectives in their attributive usages also
prototypically modify nouns that refer to events.

To arrive at a better understanding of the behavior of the embeddings with re-
gard to the target words, and to get an idea of what lies behind the wide variation
in the results across the pairs, table 9 shows the nearest neighbors for a repre-
sentative selection of the items. The table shows the top five words that are most
similar in terms of cosine similarities to three pairs from each adjective class. The
three pairs are chosen to represent the spectrum of pairwise similarities, using
the bow embeddings as a reference point. That is, swift/swiftly and eager/eagerly
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show the lowest similarity, brisk/briskly and happy/happily represent the median,
and rhythmical/rhythmically and generous/generously show the highest similarity.
The table does not show very clear patterns. While for swift on the bow embed-
dings proper names obscure the picture (Taylor/Gulliver), the other sets of nearest
neighbors also show considerable variance. For example, the vectors for the top
five nearest neighbors for brisk in the bow embedding seem split into two groups,
the two other speed adjectives fast and slow and frenetic/leisurely/lively. The near-
est neighbors for briskly on the same embedding have an even greater semantic
spectrum, including crazily and noisily. When comparing the SPEED and human
propensity pairs, the latter seem overall more coherent in that theymostly contain
other items from this class. Perhaps this is partially an effect of the small size of
the SPEED class. The difference in focus on topical similarity vs. functional similar-
ity across the two vector spaces becomes clearest when looking at the words most
similar to the -ly forms: the deps vectors only pick out other -ly forms, whereas
the bow embeddings include other forms, for example just the base forms. Fi-
nally, across the board the top five items are very different both across base and -ly
forms as well as across embeddings. They also vary in the numbers of antonyms
included in the top five. The next study explores whether switching to a different
paradigm, the analogy task, brings out the differences between the two classes in
a more consistent way.

4 Study 2: An analogy task
In the second study, I approach the difference between the two classes by using
an analogy task. The task is first described in Mikolov et al. (2013), who queried
the relationship between words by using the question in (13) (the comparison of
aggressive/aggressively to rapid/rapidly is one out of the nine pairs they use to test
word-to-word syntactic relationships).

(13) “What is the word that is similar to aggressive in the same sense as rapidly
is similar to rapid?”
=Which word d is similar to word c in the same sense as word b is to word
a?

The question can be answered via word embeddings in two simple steps:
1. A probe vector is calculated by subtracting the vector for a from the vector for

b and adding the vector for c, e.g. vectorrapidly - vectorrapid + vectoraggressive
2. Cosine similarity is used to rank all the word vectors in the vector space in

terms of their similarity to the probe vector.
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Tab. 9: Top five nearest neighbors to six selected target word pairs on either embedding. The
first three pairs are from the SPEED class, with low, median, and high pairwise similarity. The
last three pairs are from the HUMAN PROPENSITY class, again with low, median, and high pair-
wise similarity.

bases -ly forms

target pair bow deps bow deps

SPEED class

swift/swiftly taylor
farley
rutter
cooke
gulliver

tardy
quick
spry
hick
brisk

quickly
promptly
slowly
rapidly
gradually

promptly
forcefully
amicably
gracefully
expeditiously

brisk/briskly frenetic
leisurely
lively
fast
slow

languid
hectic
desultory
adroit
frenetic

zipping
crazily
noisily
gently
leisurely

noisily
fluidly
uneventfully
painlessly
erratically

rhythmical/
rhythmically

declamatory
melismatic
syncopated
contrapuntal
polyrhythmic

polyrhythmic
dance-like
gestural
melismatic
bell-like

melodically
harmonically
syncopated
rhythmical
polyrhythmic

sonically
melodically
harmonically
cognitively
aerodynamically

HUMAN PROPENSITY class

eager/eagerly anxious
willing
reluctant
wanting
unwilling

anxious
willing
hesitant
loath
reluctant

anxiously
enthusiastically
warmly
joyfully
gratefully

earnestly
fervently
anxiously
strenuously
vociferously

happy/happily glad
pleased
happier
thankful
thrilled

ecstatic
glad
anxious
thankful
hesitant

gladly
unhappily
joyfully
cheerfully
quietly

unhappily
silently
discreetly
peacefully
quietly

generous/
generously

gracious
generously
frugal
compassionate
handsome

gracious
amiable
judicious
agreeable
courteous

generous
graciously
liberally
handsomely
gifts

ably
enthusiastically
sympathetically
handsomely
cordially
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3. Theword vector that ismost similar to the probe vector, that is, the vector that
is on the first rank, is the answer to the question in (13).

Recall the example of vector addition using the toy vectors in Section 2.2.1: the
procedure here is not more complicated, involving only subtraction and addition
of the corresponding vector components.

Thinking about the implementation of the analogy task in terms of the role
of the -ly, the first step itself consists essentially of the isolation of the meaning
contribution of -ly: subtracting the vector of rapid from the vector of rapidly yields
a vector that stands for the contribution of -ly. Adding the vector of a different ad-
jectival base, here aggressive, yields the probe vector. As my interest here is not in
testing a specific pair, but to explore the behavior of the contribution of -ly aver-
aged across the two sets of vectors drawn from the SPEED and HUMAN PROPENSITY
classes, I will explore the effect of this approach at class-level. That is, I will first
isolate the contribution of -ly in each of the pairs of interest here, and then use
the resulting vector presentations to compare the meaning contribution of -ly av-
eraged over each of the two classes as well as over both classes, that is, all pairs.

Recall the finding presented in the discussion of Study 1 that on both embed-
dings the -ly forms of the SPEED pairs are more similar to each other then the cor-
responding base forms while the opposite holds for the HUMAN PROPENSITY pairs.
Based on that finding, I expect that a single meaning contribution of -ly can only
be successful in the analogy task for the SPEED pairs. A second expectation, deriv-
ing from the tables of the top five nearest neighbors considered in the discussion
of Study 1, is that this will work better on the deps embeddings, which consis-
tently had -ly forms as nearest neighbors of the six -ly forms of the target pairs.
In addition, the average vectors themselves allow again to assess the stability of
contrast aspect from hypothesis a) in Study 1.

4.1 Study 2: Materials and techniques

Study 2 uses the same set of pairs and the same set of word embeddings as Study
1. The probes for the analogy task were calculated as follows (always separately
for both the bow and the deps embeddings):
1. To isolate the contribution of -ly across a pair, the vector for the base form

was subtracted from the vector for the -ly form. This yields 22 -ly vectors, or,
in the terminology of Bonami & Paperno (2018), 22 vector offsets, one for each
pair. These 22 vectors were used to calculate two average vectors. One average
vector was calculated using the 11 vectors from the SPEED class, the second av-
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erage vector was calculated using the 11 vectors from the HUMAN PROPENSITY
class.

2. From the 22 individual vectors, two average -ly vectors were calculated for ev-
ery base, using a leave-one-out approach. One ‘all-ly’ vector, encompassing
the individual -ly vectors from both classes, and one class-specific vector, de-
pending on the class of the base: either ‘SPEED-ly’ or ‘HUMAN PROPENSITY -ly’:
a) all-ly: a vector for class-unspecific -ly, created by averaging across all in-

dividual -ly vectors except the -ly vector from the target pair itself. I.e., for
quick/quickly, the all-ly vector is calculated by averaging over the 10 other
SPEED class -ly vectors and all the HUMAN PROPENSITY -ly vectors.

b) SPEED-ly: a class specific vector calculated by averaging across the 10
other -ly vectors from the SPEED class.

c) HUMAN PROPENSITY-ly: a class specific vector calculated by averaging
across the 10 other -ly vectors from the HUMAN PROPENSITY class.

3. For every base, the two average -ly vectors resulting from the previous step
were used to calculate two probes: the general probe using the all-ly vector,
and the class-specific -ly probe using the class-specific -ly vectors. This was
done by simply adding the corresponding -ly vector to the vector of the base
form.

The resulting vectors are explored in three different ways:
1. by comparing the variation of the individual -ly vectors,
2. by comparing the ranks in the analogy task, and
3. by comparing the similarities in the analogy task.

The first is the most straightforward assessment: the variance of the similarities
between the individual vector offsets, and the average vector offset within a class
is compared. Thismethod is adapted fromBonami & Paperno (2018), who use it to
investigate the different relations in their triplets of one pivot form and one deriva-
tionally and one inflectionally related other form. They hypothesize that when
comparing inflectional and derivational relations this way, the vector offsets from
the inflectional relations should show less dispersion around the average vector
offset, and thus less variance, in line with the idea that inflection is connected to
stable contrasts. Derivational relations, in comparison, should showmore disper-
sion and hence more variance. Here, of course, there is no pivot, and the forms to
be compared are the members of the two different semantic classes. As described
above, the individual vector offsets are the 22 vectors arrived at by subtracting the
vector of the base of a pair from the -ly form of that pair. The average vector offset
for a class is the average of each 11 -ly vectors of a class which are simply added
together and then divided by 11.
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The second and third are two aspects of the same task: when using the leave-
one-out-vectors to construct analogy probes, I want to know how well these
probes work in identifying the expected target. This is assessed in two different
ways: first, by looking at the rank of the target among the nearest neighbors of
the probe, and second, by looking at the cosine similarity of the target to the
probe. For both measures, the probes using the all-ly vectors are compared to the
class-specific -ly vectors. I am using both ranks and absolute similarities because
these two aspects are in principle independent of each other and therefore both of
interest. The comparison of the ranks is the standard way to assess the success of
the analogy task: only if the target is the nearest neighbor of the probe is the anal-
ogy task correctly answered. Whether this success comes about with a relative
high or relative low cosine similarity between the probe and the target depends
on the overall distribution of items in the vector space. The absolute similarities
are therefore independently of interest.

As before, for all three comparisons both vector spaces are explored. In line
with the hypotheses explored in Study 1 and the remarks at the end of the previous
section, there should be a more marked contrast between the two classes on the
deps embeddings. The SPEED class should show less variation for its -ly vectors
and better performance on the analogy task in comparison to the results from the
bow embeddings.

4.2 Study 2: Results

4.2.1 Variance in the vector offsets

Recall that the variance in the vector offsets is simply the variance in the co-
sine similarities between the 11 individual -ly vectors per class (SPEED or HUMAN
PROPENSITY) and the average -ly vector per the respective class. For the bow vec-
tors, the variance in the cosine similarities is bigger for the SPEED class (0.018)
than for the HUMAN PROPENSITY class (0.004). This difference is significant (F =
4.9641, p = 0.01838). For the deps vectors, the SPEED class shows a variance of
0.0030, compared to a variance of 0.0025 in the HUMAN PROPENSITY class. This
very small difference is not significant (F 1.1908, p = 0.7878). This finding is not
in line with expectations, as for both embeddings less variation, that is, less dis-
persion, was expected for the members of the SPEED class. Note also that across
the two vector spaces the results are unexpected: only on the bow embeddings
is there a significant difference in the variances (in an unexpected directions),
whereas the deps embeddings show no difference.
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4.2.2 Ranks in the analogy task

When the target -ly form is thenearest neighbor of theprobe, the task is considered
a success. For example, after calculating a probe for swiftly by adding an average
-ly vector to the base swift, the task is successful if the vector for swiftly is placed on
the first rank in the set of all vectors in the vector space ranked by cosine similarity
to the probe. Mikolov et al. (2013) implicitly acknowledge that this task is hard,
because they discard the words used to construct the probes when looking for the
closest nearest neighbor. That is, for them, if the base form swift is on the first rank
and the target swiftly on the second rank, it would still count as a success. Here, I
will count as successes only true first ranks, but I will report on the top five ranks.
This allows to assess how close the targetswere to success, that is, to the first rank,
even if the first rank itself is missed.

To conveniently assess the performance of the probes across the different
classes, average vectors, and vector spaces, the results are always presented by
using the same types of graphs. The ranks are shown on the y-axis, with the first
rank on top, going down to the fifth rank and finally collecting all targets outside
the top five range in the category ‘out’. The -ly targets are represented on the x-axis,
first the targets from the SPEED class, second the targets from the HUMAN PROPEN-
SITY class. Both are ordered alphabetically, and the dots showing their place in
the ranking are color-coded for the two classes: blue for the SPEED class and red
for the HUMAN PROPENSITY class.

Figure 3 shows the ranking of the -ly targets when using the bow probes and
the ly-vector generalized across all 22 pairs except the respective probe pair.

The task is not successful for any of the pairs, but the overall performance for
the SPEED probes is better. For the SPEED class, the majority of the targets, six, are
on the second rank, the vector for suddenly is on the third rank, and the probe for
slowly on the 5th rank. The vectors for promptly, speedily, and swiftly are outside
of the top five range. In contrast, only two of the HUMAN PROPENSITY targets are
on the second rank, one is occupying the third rank and another the fourth rank.
Seven out of eleven are outside the top five. In all cases, that is, for both the SPEED
as well as the HUMAN PROPENSITY targets, it is always the base form that occupies
the first rank. In other words, the contribution of the all-ly vector does notmanage
to move the probe vector far enough from the vector of the adjectival base, indi-
cating that the contributions of -ly across all 21 other items are too different from
each other and the target -ly to yield a specific enough average vector.

When instead using the probes calculated using the class-wise averaged -ly
vectors, the rankings clearly improve for the SPEED class, but also for the HUMAN
PROPENSITY class, cf figure 4.
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Fig. 3: Rankings of the -ly targets in terms of their cosine similarity to the probes. Using the
bow embeddings, with the -ly vector averaged across all other pairs using the leave-one-out
technique.

For the SPEED class, all three vectors that were outside the top five using the all-ly
probes are now within the top five, with the vector for promptly in second place,
the vector for swiftly in third place and the speedily vector in fifth place. Only the
briskly vector falls in ranks, from second to fourth. For the HUMAN PROPENSITY
class, three are in second place, with the shrewdly vector previously outside the
top-five. The intelligently vector also moves from outside the top five to rank three.
At the same time, the vector for cruelly, on rank four with the all-ly probe, is now
also outside of the top five, so that the number of items in this class outside of
the top five ranks only decreases by one. Just as before, when looking at the items
ranked first, these are always the base forms.

Figure 5 shows the result when averaging -ly across both classes using the
deps embeddings. The result is clearly worse than the results obtained with the
bow vectors. Within the deps embeddings, the results for the SPEED class are bet-
ter, but for both classes, the majority of targets, seven and nine, respectively, are
ranked outside the top five. For the SPEED class, there are two second ranks, and
two fifth ranks. For the HUMAN PROPENSITY class, the rudely vector is ranked sec-
ond, and the cruelly vector is ranked fourth.
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Fig. 4: Rankings of the -ly targets in terms of their cosine similarity to the probes. Using the
bow embeddings, with the -ly vector averaged by class.

That these probes behave notably different from the bow probes is already ap-
parent in that the vectors for speedily and rudely, two of the overall three vectors
ranked second, are ranked outside of the top-five on the bow embeddings. An-
other notable contrast when looking in more detail at the nearest neighbors of
the probes emerges when considering the words whose vectors are on rank one in
this task, cf. the second column in table 10. For both classes, only six first-ranked
items each correspond to the base forms, and five first-ranked items each are -ly
forms, althoughnot the target forms. Of these, some forms in the SPEED class seem
notably off, e.g. laboriously as closest to the quickly-probe.

Figure 6 shows the results for the class-specific -ly vectors on thedeps embed-
dings. This constitutes a notable improvement, again with an advantage for the
SPEED pairs. The vector for briskly is successfully predicted, and the vectors for
speedily and swiftly are ranked second, the one for rapidly fourth and the vector
for hastily fifth. For the HUMAN PROPENSITY class, the improvements are limited to
the vectors already ranked within the top five. The rudely vector is also a success,
as expected placed on the first rank. The cruelly vector is now on the second rank,
but all other vectors remain outside of the top five. Intriguingly, the two success-
ful items performed relatively badly on the class-specific bow embeddings, with
the briskly-probe ranked fourth and the rudely-probe outside of the top five.
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Fig. 5: Rankings of the -ly targets in terms of their cosine similarity to the probes using the deps
embeddings. -ly vector averaged across all pairs using the leave-one-out technique.

Just as for theprobesusing the all-ly vector, the actual itemson thefirst rank in this
task are not just the corresponding base forms, in contrast to the results from the
bow embeddings. All first ranked items for the class-specific -ly probes are shown
in the third column in table 10. For the SPEED class, besides the single success in
the form briskly, there are the same six base forms that already showed up for the
all-ly probes. The remaining four first ranked items are all -ly forms, three times
swiftly, and again self-consciously for rhythmical. While these are not the expected
words, they are clearly closer in meaning than the first ranked items for the all-
ly probes as swiftly is itself part of the SPEED class. For the HUMAN PROPENSITY
class, all first ranked items are now -ly forms, mostly coming from the HUMAN
PROPENSITY class.

4.2.3 The similarities in the analogy task

Table 11 shows the average cosine similarities between probes and targets for both
types of -ly vectors, all-ly and class-specific -ly, on both embeddings.

For the bow embeddings, the similarity between probe and target for the
items in the SPEED class is higher when using the class-specific -ly vectors than
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Tab. 10: Analogy task: most similar words to the probe for the generalized -ly vectors and the
separated -ly vectors under the deps embedding, using the leave-one-out approach

target relation depsAll depsSep

brisk-briskly erratically briskly
hasty-hastily rudely swiftly
hurried-hurriedly hurried hurried
prompt-promptly prompt prompt
quick-quickly laboriously swiftly
rapid-rapidly rapid rapid
rhythmical-rhythmically self-consciously self-consciously
slow-slowly slow slow
speedy-speedily speedy speedy
sudden-suddenly irreversibly swiftly
swift-swiftly swift swift

clever-cleverly tactfully concretely
cruel-cruelly cruel jealously
eager-eagerly eager royally
generous-generously cordially cordially
greedy-greedily tactfully tactfully
happy-happily happy cheerfully
intelligent-intelligently maturely flexibly
jealous-jealously jealous impulsively
proud-proudly proud graciously
rude-rudely rude rudely
shrewd-shrewdly ably ably

Tab. 11: Similarities in the analogy task: descriptive overview

bow deps
class lyVector sim sd sim sd

speed all-ly 0.562 0.0868 0.744 0.0701
speed speed-ly 0.590 0.0726 0.742 0.0577
human propensity all-ly 0.561 0.0749 0.735 0.0459
human propensity human propensity -ly 0.559 0.0776 0.768 0.0392

when using the all-ly vectors. In contrast, for the items from the HUMAN PROPEN-
SITY class, the all-ly result in very slightly higher similarities between probes and
targets in comparison to the class-specific -ly vectors. For the deps embeddings,
it is exactly the other way around: For the SPEED class, the all-ly vectors produces
slightly higher similarities than the class-specific -ly vectors. For the HUMAN
PROPENSITY class, the class-specific vectors produce higher similarities between
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Fig. 6: Rankings of the -ly targets in terms of their cosine similarity to the probes using the
deps embeddings. -ly vector averaged by class using the leave-one-out method.

probes and targets. Across the board, the similarities on the deps embeddings
are notably higher than the similarities on the bow embeddings.

When modeling the similarities for each vector space with beta regression
models, we see for both embeddings significant interactions of semantic classes
and -ly vectors, cf. themodels in tables 12 and 13 and the interaction plots in figure
7.

Tab. 12: Beta regression model for the cosine similarities probe-target and the bow embed-
dings, with pairs as random effects, and the HUMAN PROPENSITY class and the all-ly vectors as
reference levels. (Parametric coefficients with logit link, R-squared adjusted: 0.732)

Estimate Std. Error z value Pr(>|z|)

(Intercept) 0.251095 0.097536 2.574 0.0100
adjective class 0.001197 0.137940 0.009 0.9931
-ly vector -0.008422 0.038421 -0.219 0.8265
adjective class:-ly vector 0.128437 0.054484 2.357 0.0184
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Tab. 13: Beta regression model for the cosine similarities probe-target and the deps embed-
dings, with pairs as random effects and the HUMAN PROPENSITY class and the all-ly vectors as
reference levels. (Parametric coefficients with logit link, R-squared adjusted: 0.902)

Estimate Std. Error z value Pr(>|z|)

(Intercept) 1.02944 0.08896 11.572 < 2e-16
adjective class 0.06169 0.12592 0.490 0.624225
-ly vector 0.17790 0.03872 4.594 4.34e-06
adjective class:-ly vector -0.18993 0.05455 -3.482 0.000498
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Fig. 7: Interaction plots for average vectors and adjective class on the bow embeddings (left
hand side) and on the deps embeddings (right hand side).

The two interaction plots clearly show the difference between the results in the
two vector spaces, with the prediction of the two average -ly vectors for each class
almost completely overlapping for the HUMAN PROPENSITY class on the bow em-
beddings but for the SPEED class on the DEPS embeddings. Also of interest is the
clear difference in the confidence bands between the two semantic classes on
both embeddings: the confidence bands for the SPEED class are consistentlymuch
smaller than those for the HUMAN PROPENSITY class.

4.3 Study 2: Discussion

Study 2 brought differentiated results that are again only partially in line with ex-
pectations. Against expectations, the offset vectors using the bow5 embeddings

l
l

l
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showed less variation for the HUMAN PROPENSITY class, with no difference on the
deps embeddings.

For the rankings in the analogy task, the bow embeddings turned out to be
more successful than the deps embeddings: While the task was not successful in
its final step with the highest ranked targets only on the second ranks, the results
show that the embeddings are able to pick up a difference at the class level, with
the difference in the expected direction: probes from the SPEED class performed
better overall, and there was more improvement in the rankings for this class in
comparison to the HUMAN PROPENSITY class when switching to class-specific -ly
vectors. The pairs in the SPEED class seem to have more in common so that a vec-
tor averaged over these forms is more meaningful than using the same method
for the HUMAN PROPENSITY class. For the deps vectors, the results were compar-
atively weak, although SPEED targets were overall ranked higher and again im-
proved more on the class-specific vectors.

When looking at the absolute cosine similarities for the targets on the bow
embedding, the bow embeddings behave mostly as expected: only for the SPEED
class is there a clear differencewhen comparing the results using the all-ly vectors
to the results fromusing the class-specific -ly vector. As themodel shows, the inter-
action between class and type of vector is significant. The clear difference in the
confidence bands between the semantic classes in the interaction plot also shows
very clearly that the model is more confident when it comes to predicting the be-
havior of the items from the SPEED class. Comparing the absolute similarities with
the rankings, it is notable that when using the all-ly vectors there is no significant
difference between the two semantic classes in terms of the absolute similarities
of the targets to the probes, while we saw that the targets from the SPEED class are
ranked higher than those from the HUMAN PROPENSITY class. This underscores
the usefulness of employing both rankings and absolute values together, suggest-
ing that the items from the two semantic classes clearly occupy very differently
structured areas in the semantic space.

The pattern for the absolute cosine similarities on the deps embeddings is ex-
actly opposite, and therefore clearly against expectations. The only commonality
with the model for the bow results are the tighter confidence bands for the items
from the SPEED class. It is not clear to me how meaningful these results are, espe-
cially since this set-up on thewhole did not performwell as far as the rankings are
concerned. At the same time the rankings still showed an advantage of the SPEED
class items when using the class-specific -ly probes, and a better performance of
the SPEED class items in general. This does not line up with the absolute similar-
ities. Overall, as we saw from investigating the first ranked items for this class,
the deps embeddings showmore unexpected, and at the moment unexplainable,
behavior.
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5 Study 3: Analogy and -ly aware embeddings
The results so far have been mixed; the only result that went mostly as expected
were the ranking and cosine similarities for the bow embeddings in the analogy
task. With one intriguing twist: in all cases, the first rank in the analogy task on
the bow embeddings are occupied by the base forms. Intuitively, this is highly
unexpected: the target is very obviously a -ly form, so non-ly forms should not be
selected.

The embeddings used so far don’t represent information concerning the forms
of the words themselves. What happens when we switch do embeddings that do
exactly this?

Mikolov et al. (2017) implement one way of including word internal structure
in embeddings, in their terminology subword information. The words are broken
down into character-ngrams (with characters simply the orthographic characters),
whichare in turn represented as vectors, the sumofwhich is added to the standard
word vector. Study 3 employs these enriched embeddings in the analogy task.

Note that, conceptually, including word internal structure in the embeddings
is a clear step away from the original distributional slogan “You shall knowaword
by the company it keeps!” from Firth (1957, 11). Crucially, when using the embed-
dings as stand-in for meanings, it lets form aspects of the word contribute to its
meaning. I will come back to this issue in the discussion.

5.1 Study 3: Material and techniques

Study 3 uses the exact same materials and techniques for the analogy task as
Study 2, with the only difference being the embeddings used. These are now
the pretrained fasttext (= fast) embeddings including subword information,
wiki-news-300d-1M-subword.vec.zip, from https://fasttext.cc/docs/en/english-
vectors.html. These vectors have been trained on a corpus of 16 billion tokens,
usingWikipedia 2017, the UMBCwebbase corpus and the statmt.org news dataset.
For details of the training, cf. Mikolov et al. (2017). As the vector space contains
considerably more embeddings (1 million vs. 183,870 (bow) and 174,015 (deps),
only the embeddings for the most frequent 175,000 words were used to search for
the nearest neighbors in order to keep the results comparable.
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5.2 Study 3: Results

5.2.1 Rankings in the analogy task

When using the general -ly probes, two of the SPEED targets and three of the HU-
MAN PROPENSITY targets are correctly identified. Seven of both the SPEED targets
and the HUMAN PROPENSITY targets are ranked second. Finally, two SPEED targets
and one HUMAN PROPENSITY target are ranked third. All non-target first ranks are
occupied by the respective non-ly forms.
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Fig. 8: Rankings of the -ly targets in terms of their cosine similarity to the probes using the fast
embeddings, with the -ly leave-one-out vector averaged across both classes.

Switching to the class-specific -ly-vectors results in a slight improvement for the
SPEED vectors, where the target vector for hastilymoves from second to first rank.
The ranks for the HUMAN PROPENSITY targets remain unchanged.

Just as for the all-ly probes, the other first ranks are occupied by the respective
base forms.

l l
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Fig. 9: Rankings of the -ly targets in terms of their cosine similarity to the probes using the fast
embeddings, with the -ly leave-one-out vector averaged by class.

5.2.2 Similarities in the analogy task

The average similarities of the targets to the probes are shown in table 14.

Tab. 14: Average cosine similarities between probe and target vectors on the fast embeddings.

class -ly vector cosine similarity standard deviation

speed all-ly 0.755 0.0709
speed speed--ly 0.750 0.0859
human propensity all-ly 0.786 0.0484
human propensity human propensity-ly 0.800 0.0445

For the SPEED class, the cosine similarities between targets and probes are mini-
mallymore similar when using the all-ly vector thanwhen using the class-specific
speed -ly vector. In contrast, the opposite effect, slightly larger this time, can be
observed for the HUMAN PROPENSITY vectors. Modeling the similarities with beta
regression yields no significant effects neither for the interaction between class
and ly-vectors nor for adjective class or average vector used individually.
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5.3 Study 3: Discussion

The aim of Study 3 was to explore whether including subword information might
result in more targets being successfully identified in the analogy task. This was
indeed the case, and the vector space gave overall the best results across all pairs
and for both classes. However, using this vector space also eroded all differences
observed so far for the two different classes and for the effect of a switch of all-ly
vectors to class specific vectors: neither made a significant difference.

This leveling of all differences brings us back to the nature of these embed-
dings. As mentioned above, the very fact that the fast embeddings use subword
information makes them conceptually very different from the classic idea behind
distributional semantics. That swift and swiftly share patterns in their ortho-
graphic form is not a feature of their distribution, but simply a feature of their
form. And this form feature is not linked to any differences in lexical semantics
of the adjectival base forms, therefore it is not surprising that encoding subword
information in the embeddings weakens any effect of semantic class membership
encoded in the embeddings via the distribution of the words. In effect, using the
base/-ly pairs with the fast embeddings, the analogy task is no longer merely
about semantic or syntactic similarity, but about these similarities in conjunction
with form overlap.

6 General discussion
The three studies presented here explored the hypothesis that the relations be-
tween base and -ly forms for SPEED adjectives behave like instances of inflection
whereas the relations between bases and -ly forms of HUMAN PROPENSITY adjec-
tives behave like instances of derivation in terms of their distributional semantics.
Two specific aspects were investigated: a) is there evidence for SPEED adjectives
to showmore stable contrasts than HUMAN PROPENSITY adjectives and b) is there
evidence for a vector space more sensitive to functional similarity to show clearer
differences for these two classes than a vector space focusing on topical similari-
ties.

The results from Study 1 and Study 2 only yield partial evidence for this. In
particular, assessing the difference between the two classes by looking at vari-
ance, either in the similarities across the pairs in Study 1, or in terms of the dis-
persion of the offset vectors in Study 2, has shown that the HUMAN PROPENSITY
class shows less variance (except for the offset-dispersion on the deps embed-
dings, which showed no difference). Support for the hypothesis that SPEED pairs
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behave more like inflection came via the second aspect of comparison in Study 1:
the HUMAN PROPENSITY pairs are less similar and SPEED pairs more similar when
comparing the deps embeddings to the bow embeddings. Not significant, but in
the expected direction was the final finding from Study 1: class internal correla-
tions are higher for the SPEED class. Another chance finding from Study 1 was the
overall higher mean similarity of -ly forms from the SPEED class to each other in
comparison to the base forms, with the opposite pattern obtaining for the HUMAN
PROPENSITY class: this shows that the difference in semantic class has reflexes in
the distribution, although these particular reflexes cannot straightforwardly be
related to the general issue of inflection versus derivation.

The analogy task in its original form, that is, focusing on the ranks of the tar-
gets within the nearest neighbors of the probes, shows the clearest pattern in line
with the original hypothesis: switching from the non-specific all-ly vectors to the
class specific vectors comes with a very clear improvement for the targets from
the SPEED class, notably on the bow embeddings. For the bow embeddings, this
finding goes together with the effect of the switch for the absolute similarities of
the targets, while yielding opposite results for the deps embeddings. The latter
result, however, is perhaps not so relevant given that this vector space performed
so poorly on this task overall.

Study 3 explored whether the failure of the best performing embeddings in
the analogy task in study 2 to produce any successes could be overcome by using
the fast embeddings, which also encode subword information. This was expected
to help answer the analogy task successfully, as except for the -ly ending itself
and some minor adjustments (hasty/hastily etc.) the words of a pair completely
overlap orthographically. This expectation turned out to be correct. This vector
space overall performed best on the analogy task, but the comparison of the re-
sults from the all-ly vectors to those of the class-specific vectors showed virtually
no effect. In a way, this result links back very nicely to the starting point of this
paper: -ly forms are interesting, because the theoretical literature cannot decide
whether they should be treated as inflectional or derivational. The clear semantic
differences between the members of pairs of the SPEED class on the one hand and
the HUMAN PROPENSITY class on the other hand outlined in section 2.1 are not im-
mediately obvious and require close semantic analysis. They are obscured by the
pairs sharing the same affix to link their forms, and the fact that they both occur
in the prototypical adjectival and adverbial patterns.

These semantic differences are at least partially accessible via the classic dis-
tributional paradigm, that is, when using the distribution of a word to charac-
terize its meaning. They are again hidden when a distributional approach adds
form-based word-internal information, like the subword information in the fast
embeddings used here.
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Were the number of items to small to show a quantitative difference? It is clear
that purely distributional approaches often use far higher numbers of items. For
example, the work by Bonami & Paperno (2018) on French is based on 100 triples
each containing the pivot form and a inflectionally and a derivationally related
form, whereas I just compared 22 pairs. I believe that the very fact that clear dis-
tributional reflexes were found shows that the set of items was not too small. At
the same time, widening the approach to encompass larger numbers is certainly
desirable, but was bound here by the few overall numbers of pairs from the SPEED
class. But 11 pairs is already a considerable improvement when compared to typi-
cal theoreticalworks in semantics, where the focus is usually on atmost a handful
of words (compare many of the works cited in Section 2.1). A further desirable ex-
tension of the methods used in this paper suggests itself when looking at Schäfer
(2020). There, I only looked at four pairs, quick/quickly, slow/slowly, wise/wisely
and lucky/luckily, but I compared their vectors across six distinct usages, three
using the base form, and three using the -ly form. This approach allows to tease
apart usage details necessarily glossed over in the current study and might lead
to more consistent results across tasks.

A final issue concerns the internal consistency of the two classes compared
here: just as for the number of pairs considered overall, the very fact that clear dif-
ferences could be found without taking further steps shows that the classes were
consistent to a sufficient degree. But there are two steps that should be taken in
future research to put these results on a more solid footing. On the one hand, this
investigation would ideally be complemented by a purely quantitative approach
that exploreswhether the distribution of pairs by themselveswould also establish
these same classes, or whether perhaps other classifications might capture the in-
ternal semantic structure of the system of English adjectives more adequately. On
the other hand, it would also be useful to validate this paper’s methodology on
datasets that show similar characteristics. One such dataset of interest are the -
ing nominalizations discussed in this volume by Lieber (2023), where she finds a
clear difference of the effect of -ing depending on whether the base verbs are du-
rative or not. If the approach presented here is on the right track, this difference
should also show up in a distributional analysis.

7 Conclusion
In this paper, I argued that a closer look at the semantics involved across base/-
ly pairs such as quick/quickly on the one hand and clever/cleverly on the other
hand suggests that only the SPEED pairs are instances of inflectionwhereas theHU-
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MANPROPENSITY pairs are instances of derivation. The overallmixed results of the
three distributional semantics studies show that there clearly are differences in
the semantic contribution of -ly across the two semantic classes. But these differ-
ences aremore complex thanhypothesized. This suggests that a binarydistinction
between inflectionally and derivationally related forms does not do justice to the
data, and gives yet more evidence why the relation encoded across base/-ly pairs
remains a challenge. This challenge is made even more difficult by the finding
that embeddings including word-internal information perform best on the anal-
ogy task but are insensitive to any semantic distinction between the SPEED and
HUMAN PROPENSITY class. Given that these two specific adjective classes were se-
lected because they show the clearest andmost systematic contrasts according to
theoretic accounts, these results also show that there is still a longway to gowhen
it comes to understanding the relationship between lexical classes established in
theoreticalworks andpossible reflections of these classes in distributional seman-
tics.
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