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Introduction

Human rational behavior . . . is shaped by a scissors whose two blades
are the structure of task environments and the computational capabil-
ities of the actor.

Herbert Simon (1990, p. 7)

1 Two turns in the study of human rationality

Humans are twice-bounded creatures. First, we are bounded fromwithin.We have
limited physical and mental abilities, and in exercising our abilities we incur costs.
Second, we are bounded fromwithout.We are born into environments that are not
of our choosing.These environments determine themental and physical problems
that we face throughout our lives and shape the reward structures of strategies we
bring to bear on those problems.

It is universally acknowledged that theories of rationality should incorporate
our most important physical bounds. Suppose you are planning your route to
work. What it is rational for you to do is limited by your abilities. You cannot be
rationally required to fly to work because you do not have wings. Rational action
is also limited by the costs of physical movement. It would be irrational to run
to work because you would arrive exhausted and sweaty. And rational action is
limited by your environment. You must look both ways before crossing the street
because the street is populated with cars.

The tradition of bounded rationality holds that theories of rationality should
also incorporate our most important cognitive bounds. Suppose you are bagging
groceries. How it is rational for you to cognize is limited by your abilities. You
cannot be rationally required to calculate the optimal arrangement of groceries,
because only an extremely precocious mathematician could do this. Rational
cognition is also limited by the costs of cognition. Unless you are unusually
fond of mathematics, it would be wastefully irrational to spend your time in the
grocery line thinking about how to bag groceries, because your time and attention
could be better spent planning dinner. And rational cognition is limited by your
environment. The reason why it is irrational to plan your bagging strategy is that
there are plenty of bags to go around.

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0001



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

2 inquiry under bounds

My goal in this book is to develop the consequences of two turns in the study
of human rationality. The first of these turns is the bounded turn. Because humans
are bounded agents, the bounded turn holds that theories of rationality should say
explicitly and in detail how ourmost important bounds bear on rational cognition.
These include not only internal bounds such as limited abilities and cognitive costs,
but also external bounds such as the structure of the environment. The bounded
turn is traditionally coupled with a second procedural turn within the study of
human rationality.

Herbert Simon held that the fundamental turn in the study of bounded ratio-
nality is the turn from substantive to procedural rationality (Simon 1976). Theories
of substantive rationality ask normative questions about the attitudes that result
from inquiry. For example, we might ask what it is rational for agents to intend,
prefer, or believe. Theories of procedural rationality take a step back, asking
normative questions directly about the processes of inquiry through which our
attitudes are produced. For example, we might ask when it is rational for agents to
gather evidence before making up their minds, or when it is rational to use frugal
heuristics to simplify reasoning.

Simon held that many of our most important cognitive bounds, such as limited
cognitive abilities and deliberation costs, are most strongly felt as bounds on
processes of inquiry rather than as bounds on the attitudes that result from inquiry.
As a result, Simon urged theories of bounded rationality to take a procedural turn
toward the study of rational inquiry. If Simon was right, then the centerpiece of a
theory of human rationality is an account of inquiry under bounds. Such a theory
would say how bounded agents are rationally required to inquire. In this book,
I motivate, develop, and apply an account of inquiry under bounds.

2 The way forward

My discussion has four parts. Part 1, Rationality at the Crossroads, develops the
bounded and procedural turns by contrasting two general approaches to the study
of rationality: bounded rationality and the Standard Picture.

Chapter 1, The Standard Picture introduces the Standard Picture of rationality
dominant in many areas of social science and formal philosophy. On the Standard
Picture, rationality is captured by requirements of consistency exemplified by
logic, probability theory, and decision theory. Empirical findings suggest that
humans regularly violate Standard Picture requirements in behavior and cog-
nition. We can react to these findings in two ways. We can blame the agent,
retaining the Standard Picture as a normative theory and holding that humans
often think and act irrationally. Or we can blame the theory and hold that many
observed Standard Picture violations are not straightforward irrationalities, but
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rather signs that the Standard Picture is incorrect or incomplete. I suggest that in
many cases we should blame the theory.

Chapter 2, Bounded Rationality presents an alternative approach. I characterize
the bounded tradition using a collection of five claims. First, bounds matter:
theories of rationality should say explicitly and in detail how our most important
bounds bear on rational cognition. Second, theories of rationality should be
process-focused, concentrating on norms governing processes of inquiry rather
than the judgments and decisions that result. Third, rational inquiry is often
heuristic, using only a subset of available information and processing that infor-
mation frugally. Fourth, the rationality of cognition is ecological, or environment-
relative. And fifth, the right account of rationality should vindicate the rationality
of many Standard Picture violations.

Theories of bounded rationality encounter a challenge. Whereas the Standard
Picture presents a variety of complete, or nearly complete theories of rationality,
the bounded tradition gives us only a collection of normative claims and a tradition
of applying them. We need a theory of rational inquiry in order to ground, clarify,
and apply these claims, as well as to assess the relationship between bounded
rationality and the Standard Picture. I take up this project in Part 2, Norms of
Inquiry.

Chapter 3, An Account of Rational Inquiry develops a reason-responsive con-
sequentialist view (RRCV) of rational inquiry as a special case of a more general
global consequentialist program. As a theory of rightness, global consequentialism
holds that we ought to do what is best and that what is best is to promote as much
value aswe can.Global consequentialismhas been defended not only as an account
of rightness but also as an account of many other normative statuses such as
rationality and virtue. I develop a reason-responsiveness conception of rationality
and use the reason-responsiveness conception to extend global consequentialism
into an account of rational agency. As a special case of this account, we recover a
consequentialist, reason-responsive account of rational inquiry.

An immediate objection to this account is that it answers the wrong ques-
tion. The reason-responsive consequentialist view is an account of rationality
simpliciter, not epistemic rationality. Chapter 4, There Are No Epistemic Norms
of Inquiry responds to this objection. I argue that the same grounds which led
us to posit a distinction between epistemic and non-epistemic norms of belief
should make us skeptical of the existence of a distinction between epistemic and
non-epistemic norms of inquiry. In the case of belief, we may have good grounds
to hold that all reasons for belief are epistemic; that ordinary language tracks a
distinct type of epistemic rationality; or that the notion of epistemic rationality
is needed to play key theoretical roles associated with the concept of rationality.
But none of these arguments generalize to motivate the existence of a distinctively
epistemic type of rational inquiry, and in fact, I argue, several of these arguments
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tell against the existence of epistemic norms governing inquiry. I conclude by
sketching an alternative Gibbardian picture of inquiry on which rational inquiry
is an all-things-considered affair.

The task of Part 2 was to develop my account of rational inquiry, the reason-
responsive consequentialist view. Part 3, Justifying the Account gives two argu-
ments for the RRCV.

Chapter 5, The Argument from Minimal Criteria, argues that the reason-
responsive consequentialist view is our best hope for meeting three minimal
criteria on an account of boundedly rational inquiry: sensitivity to tradeoffs made
during inquiry; sensitivity to the stakes of inquiry; and explaining the rational
impermissibility of many inferences made by stereotyping. I review three existing
accounts of boundedly rational inquiry: the Standard Picture, pragmatism, and an
account on which inquiry aims at knowledge. I argue that these accounts struggle
to satisfy the minimal criteria, while by contrast, the RRCV performs well by the
lights of all three criteria.

Chapter 6, The Explanatory Argument presents a programmatic explanatory
argument for the reason-responsive consequentialist view. Historically, conse-
quentialists have defended their view on the basis of its ability to recover clear,
correct, and unifying explanations of a diverse array of normative phenomena.
The explanatory argument shows how the RRCV can account for a range of
normative claims about inquiry that have eluded philosophical analysis including
norms of friendship; duties to avoid cognitive clutter; and norms of logical non-
omniscience. In traditional consequentialist fashion, the explanatory argument
takes these explanatory successes as evidence for the correctness of the RRCV.

Having developed and defended an account of rational inquiry, Part 4, Applying
the Account, sets out to reap what we have sown. The first order of business is
to use the reason-responsive consequentialist view to articulate and defend the
normative claims about bounded rationality set out in Chapter 2. I tackle this
project in two stages.

Chapter 7, Vindicatory Epistemology, takes up the vindicatory project of show-
ing how the right theory of bounded rationality can be used to vindicate the
rationality of many observed Standard Picture violations. I set out four desiderata
on a vindicatory program and three strategies that can be used to meet those
desiderata. Then I use those strategies together with the reason-responsive con-
sequentialist view to show how two types of Standard Picture violations can be
vindicated: biases resulting from a heuristic known as anchoring and adjustment,
and errors in conditional reasoning. I use these case studies to illustrate how the
reason-responsive consequentialist view grounds a robust program of vindicatory
epistemology.

Chapter 8, Bounded Rationality Revisited, takes up the remaining four nor-
mative claims from Chapter 2. I show how the reason-responsive consequen-
tialist view makes space for the claim that bounds matter by telling a principled
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story about how and why bounds matter to rational cognition. I use the global
consequentialist commitments of the RRCV to interpret and defend the claim
that rationality should be process-focused. I show how the RRCV grounds the
rationality of paradigmatic cognitive heuristics and sheds light on the factors
guiding rational choice among heuristic strategies. And I use the RRCV to defend
an interpretation of ecological rationality.

Chapter 9, The Standard Picture Revisited, takes a new look at the relationship
between bounded rationality and the Standard Picture. I show how the reason-
responsive consequentialist view charts a third way between the two reactions
to Standard Picture violations outlined in Chapter 1. This third way leaves the
Standard Picture largely intact as a theory of rational attitudes while rejecting the
Standard Picture as a guide to rational inquiry. A natural objection is that this
approach is too concessive to the Standard Picture because it makes cognitive
bounds less relevant to the rationality of attitudes. I argue that my concessive
approach is needed to avoid two revisionary consequences: that most traditional
attitudinal norms are false, and that all attitudinal norms are normatively non-
fundamental.

Chapter 10, The Zetetic Turns, relates my project to a recent zetetic turn in
epistemology from the study of doxastic attitudes toward the study of theoretical
inquiry. I argue that the zetetic turn in epistemology should be seen as part of a
broader procedural turn in the study of bounded rationality, from the study of
attitudes toward the study of inquiry. If this is right, then we can draw lessons for
the epistemology of inquiry by reflecting on what we have learned about bounded
rationality. I show how the discussion in this book yields five insights for the
epistemology of inquiry. I close by noting that our practical attitudes, no less than
our doxastic attitudes, are produced by bounded and constrained processes of
inquiry. Taking the procedural turn requires making a second zetetic turn within
practical philosophy, from the study of practical attitudes toward the study of
practical inquiry.
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1
The Standard Picture

1.1 The emergence of the Standard Picture

The middle of the twentieth century was characterized by profound optimism
about human rationality. On the emerging Standard Picture (Stein 1996) of
rationality, rational requirements were exemplified by requirements of consistency
derived from logic, probability theory, and decision theory. These requirements
were at once proposed as descriptive and normative accounts of human behavior
and cognition. On the Standard Picture, rationality requires us to think and act
consistently, and descriptive theorists held that this is by and large what we do.

Decision theory came to prominence as a descriptive foundation for the newly
mathematicized field of economics. This growth was driven by the twin tools of
revealed preference theory and representation theorems. The revealed preference
approach of Paul Samuelson (1938) and Hendrik Houthakker (1950) showed
how the fundamental decision-theoretic concept of preference is revealed by
agents’ choices under the assumption that agents choose rationally. A series of
representation theorems showed in turn how conditions on rational preference
could be reformulated as conditions on rational credence and subjective utility
(Bolker 1966; Jeffrey 1978; Savage 1954; Von Neumann and Morgenstern 1947).
These developments gave rise to a rationality-centered approach to the explanation
of behavior. Through revealed preference theory, agents’ preferences could be
inferred on the basis of their choices, given rationality assumptions. Represen-
tation theorems would then redescribe revealed preferences in the language of
credence and utility, and that representation could be used to predict future
behavior. This three-way relationship between choice, preference, and credence
and utilities, mediated by rationality assumptions, enabled economists to predict
an increasingly large range of phenomena with high precision and accuracy.

Some theorists cautioned against mistaking these new decision-theoretic
assumptions for normative claims. Milton Friedman argued that:

Positive [descriptive] economics is in principle independent of any particular
ethical position or normative judgments. As Keynes says, it deals with “what is,”
not with “what ought to be.” Its task is to provide a system of generalizations that
can be used to make correct predictions about the consequences of any change
in circumstances. (Friedman 1953, p. 4)

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0002
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Nevertheless, it became increasingly tempting to take the axioms of rational
preference as normative claims. For example, Leonard Savage prefaced his rep-
resentation theorem by urging the reader to accept the proposed axioms as
normative conditions on rational preference.

I am about to build up a highly idealized theory of the behavior of a “rational”
person with respect to decisions. In doing so I will, of course, have to ask you to
agree with me that such and such maxims of behavior are “rational” . . .When
certain maxims are presented for your consideration, you must ask yourself
whether you try to behave in accordance with them, or, to put it differently, how
you would react if you noticed yourself violating them. (Savage 1972, p. 7)

Here Savage argues that we can recognize the preference axioms as normative
requirements by reflecting on the fact that when we notice ourselves violating the
preference axioms, we feel that we should revise our preferences to bring them in
line with the axioms.

Mid-century decision theory absorbed and popularized the probability calculus
as a theory of fine-grained belief. Around the same time, the newly rigorized
theory of logic gained popularity as a theory of coarse-grained belief.1 As Piaget
revived the study of cognitive psychology, he gave pride of place to the develop-
ment of logical reasoning in his theory of human cognitive development (Piaget
1957). From there, logic became integral to the psychology of reasoning, featuring
prominently in leading theories (Rips 1994) and tasks (Chapman and Chapman
1959; Wason 1968).

Some theorists resisted this descriptive construal of logic. For example, Frege
vehemently criticized what he saw as the psychologism of his contemporaries
who understood logic as a descriptive theory of human thought. But Frege readily
granted that logic is normative: the laws of logic “prescribe universally the way in
which one ought to think if one is to think at all” (Frege 1893/1903, p. xv).2

The emergence of the Standard Picture was no accident. There were, and
continue to be strongmotivations for adopting the Standard Picture as a normative
and descriptive account of rationality. My focus in this book is on the Standard
Picture as a normative theory, however, it will be important to understand the
normative development of the Standard Picture in the light of its descriptive
applications and emerging challenges.

Section 1.2 reviews arguments for the Standard Picture as a normative theory.
Section 1.3 presents a series of descriptive challenges to the Standard Picture.

1 By themid-1930s, modern versions of natural deduction had been introduced (Gentzen 1935) and
standard metamathematical results such as soundness, completeness (Gödel 1929), and compactness
(Gödel 1930) were in place.

2 Frege’s claim survives to this day in the claim that the laws of logic are constitutive norms for
thought (Leech 2015; MacFarlane 2002).
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We can respond to these challenges in two ways: by retaining the Standard Picture
and seeing the descriptive challenges as instances of irrational cognition (Section
1.4), or by using the descriptive challenges as a guide to identify normatively
relevant factors to which the Standard Picture is insensitive (Section 1.5).3

1.2 Arguments for the Standard Picture

The popularity of the Standard Picture as a normative theory is no accident. There
are at least four strong arguments that can be given in favor of the Standard Picture.

A traditional argument for the Standard Picture begins with Dutch Books
and money pumps. Agents whose preferences violate many Standard Picture
assumptions will prefer to make each of a series of bets which together constitute
a Dutch Book (Adams 1962; Lewis 1999; Ramsey 1926/1931), a series of bets
which guarantees a sure loss for the agent.⁴ Similarly, agents whose preferences
are intransitive will be subject to a money pump: they will prefer to make each
of a series of trades which leave them back where they started less some fees
paid during the exchange (Davidson et al. 1955).⁵ Traditionally, Dutch Books and
money pumps were taken to show that agents have practical reason to comply with
Standard Picture norms in order to avoid exploitation.More recently, philosophers
have argued that Dutch Books and money pumps reveal a type of practical
incoherence, interpreted by the Standard Picture as a sign of irrationality, in which
agents deem as fair a series of bets which are not fair (Armendt 1993; Christensen
1996). Note well that these arguments are not restricted to unbounded agents:
many Dutch Book arguments can be reformulated as arguments for approximate
coherence requirements on bounded agents (Schervish et al. 2000, 2002, 2003;
Staffel 2015).

Recent accuracy-centered arguments have aimed to show how Standard Picture
requirements on belief can be supported by considerations of accuracy, rather than
by appeals to pragmatic costs of practical incoherence.These arguments beginwith
principles relating rationality to accuracy and show how these principles can be
used to derive norms of rational credence. Most famously, a simple principle of
non-dominance forbidding agents from adopting a credence function when some
other credence function is guaranteed to be more accurate in any possible world
is sufficient to establish the probability axioms as rational requirements (Joyce
1998, 2009). The program has been extended to account for diachronic coherence
constraints such as updating by Bayesian conditionalization (Greaves and Wallace

3 To clarify, I use talk of ‘blame’ here in the sense of assigning fault, not in the philosophers’ sense
of assessing blameworthiness. I do not mean to make the implausible claim that theories can be
blameworthy. Thanks to a referee for pushing me to clarify this.

⁴ On the notion of a sure loss see Briggs (2009) and Mahtani (2012, 2015).
⁵ Intransitive preferences are preferences of the form X≻Y,Y≻Z,Z≻X.
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2006; Leitgeb and Pettigrew 2010a, b). And more generally, the program has been
used to recover norms that may with some right be regarded as principles of
structural rationality, for example, principles of indifference requiring ignorant
agents to treat a range of propositions alike (Leitgeb and Pettigrew 2010a, b;
Pettigrew 2016) and chance-credence norms linking beliefs about propositions
to beliefs about their chances (Pettigrew 2012, 2013). As before, many of these
same arguments can be extended to justify approximate coherence requirements
on bounded agents (De Bona and Staffel 2017, 2018; Staffel 2020).

A third argument for the Standard Picture begins with representation theorems
(Christensen 2001).⁶ These theorems allow rational requirements on belief and
desire to be decomposed into axiomatic requirements on preference. We can then
support the normativity of Standard Picture requirements by arguing for the nor-
mativity of the preference axioms. As we saw, Savage urges his readers to accept his
theory in precisely this way: we realize that the axioms are rational requirements
by reflecting on the fact that if we noticed ourselves violating the axioms, we would
be disposed to revise our views. Savage takes this as good evidence that we already
endorse the axioms as rational requirements. More generally, we might be led
to accept the axioms because they are intuitively plausible, or because learned
experience in decision theory convinces us of the strangeness and irrationality of
behaviors that result as we weaken the axioms.

Fourth, the Standard Picture can be judged by its results. Within philoso-
phy, the Standard Picture has underwritten enormously successful normative
programs including Bayesian epistemology, confirmation theory and decision
theory (Buchak 2016; Weisberg 2015). Outside of philosophy, the Standard Pic-
ture has generated plausible normative models throughout almost all domains
of academic inquiry. For example, the Standard Picture yields good models
of rational evidence-gathering (Howard 1968; Stigler 1961), awareness-growth
(Karni and Vierø 2013), credence in conditionals (Bradley 2017), control of
cognition (Shenhav et al. 2013), and reaction to risk (Buchak 2013). It would not
be an exaggeration to say that the Standard Picture is among the most successful
normative traditions in the twentieth century in terms of its ability to generate
plausible, detailed and correct normative predictions. Together, these predictions
generate a plausibility argument for the Standard Picture.

In this section, we have seen that there are at least four strong normative argu-
ments for the Standard Picture. The Standard Picture is supported by pragmatic
and coherence-based arguments from Dutch Books and money pumps; accuracy-
based arguments in epistemology; arguments from representation theorems; and
by a programmatic explanatory argument drawing on the normative plausibility
of Standard Picture models.

⁶ This argument relies on additional premises (Zynda 2000) which may be controversial. For
example, agents who are representable as obeying the Standard Picture will also be representable as
violating the Standard Picture (Hampton 1994; Meacham and Weisberg 2011). On what grounds is the
Standard Picture representation privileged?
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1.3 Descriptive trouble for the Standard Picture

Mid-century optimism presented the Standard Picture as a unified descriptive and
normative theory of rationality. As the Standard Picture gained in popularity,
pressure mounted to subject the Standard Picture to rigorous empirical test.
Beginning in the 1960s, researchers uncovered a range of descriptive anomalies
that are difficult to explain using Standard Picturemodels. It is important to survey
these anomalies in some detail in order to get a better sense of what has and has
not been shown, as well as to open discussion of the many different normative
reactions we can have to each anomalous finding.

In probabilistic reasoning, we neglect base rates (Eddy 1982; Kahneman and
Tversky 1973; Nisbett et al. 1976), making inferences about traits and events
without due concern for their prevalence in an environment. We commit gam-
bler’s fallacies (Tversky and Kahneman 1971) and perhaps also hot-hand fallacies
(Gilovich et al. 1985), expecting bad luck to reverse and good luck to continue.
We neglect sample size (Tversky and Kahneman 1971), making strong inferences
from small samples. We systematically misunderstand fundamental statistical
phenomena (Tversky and Kahneman 1982). And we make poor judgments about
and in the presence of randomness (Bar-Hillel and Wagenaar 1991).

In decisionmaking, we choose dominated options (Birnbaum 2008; Tversky
and Kahneman 1986), neglecting options that are better in every respect than
the option chosen. We overweight small probabilities and underweight large
probabilities (González and Wu 1999; Kahneman and Tversky 1979). We give
significant extra weight to certain overmerely probable outcomes (Kahneman and
Tversky 1979) and extend this weight to outcomes which are not actually certain
but only appear so (Tversky and Kahneman 1981). We incorporate sunk costs into
decisionmaking (Arkes and Blumer 1985). And we neglect features that we care
about in decisionmaking such as the scope (Desvousges et al. 1992) and duration
(Fredrickson and Kahneman 1993) of outcomes.

Humans commit a number of logical errors. For example, we judge a conjunc-
tion to be more probable than one of its conjuncts (Tversky and Kahneman 1982,
1983) or a disjunction to be less probable than a disjunct (Bar-Hillel and Neter
1993). We are more likely to judge that an argument is deductively valid if we
believe its conclusion (Evans et al. 1983). Our knowledge is not closed under
logical deduction. There is some evidence that we commit basic errors in con-
ditional reasoning such as denying the antecedent and affirming the consequent
(Schroyens et al. 2001).⁷

Sometimes our reasoning is explicitly nonextensional. Our judgments and
decisions are subject to framing effects (Chong and Druckman 2007; Tversky and
Kahneman 1981) in which the same situation is assessed differently depending
on how it is presented. Assessments are also dependent on the format in which

⁷ See Oaksford and Chater (2003, 2007) and Elqayam and Over (2013) for pushback.
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information is presented. For example, we reason differently with information
about frequencies of occurrence rather than decimals or probabilities (Cosmides
and Tooby 1996; Gigerenzer and Hoffrage 1995), and commit format-specific
errors such as paying insufficient attention to denominators in reasoning with
fractions (Reyna and Brainerd 2008). Reasoning is subject to unpacking effects
in which we judge a disjunction to be more probable when assessing its disjuncts
separately (Tversky and Koehler 1994).

TheStandardPicture predicts that agentswill learn fromexperience by updating
their beliefs, but there are a number of persistent failures to learnwhich are difficult
to explain using StandardPicturemodels.We are sometimes overconfident (Cooke
1991; Oskamp 1965) after receiving extensive feedback. And even firms that have
been in business for many years prepare plans with budgets and timetables more
closely aligned to the best-case scenario than to average costs and completion times
(Buehler et al. 1994).

The Standard Picture incorporates a simplified model of memory on which
propositions are learned through conditionalization and then forever recalled
and fully utilized to inform future judgments and decisions. This simplification
fails to predict a number of important phenomena. Our beliefs persist after the
evidence for them is discredited (Ross et al. 1975). Judgments and decisions are
preferentially influenced by information that is more readily available for recall
(Tversky and Kahneman 1973). This availability, in turn, is influenced by factors
such as the recency (Bjork andWhitten 1974) of learning and the context (Godden
and Baddeley 1975) of learning and retrieval. Some information is forgotten.
Memories can provide false information, as in incorrect eyewitness identifications
(Lindsay and Johnson 1989). Memory is influenced by features of the learning
context such as the position of information in a list (Murdock 1962).

Decisionmakers demonstrate a number of preferences that are difficult to
reconcile with their stable evaluative attitudes. We show endowment effects,
preferring possessed items to unpossessed items (Kahneman et al. 1990). We
also come to like items through mere exposure to them (Zajonc 1968). These
preferences conflict with our global evaluative attitudes, which do not endorse
mere exposure or possession as reasons for preference.

On the Standard Picture, decisions are influenced by anticipated but not inci-
dental affect. That is, decisionmakers may take into account how they will later
feel about their decisions, but they will not be influenced by their emotional
state at the time of decision. However, there is a strong influence of incidental
affect on decisionmaking (George and Dane 2016; Slovic et al. 2007). For exam-
ple, angry decisionmakers become increasingly risk-seeking, perceive risks to be
lessened, and perceive negative events to be predictable and caused by others,
while by contrast, fearful decisionmakers are less risk-seeking, perceive risks to be
heightened and perceive negative events to be unpredictable and under situational
control (George and Dane 2016). Other influences of affect on decisionmaking
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are likewise not easily accommodated. For example, research on risk and affect
reveals a three-way pathway in which positive feelings toward an option at once
increase perceived benefits and decrease perceived risks (Fischhoff et al. 1978;
Slovic et al. 2007). This finding is difficult to reconcile with the Standard Picture,
for example, because agents do not hold the Panglossian belief that benefits and
risks are negatively correlated.

This array of Standard Picture violations raises two questions. The first question
is what changes, if any, should be made to descriptive theories of rationality to
accommodate the violations? I will not be concernedwith this descriptive question
here, althoughmuch of what I have to say can and has been reflected in descriptive
theorizing (Gigerenzer and Selten 2001; Simon 1959; Todd andGigerenzer 2012a).
The second question is what changes, if any, should be made to normative theories
of rationality to accommodate observed Standard Picture violations?This question
will occupy the remainder of the book.

1.4 Retaining the Standard Picture

When facedwith descriptive violations of the Standard Picture, we can react in one
of two ways. On the one hand, we can blame the agent. We can retain the Standard
Picture as a normative theory and hold that descriptive findings reveal irrational
behavior or cognition. On the other hand, we can blame the theory. We can use
these descriptive violations as guideposts, seeking an explanation of why humans
think and act as we do and, if all goes well, using that explanation to rationalize
their behavior.

There is a lot to be said in favor of blaming the agent. In this section, I survey
five arguments in favor of blaming agents and retaining the Standard Picture as a
normative theory.

First, it should be uncontroversial that some observed Standard Picture viola-
tions are irrational. A numerate adult who chooses a 7/100 chance of winning a
prize over a 1/10 chance of winning has acted irrationally (Denes-Raj and Epstein
1994). In such cases, standard rationalizing explanations ring hollow. This agent
does not need to be charitably reinterpreted so that her thoughts make sense.⁸
We have understood her aright. And it is cold comfort to claim that this agent’s
actions sprung from an underlying reasoning competence.⁹ In fact, we have been
given strong reasons to doubt that she is competent at reasoning with fractions.
Nor should we seek hidden meaning in experimental instructions, on the basis of

⁸ See (Cohen 1981; Sober 1978) in support of charity-based arguments and (Stein 1996; Stich 1990;
Thagard and Nisbett 1983) against.

⁹ See (Cohen 1981) in favor of competence-based arguments, and (Stein 1996; Stanovich and West
2000) against.
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which the agent has made a good Gricean inference that her chance of winning is
greater than 7/100. Sometimes such arguments work, but often they do not.1⁰ In
cases such as this, we should freely admit that the agent has acted irrationally.

Second, when confronted with the fact that their beliefs and preferences violate
the Standard Picture, agents often withdraw the offending attitudes (Tversky and
Kahneman 1983).11 For example, if I tell you that you hold a set of cyclical
preferences or inconsistent beliefs, then this will probably move you to reflect
further on your preferences or beliefs, at least if they concern a subject matter that
is important to you. A good explanation for your withdrawal is that you believe it
is irrational to hold cyclical preferences or inconsistent beliefs. If Standard Picture
violationswere rational, it seems that youwould bewell within your rights to retort
that you do not plan to revise your attitudes because there is nothing rationally
defective about your preferences or beliefs. Most of us are not disposed to respond
in this way, and this is some evidence that we take Standard Picture norms to
express genuine rational requirements.

Third, many Standard Picture violations correlate negatively with cognitive
ability (Stanovich 1999; Stanovich and West 2000).12 For example, individuals
higher in cognitive ability are more likely to obey logical laws in syllogistic
reasoning and to obey the probability calculus in many statistical reasoning tasks.
A natural explanation for this phenomenon is that individuals higher in cognitive
ability are better able to discern what rationality requires. Then the fact that high-
ability cognizers more closely follow a given Standard Picture norm can be taken
as evidence that this norm expresses a rational requirement.

Fourth, overzealous attempts to defend human rationality have rightly been
accused of taking the Panglossian view thatwe live in the best of all possibleworlds,
in the sense that humans rarely or never think and act irrationally (Kahneman
1981; Stanovich and West 2000). This is surprising because in other domains, we
are readily disposed to admit that humans think and act irrationally. We suffer
from major psychological illnesses and delusions. We accept conspiracy theories,
join cults, and doubt established scientific facts.We drink, gamble, overspend, and
abuse narcotics, often with life-altering consequences. Advocates of the Standard
Picture have rightly wondered why, if we are ready to admit that some people
overconfidently believe themselves to be the king of France, we should be so
hesitant to accept that people are overconfident aboutmoremundanematters such
as the location of France on a map.

1⁰ For some purported successes of this strategy see (Dulany and Hilton 1991; Hertwig and
Gigerenzer 1999). For some purported failures see (Tversky and Kahneman 1983).

11 This does not always happen. However, failures of withdrawal often target the most controversial
elements of the Standard Picture, so this may pose no deep problem for the argument (Slovic and
Tversky 1974).

12 Caution is needed in interpreting this argument because a large number of Standard Picture
deviations show null or positive correlations with cognitive ability.
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Finally, defenders of the Standard Picture should demand a systematic
alternative. It is a familiar refrain among decision theorists that it is all too easy
to criticize theories developed at the level of clarity, detail, and generality of the
Standard Picture. What is lacking in many criticisms is a comparably general,
powerful and plausible normative alternative. If we are to replace the Standard
Picture, we need notmerely to observe that people sometimes violate the Standard
Picture and suggest that some of these violations are rational, but also to ground
our rationalizing explanations in a new and systematic normative theory.

Summing up, there are at least five things to be said in favor of blaming
agents and retaining the Standard Picture. Some Standard Picture violations are
clearly irrational. Agents often withdraw attitudes upon learning that they violate
Standard Picture norms. High-ability cognizers are oftenmore faithful to Standard
Picture norms. Attempts to defend human rationality sometimes border on the
Panglossian, and should be supported by a systematic alternative theory. These
are strong arguments, and in some cases they are decisive. But I hope to show that
there is room for another reaction.

1.5 Modifying the Standard Picture

A second reaction to Standard Picture violations is to blame the theory. By
thinking carefully about why agents systematically deviate from Standard Picture
requirements, we can discover normative factors which agents are sensitive to, but
that the Standard Picture ignores.13

One thing to note about the Standard Picture is that it is architecturally neutral.
That is, Standard Picture requirements are not derived from, and do not depend
on, facts about an agent’s cognitive architecture. The Standard Picture requires
the same logical, probabilistic, and decision-theoretic consistency of humans,
superhumans, toddlers and toads. This creates a surprising asymmetry between
physical bounds, which are incorporated into the Standard Picture, and cognitive
bounds, which are not.

No one would deny that limitations on physical abilities and the costs of
exercising them bear on rationality.We cannot be rationally required to fly to work
rather than walk, because we lack the ability to fly: we do not have wings. And we
cannot be rationally required to run to work rather than walking, because running

13 The view developed in this book will agree with the Standard Picture in one important way: it
accepts the normative importance of expected utility maximization (Chapter 3). I may also have a
good deal in common with the Standard Picture in my view of the rationality of attitudes (Chapter 9).
However, I come apart from the Standard Picture in my view that rational processes of cognition are
often heuristic (Chapter 2) and dependent on cognitive architecture (Chapter 1) and task environments
(Chapter 2), do not always aim at coherence or structural rationality (Chapter 5), and are not always
helpfully characterized in an axiomatic way (Gigerenzer 2019). I revisit the relationship between
bounded rationality and the Standard Picture in Chapter 9.



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

18 inquiry under bounds

is costly: we would arrive sweaty and exhausted. But we would be rationally
required to fly if we had wings or to run if we could do so without effort. All of
these facts are neatly incorporated into Standard Picture models as restrictions on
the set of available options and changes to the utility function, respectively.

By contrast, the Standard Picture denies that cognitive abilities and the costs of
exercising them bear on rationality. Full logical omniscience is required, even if
we lack the ability to deduce complex cognitive truths. And it is no objection to
logical omniscience requirements that a truth that is within our cognitive abilities
to deduce would be costly to discover, perhaps requiring several years of sustained
thought. This asymmetry between the Standard Picture’s treatment of cognitive
and physical bounds looks like a principled reason to begin pushing back against
the Standard Picture.

It is a familiar refrain that incorporating cognitive bounds will require some
modification to the Standard Picture. For example, we might require agents to
make only those logical inferences that are relatively foreseeable, or beneath a
certain complexity. And similarly, we might permit agents to assign credence less
than one to some logical truths as a form of epistemic modesty, occasioned by the
thought that our logical beliefs have been wrong in the past.

What is less well-appreciated is that a large variety of Standard Picture vio-
lations, even quite foreseeable ones, can be brought about by rational cognition
in bounded agents. Consider, for example, the conjunction fallacy (Tversky and
Kahneman 1982, 1983). This occurs when agents assign greater probability to a
conjunctive proposition p∧ q than to one of its conjuncts, p. The conjunction
fallacy is as bald, foreseeable, and stark as a Standard Picture violation can get.1⁴
Could even such a thing be rational?1⁵

To see why it might be, consider the original explanation given by Tversky and
Kahneman for how the conjunction fallacy arises.1⁶ Sometimes we want to judge
the probability that an object x belongs to a category M. For example, we might
want to judge the probability that a distant tree is a birch. One way we can do this
is through the representativeness heuristic: judge the likelihood that x is an M by
considering the degree to which it resembles a representative M.1⁷ For example, if

1⁴ For a similarly stark violation, consider Gilbert Harman’s (1973) discussion of clutter avoidance,
in which rational agents may avoid making simple inferences such as the inference from p to p∨ q in
order to reduce cognitive clutter.

1⁵ Ultimately, I will claim that conjunction fallacies cannot be rational. However, the heuristic
inquiries that produced them can be rational. And that is what matters. See the discussion of process
focus in Chapters 2, 8, and 9.

1⁶ To be clear: there are many ways in which conjunction fallacies can be produced. The explanation
given here is the most popular explanation for how conjunction fallacies are produced in the cases that
I will consider.

1⁷ The representativeness heuristic was proposed by the heuristics and biases tradition. Like most
heuristics in this tradition, representativeness is sometimes criticized by the fast-and-frugal heuristics
camp for being imprecise or incompletely specified (Gigerenzer 1996). For the most part, my examples
will be drawn from the fast-and-frugal heuristics tradition, but I do think it can be illustrative to think
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a tree (x) is light-colored, moderately sized and has thin, lenticled bark, then it is
probably a birch (M).

But the representativeness heuristic has a problem. The logic of representative-
ness comes apart from the calculus of probability in startling ways. Most famously,
an unrepresentative M may be more representative of the conjunctive category
MN than of the simple category M. By contrast, it is an elementary theorem of the
probability calculus that nothing can be more likely to be an M than to be an MN.
This fact can, on scattered occasions, give rise to a conjunction fallacy.

Suppose I show you personality sketches and ask you to judge the profession
and hobbies of the person sketched based only on a brief description. Here it is
understandable why you might employ the representativeness heuristic, judging
their likely profession by their resemblance to a representative member. That is a
cognitively efficient way to make accurate judgments based on limited informa-
tion. So for example, I might tell you the following about Bill:

Bill is 34 years old. He is intelligent, but unimaginative, compulsive, and generally
lifeless. In school, he was strong in mathematics but weak in social studies and
humanities. (Tversky and Kahneman 1982, p. 92)

If you hold typical, if perhaps unfortunate stereotypes about hobbies and pro-
fessions, you will judge that Bill is an unrepresentative jazz musician (M) but
a representative accountant (N). As a result, Bill is more representative of the
conjunctive category MN than of the simple category M. At least Bill resembles
a representative jazz-playing-accountant in having traits representative of an
accountant. If you judge by representativeness, you will then judge that Bill is
more likely to be a jazz-playing accountant than to be a jazz player. And that is
a conjunction fallacy.

What do we want to say about these cases? On the one hand, they are not
happy cases: I will argue in Chapter 3 that we feel some evaluative tension
toward agents in these cases. But on the other hand, we should be prepared
to admit that rational heuristics such as representativeness, used rationally, can
sometimes lead to Standard Picture violations. It is a familiar refrain of process
reliabilists that an inference procedure can be rational even if it is known ahead
of time to occasionally produce inaccurate results, so long as these inaccuracies
are only occasional. So too, we should be willing to consider the possibility that a
heuristic inference procedure can be rational even if it is known ahead of time to
occasionally produce inconsistent results, so long as these inconsistencies are only
occasional. This occasional vulnerability to inconsistency may be compensated by

through ways to extend the reach of bounded rationality into other traditions, even for readers who
might wish that heuristics such as representativeness had been specified in another way.
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other factors such as accuracy and cognitive efficiency, and in that case, we have the
beginnings of a normative case for the rationality of Standard Picture violations.

The claim that heuristics may be rational despite their occasional vulnerability
to bias is not so controversial as it may appear. In the paper that launched their
heuristics and biases program, Amos Tversky and Daniel Kahneman conceded
that it is understandable why agents might make use of frugal heuristics such as
representativeness:

It is not surprising that useful heuristics such as representativeness and avail-
ability are retained, even though they occasionally lead to errors in prediction or
estimation. (Tversky and Kahneman 1974, p. 1130)

Three decades later, the editors of a leading anthology on heuristics and biases
reiterated this position in no uncertain terms:

The heuristics themselves are sensible estimation procedures that are by no
measure “irrational.” (Gilovich and Griffin 2002, p. 3)

Just one year later, Daniel Kahnemanwould deliver a Nobel address entitled ‘Maps
of bounded rationality’ in which he cited Herbert Simon as his inspiration and
claimed that his life’s work, together with Amos Tversky, was aimed at mapping
the shape of bounded rationality (Kahneman 2003).

Here, again, we return to the suggestion of taking bounded rationality as a
systematic alternative to the Standard Picture. Through careful descriptive exam-
ination of the bounds on human cognition together with normative theorizing
about the rational impact of those bounds, we can construct a theory that explains
how and why agents may rationally deviate from Standard Picture norms in order
to achieve valuable cognitive goals. If all goes well, the right theory of bounded
rationality will allow us to retell the story of human cognition so that many
seeming irrationalities are revealed as the results of boundedly rational cognition.

That is the plan. Here is howwewill follow it. Chapter 2 introduces the bounded
rationality program, characterizing the program using five normative claims. This
discussion will reveal the need for a theory of rational inquiry in order to clarify
and defend the bounded rationality program. Parts 2–3 develop (Chapter 3) and
defend (Chapters 4–6) a theory of rational inquiry designed to do just that. Part 4
applies the theory of rational inquiry developed in Parts 2–3 to vindicate the
rationality of some Standard Picture violations (Chapter 7), ground the remaining
claimsmade by the bounded tradition (Chapter 8), revisit the relationship between
bounded rationality and the Standard Picture (Chapter 9), and use what we have
learned to illuminate the recent zetetic turn within epistemology, as well as to
suggest the need for an analogous turn within practical philosophy (Chapter 10).
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Bounded rationality

2.1 Introduction

Chapter 1 introduced the Standard Picture and raised the possibility that some
Standard Picture violations should be blamed not on the agent, but on the theory.
In particular, we saw that many Standard Picture violations may be instances
of boundedly rational cognition. This suggests that we should look to bounded
rationality for an alternative normative theory. And althoughmy focus in this book
will be normative rather than descriptive, the same considerations will motivate a
change of descriptive theory in many contexts as well.

The basic idea of bounded rationality is clear enough.We have limited resources
and abilities, and these limitations bear on how we should think and act. For
example, we would not want to decide between running and walking to class in
a way that neglects our physical limitations or the cost of physical exercise. So
too, we should not select strategies for cognitive tasks such as choosing a breakfast
cereal or assessing the truth of a news report without reference to our cognitive
abilities and the costs of using them.

In developing the theory of bounded rationality beyond this basic insight, we
encounter a problem. The Standard Picture is a complete, or nearly complete
normative theory. Many advocates of the Standard Picture take the right set of
decision-theoretic preference axioms together with a few additional rationality
constraints to capture most or all of what rationality requires. But there is no
comparably general account of what it means to be boundedly rational. The
bounded tradition gives us not a broad, overarching theory of rationality but rather
a collection of normative claims and a tradition of using these claims to inform
rationality modeling.

My project in this chapter is to set out five key normative claims character-
istically made by the bounded tradition (Thorstad forthcoming c). In stating
these claims, we will see the need for a background normative theory in order
to unpack the contents of these claims as well as to assess their correctness and
their normative implications. Parts 2–3 will develop and defend such a normative
theory, and Part 4 will show how that theory bears on the contents, correctness,
and implications of these characteristic normative claims. This effort will take
us closer to understanding the bounded tradition as a systematic normative
alternative to the Standard Picture, and in Part 4 I will reassess the relationship
between bounded rationality and the Standard Picture.

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0003
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2.2 Bounds matter

First and foremost, the bounded tradition holds that bounds matter. To say that
bounds matter is to place at least two constraints on rationality modeling. The first
is a relevance constraint.

Relevance constraint: Paradigmatic cognitive bounds including limitations on
agents’ cognitive abilities as well as the costs of cognition bear on the rationality
of agents’ judgment and decisionmaking.

The relevance constraint leavesmany questions open for further theorizing. It does
not exhaustively list the bounds that bear on rational cognition.1 And while the
relevance constraint provides two examples of relevant bounds, namely cognitive
abilities and cognitive costs, it does not say how these bounds are normatively
relevant, but only that they are in fact normatively relevant. Further work is needed
to answer these and other questions left open by the relevance constraint.

The relevance constraint is opposed to a common view of rational theorizing
on which cognitive costs and limited computational abilities are normatively
irrelevant. For example, Ralph Wedgwood asks us to understand the credences
of a rational agent as follows:

One picturesque way of conceiving of [the] rational probability function is to
imagine an angel perched inside the thinker’s head—where the angel’s advice to
the thinker takes the formof this rational probability function.Unfortunately, this
angel is uncertain about many empirical propositions about the world. However,
the angel knows all relevant truths about the mental states and events that are
present in the thinker’s mind at the time; and she can assign probabilities to these
empirical propositions by relying on what she knows about these mental states
and events, together with everything that the essential nature of these mental
states and events either guarantees or makes likely to be true.

(Wedgwood 2018, p. 99)

On Wedgwood’s view, rationality requires us to believe as we would if our limited
mental faculties were replaced by the unlimited mental powers of an angel. Only,
most of us do not have angels in our heads. We have limited and costly mental
processes which we must use to make good judgments and decisions. The bounds
on our mental processes affect how we can and should cognize. As a result,
the relevance constraint insists that our bounds should be reflected in rational
theorizing.

1 For discussion see Carr (2022).



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

bounded rationality 23

The claim that boundsmatter imposes a second, subtler constraint on rationality
modeling. This constraint is methodological rather than normative.

Methodological constraint: Relevant bounds should be incorporated, as far as
possible, into all stages of rationality modeling.

The methodological constraint is meant to block models on which we first deter-
mine what would be required of unbounded agents, such as Wedgwood’s angeli-
cally possessed thinker, then adjust the model to determine how bounded agents
should cognize.

The methodological constraint is opposed to an early practice in Bayesian
theorizing of abstracting away from cognitive bounds until the end of theorizing.
For example, here is a canonical statement of the Bayesian six-step method of
rational analysis for cognitive modeling.

(1) Goals: specify precisely the goals of the cognitive system.
(2) Environment: develop a formalmodel of the environment to which the system
is adapted.
(3) Computational limitations: make minimal assumptions about computational
limitations.
(4) Optimization: derive the optimal behavior function, given 1–3 above.
(5) Data: examine the empirical evidence to see whether the predictions of the
behavior function are confirmed.
(6) Iteration: repeat, iteratively refining the theory. (Chater and Oaksford 1999b,
p. 59)

The method of rational analysis has much in common with theorizing in the
bounded tradition. For example, step two incorporates the claim to be made in
Section 2.5: that rationality is ecological, or environment-relative. But rational
analysis has been heavily criticized for its third step, which insists that computa-
tional limitations should be written out of rationality models as far as possible.
If we accept the relevance constraint, then computational limitations bear on
rational cognition. Then what principled grounds could there be for excluding
tractable specifications of computational limitations from rationality modeling?

Bayesians have increasingly acknowledged this criticism, revising the method
of rational analysis to assume from the start that agents respond systematically
and in a normatively correct manner to their cognitive bounds. The paradigm of
cognitively bounded rational analysis (Howes et al. 2009) replaces the third step
of rational analysis with an explicit insistence on incorporating relevant features
of cognitive architecture into rationality models. More recent Bayesian paradigms
such as computational rationality (Gershman et al. 2015), boundedly rational
analysis (Icard 2018), and resource-rational analysis (Lieder and Griffiths 2020)
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have continued this trend, making substantial normative and descriptive progress
by incorporating cognitive bounds at all levels of rationality modeling.

The methodological constraint has made less headway into philosophical dis-
cussions of bounded rationality. For example, here is how Julia Staffel describes
the methodology of Bayesian rationality modeling:

Norms are derived by thinking about the characteristic role our credences are
supposed to play in our thinking and decision-making . . . In developing the
norms, we abstract away from limiting factors that interfere with credences playing
this role perfectly, such as processing or time limitations or possibilities of error. This
view of the Bayesianmethodmakes clear why the ideal norms are unreachable for
non-ideal thinkers, yet still apply to them: the limiting factors that are abstracted
away from in formulating the norms for our attitudes do in fact constrain thinkers
like you and me. (Staffel 2020)

This passage appears to deny the relevance constraint: in claiming that norms that
do not incorporate cognitive bounds apply to bounded agents, Staffel might deny
the normative relevance of these cognitive bounds. But on a more charitable read-
ing, perhaps Staffel means only to deny the methodological constraint. For Staffel,
the right way to do rationality modeling is what the early rational analyst suggests:
think first about the function of cognition in a way that abstracts from cognitive
bounds, then ask how rational agents should go about approximately fulfilling that
function. If the function of cognition is well-characterized by Standard Picture
norms, then rational agents should strive to approximate Standard Picture norms
as far as possible.2

This may seem like an innocuous move, but I hope to convince you that it is
quite dangerous. As Bayesian cognitive scientists have increasingly recognized, we
will not get a systematic and correct view of how resource- and ability-bounds
bear on rational cognition unless those bounds are incorporated at the beginning
of theorizing. This point can only be made by example.3 Throughout this book,
I will argue that rational agents often inquire in ways that run a substantial risk
of producing judgments and decisions that violate Standard Picture norms, even

2 See also Zynda (1996).
3 That is not entirely true. There are some general results, such as the general theory of the second

best (Daoust 2021; Lipsey and Lancaster 1956; Wiens 2020) which can be cited in favor of the
methodological constraint. But a large part of the case for the methodological constraint continues
to rest on repeated, domain-specific examples where the approximation of unbounded models leads
us normatively astray. The reason for this is that all models must make simplifying assumptions.
The methodological constraint claims that a particular sort of simplifying assumption, namely the
elimination of paradigmatic cognitive bounds, is often especiallymisleading, and that it would be better
to make other types of simplifying assumptions instead. This claim cannot be derived from general-
purpose results about the reliability of approximation. It needs to be motivated by thinking specifically
about the reliability of approximation to cognitively unbounded models.
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when other methods of inquiry would cleave more closely to the Standard Picture.
One part of the argument will be that agents can improve the expected quality
of their judgments and decisions by accepting a larger risk of violating some
Standard Picture norms (Arkes et al. 2016). If that is right, then we will not get
a correct view of bounded rationality by viewing bounded rationality as a matter
of approximating Standard Picture norms.

Summing up, the bounded tradition’s first contention is that bounds matter.
This claim involves a normative constraint, which holds that cognitive bounds
are normatively relevant, as well as a methodological constraint, which holds
that cognitive bounds should be incorporated as far as possible into all stages of
rationality modeling.

2.3 Process focus

Herbert Simon held that a fundamental turn in the study of bounded rationality
is the turn from substantive rationality to procedural rationality (Simon 1976).
Substantive rationality asks normative questions about the outcomes of inquiry
such as belief, intention, or preference. By contrast, procedural rationality asks
normative questions about the processes of inquiry by which these outcomes are
produced.

Substantive and procedural rationality are not new types of normative assess-
ment. Substantive and procedural rationality incorporate familiar types of norma-
tive assessment but differ in the objects assessed. At each level, we can ask familiar
types of normative questions about the outcomes or process of inquiry. At the
substantive level, we can ask for example what a virtuous agent would believe,
what it would be fitting for her to desire, what she ought to prefer, or how she
is rationally required to act. We can equally well ask the procedural questions of
how a virtuous agent would inquire, how it is fitting for her to inquire, how she
ought to inquire, or how she is rationally required to inquire.

Most theorists in the bounded tradition have followed Simon in thinking that
normative theory should pay central attention to inquiry. One reason for this
shift is that resource- and ability-bounds bear most strongly on the process of
inquiry itself.⁴ There are, to be sure, propositions so complex that we cannot
believe them and intentions so revolting that we cannot hold them, but in general
the costs of computation and our limited cognitive abilities make themselves
manifest during the process of inquiry by which beliefs or intentions are produced.
The second claim made by the bounded tradition is therefore that normative

⁴ For discussion, see Chapter 8.
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assessment should be process focused, focusing on the process of inquiry rather
than its outcomes.⁵

It is important to distinguish two interpretations of the relationship between
substantive and procedural rationality. I have been developing an interpretation
on which substantive and procedural rationality are complementary. On this
interpretation, the distinction between substantive and procedural rationality is
a distinction between two classes of objects that we can ask normative questions
about: the outcomes of inquiry and the process of inquiry itself.These questions are
separate and hence perfectly compatible. On a complementary interpretation, to
say that normative assessment should be process focused is to say that we should
devote much of our attention in normative theorizing to the process of inquiry
rather than its products. Normative questions about outcomes are held to be often
misleading, insofar as these questions do not reflect the majority of an agent’s
bounds, but they are not ill-defined and may be useful for some purposes. It is,
for example, no less intelligible or useful to ask whether I ought to buy coffee than
to ask how I ought to deliberate about buying coffee.

My complementary interpretation of the distinction between substantive and
procedural rationality is quite heretical. Simon drew the distinction between
substantive and procedural rationality as follows.

Behavior is substantively rational when it is appropriate to the achievement of
given goals within the limits imposed by given conditions and constraints . . .
Behavior is procedurally rational when it is the outcome of appropriate
deliberation. (Simon 1976, pp. 66–7)

Here Simon holds that substantive and procedural rationality assess the same
object: the behavior that results from deliberation. Procedural rationality asks one
normative question about behavior, namely whether it results from appropriate
deliberation. Substantive rationality asks a different normative question about
behavior, namely whether it is appropriate when we focus on the first-order
decision problem and ignore the process of deliberation. In this way, the notion
of procedural rationality substitutes for and replaces the notion of substantive
rationality. Most theorists in the bounded tradition have followed what we might
call Simon’s substitute interpretation of procedural and substantive rationality but
broadened the scope of assessment from behavior to othermental and non-mental
outcomes of decisionmaking.

The distinction between complementary and substitute interpretations is famil-
iar to philosophers as the distinction between direct and indirect normative
assessment. The most common forms of indirect normative assessment hold that

⁵ We will see in Chapter 10 how this claim relates to a recent zetetic turn in the epistemology of
inquiry.
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the normative status of inquiry determines the normative status of its outcomes. If,
for example, I deliberate in a rationally unimpeachable manner about which car to
buy, then my resulting intention to buy that car is also rational. By contrast, direct
normative assessment allows us to separate normative questions about inquiry and
its outcomes. On a direct approach, to say that a process of inquiry is rational is
not yet to say anything about the rationality of its outcomes.

One of my goals throughout this book is to advocate what I will call, following
Shelly Kagan (2000), an everywhere direct approach to normative assessment. I will
argue that this everywhere direct approach makes ample room for the Standard
Picture at the substantive level, while also revealing the inadequacy of the Standard
Picture at the more important procedural level.

2.4 Heuristic rationality

Because bounded rationality is process focused, the bounded tradition concen-
trates on identifying the processes which rational agents use to make judgments
and decisions. Here we arrive at the bounded tradition’s third claim:

Heuristic rationality: Agents are often rationally required to inquire heuristically.

Heuristics are frugal strategies that typically do one or both of the following: utilize
a small subset of available information or process that information frugally.⁶

The rationality of heuristic inquiry is defended on three grounds. First, agents
often face an accuracy-effort tradeoff : more demanding forms of inquiry produce
better decisions at the cost of increased cognitive and physical effort (Johnson and
Payne 1985).⁷ Heuristic decisionmaking often strikes the best balance between
decision quality and decision cost. Second, agents have limited abilities: we cannot
always implement demanding Bayesian forms of inquiry no matter how hard

⁶ It may seem that at this point I have thrown in my hat with a certain approach to theorizing about
bounded rationality, namely the fast-and-frugal heuristics tradition of Gerd Gigerenzer and colleagues
(Gigerenzer and Selten 2001), to the exclusion of other popular approaches. But in fact, the appeal to
heuristic rationality is widely shared. We saw in Chapter 1 that researchers in the heuristics and biases
tradition hold that paradigmatic heuristics are often rational. And an increasing number of Bayesians
grant that the processes which rational agents use to inquire are often heuristic. For example, Oaksford
and Chater (2007) offer a heuristic account of syllogistic reasoning. These theorists use Bayesian tools
and othermodels to shed light on the ways in which agents select heuristics (Lieder andGriffiths 2017),
the computations realized by heuristic processes, and other types of rational cognition which are not
heuristic. A common motivation for this view is the thought that Bayesian models describe cognition
at a relatively high computational level, whereas heuristics may describe the lower mechanistic level at
which Bayesian cognitive processes are implemented (Griffiths et al. 2012).

⁷ More generally, we might appeal to a variety of tradeoffs such as speed-accuracy tradeoffs (Heitz
2014) and accuracy-coherence tradeoffs (Thorstad 2021).
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we try.⁸ Both the possibility and cost of employing demanding inquiry strategies
is an agent-relative matter. Decisionmakers with high levels of cognitive ability
more often do and should employ Bayesian methods because they are more likely
to implement these methods correctly and efficiently (Stanovich 1999; Stanovich
and West 2000). Finally, heuristics exploit less-is-more effects in which decisions
based on a small amount of information often reliably outperform decisions based
on all available information (Gigerenzer and Brighton 2009). Very roughly, this
is because focusing on a small amount of relevant information avoids overfitting
cognitive models to noisy data by focusing on the most important and robust
trends in the data (Geman et al. 1992).

When assessing the rationality of heuristic cognition, it is important to ensure
that heuristics are fully specified. For ease of exposition, I will discuss the compo-
nents of decisionmaking heuristics, although throughout this book my emphasis
will be at least as much on judgmental heuristics as on decisionmaking heuristics.
A fully specified heuristic has three parts (Gigerenzer and Selten 2001b). The
first part is a search rule which tells agents how to identify options, for example,
candidate actions which they could take. The second is a stopping rule which tells
agents when to halt search. The third is a decision rule which says how to choose
among options when search halts. For ease of exposition, I will often suppress the
search and stopping rules, but they should never be far from mind.

To illustrate the structure of heuristic decisionmaking, suppose you are buying
a house. You might make your decision by satisficing (Simon 1955). As a search
rule, satisficing instructs you to search houses one at a time, perhaps in the order
suggested by your realtor. Before beginning search, you specify an aspiration level
in one or more goods: for example, the house should have at least three bedrooms,
two bathrooms, and a garage, and cost nomore than four times your current salary.
As a stopping rule, satisficing says to halt search when you find a house that meets
all of your aspirations. And as a decision rule, satisficing says to buy that house.
More complicated versions of satisficing incorporate needed bells and whistles,
for example, a procedure of aspiration adaptation in which satisficers adjust their
aspirations in light of information retrieved during search (Selten 1998).

The fundamental problem of decisionmaking for bounded agents is strategy
selection (Lieder and Griffiths 2017; Marewski and Schooler 2011). In any given
decision problem, agents must choose whether to inquire heuristically or non-
heuristically, which heuristic to employ, and how to set the internal parameters of
the selected heuristic strategy, for example, the initial aspiration level in satisficing.

⁸ A terminological note: I use talk of limited abilities to track what agents are in-principle capable
of doing, to be distinguished from the costs of doing so. This allows us to separate the argument
from limited abilities from the accuracy-effort tradeoff, which appeals to the costs of cognition. It is
important to separate these arguments, because onmy account the accuracy-coherence tradeoff appeals
to the principle of expected-utility maximization, whereas the argument from limited abilities relies on
the more general claim that ought implies can.
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To illustrate the problem of strategy selection, consider three dimensions along
which common heuristic strategies vary.

First, heuristics vary in their compensatoriness, or the degree to which excesses
along one decision cue can make up for shortfalls along another. Satisficing is fully
noncompensatory. Our satisficer will not buy a house without a garage, even if
it has ten bedrooms and costs a penny. For important decisions such as home-
buying, it might be more appropriate to employ a compensatory heuristic that
trades off among all modeled decision cues. For example, our home-buyer might
decide pairwise between homes by tallying the number of decision cues on which
each home performs best (Einhorn andHogarth 1975). Inmany problems, tallying
performs comparably to linear regression, which takes a weighted sum of decision
cues with weights selected by the method of least squares (Dawes and Corrigan
1974).

Second, heuristics vary in their cue utilization. Our satisficer made decisions
based on four pieces of information about a house: its cost, number of bedrooms
and bathrooms, and the presence of a garage.More frugal heuristicsmay use only a
single decision cue. For example, when choosing between two products or actions
you might employ the recognition heuristic of choosing the one you have heard
of or even the fluency heuristic of choosing the option most easily recognized
(Goldstein and Gigerenzer 1999). In many contexts, easily recognized options
are likely to be reasonably safe and high-quality, justifying this strategy. Similar
strategies include the default heuristic of taking a habitual or default actionwithout
further deliberation, and take the first (Johnson and Raab 2003), the strategy of
choosing the first option that comes tomind.These heuristics are often appropriate
in low-stakes, repeated choice situations such as grocery shopping. They may also
be appropriate for experts, as in the chess grandmaster who plays dozens of games
at once, often by choosing the first move that comes to mind and trusting her
experience to have provided a goodmove. At the opposite extreme, strategies such
as tallying and linear regression may use a large number of decision cues.

Finally, heuristics vary in their disposition to incoherence (Thorstad forthcom-
ing). One way to buy a house is through lexicographic choice (Fishburn 1974).
Lexicographic choice ranks the attributes of a house from most to least important:
for example, it may be most important that a house is within budget, then that
it has the requisite number of bedrooms, and so on. Lexicographic choice then
takes the option which ranks best on the most important attribute. If there is a
tie, lexicographic choice compares the remaining options on the second attribute,
proceeding in this way until one option remains.

A common objection to lexicographic choice is that it allows small differences
along a single dimension to decisively influence decisions. If one in-budget house
has four bedrooms but there are five more in-budget houses with three bedrooms,
then lexicographic choice eliminates these five remaining houses without
considering their other attributes which may make up for the missing bedroom.
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A common bugfix is to decide by semi-lexicographic choice, in which small
differences between options along any given attribute are ignored. But semi-
lexicographic choice has a flaw that lexicographic choice does not: it sometimes
produces intransitive preferences or decisions across decision problems (Tversky
1969). Adherents of the Standard Picture would hold that on these grounds,
lexicographic choice should be preferred to its semi-lexicographic cousin. Hence
the Standard Picture is unable to explain how semi-lexicographic choice could
constitute an improvement upon lexicographic choice in some choice situations.
By contrast, most bounded rationality theorists hold that coherence is one among
many features of a decision rule to be considered during strategy selection (Arkes
et al. 2016). Decisionmakers facing close ties along a number of dimensions may
make better decisions by choosing semi-lexicographically because this increase
in decision quality can outweigh the vulnerability of semi-lexicographic choice to
incoherence.

One of the central projects of this book is to develop an account of rational
strategy selection (Lieder and Griffiths 2017; Marewski and Schooler 2011).⁹ This
account should say why it is often rational to inquire heuristically and shed light
on how features of heuristics such as their compensatoriness and disposition to
incoherence bear on their rationality.

2.5 Ecological rationality

Herbert Simon held that human decisionmaking is structured by a pair of con-
straints: our limited cognitive abilities, and the structure of the environment.

Human rational behavior . . . is shaped by a scissors whose two blades are the
structure of task environments and the computational capabilities of the actor.

(Simon 1990, p. 7)

In studying bounded rationality, it is easy to focus exclusively on limited cognitive
abilities andneglect the structure of the environment.Most authors in the bounded
tradition have followed Simon in thinking that this would be a grave mistake.
We find ourselves located in certain environments, which pose special types
of cognitive challenges and which structure the costs and benefits of possible
responses. Rational cognizers use strategies designed to succeed in environments

⁹ Actually that’s not quite right. Strategy selection is a metacognitive process, and I will mostly be
concerned with the rationality of inquiry strategies that result from strategy selection. My question
is how factors such as compensatoriness and cue utilization bear on the rationality of strategies
themselves, not the rationality of metacognitive processes that select strategies. See Chapter 8 for
discussion.
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like their own, not in all hypothetical environments. As a result, rationality is
ecological, or environment-relative.

To illustrate the point, consider the defensive behaviors of adult robins (Lack
1943). As non-migratory birds, robins have a strong need to protect their territory
against other members of the same species. One of the strongest triggers for
aggressive behaviors by adult robins is the sight of a red breast feather. In their
natural environment, this is an excellent way for robins to identify potential
competitors: the primary distinguishing feature of the adult male robin is its
prominent red breast. This strategy has other advantages as well: because juvenile
robins lack red breast feathers, they are less likely to be mistakenly attacked.
Nevertheless, we can manipulate the robin’s environment to make their behavior
maladaptive. For example, male robins have been known to vigorously attack a
clump of red feathers but to avoid a stuffed replica of a male robin lacking red
breast feathers.

Are the robin’s defensive behaviors rational? In their natural environment, these
behaviors are highly rational, combining a high rate of false positives with a low
rate of false negatives. But in an environment populated by meddling scientists,
red-headed humans or rivalswhohad learned to cover their breast feathers inmud,
the robin’s behaviors would no longer be rational. As a result, the right question to
ask about the rationality of the robin’s behaviors is not whether it is rational in any
possible environment, but whether it is rational in the robin’s environment.

But to say that rationality is environment-relative is not yet to say anything
very precise. In what way does the environment bear on rational cognition? The
bounded tradition is clear in taking ecological rationality to involve some type of
match between the structure of the environment and the structure of an agent’s
cognition:

Ecological rationality appears when the structure of boundedly rational decision
mechanisms matches the structure of information in the environment.

(Todd and Gigerenzer 2012b, p. 3)
In general, a heuristic is ecologically rational to the degree that it is adapted to
the structure of the environment. (Gigerenzer 2019)

This way of characterizing ecological rationality in terms of a match between cog-
nition and the environment raises at least three questions that a good normative
theory should answer.

First, what type ofmatch is at issue in ecological rationality? A natural thought is
that cognitionmatches its environment to the degree to which the agent’s cognitive
model used during deliberation reflects the actual structure of the environment.
But this is manifestly not what the bounded tradition means by ecological ratio-
nality, since the bounded tradition holds that ecologically rational cognizers often
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ignore most information available to them, as in the case of the robin. Perhaps the
match between cognition and the environment is a matter of reasoning in ways
that are fitting given the structure of the environment. But there is no evidence
that key texts in the bounded tradition are concerned with fittingness.

I think that many authors in the bounded tradition are concerned with the
question of how agents ought to cognize. On this interpretation, to say that an
agent’s cognition is ecologically rational is to say that she cognizes as she ought,
given the structure of her environment. For example, here is how the editors of a
recent anthology on ecological rationality characterize the question of ecological
rationality.

Ecological rationality’s question: Given a problem in an environment, which
strategies should humans rely on when optimization is not feasible?

(Todd and Gigerenzer 2012b, p. 489, emphasis in text)

This interpretationmay seem to involve a shift away fromquestions about rational-
ity to questions about how agents ought to cognize. Tomeet this worry, I will argue
that rationality is deontic: agents are rationally required toϕ just in case they ought
toϕ. Although this interpretation leaves room for a conceptual distinction between
rational and deontic questions, it explains why bounded rationality theorists
are comfortable shifting between the coextensional questions of how agents are
rationally required to cognize, and how they ought to cognize.

My deontic interpretation of ecological rationality raises a second question:
what is the right deontic theory to capture mainstream claims about bounded
rationality? Thinkers in the bounded tradition often assume a pragmatic theory
on which agents ought to act in the ways that will satisfy their goals. For example,
Peter Todd and co-authors hold that:

The success of simple heuristics is defined with respect to pragmatic goals in a
particular environmental context. (Todd et al. 2000, p. 378)

A similar pragmatic approach to bounded rationality was introduced to philoso-
phers through the work of Stephen Stich (1990).

Some other remarks in the bounded tradition suggest an adaptationist norma-
tive theory.We have already seen that Gigerenzer holds ecological rationality to be
a matter of the degree to which a cognitive strategy is adapted to its environment,
and this adaptationist language is reflected in other key statements of ecological
rationality:

Human reasoning and behavior are ecologically rational when they are adapted
to the environment in which humans act. (Rieskamp and Reimer 2007, p. 274)



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

bounded rationality 33

While I concede that there is some evidence for an adaptationist reading of the
bounded tradition, I think it is uncharitable to read the tradition as attributing
any deep normative force to evolutionary adaptation given the availability of
other, more normatively defensible readings. However, I will try to push the
tradition away from pragmatism and toward consequentialism. This reflects my
view that rational agents should aim not to achieve the aims they believe to be
most important, but those aims which are actually most important.

A third question about ecological rationality concerns the objects to which
it applies. Some statements of ecological rationality suggest that it applies to
environment- and problem-tokens. For example, we have seen thatGigerenzer and
Todd hold that ecological rationality applies at the level of a given problem and a
given environment. But in practice, the bounded tradition usually asks questions
about the performance of abstractly specified types or mechanisms of reasoning
across a range of problems constituting a single environment. We should not be
too quick to dismiss this focus as an artifact of research methodology. Consider,
for example, the recent history of process reliabilism. Many process reliabilists
hold that token processes of inquiry should be evaluated by their relationship
to the types of inquiry processes that they instantiate, and to the reliability of
those process types across an environment of similar problems. Process reliabilists
make this move in order to divorce the success or failure of processes on a given
occasion, which may be due to luck, from the success of those processes across a
range of similar problems, which is both less luck-prone and perhaps also a more
appropriate level at which to model human learning and decision processes.

If this is right, then a good normative theory should tell us whether ecological
rationality applies to process- and environment types, tokens, or both. I will leave
this question open by developing an account that has the flexibility to answer both
types of questions, but at the same time, I will hold that questions about process-
and environment types are often more helpful and stay closer to the normative
questions that our theories are designed to answer.

Before concluding, we should note that ecological rationality, like many other
aspects of the bounded tradition, is asmuch amethodological thesis as a normative
claim. To say that rationality is ecological is to say not only that the structure of
the environment matters to rational cognition, but also that models of rational
cognition should strive as far as possible to incorporate the structure of the
environment. We cannot ask of a heuristic whether it is rational or irrational
simpliciter sincemost heuristics performwell in some environments and poorly in
others. We should always ask instead: in what sorts of environments does a given
heuristic strategy perform well or badly?

This last methodological thesis is one of the deepest disagreements between
the bounded tradition and the heuristics and biases program, which holds that
cognitive environments are typically too complicated to tractably model. The
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introduction to a leading anthology begins by conceding one and only one point
to its opponents, and it is this one:

There is, however, one [point] . . . to which researchers in the heuristics and biases
traditionmust plead “no contest” or even “guilty.”This is the criticism that studies
in this tradition have paid scant attention to assessing the ecological validity of
heuristic processes . . .This Herculean task has not attracted researchers in the
heuristics and biases tradition; the focus has been on identifying the cues that
people use, not on evaluating the overall value of those cues.

(Gilovich and Griffin 2002, p. 3)

Gilovich and Griffin have a point: modeling environmental structure is hard.
But researchers in the bounded tradition protest that neglecting the structure of
the environment is a mistake nonetheless, because it makes ecologically rational
behaviors appear irrational by neglecting to specify the environmental conditions
which rationalize them. Once we know how a heuristic works, we can design
artificial environments in which the heuristic breaks down, but that fact alone tells
us nothing about the ecological rationality of the heuristic itself. This is the crux
of the bounded tradition’s complaint against the heuristics and biases program:

If we study biases without analyzing the structure of their environment, we
can end up proposing processes that generate cognitive fallacies where none
actually exist. (Todd and Gigerenzer 2012b, p. 81)

This brings us to the last claim made by the bounded tradition: when viewed in
the proper light, many apparent irrationalities are nothing of the sort.

2.6 Vindicatory epistemology

If we are open to moving beyond the Standard Picture of rationality, then the
normative status of apparent cognitive biases becomes an open question. As we
saw in Chapter 1, many biases are simply defined to be deviations from the
Standard Picture, and many others rely on norms and intuitions closely allied to
the Standard Picture. If we reject the Standard Picture as a normative theory, then
the fact that patterns of cognition deviate from Standard Picture norms does not
settle their rational status.

In this chapter, we have seen where normative theory should look to assess
the rationality of apparent biases. Bounded rationality is process-focused, so we
should focus not on the rational status of the outcomes of cognition such as
belief, intention, and preference, but instead on the rational status of the processes
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that produced them. Because cognition is often heuristic, a good place to start
is by reassessing the rationality of heuristic cognition. And because rationality is
ecological, we should ask of each heuristic not whether it is rational simpliciter,
but rather whether it is used in an ecologically rational manner.

The program of vindicatory epistemology aims to recast apparent instances of
biased cognition as the result of rational inquiry or metacognition. Vindicatory
epistemology is sometimes parodied as the Panglossian view that all human
cognition is as rational as it can be. For example, in 1981 Kahneman famously
complained that his opponents see only two types of errors: “pardonable errors by
subjects and unpardonable ones by psychologists” (Kahneman 1981, p. 340). This
complaint was aptly directed at early vindicatory theorists, who often raised unfair
complaints about experimental methodology and proposed ad hoc rationalizing
explanations unsupported by new data or analyses. But in modern times, the
vindicatory program has become increasingly able to deliver principled, empir-
ically plausible rationality explanations (De Neys et al. 2013; Lieder et al. 2018;
Oaksford and Chater 1994). As the vindicatory program has progressed, attitudes
toward the program have softened. As an example, I return to Gilovich and
Griffin:

Researchers in [the heuristics and biases] tradition clearly share a set of assump-
tions: the ecological validities are probably high, the heuristics are generally
useful, but common and profoundly important exceptions are to be found. (Note
how this summary could be applied to the “fast and frugal” decision heuristics
discussed . . . by Gigerenzer et al, despite the apparent opposition between the
ecological rationality movement and the heuristics and biases perspective.)

(Gilovich and Griffin 2002, pp. 8–9)

In this way, vindicatory epistemology cements the convergence between the
heuristics and biases program and the bounded rationality camp by showing that
many prominent heuristics are ecologically rational.

The last step needed for vindicatory epistemology is a principled normative
theory by which the ecological rationality of heuristic cognition can be judged.
This will avoid the charge that vindicatory theorists are choosing ad hoc and
implausible normative standards after reviewing the data in order to make human
cognition appear more rational. In Chapter 7, I will show how my preferred nor-
mative theory underwrites twowell-known vindicatory projects. And importantly,
the theory underwrites these and other vindicatory projects without change. Like
many theorists in the bounded tradition, I think not only that human cognition
is often ecologically rational, but also that existing vindicatory attempts have gone
a good way toward demonstrating the ecological rationality of human cognition.
I want to develop a theory that explains why these attempts are successful.



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

36 inquiry under bounds

2.7 The way forward

In this chapter, we have met five key claims made by the bounded tradition: that
boundsmatter; rational assessment should be process-focused; heuristic cognition
is often rational; rationality is ecological; and many apparent cognitive biases can
be vindicated as instances of rational cognition. We have also seen the need for
a normative theory to unpack the contents of these claims and to assess their
correctness and implications.

In particular, we have seen that a good normative theory should do most or all
of the following. It should clarify the relevance constraint by saying how bounds
impact rational cognition, and meet the methodological constraint of incorpo-
rating resource bounds into all levels of normative theorizing. It should allow
processes and their outcomes to be separable objects of normative assessment,
while at the same time giving grounds for a focus on processes in normative the-
orizing. It should give an account of strategy selection which shows why heuristic
cognition is often rational. It should say how the structure of the environment
makes a difference to rational cognition. It should take a deontic interpretation
of rationality. And it should capture the success of recent work in vindicatory
epistemology without redescription or change.

In Parts 2–3, I develop and defend a normative theory designed to do just that.
Part 2 outlines the theory, and Part 3 gives three arguments for its correctness.
In Part 4, I show how my theory fits the job description outlined in this chapter.
I argue that it performs most of the tasks set out in the previous paragraph and
leaves room to make headway on the rest. I also show how this theory accom-
modates the Standard Picture as an approximately correct view about substantive
rationality while often rejecting the Standard Picture as a theory of procedural
rationality.
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3
An account of rational inquiry

3.1 Introduction

Part 1 introduced bounded rationality and the Standard Picture, using five key
normative claims to characterize the bounded rationality approach. We saw that
a normative theory of rational inquiry is needed to unpack the contents of these
claims as well as to assess their correctness and implications. In Part 2, I construct
a theory of rational inquiry. That theory will be defended and applied in Parts 3–4,
respectively.

This chapter introduces the three main elements of the reason-responsive
consequentialist view (RRCV) that I defend: a global consequentialist account
of norms governing features of agency (Section 3.2); a reason-responsiveness
conception of rationality (Section 3.3); and an information-sensitive account of
deonticmodals (Section 3.4). I also introduce some smaller commitments that will
be integral to the application and defense of the RRCV (Section 3.5). An objection
that arises in this discussion is that a consequentialist approach to rational inquiry
is objectionably non-epistemic. I address this objection in Chapter 4.

3.2 Consequentialism: direct and global

3.2.1 Direct consequentialism

Early consequentialists were act consequentialists.They held that an action is right
just in case it is best. But act consequentialism is an incomplete normative theory
insofar as we are interested not only in the rightness of actions, but also in the
rightness of other evaluands such as rules, motives, character traits, and legal
systems. How should consequentialists assess these evaluands?

An initially popular proposal was indirect consequentialism. Indirect conse-
quentialists apply consequentialism directly to evaluate the rightness of some
privileged classes of evaluands. For example, motive consequentialists (Adams
1976) hold that the right motives to have are the best motives to have, and rule
consequentialists (Brandt 1959; Harsanyi 1977) hold that the right decision rules
to use are the best decision rules to use. Indirect consequentialists then apply
consequentialism indirectly to determine the rightness of other evaluands in terms
of their relationship to evaluands in the privileged class. Simple forms of rule- or
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motive-consequentialism hold that the right actions are those that would result
from the best set of rules or motives. In this way, indirect consequentialism
marries the deontic status of some evaluands, such as actions, to the status of other
evaluands, such as motives or decision rules.

The popularity of indirect consequentialism began to wane as cases emerged
in which the deontic status of actions comes apart from the deontic status of the
rules, motives and other privileged evaluands which produced them. For example,
consider a baker who deals honestly with her customers because she is afraid of
being caught. We would like to say that this baker acts rightly in dealing honestly
with customers, but has the wrong set of motives. Now consider a baker who loves
her family so much that she saves ten loaves of bread every day for her family.
Suppose that the baker and her family would be better off if she sold nine of these
loaves, but that the baker could only sell these loaves if she loved her family less.
Here we would like to say that the baker acts wrongly in saving the loaves, but has
the right set of motives. In this way, the rightness of motives and actions come
apart. Wrong motives can produce right actions, and right motives can produce
wrong actions. Similar examples can be generated to put pressure on other indirect
approaches.

At this point, it will help to extend some terminology due to ShellyKagan (2000).
There are various evaluative focal points such as actions, motives, and decision
rules at which we can apply normative terms. Level tension arises when the same
normative term applies with different valences across causally related focal points
(Thorstad 2021). The baker who saves too much bread for her family has the right
set of motives but does the wrong thing as a causal result of these motives. And the
baker who deals honestly with customers out of fear has the wrong motives but
does the right thing as a causal result of these motives. Indirect normative theories
tie the normative status of some focal points to the normative status of others in a
bid to reduce level tension. By contrast, direct normative theories apply standards
of correctness directly at each focal point.

An advantage of direct normative assessment is that it captures our complete
normative reaction toward agents such as the baker. JuliaDriver has argued that we
feel an evaluative tension toward agents caught in level tension (Driver 2001). Our
stance toward them is neither unequivocally positive nor unequivocally negative,
but rather torn and conflicted.We feel at once as thoughwe should praise the baker
for her love and curse her for her stubbornness in saving so much bread. Direct
normative assessment captures this evaluative tension in the natural way. We feel
conflicted toward the baker because she has done something right, namely loving
her family, and something wrong, saving too much bread.

A direct approach to normative theorizing is compatible with a number of
deontic theories, as well as with a mixture of deontic standards across levels. For
example, you might think that agents ought to believe a proposition just in case it
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is supported by their current evidence, but that agents ought to inquire about what
to believe using whichever strategies are best.This approachmixes an evidentialist
account of right belief with a consequentialist theory of right inquiry.

However, direct consequentialism insists that one and the same deontic theory
applies at each focal point. The right motives are the best motives and so too,
the right action is the best action. This view delivers the correct verdicts in both
versions of the baker case. The baker who deals honestly with customers from
fear of discovery acts optimifically but from non-optimific motives. She would be
motivated to steal even if, as is typically the case, it would be better not to steal.
And the loving baker who saves too much bread because she loves her family acts
non-optimifically from optimificmotives. It would be better to sell the bread, but a
disposition towardmoderatemonetary losses is a small price to pay for the benefits
of a loving motive set.

Direct consequentialism is the starting point for a broader global consequential-
ist program. By developing direct consequentialism into a mature brand of global
consequentialism, we will be in a better position to understand the nature and
motivations for a consequentialist theory of rational inquiry.

3.2.2 Global consequentialism

Global consequentialism takes its inspiration fromDerek Parfit. Here is how Parfit
describes consequentialism:

There is one ultimate moral aim: that outcomes be as good as possible. Conse-
quentialism applies to everything. (Parfit 1984, p. 24, emphasis added)

What does itmean to say that consequentialism applies to everything?On anatural
reading, Parfit and other global consequentialists make the direct consequentialist
claim that the right and the good coincide at each focal point. That is how Philip
Pettit and Michael Smith describe the global consequentialist position:

Global consequentialism identifies the right x, for any x in the category of
evaluands—be the evaluands acts, motives, rules, or whatever—as the best x,
where the best x is that which maximises value. (Pettit and Smith 2000, p. 121)

This yields a first-pass statement of global consequentialism:

Global consequentialism, first pass: For all X:
(Deontic-Evaluative Bridge) X is right if and only if X is best.
(Bestness as Maximization) X is best if and only if X maximizes value.
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In this section, I propose three modifications to this first-pass account aimed at
developing a version of global consequentialism suitable to ground a consequen-
tialist account of rational inquiry.

An immediate objection to this account is that it neglects a crucial consequen-
tialist stipulation: that all value is to be promoted (Pettit 1989). The claim that all
value is to be promoted contrasts with the nonconsequentialist view that values
are sometimes to be honored rather than promoted (Sylvan 2020). For example,
suppose that if I tell a lie today I can spare several of my employees from lying
in my stead. A first-pass consequentialist view says that I should lie because my
lying promotes more overall truth-telling, whereas a first-pass deontological view
says that I should not lie because in lying I dishonor the truth.1 Or to take an
example from recent epistemology, many epistemologists hold that I should refuse
the ‘epistemic bribe’ of forming a false belief as a causal means to forming a large
number of true beliefs (Berker 2013; Greaves 2013). A natural explanation for this
claim is that forming a false belief fails to honor truth, even if it is used as a causal
means to promote true belief.

Perhaps the distinction between promoting and honoring value is what Pettit
and Smith had in mind by Bestness as Maximization. It was, after all, Pettit
himself who introduced the distinction between promoting and honoring value.
Otherwise, it is hard to see what Bestness asMaximization comes to.2 At this point,
a good way to improve upon our first pass is to replace Bestness as Maximization
with the relevant form of the claim that all value is to be promoted.

Global consequentialism, second pass: For all X:
(Deontic-Evaluative Bridge) X is right if and only if X is best.
(Promotion) The value of X is determined by the goodness promoted by X.

Here I read Promotion broadly to allow different understandings of the promoting
relation, as for example in the dispute between causal (Gibbard and Harper 1978;
Joyce 1999; Stalnaker 1981) and evidential (Bolker 1966; Jeffrey 1965) decision
theorists.

1 Like most examples used to illustrate the distinction between honoring and promoting value, this
example has several defects. For one thing, most consequentialists think that the primary value at
issue is not honesty or even truth, but rather a combination of downstream instrumental values. For
another, some consequentialists deny that I should lie in many cases of this sort, citing downstream
negative effects of lying. The difficulty of illustrating the distinction between promoting and honoring
value with a clean and simple example illustrates some of the underlying conceptual divisions between
consequentialist and non-consequentialist views.

2 Perhaps Bestness as Maximization was meant to distinguish Pettit and Smith’s approach from
satisficing consequentialism (Slote 1984) and other non-maximizing deontic theories. But that is not
an issue to broach in this section.
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Our second pass account is an improvement on the first pass, but it is nev-
ertheless too strong. The second pass account follows Parfit in holding that
consequentialism applies at all, or at least nearly all focal points:

Consequentialism covers, not just acts and outcomes, but also desires, disposi-
tions, beliefs, emotions, the colour of our eyes, the climate, and everything else.
More exactly, [consequentialism] covers anything that could make outcomes
better or worse. (Parfit 1984, p. 27)

Here Parfit holds that consequentialism is a thesis both about features of agency,
such as desires, dispositions, beliefs, and emotions, and also about other focal
points which are not features of agency, such as eye colors and climates. By
contrast, I think that consequentialism is best restricted to making claims about
features of agency.3

When we consider focal points which are not features of agency, both compo-
nents of the second pass account begin to break down. First, consider the Deontic-
Evaluative Bridge. To say that the right climate or eye color is the best climate or eye
color is, I think, a simple category mistake. Rightness and other deontic notions
apply only to options, which even on the most liberal construal cannot fail to be
features of agency. It may well be better for me to have blue eyes, but we would not
want to say that I ought to have blue eyes or that it is right for me to have blue eyes.
It is not clear what such claims could mean.

Second, consider Promotion. To say that the values of non-agential evaluands
are determined by the goodness they promote is to make a perfectly meaningful,
but highly controversial evaluative claim. Is a beautiful painting bad if it is adopted
as a symbol by a group of fascists, or a sunset bad if it invokes the memory of
happier days gone by? The motivation for Promotion is that as agents acting to
shape the world, we aim to change the world for the better. Features of agency are
good when they carry out this aim, and bad when they do not. But sunsets do not
aim to change the world for the better. Sunsets do not aim at anything at all: they
are sunsets, not agents. For this reason, it seems inappropriate to value sunsets by
considering the goodness that they promote. Sunsets, unlike agents, are not in the
business of promoting goodness.

This discussion suggests that we should restrict global consequentialism to
features of agency:

Global consequentialism, third pass: For all features of agency X:
(Deontic-Evaluative Bridge) X is right if and only if X is best.
(Promotion) The value of X is determined by the goodness promoted by X.

3 For defense and clarification see (Driver 2012).



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

44 inquiry under bounds

What precisely are features of agency? On some views, only mental states like
intentions or tryings are features of agency, in which case consequentialism is a
theory about what we ought to intend or try to do. Onmany views, actions are also
features of agency. It is an active area of debate whether beliefs and other doxastic
attitudes are features of agency. Consequentialism is neutral on the question of
what counts as a feature of agency. But the discussion of the Deontic-Evaluative
Bridge suggests one reason to be liberal in what counts as a feature of agency: it
does notmake sense to apply deontic terms at focal points which are not features of
agency. If believing is not somethingwe do as agents, then there can be no question
about what we ought to believe. Likewise, if heuristic inquiry is not a feature of
agency when it is done unconsciously, then most of our inquiries will be inapt for
deontic assessment.

The third pass statement of global consequentialism is not false, but it is
incomplete. Global consequentialism is not just a deontic theory. If it were, then
consequentialism would have nothing to say about rationality, virtue, and other
important normative terms. But global consequentialists aim to expand the scope
of consequentialist assessment to shed light on many such normative terms. For
example, Julia Driver defends a consequentialist account of virtue:

(Aretaic-EvaluativeBridge)Avirtue is a character trait that producesmore good
(in the actual world) than not systematically. (Driver 2001, p. 82)

On a natural reading, Driver’s account proposes extending global consequential-
ism with a new bridge principle linking aretaic assessments of virtuous character
to evaluative claims about the value produced by these character traits.

More generally, expansionist global consequentialism aims to strengthen global
consequentialism with additional bridge principles bringing non-evaluative and
evaluative claims together in quasi-consequentialist fashion. I say that these bridge
principles are quasi-consequentialist because they will bear only a family resem-
blance to the Deontic-Evaluative Bridge. We should not expect to recover novel
bridge principles of the form:

(P-evaluative bridge): X has property P if and only if X is best.

because the existence of such bridge principles would show on a consequentialist
view that property P is coextensive with rightness. Expansionist global conse-
quentialism aims to show how many or most important normative terms, while
remaining meaningfully distinct from rightness, can be analyzed in evaluative
terms with a strong consequentialist component. For example, in the next section,
I defend a bridge principle linking rationality to deontic facts.This bridge principle
will be a strengthening of the Deontic-Evaluative Bridge.
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How far can the expansionist program be pushed? On my view, there are
clear examples of important normative terms, such as fittingness terms, which
resist consequentialist analysis. The claim that an action is blameworthy is not
connected in any obvious way to the claim that it would be beneficial to blame the
actor. An action can be blameworthy even if the actor is unlikely to change their
behavior and very likely to shout at anyone who blames them. Consequentialists
have historically struggled to develop an account of blame, and if I am right that
is because blameworthiness is not an especially consequentialist notion. Similar
remarks apply to other fittingness categories. A person can be enviable even if it
would not benefit anyone to envy them, for example, because envy is a negative
and self-destructive emotion.

These barriers to expansionist global consequentialism should be unsurprising.
We use normative terms to mark a rich variety of facts, some of which are
closely tied to consequences and others of which have nothing much to do with
consequences. But expansionist global consequentialists think that many of our
most central normative terms such as ‘ought’ and perhaps also ‘virtuous’ can be
brought within the scope of global consequentialism.⁴ One of my projects in this
book is to add rationality to the list of consequentialist normative terms. I carry
out this project in the next two sections.

3.3 Reason-responsiveness

What is the relationship between rationality and reasons? To get a grip on this
relationship, consider:

(Leo) Leo is reading an informative philosophical book when he notices smoke
coming from his lawn.

If he is rational, will Leo continue reading or investigate the smoke? Plausibly, Leo
should investigate the smoke. Leo has more reason to investigate than smoke than
to read philosophy, so that is what Leo is rationally required to do. This example
suggests that agents are rationally required to dowhat they havemost reason to do.

But doing what we have most reason to do is not sufficient for acting rationally.
Consider:

⁴ For my own part, I am a bit more reticent about consequentialist analyses of virtue. But this is not
the place to air such squabbles.
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(Cleo) Cleo is reading an informative philosophical book when she notices
smoke coming from her lawn. Having learned from her crystal ball that smoking
lawns mean leprechauns, Cleo rushes outside to investigate the smoking lawn.

Does Cleo act rationally in investigating the smoking lawn? Plausibly, she does not.
Although Cleo has most reason to investigate the smoking lawn and that is what
she does, Cleo does not investigate the smoking lawn in response to these reasons.
Cleo investigates the lawn because she hopes to capture a leprechaun.This example
suggests that acting rationally involves not only doing what we have reason to do,
but also acting in response to the reasons which make our actions rational. Cleo
would have acted rationally in investigating the smoke in order to stop a fire, but
not in order to capture a leprechaun.

Many philosophers have taken cases such as Leo and Cleo to motivate a reason-
responsiveness conception of rationality (Kiesewetter 2017; Lord 2018). On this
conception, rationality consists in responding correctly to normative reasons. A bit
more carefully:

(Rationality-Responsiveness Bridge) For all agents S, times t and features of
agency X, S’s X-ing at t is rational if and only if in X-ing at t, S responds correctly
to the normative reasons that she possesses at t.

Here I have stated the reason-responsiveness conception as a bridge principle to
foreshadow my consequentialist ambitions. In this section, I motivate a reason-
responsiveness conception of rationality (Section 3.3.1), then develop a global
consequentialist interpretation of reason-responsiveness (Section 3.3.2).

3.3.1 Motivations

The reason-responsiveness conception has been defended at length by a number of
theorists. For this reason, I confinemyself to offering summarymotivations for the
view. In addition to its naturalness, there are three good motivations for adopting
a reason-responsiveness conception of rationality.

First, the reason-responsiveness conception answers Kolodny’s challenge: why
be rational (Kolodny 2005)? On a reason-responsiveness conception, what we are
rationally required to do is determined in the same way as what we ought to do: by
the balance of possessed normative reasons (Lord 2018).ThenKolodny’s challenge
can be answered simply: in doing what is rational, we do what we ought and have
most reason to do. By contrast, most competitors to the reason-responsiveness
conception allow that we can be rationally required to X, but ought or have most
reason to perform some otherX′ instead.ThenKolodny’s challenge sharpens to the
following: why do what is rational instead of what we ought or have most reason
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to do?This question is very difficult to answer in a way that preserves the authority
of rationality.⁵

Second, the reason-responsiveness conception explains why normative theo-
rists often slide between talk of what is rationally required and talk of what we
ought to do. To illustrate the point, I made this slide myself in the discussion of
Leo and Cleo, and I will wager that few eyebrows were raised in the process. While
it is important to clearly separate oughts from rational requirements in our most
careful moments, oftenwe can pass freely between the two notions.Why is this so?

On a reason-responsiveness conception, the slide between oughts and rational
requirements is not a deep mistake, because oughts and rational requirements are
coextensive. That is,

(Rationality is Deontic) For all agents S, times t and features of agency X, S is
rationally required at t to X if and only if S ought at t to X.

Roughly the claim that Rationality isDeontic holds becausewhat you are rationally
required to do and what you ought to do are determined in the same way: by the
balance of normative reasons.⁶ Because Rationality is Deontic, when we are only
concerned with the extensions of oughts and rational requirements, we can use
either term without fear of error.

The reason-responsiveness conception also explains why, despite the frequent
permissibility of the slide between ought- and rationality-talk, ought and rational-
ity remain importantly distinct normative categories. On a reason-responsiveness
conception, rationality is a strictly more demanding status than doing what we
ought. Reason-responsiveness requires agents to do what they ought in response
to the reasons for which they ought to do it. In this way, rationality as reason-
responsiveness tracks a central type of normative status lacked by agents such as
Cleo, who do what they ought but do so for the wrong reasons.

Third, the reason-responsiveness conception explains when and why irra-
tionality defeasibly warrants blame. Many agents who act irrationally have done
something they should not do, and agents are defeasibly blameworthy for doing
what they should not. At the same time, some agents act irrationally but do what

⁵ Some theorists bite the bullet here and concede that rationality is not authoritative (Broome 2013),
or that epistemology studies non-authoritative reasons (Maguire andWoods 2020). I hope to show that
there is a better alternative.

⁶ The claim that Rationality is Deontic has the following troubling features: almost everyone agrees
that it follows from a reason-responsiveness conception, but not everyone agrees on why it follows, and
every convincing derivation is quite long (Lord 2017). Here is a brief sketch of my favorite derivation,
but readers are welcome to substitute their own. On a reason-responsiveness conception, S is rationally
permitted at t to X iff X-ing is a correct response to the reasons S possesses at t. X-ing is a correct
response to the reasons S possesses at t iff S has sufficient reason at t to X, so pushing through we get
that S is rationally permitted at t to X iff S has sufficient reason at t to X. Hence S is rationally required
at t to X iff S has decisive reason at t to X. Since agents ought to do all and only what they have decisive
reason to do, the claim follows.
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they should. These agents are not obviously blameworthy. For example, suppose
that Cleo believes that she ought to investigate her smoking lawn. Although this
belief is irrational, it is not obviously blameworthy, and the reason-responsiveness
conception explains why. Blame is defeasibly warranted by doing what we should
not, but Cleo holds the belief that she should hold.

This way of cashing out the connection between rationality and blame solves a
difficulty in the theory of epistemic blame. Many epistemologists have held that
there is no clear species of blame connected to irrational belief, and they have
been motivated in part by agents such as Cleo whose beliefs seem irrational but
not blameworthy (Doughtery 2012). But on a reason-responsiveness conception,
this is a familiar insight that does not cast doubt on the parallel between blamewor-
thiness of belief and action. We should never have expected to recover a sense in
which irrational belief defeasibly warrants blame, because it is not irrationality but
rather doing what we should not which defeasibly warrants blame. On this view, it
could well be the case that beliefs are blameworthy under the same conditions and
for the same reasons as actions and other features of agency. For example, we could
hold that beliefs are blameworthy if they ought not to be held and are unexcused.⁷

Summing up, there are fourmotivations for a reason-responsiveness conception
of rationality. The reason-responsiveness conception is a natural way to account
for cases such as Leo and Cleo; answers Kolodny’s challenge; explains the slide
between rationality and ought talk; and explains connections between rationality
and blame. Let us turn now to developing the reason-responsiveness view.

3.3.2 Developing the view

On a reason-responsiveness conception, rationality involves responding correctly
to possessed normative reasons. Several notions in this statement require
clarification.

First, what does it mean to respond to reasons? A popular view is that features of
agency X respond to reasons R when R bears a specified explanatory relationship
to X. For example, we might require that R non-deviantly causally produce
(Arpaly and Schroeder 2015; McCain 2012) or sustain (Audi 1983) X. Other
authors require actors to have specific representational mental states with contents
involving R, for example, the first-order belief that R is true or the higher-order
belief that R is a reason for X (Audi 1986). We could also require that agents take
(Boghossian 2014) R as a reason to X in deliberation, or that in acting they are

⁷ Of course, this is not to say that we cannot develop new conceptions of epistemic blame (Boult
2021; Brown 2020). The point is only that we are not forced to change our theories of blame to
accommodate blameless irrationality. However, it is an advantage of my view that to account for these
simple phenomena, we do not need to posit a novel kind of rationality bearing tightened connections
to blame, nor to posit a new kind of epistemic blame.
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aware of the fact that R is a reason to X (Korsgaard 2005). Some authors require
agents tomanifest knowledge or competence to use R as a reason toX (Lord 2018).
And some authors impose several of these conditions at once (Audi 1986).

I don’t want to settle debates about the nature of the responding relation here.
What I have to say will be compatible with many leading views. For present
purposes, I will use Z to denote the relationship which obtains between normative
reasons R and features X of S’s agency when in X-ing, S responds to R.

Second, what does it mean to respond correctly to reasons? This question can
be partly answered without invoking consequentialism. To respond correctly to
reasons is to do what we have sufficient reason to do, and in doing so, to bear Z to
the reasons that we possess, whatever relation Z turns out to be.

(Responsiveness-Reason Bridge): For all agents S, times t and features of agency
X, S responds correctly to the normative reasons that she possesses at t in X-ing
if and only if:

(RB1) S has sufficient possessed reason at t to X, and
(RB2) S’s X-ing at t bears Z to the normative reasons she possesses at t.

The Responsiveness-Reason Bridge should be acceptable to theorists of most
stripes, and (RB1) can be weakened to make room for personal prerogatives
(Scheffler 1994), satisficing criteria of correctness (Slote 1984) and other natural
ways of modifying or denying the Responsiveness-Reason Bridge.

To fully flesh out the Responsiveness-Reason Bridge, we need to fill in (RB1)
with an account of what agents have sufficient reason to do. It is at this point
that global consequentialism enters the picture. For the global consequentialist,
all reasons are reasons to promote value, which implies:⁸

(Reason-Evaluative Bridge): For all agents S, times t and features of agency X, S
has sufficient possessed reason at t to X just in case S’s X-ing at t is best.

Putting together the Rationality-Responsiveness Bridge, Responsiveness-Reason
Bridge, and Reason-Evaluative Bridge gives a global consequentialist account of
rationality:

⁸ This inference will not go through on views allowing incomparability of reasons, or views which
allow that we can have sufficient reason to do something even though we have more reason to do
something else. Addressing these views goes beyond the scope of our discussion, although it may be
possible tomake suitablemodifications to the account. Another worrymight be that the value ofXmay
be determined not only by reasons that S possesses but also by reasons that S does not possess. This
worry will be addressed by the information-sensitive account adopted in the next section, on which
value is assessed from the same informationally constrained perspective that determines the reasons
that agents possess.



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

50 inquiry under bounds

(Rationality-Evaluative Bridge): For all agents S, times t and features of agency
X, S’s X-ing at t is rational if and only if:

(RB1′) S’s X-ing at t is best, and
(RB2) S’s X-ing at t bears Z to the normative reasons she possesses at t.

The Rationality-Evaluative Bridge has the same form as the Deontic-Evaluative
Bridge, with the addition of a reason-responsiveness condition (RB2). Hence an
equivalent way of stating the Rationality-Evaluative Bridge is:

(Rationality-Rightness Bridge): For all agents S, times t and features of agency
X, S’s X-ing at t is rational if and only if:

(RB1′′) S’s X-ing at t is right, and
(RB2) S’s X-ing at t bears Z to the normative reasons she possesses at t.

In this sense, the Rationality-Evaluative Bridge has a good claim to being classed as
a global consequentialist account, because it gives an account of rationality which
is a more demanding form of the consequentialist account of rightness.

A third question about the reason-responsiveness view is what it means to
possess normative reasons. It turns out that there are sharp constraints on the
accounts of reason possession that can be used to develop a reason-responsiveness
account of bounded rationality. In the next section, I defend a view of reason
possession that meets these constraints.

3.4 Possessed reasons: objective, subjective, and
information-sensitive

3.4.1 Moving beyond objectivism and subjectivism

The Deontic-Evaluative Bridge says that a feature of agency is right just in case
it is best. But from what perspective is the goodness of a feature of agency
determined? This question has traditionally been answered in two ways. Objective
consequentialists think that a feature of agency is best if it would actually have the
best consequences. Subjective consequentialists think that a feature of agency is best
if the agent in question believes it to have the best consequences.

By the Reason-Evaluative Bridge, the goodness of a feature of agency is deter-
mined by the reasons possessed by the agent, hence subjective and objective
consequentialism can be reformulated as claims about the nature of possessed
reasons. In these terms, objective consequentialists hold that:
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(Objectivism about Possessed Reasons): S possesses R at t as a reason to X if
and only if at t:

(OP1) R is true, and
(OP2) R counts in favor of X.

Subjectivists hold, by contrast:

(Subjectivism about Possessed Reasons): S possesses R at t as a reason to X if
and only if at t:

(SP1) S believes that R is true, and
(SP2) S believes that R counts in favor of X.

These statements of Objectivism and Subjectivism about Possessed Reasons are
compatible with many views about the metaphysics of reasons, for example with
views on which reasons are propositions (Fantl and McGrath 2009) or facts
(Littlejohn 2012). Other views will give rise to natural reformulations: for example,
if reasons are mental states (Davidson 1980) then it will be the content of R, rather
than R itself which figures in each statement.

The dominance of objectivism and subjectivism presents a problem because
both views face difficulties as accounts of bounded rationality. The problem with
objectivism is that it ignores one of the most central bounds in the cognitive
lives of most agents, namely informational bounds. Just as we are computationally
bounded agents, limited in our ability to perform mental computations, so too
we are informationally bounded agents, limited in our access to information
bearing on those computations. Theories of bounded rationality can no more
ignore informational bounds than they can ignore computational bounds. To do
otherwise risks contradicting the claim from Chapter 2 that bounds matter to
rational cognition.

Traditional arguments against objectivism have stressed exactly this point:
objectivism does not capture the normative importance of informational bounds.
Consider a case due to Frank Jackson.

(Jill) Jill is a physician who has to decide on the correct treatment for her patient,
John, who has a minor but not trivial skin complaint. She has three drugs to
choose from: drug A, drug B, and drug C. Careful consideration of the literature
has led her to the following opinions. DrugA is very likely to relieve the condition
but will not completely cure it. One of drugs B andCwill completely cure the skin
condition; the other though will kill the patient, and there is no way that she can
tell which of the two is the perfect cure and which the killer drug.

(Jackson 1991, pp. 462–3)
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Objective consequentialism says that Jill should give the patient whichever of
drugs B or C will completely cure the patient, since that is the action that would
have the best consequences. And that is a tough pill to swallow. For the objective
consequentialist, Jill ought to act as though she had full information about the
consequences of candidate actions.When treating patients, she ought to give them
the treatment which would in fact be best, even if she has every reason to expect
that another treatment will have better results. When playing poker, she ought to
hold on to a terrible hand if, in fact, the cards yet to be flipped would be favorable.
And that does not seem right. Jill does not have complete information and theories
of bounded rationality should take this fact into account.⁹

It might seem that subjectivism correctly reflects the normative impact of
informational bounds since those bounds are incorporated into agents’ beliefs.
But the beliefs of bounded agents do not always incorporate relevant information
very well, even if those agents are rational. One problem is that the beliefs of
boundedly rational agents may ignore relevant information. We saw in Chapter 2
that in low-stakes contexts, rational agents often form beliefs using a small subset
of available information in order to best balance accuracy and effort in cognition.
When those beliefs are not supported by the totality of available information, sub-
jectivism says that agents have reason to do what their information suggests they
should not.

Another problem is that boundedly rational agents may respond to some
reasons R while failing to have any beliefs at all either about the truth of R, or
about the status of R as a reason. In such cases, subjectivism suggests that bounded
agents do not possess R as a reason, even when they respond systematically and
correctly to R.

To illustrate the second problem, suppose you are memorizing vocabulary
words using flashcards. You would like to set aside the cards you have memorized
well and keep studying the cards you have not memorized well. Suppose that C
is a card that you have spent more time memorizing than other cards. Should
you expect C to be better- or worse-learned than other cards in the deck? The
answer is that C is probably less well-learned than other cards. There is an inverse
relationship between study time and learning because more time is devoted to
studying the most difficult cards (Koriat et al. 2006).

Let R be the fact that C has been studied for an abnormally long time, and let
X be the action of devoting additional study to C. Most agents respond correctly
to R in self-directed study. That is, we judge that C has been less well-learned than

⁹ Objectivists have several replies available. For example, they can say that while Jill ought to do these
things, she should not be blamed for failing to do them, and in fact she could be blamed for exposing
herself and her patients to unnecessary risks. But objectivists have struggled to develop a systematic
and plausible account of how informational limitations bear on what agents ought to do.
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other cards and as a result perform X.1⁰ But do we believe that R is a reason to
X? There is some evidence that we do not. For example, we often do not apply
the inverse relationship between study time and learning in assessing how well
others have learned (Koriat and Ackerman 2010). Many theorists have taken this
finding to imply that we respond to R by responding to features of our experience
such as felt fluency of recall, but that we respond directly to these cues without
activating metacognitive beliefs, for example, the belief that R counts in favor of
X (Koriat 1997). Then there is no good reason to suppose that we have the belief
that R counts in favor of X. It is not always cognitively efficient to back up our
metacognitive practices by forming beliefs about the goodness of those practices,
at least when the beliefs are unnecessary to implement the practices.

If this is right, then subjectivism gives the wrong result. Subjectivism says that R
is not a possessed reason toX because we do not believe thatR counts in favor ofX.
As a result, subjectivismmaywell say that we should not doX. But wewould like to
say that bounded agents act rightly in X-ing, and they act rightly by responding to
R on the basis of sensitivity to metacognitive cues in their experience of studying
C which are appropriately related to R. R is a true proposition that counts in favor
of X-ing, and our experience provides us with ample evidence that R is true and
counts in favor of X-ing. The fact that R is not explicitly believed is no hindrance
to the ability of bounded agents to respond correctly to R as a reason, nor is it an
excuse for bounded agents to ignore R.

Theupshot of this discussion is thatwe need a new account of reason possession.
Neither objectivism nor subjectivism will do for theorizing about bounded ratio-
nality. How should bounded rationality theorists think about possessed reasons?

3.4.2 Information-sensitivity

Can we find a middle-ground between the objective and subjective ought which
is appropriately sensitive to available information? Indeed we can. We can take
the correctness of Jill’s actions to be a function, not of her beliefs about con-
sequences nor of the consequences themselves, but rather of information about
consequences available to Jill. Jill ought to take the action with the best expected
consequences, where the probabilities in question are derived from the available
information.

This view belongs to a family of information-sensitive semantics for deon-
tic modal vocabulary (Charlow 2013; Kolodny and MacFarlane 2010; Silk
2014). Like any family, we have our disagreements, and I will try to present
information-sensitive semantics in a general way that the whole family can

1⁰ Actually, we may also lack the belief that C has been less well-learned, instead choosing to study
C based on noetic feelings during metacognition (Arango-Muñoz and Michaelian 2014; Proust 2013).
But I do not want to rest my case on this stronger and more controversial claim.
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accept.11 On my view, information affects an agent’s obligations by contributing
a probability function. That view should be agreeable to most epistemologists
who accept the existence of evidential probabilities. Otherwise, readers are invited
to insert their favorite story about objective probability. Perhaps the story is
broadly frequentist, against a class of environments similar to our own in which
all available information remains true. But some theorists take information to bear
directly onwhat ought to be done, without themediating influence of a probability
function (Kolodny and MacFarlane 2010). Others replace probability functions
with weaker objects such as imprecise probabilities.12 Some theorists grant that
information contributes a probability function, but adopt a different decision
rule than expected utility maximization.13 For generality, I present information-
sensitive semantics without making any assumptions about the type of object
contributed by bodies of information or about the decision rule relating that
object to what agents ought to do. There is also some controversy about which
body of information is relevant to assessing Jill’s actions. I take a more committed
stance on these issues elsewhere (Thorstad manuscript a).

Objective and subjective consequentialists share the assumption that deontic
modals such as ‘ought’ are evaluated at worlds.1⁴ Many non-consequentialist views
make the same assumption. The differences between these accounts of deontic
modals can be captured in terms of deontic selection functions d, mapping a world
w in which agents must act to the set d(w) of ideal worlds capturing how the
history of that world might continue if the agent acts appropriately. Most of these
accounts accept a semantics on which claims ϕ about what agents ought to do are
true at a world w just in case they are true throughout the deontically ideal worlds
d(w). Writing �d for the deontic modal ‘ought,’ read in accordance with selection
function d, the common assumption is

w |= �dϕ iff (∀w′ ∈ d(w))(w′ |= ϕ) (3.1)

Objective consequentialism results from taking d(w) to be the worlds in which
the agent’s actions have the best consequences. Subjective consequentialism results
from taking d(w) to be the worlds in which the agent’s actionsmaximize subjective

11 Perfect family harmony is, of course, unobtainable. Some authors think that information-
sensitivity can be captured by aKratzer-style semantics, which is not the type of semantics that I present.
But although this is a significant disagreement from the perspective of formal semantics, it does not
reflect significant disagreement about the underlying normative relevance of information to deontic
obligations.

12 Although imprecise probabilities take up the lion’s share of philosophical attention to generaliza-
tions of probability theory, there are many good options here. See Halpern (2003) for an overview.

13 See Carr (2015) andCharlow (2016) for arguments that semantics should be flexible on thematter
of decision theory, and two different approaches to spelling out that flexibility.

1⁴ This is a simplified presentation of the Kratzer-style semantic assumptions that have dominated
semantic and normative discourse about deontic modality until recently. See Kratzer (1981).
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expected value. Non-consequentialist theories may take d(w) to be the worlds in
which no deontic requirements are violated, or in which the agent acts virtuously.

An information-sensitive reading proposes that all of these theorists have made
amistake.Deonticmodals are sensitive not only to how things actually are, but also
towhat information i is available. So deonticmodals should be evaluated relative to
a pair<w, i> of a world and an information state. And the deontically ideal worlds
are a function d(i) of available information, rather than background facts.1⁵

<w, i> |= �dϕ iff (∀w′ ∈ d(i))(<w′, i> |= ϕ) (3.2)

On the reading I propose, the subjective consequentialist deontic selection func-
tion was on the right track. The set d(i) is indeed the set of worlds in which the
agent takes some action maximizing expected utility. But the probabilities used
to calculate expected utilities do not derive from an agent’s own beliefs. They are
instead relative to available information. For example, we might hold that the
deontically ideal worlds are those in which the agent’s actions maximize expected
utility given her evidential probabilities. Then we recover a natural semantics on
which agents ought to do whatever maximizes evidentially expected utility.

That is what the information-sensitive view says. Why should we accept it?1⁶

3.4.3 Support for information-sensitivity

There are at least four good reasons to accept the information-sensitive view. First,
unlike subjectivism and objectivism, information-sensitivity builds informational
bounds directly into the traditional consequentialist story about how agents ought
to act, for example by determining the evidential probabilities used to calculate
expected value. By contrast, objectivismmakes informational bounds irrelevant to
how agents ought to act, and subjectivism makes informational bounds relevant
only insofar as they are reflected in an agent’s beliefs. When agents’ beliefs imper-
fectly reflect available information, an information-sensitive semantics comes
apart from subjectivism in letting the full importance of available information bear
on how agents ought to act.

Second and relatedly, information-sensitivity gets the right verdict in problem
cases.1⁷ Consider first Jill, who may relieve all her patient’s symptoms with Pill A,

1⁵ Some theorists make the deontically ideal worlds d(w, i) sensitive to worlds as well as bodies of
information (Silk 2014). This is not my view.

1⁶ In addition to the advantages of the information-sensitive approach described in this section, the
approach will later prove useful in clarifying and defending the claims that boundsmatter (Section 8.2)
and that rationality is ecological (Section 8.5). It will also illuminate one way in which my view of
rational attitudes differs from the requirements placed on unbounded agents (Section 9.3).

1⁷ Information-sensitive semantics also famously shed light on other problem cases for objectivism
and subjectivism, such as miner puzzles (Kolodny and MacFarlane 2010).
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or else choose among Pills B and C, one of which will cure her patient and the
other will kill them. Unlike objectivism, information-sensitive consequentialism
correctly holds that Jill should administer Pill A because the evidentially-expected
values of Pills B and C are dangerously low. And unlike subjectivism, information-
sensitive views correctly continue to hold that Jill should administer Pill A if we
imagine that Jill believes, against all evidence, that Pill Bwill bring on a leprechaun.

Now consider our flashcard memorizer, who has ample evidence that her oft-
studied card C is likely to need further study. Given this evidence, information-
sensitive views hold that the agent should study C. Unlike subjectivism,
information-sensitive views do not forbid the agent from studying C if she has
false beliefs or no beliefs at all about the relationship between learning and study.
And unlike objectivism, information-sensitive views do not say that the agent
should put down the card if, against all odds and unbeknownst to the agent, her
last repetition etched the contents of C firmly into long-term memory. These seem
like the right verdicts for a theory of bounded rationality to recover.

A third reason to opt for information-sensitive views is that they account for
a range of novel sentences that traditional views struggle to explain. Consider,
for example, probabilistic-deontic conditionals which mix probabilistic language
in the antecedent with deontic language in the consequent (Cariani 2016). The
probabilistic-deontic conditional

If the sun is likely to explode tomorrow, you ought to feast tonight. (3.3)

cannot be analyzed as a material conditional. On that reading, (3.3) comes out
vacuously true, but so does:

If the sun is likely to explode tomorrow, you ought to go to bed hungry. (3.4)

An information-sensitive reading allows us to do better.
On this reading, probabilistic-deontic conditionals are information-shifting

(Kolodny and MacFarlane 2010). The antecedent of the conditional adds a new
proposition to the agent’s information set: that the sun is likely to explode
tomorrow.1⁸ To evaluate the conditional, we then test whether the consequent
is true on the revised set of information. On this reading, (3.3) is true because
feasting is an optimific response to the likelihood of death tomorrow. (3.4) is false,
because fasting is not an optimific response to likely death.1⁹

1⁸ More formally, Kolodny and MacFarlane (2010) hold that<w, i> |= [if ϕ]ψ iff for every maximal
ϕ-subset i′ ⊆ iwe have<w, i′> |= ψ where amaximalϕ-subset is i′ such that (∀w ∈ i′)(<w, i> |= ϕ).

1⁹ Some readers with more ascetic temperaments may disagree with these verdicts. On an
information-sensitive reading, these readers should donate their victuals to the rest of us.
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Information-shifting semantics are increasingly popular readings of many
conditionals, including probabilistic-deontic conditionals. But the success of
this account relies on an information-sensitive account of deontic modals. If the
deontic claim ‘you ought to feast tonight’ did not depend on available information,
then its truth would be unaffected by updating on the information that the sun
is likely to explode. So we cannot reap the explanatory benefits of information-
shifting conditionals without taking their deontic consequents to be information-
sensitive.

A fourth and final reason to go information-sensitive is that information-
sensitive accounts of epistemic modal vocabulary have been enormously suc-
cessful (Yalcin 2007). It is very natural to extend the same resources to cover
deonticmodals aswell.2⁰ In fact, the semantic commonality between epistemic and
deontic modals is already embedded in folk psychology through natural language.
Although many modals such as ‘ought’ have both epistemic and deontic readings,
these modal terms are not lexically ambiguous.21 This means that ordinary lan-
guage treats epistemic and deontic vocabulary as having a uniform underlying
semantics. Epistemic and deontic readings of ‘ought’ are generated by different
values of the same semantically relevant parameters. Hence if the epistemic ought
is information-sensitive, then so is the deontic ought. Of course, the folk could
be wrong in this regard. But the fact that we use the same lexical item to express
both deontic and epistemic modal claims suggests that we take the same types of
parameters to bear on the truth of each.

In this section, we have met four reasons to accept an information-sensitive
account of deontic modals. Information-sensitivity builds informational bounds
directly into deontic theory; accounts for problem cases; explains a range of
semantic phenomena; and extends insights from the theory of epistemic modals.
At this point, all three major components of the reason-responsive consequen-
tialist view are in place: a global-consequentialist theory, expanded to cover at
least rationality and rightness (Section 3.2); a reason-responsiveness account of
rationality (Section 3.3), and an information-sensitive account of deontic modals
(Section 3.4). Before defending and applying the account, it will help to introduce
a few more commitments in order to strengthen and clarify the view.

2⁰ But see Yalcin (2016) for a cautionary note: weak necessity modals (‘should,’ ‘ought’) may lack
genuine epistemic readings. This does not defeat the point: necessity modals (‘must,’ ‘have to’) and
possibility modals (‘may,’ ‘might’) will still have dual readings.

21 One way to see this is that modal vocabulary with dual epistemic and deontic readings is found
in most major languages. Lexical ambiguity does not reproduce across language families.
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3.5 Additional components of the account

In this section, I introduce three further components of the RRCV: a sharp level
separation between questions about rational belief and inquiry; a rich axiology on
which many intellectual and nonintellectual achievements bear final value; and a
consequentializing program aimed at recovering detailed, plausible, and unifying
explanations of normative phenomena.

3.5.1 Level separation

One of the major challenges facing a global consequentialist account of rational
agency is that it threatens to generate significant pragmatic encroachment on
belief. On a reason-responsiveness view, if beliefs count as features of agency then
what we are rationally required to believe is what we ought to believe. And what
we ought to believe is accounted for in consequentialist fashion:

(Rationality-Evaluative Bridge for Belief): For all agents S, times t and propo-
sitions p, S’s belief that p at t is rational if and only if:

I S’s belief that p at t is best, and
II S’s belief that p at t bears Z to the normative reasons she possesses at t.

TheRationality-Evaluative Bridge for Belief reduces questions about rational belief
to questions about what is best to believe. And by:

(Promotion) The value of X is determined by the goodness promoted by X.

what is best to believe is determined by the value promoted by our beliefs.
It is natural to think that our beliefs promote many types of value: not only

intellectual values such as truth, knowledge, and understanding, but also non-
intellectual values such as welfare and equality. If this is right, then the reason-
responsive consequentialist view opens the door to the traditional pragmatist
claims that it may sometimes be rational to have faith in God (Plantinga 1983)
and humanity (Preston-Roedder 2013), or to think the best of our friends (Keller
2004; Stroud 2006) and ourselves (McKay and Dennett 2009; Rinard 2019b), even
if these beliefs are not supported by the evidence. Here it is perhaps too mild to
describe the threat as a type of pragmatic encroachment, in which traditionally
non-epistemic factors impinge on a standard account of epistemic rationality.
The threat is rather that we have adopted a thoroughgoing pragmatic, or rather
consequentialist account.
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This is a serious worry, and I will respond in detail to this worry in Chapter 4.
For now, here is one way to soften the worry.

Direct consequentialism posits a sharp level separation between questions about
rational belief and inquiry (Thorstad 2021).22 It is one question what we ought
to believe, and another question entirely how we ought to inquire about what to
believe. Although consequentialists should accept a robust influence of practical
considerations on questions about rational inquiry, they need not accept any
influence of practical considerations on questions about rational belief.

Level separation is familiar from discussions of practical inquiry. An early
objection to consequentialism was that consequentialist decisionmaking is too
cognitively demanding: agents cannot always explicitly calculate expected values.
The traditional consequentialist response is to sharply separate questions about
practical inquiry and intention (Parfit 1984; Railton 1984). It is true that conse-
quentialism requires agents to intend what is expectedly best. But it is not true
that consequentialism requires agents to inquire by explicitly calculating expected
utilities. If it would be better for agents to inquire in some other way, for example
by using decisionmaking heuristics, then that is what they ought to do. It may,
of course, turn out that rational heuristic inquiry sometimes produces intentions
that are not expectedly best. When that occurs, we get a form of level separation
between the rational status of intentions and inquiries: a rational process of inquiry
can produce an irrational intention. But that fact is neither contradictory nor
surprising, so it is no objection to the consequentialist view.

I think that consequentialists should say the same thing about the relationship
between theoretical inquiry and belief as they say about the relationship between
practical inquiry and intention. There is a robust influence of practical facts on
questions about rational inquiry. You should, for example, often spend more
time investigating important matters than unimportant matters. But this alone is
no reason to posit any influence of practical considerations on questions about
rational belief. It is, of course, true that the beliefs we form will be influenced
by the inquiries that we undertake, and these inquiries are rationally responsive
to practical considerations. But those practical considerations need not have any
influence on the rational status of the resulting beliefs. If we are rationally required
to make only the most cursory inquiries into some subject in order to conserve
cognitive resources, then the result of rational inquiry may well be that we form
an irrational belief on the subject in question. And the rationality of that belief
may be determined entirely by evidential considerations.

22 Level separation will feature heavily in my treatment of epistemic rationality in Chapter 4, as
well as in my final account of process-focus (Section 8.3) and my preferred strategy for vindicatory
epistemology (Section 7.4).
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Now it might seem that a global consequentialist must accept the existence of
practical reasons for belief. After all, beliefs can promotemany types of value, and if
beliefs are features of agency then reasons for belief are reasons to promote value.23
However, consequentialists can make use of a number of traditional strategies for
denying that the reasons in question are reasons for belief.2⁴

Epistemologists have traditionally held that apparent practical reasons for belief
cannot be genuine reasons for belief, for example, because they do not play the
right role in motivating belief (Kelly 2002, 2003) or in deliberation about what
to believe (Shah 2003, 2006). It is held that apparent practical reasons for belief
are really reasons for some activity, such as getting ourselves to believe (Way
2012). For example, the importance of a comfortable retirement is not a reason to
hold accurate beliefs about retirement, but rather a reason to get yourself to hold
accurate beliefs about retirement through activities such as inquiry. This strategy
rests on precisely the sharp level separation between questions about belief and
inquiry that consequentialists suggest. Apparent practical reasons for belief are,
on this strategy, genuine normative reasons for inquiry, but are not normative
reasons for the beliefs that result from inquiry.

I think that this discussion provides ample motivation for adopting a sharp
level separation between belief and inquiry, and I hope that many traditional
epistemologists will be satisfied with the prospects for using level separation to
avoid pragmatic encroachment on belief. Now of course, it may turn out that these
traditional arguments fail, and that some apparent practical reasons for belief are
genuine normative reasons for belief (Rinard 2019a; Steglich-Petersen 2011). If
that is the case, then we will get pragmatic encroachment on belief. But here the
culprit will not be global consequentialism, but rather the failure of traditional
epistemological strategies for resisting pragmatic encroachment on belief. If those
strategies fail, then all adequate views of rational belief will exhibit pragmatic
encroachment.

23 A road not taken in this discussion would be to deny the converse of Promotion: although all
normative reasons are reasons to promote value, not all opportunities to promote value are normative
reasons. I have not taken this road because I am not sure how to motivate this move in the context of
rational belief while denying it in the context of rational inquiry, and also because there is a lot to be
said for the roads most commonly traveled.

2⁴ Some care must be taken to translate this traditional discussion into terms compatible with the
RRCV. For example, the claim that consequences are reasons for getting oneself to believe, rather
than reasons for belief, could be phrased as the claim that it is inquiries rather than the belief states
they produce which promote valuable consequences. Alternatively, traditional epistemologists might
deny that there is any such thing as all-things-considered rational belief (Feldman 2000, 2002), or hold
that they are talking about something else such as epistemic rationality (Firth 1956, 1959) or justified
rather than rational belief (Goldman 1986; Lyons 2016; Siscoe 2021). Any of these moves would make
traditional evidentialist theories compatible with the RRCV, although I do not want to pronounce on
the advisability of any specific move.
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3.5.2 Rich axiology

Many epistemologists think that intellectual achievements such as knowledge,
understanding, and accurate belief bear significant value. Although some of that
value is due to the practical role of our intellectual achievements in guiding action,
a large part of the value of intellectual achievements is intrinsic to the achievements
themselves. Humans are, after all, thinking creatures, and a full mind is every bit
as much a part of a life well lived as a full belly.

Rudimentary forms of pragmatism will struggle to account for the intrinsic
value of intellectual achievements. For example, if we take pragmatism to be the
claim that the value of features of agency is determined by the non-cognitive
benefits they promote, then there is no room left to accept that knowledge and
understanding are also valuable in their own right. But consequentialists need not
struggle at all to account for the intrinsic value of intellectual achievements.

One consequentialist strategywould be to beginwith an impoverished axiology,
such as welfarism, on which only welfare bears final value. We would then argue
that the intrinsic value of intellectual achievements can be accommodated within
a more impoverished axiology. For example, welfarists might say that just as
social achievements such as friendship are an important constituent of well-being
for social creatures such as ourselves, so too intellectual achievements such as
knowledge are an important constituent of well-being for thinking creatures such
as ourselves.

But consequentialism does not force us to make such reductive claims. Con-
sequentialists can adopt any theory of final value that they wish. Many non-
consequentialists adopt a rich axiology on which many things, such as welfare,
knowledge, and friendship, bear final value. For my part, I am inclined to agree.
Consequentialists can accept that knowledge and other intellectual achievements
bear final value for exactly the same reasons that any other epistemologist would
accept these claims. I will not argue for the adoption of a rich axiology, because
I suspect that the impoverished route could say many of the same things as the
richer approach about cases of interest. For example, when I claim that knowledge
in its own right is a valuable state for humans to be in, the impoverished route will
say that knowledge in its own right is an important component of well-being.

The next subsection will remind us why it is important for consequentialists
to adopt a rich axiology, or at least to recover the intrinsic value of intellectual
achievements from within a more impoverished axiology. Consequentialists have
a consequentializing program.We aim to showhowplausible claims about rational
belief and inquiry can be recovered fromwithin a consequentialist framework.The
most challenging part of consequentializing is the recovery of traditional truth-
directed epistemic norms. One traditional way to recover truth-directed norms
is to claim on Cliffordian grounds that true belief is needed to promote valuable
ends (Clifford 1877). We can stress that agents are generally in a better position
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to promote valuable ends when they have correct views about how the world is
and what effects their actions will have on the world. And we can stress that agents
often fail spectacularly to promote valuable ends when they have incorrect views
about the world and the effects that their actions will have on the world.

But Cliffordian arguments alone may not always be strong enough to recover
truth-directed norms. Here it is helpful to supplement Cliffordian arguments with
the claim that truth, knowledge and other intellectual achievements have value
in their own right, in addition to their Cliffordian value in promoting pragmatic
goals. We do not just seek knowledge in order to build ships, but also because
knowledge is valuable. And that is just what a rich axiology allows us to say.2⁵

3.5.3 Consequentializing

Like any theory, consequentialism has its share of counterintuitive consequences.
On a first pass, consequentialism threatens to condone pushing fat men off of
bridges, cutting up surgical patients to distribute their organs, and spurning
friends in favor of strangers. Consequentializing, in its traditional sense, aims to
show how consequentialism can deliver the intuitively correct verdicts in many of
these cases.

In the Good Old Days, consequentializing was a simple affair. Consequential-
izers tackled purported counterexamples one at a time, telling detailed stories
about how the verdicts in question could be recovered in an explanatory and non-
arbitrary way using consequentialist tools. For example, traditional consequen-
tializers argued that it may be wrong to cut up the one to save the five because
doing so would undermine trust in medicine. And they argued that this story had
explanatory advantages over its nonconsequentialist counterparts. For example,
if it seems impermissible to cut up the one to save five, it seems permissible to
cut up the one to save five million, and a traditional consequentializing story
makes ample room for the sorts of tradeoffs needed to recover this verdict. An
important feature of these traditional consequentializing approaches is that they
did not try to recover every possible nonconsequentialist verdict. Faced with an
interlocutor who insisted that it is impermissible to cut up the one to save five
million, the traditional consequentializer would have told this interlocutor that
she was mistaken. It is better to cut up one person in order to save five million,
and so that is what we ought to do.

Recent consequentializing approaches have had broader aims. It is argued that
all, or nearly all plausible normative theories can be replaced by a consequentialist

2⁵ More generally, a rich axiologywill be useful in accounting for norms of clutter avoidance (Section
6.2) and friendship (Section 6.3), modeling rational anchoring and adjustment (Sections 5.6 and 7.5),
and avoiding simple forms of pragmatism (Section 5.5).
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equivalent that coincides with the original theory in all of its deontic verdicts
(Dreier 2011; Portmore 2011; Seidel 2019). These newfangled consequentializing
approaches are made possible by an expanded reading of traditional consequen-
tialist mainstays like consequence and outcome, together with a liberalized theory
of value. For example, a contemporary consequentializer might claim that it is
wrong to cut up the one to save the five, because the outcome of cutting up the
one would be a killing, and a killing is worse than five lettings-die. Faced with a
deontologist who claims that it would still be wrong to cut up the one to save five
million, this consequentializer need not tell the deontologist that she is wrong.
The consequentializer could instead recover the deontologist’s view by adopting
an axiology on which any number of lettings-die is better than a single killing.

These newer consequentializing approaches have met with considerable resis-
tance. I don’t want to pronounce on the correctness of these challenges. But I
do want to outline some of the skeptical challenges that have been raised for
newer consequentializing approaches in order to show how my project avoids
these challenges.

One objection that has been raised is that contemporary consequentializing
programs are trivial (Betzler and Schroth 2019; Tenenbaum 2014). We might
have hoped that consequentialism would tell us something specific about what
it is right or rational to do. Certainly that is my aim in this book. But now
the consequentializer promises to deliver nearly any verdict about rightness and
rationality. If that is right, then consequentialism may not be much use in settling
questions about rational inquiry.

A second objection is that contemporary consequentializers no longer put
the good prior to the right (Schroeder 2007). This objection holds that when
contemporary consequentializers talk about the good, they are no longer using
the word in its ordinary sense. We can, of course, say of any difference between
outcomes that it is a difference in the value of those outcomes. For example, we
can say that an outcome is better for being a letting-die than for being a killing.
But objectors have thought that it is not clear how claims like this could be true
if goodness takes its ordinary meaning. It is perfectly intelligible that an act could
be better for being a letting-die than for being a killing. But it is less clear why this
makes the outcome of the first act better than the outcome of the second act if
terms like goodness and outcome take their ordinary senses.

A third objection is the contemporary consequentializers no longer put the good
prior to the right (Tenenbaum 2014). Many consequentialists think not only that
we ought to dowhat is best, but also that we ought to perform this action because it
is best. But as we liberalize the notion of doing what is best, it becomes increasingly
plausible to cite other facts in explaining why an action ought to be performed. For
example, suppose you think that an outcome is worse if it involves a killing than a
letting-die. You might say that we ought to bring about the letting-die rather than
the killing, because bringing about a letting-die is better than bringing about a
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killing. That reading does put the good prior to the right. But you might also say
that we ought to bring about the letting-die rather than the killing, because killing
is wrong, or because we have a duty not to kill. And you might even add that a
letting-die is better than a killing, because killing is wrong. That reading puts the
right prior to the good. So it is not yet clear that contemporary consequentializing
programs bear out the traditional consequentialist slogan that the good is prior to
the right.

Fourth, it has been argued that contemporary consequentializers undermine
the consequentialist’s plausible insight: that it is always permissible to do what is
best (Hurley 2013;Muñoz 2021).The compellingness of this insight drove Philippa
Foot to exclaim:

It is remarkable how utilitarianism tends to haunt even those of us who will not
believe it. It is as if we for ever feel that it might be right, although we insist that
it is wrong. (Foot 1983, p. 273)

After all, how could it be wrong to do what is best? But once we understand what
the contemporary consequentializer means by doing what is best, the consequen-
tialist’s insight is no longer so compelling. For example, suppose I claim that it is
always right to dowhat ismost beneficial toAmerican bullfrogs. Imight even claim
that the goodness of outcomes is entirely determined by the benefits provided to
American bullfrogs. But now the consequentialist’s compelling insight becomes
the claim that it is always permissible to do what is most beneficial to American
bullfrogs. This insight is unlikely to haunt or compel us.

My own program has more in common with the Good Old Days than with
newer consequentializing approaches. As a result, these objections will not apply
to my project. My views will certainly be nontrivial: at many points, I will claim
that my opponents recommend irrational patterns of inquiry. I will do my best to
theorize about the ordinary notion of the good. I will also retain the consequen-
tialist’s traditional explanatory ambitions. Here too, I will argue at chapter length
(Chapter 6) that my account delivers plausible, correct, and unifying explanations
of disparate phenomena about rational inquiry. And although the matter is not for
me to judge, I hope to do all of this in a way that preserves the consequentialist’s
compelling insight that it cannot be wrong to do what is best.

3.6 Conclusion

My project in this chapter was to develop a normative theory of rational inquiry
for bounded agents. The account has three main components.
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First, I adopt a global consequentialist account of the norms governing features
of agency. On this account, features of agency are right just in case they are best,
and the value of features of agency is determined by the value that they promote.
The reason-responsive consequentialist view is a version of expansionist global
consequentialism insofar as it aims to extend this account of right agency to cover
other normative terms beyond rightness. In particular, I aim to develop a global
consequentialist account of rational agency.

The second feature of the RRCV shows how to extend global consequentialism
from rightness to rationality. Here I adopt a reason-responsiveness account of
rationality. On this account, rationality consists in responding correctly to pos-
sessed normative reasons. I use this account to recover a global consequentialist
account of rationality, on which rationality is a strictly more demanding status
than rightness. Rational agency requires not only doing what we ought but also
responding correctly to the normative reasons that we possess for doing so.

From what perspective are the reasons that we possess determined? The third
component of the RRCV answers this question using an information-sensitive
reading of deontic modals. On this account, the reasons that we possess are
determined not by the totality of facts, nor by our beliefs about the world, but
rather by a relevant body of information such as an agent’s total evidence. I argue
that an information-sensitive account of deontic modals improves on objectivism
by incorporating agents’ informational bounds, and improves on subjectivism by
accommodating agents’ limited abilities to incorporate relevant information into
their beliefs.

I also introduced three subsidiary components of the reason-responsive conse-
quentialist view. The first is a sharp level separation between normative questions
about belief and inquiry.This will allow us to hold that traditionally non-epistemic
reasons are robustly relevant to rational inquirywithout immediately implying that
the same is true of rational belief. The second component is a rich axiology on
which many achievements, both intellectual and non-intellectual, bear final value.
This will allow us to recover a broad range of truth-directed norms as well as
to respect the intuition that intellectual achievements are valuable in their own
right. Both of these components form part of a third component of any good
consequentialist account: a consequentializing program. Consequentializing aims
to recover unifying, nontrivial, detailed, and plausible explanations of normative
phenomena in consequentialist fashion.

This completes the development of my positive theory. In Part 3, I defend the
RRCV in its application to rational inquiry, and in Part 4 I apply the RRCV to
understand the meaning of key normative claims about bounded rationality as
well as to assess their correctness and implications.
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Before proceeding, I want to address an objection that is often raised to my
account. The objection is that my account changes the subject. The question at
hand is what epistemic rationality demands of us, but the RRCV is not obviously
an account of epistemic rationality. Does the account succeed by changing the
subject? This is an important question, and it deserves a straight answer. I take
up this question in Chapter 4.
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There are no epistemic norms of inquiry

4.1 Introduction

Chapter 3 developed a reason-responsive consequentialist view of rational inquiry.
On that view, acting rationally consists in doing what we havemost reason to do in
response to the reasons for which we ought to do it. What we have most reason to
do is to promote value, and the promotion of value is assessed in an information-
sensitive way. Since inquiry is an activity, an account of rational inquiry falls out
of the RRCV as a special case.

An immediate objection to the reason-responsive consequentialist view is that it
answers the wrong question. As a consequentialist view, the RRCVdoes not aim to
characterize a special type of epistemic rationality, but rather rationality full stop.
Is this a problem for the RRCV?

One way of responding to the objection would be to concede the existence of
epistemic norms governing inquiry and to push back against epistemic prioritari-
anism for inquiry: the claim that epistemic norms governing inquiry deserve spe-
cial emphasis in epistemological theorizing. I have taken this approach elsewhere
(Thorstad 2021). The rejection of epistemic prioritarianism would be enough to
motivate my project, and I will discuss at least one position (Section 4.7.3) which
may favor this line of response. Readers who are prepared to reject epistemic
prioritarianism for inquiry are welcome to stop reading and continue on to Part 3.

In this chapter, I want to explore a stronger line of response: there are no epis-
temic norms of inquiry. Call this view epistemic nihilism for inquiry. If epistemic
nihilism for inquiry is true, then it is no objection to the RRCV that it fails to
characterize the epistemic norms governing inquiry, because there are no such
norms.1

4.2 Strategy and motivation

Epistemic nihilism for inquiry is a strong view, so it may help to begin with three
preliminary motivations. First, until recently epistemic nihilism was the received
stance toward inquiry.Many epistemologists claimed that epistemic norms govern

1 This chapter is adapted from Thorstad (2022a).

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0005
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doxastic attitudes rather than the inquiries that produce them, and some defended
the further claim that epistemic norms are purely synchronic (Doughtery 2014;
Feldman 2002; Hedden 2015). While these views are no longer as popular as they
once were, it is important to make sure that they get their day in court.

Second, many recently proposed norms of inquiry, or zetetic norms, do not
look epistemic. These norms make straightforward appeal to traditionally non-
epistemic factors such as an agent’s interests and goals. For example, both classic
(Harman 1986) and modern (Friedman 2018) formulations of clutter avoidance
understand it as a norm against inquiring into matters unrelated to the inquirer’s
interests and desires. And Jane Friedman has defended a number of explicitly
instrumentalist norms, such as the following:

(Zetetic Instrumental Principle (ZIP)) If one wants to figure out Q?, then one
ought to take the necessary means to figuring out Q?. (Friedman 2020, p. 503)

In this vein, many zetetic epistemologists have claimed that rational inquiry has
a significant practical component (Friedman 2020; Harman 2004; Lord 2020),
and some have questioned whether epistemic normativity provides the most
interesting lens into rational inquiry (Thorstad 2021). A natural way tomake sense
of these trends would be to claim that zetetic norms are not, in fact, epistemic
norms, but rather instrumental, practical, moral or all-things-considered norms.

Third, it has recently been claimed that plausible zetetic norms such as ZIP are
in tension with traditional epistemic norms (Friedman 2019b, 2020). If zetetic
norms are also epistemic norms, this tension threatens to imply that traditional
epistemic norms are in need of revision. But if zetetic norms are not epistemic
norms, then this tension may be no more surprising or problematic than familiar
tensions between epistemic and all-things-considered norms.

These are, of course, only preliminary motivations. They are not decisive
arguments for epistemic nihilism about inquiry, and there is plenty that could be
said in reply. What would the strongest case for epistemic nihilism about inquiry
look like?

Ideally, epistemic nihilists would begin by addressing existing arguments
against epistemic nihilism for inquiry. A problem for this strategy is that few
direct arguments have been given against epistemic nihilism for inquiry. So while
I will address the most extended argument of which I am aware (Section 4.7.4), we
may need to look elsewhere to ensure that epistemic norms are given a fair shake.

My proposal is to return to the arguments which originally led us to posit a
distinctive type of epistemic normativity governing belief and ask whether these
arguments also give us good grounds to posit epistemic norms governing inquiry.
In each case, I show that the arguments fail to generalize as arguments against
epistemic nihilism for inquiry, and that in many cases the arguments tell in favor
of epistemic nihilism for inquiry. If successful, this strategy will put the burden
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on defenders of epistemic norms for inquiry to produce new grounds on which
epistemic norms should be posited. It may also suggest that epistemic nihilism
about inquiry is supported by the best case against epistemic nihilism for belief, or
that epistemic norms for inquiry should be regarded as an overgeneralization on
the original motivations for positing epistemic norms governing belief.

Here is the plan. In Section 4.3, I make six remarks to clarify my project.
Sections 4.4–4.6 survey three leading arguments against epistemic nihilism for
belief: the argument from non-existence that there are no non-epistemic reasons
for belief; the linguistic argument that epistemic norms are needed to account
for the semantics of epistemic terms; and the argument from theoretical roles that
epistemic norms are better-suited than all-things-considered norms to play key
theoretical roles associated with rational belief. In each case, I show that these
arguments fail to generalize, and in many cases tell in favor of epistemic nihilism
for inquiry. Section 4.7 discusses objections. Section 4.8 develops an alternative
Gibbardian picture on which norms of inquiry are all-things-considered norms
governing action. Section 4.9 concludes.

4.3 Clarifying the view

Before beginning, I want to say six things by way of clarifying my target. First,
epistemic nihilists about inquiry do not claim that recently proposed zetetic norms
such as ZIP are false or unimportant. Quite the opposite: a problem for zetetic
epistemologists is that many zetetic norms look more like instrumentalist norms
than traditional epistemic norms. My aim is to explain why these norms can be
true and important, even if we are disposed to deny that instrumentalist norms of
belief would be true or important.

Second and relatedly, we need to distinguish the question of whether zetetic
norms are epistemic norms from the question of whether zetetic epistemology
is properly understood as a type of epistemology. Zetetic epistemologists have
given compelling arguments that the study of zetetic norms is an important project
within epistemology: rational inquiry is a central component of theoretical ratio-
nality (Kelly 2002, 2003; Thorstad 2021); throughout history, epistemologists have
often been concerned with inquiry (Friedman 2017b; Misak 1987; Striker 2001);
and a purely synchronic epistemology risks engaging in temporal parochialism,
by which we study attitudes while ignoring the temporally extended processes that
produced them (Friedman 2020). None of these arguments turns in any obvious
way on the claim that zetetic norms are epistemic norms. And as Friedman (2020)
has emphasized, even in the case of belief there have often been instrumentalists,
pragmatists and other skeptics about epistemic normativity. We may think that
these theorists are wrong about what rationality requires, but we do not often go
to the extreme of denying that they are doing epistemology.
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Third, we need to distinguish the question of whether there are epistemic
norms governing the activity of inquiry itself from the further question of whether
an agent’s inquiries can affect the normative status of her doxastic attitudes.2
Epistemic nihilism about inquiry deals with the first question, but says nothing
about the second. For example, it has long been held that gathering evidence can
increase the justification of an agent’s beliefs, by providing evidence to support
them. And more recently, some authors have held that failures to gather evidence
can make an agent’s beliefs unjustified (Baehr 2009; Miracchi 2019). Both of these
claims should be distinguished from a further claim about inquiry: that we have
epistemic duties to gather evidence in order to increase the justification of our
beliefs. Many traditional epistemologists have denied the existence of these and
other inquiry-related duties, while leaving room for the claim that inquiries can
affect the normative status of beliefs (Feldman 2002). I return to this example in
Section 4.

Fourth, to deny that there are epistemic norms governing inquiry is to deny that
a certain class of normative vocabulary takes a distinctively epistemic reading. My
focus in this chapter will be on four normative terms: rationality; justification; and
what agents should or ought to do. I will argue that we lack adequate reason to
posit a distinctively epistemic sense in which inquiries count as rational, justified,
or as inquiries that agents should or ought to engage in. I focus on these terms
because they figure in the formulations of many recent norms governing inquiry
(Friedman 2020; Woodard forthcoming a) as well as in many classic debates about
epistemic norms governing belief.

In this chapter, I will not be explicitly concerned with a variety of other norma-
tive terms such as virtue (Whitcomb et al. 2017), fittingness (McHugh and Way
2016), reasons (Fleisher 2022), blameworthiness (Brown 2020), pursuitworthiness
(Fleisher 2022; S̆ĕselja and Straßer 2014; Whitt 1992), objectivity (Longino 1990),
bias (Gilovich and Griffin 2002; Lee and Schunn 2011), or the aim or function of
inquiry (Falbo forthcoming; Friedman ms; Kelp 2021b).3 My arguments may have
direct implications for these terms if the terms are linked by bridge principles to
claims about rationality or other normative categories. But if there is no especially
direct route between, for example, claims about the aim of inquiry and claims
about how agents ought to inquire, thenmydiscussionmay not directly pronounce
on the question of whether inquiry has a distinctively epistemic aim. And in

2 This discussion will becomemore complicated if you think that inquiry requires adopting a certain
doxastic attitude: suspension of judgment (Friedman 2017a). We could avoid this complication by
holding that the relevant sort of suspension is not a doxastic attitude (McGrath 2021) or by posing
challenges to the requirement (Lee forthcoming; Masny 2020; Millson 2021; Palmira 2020).

3 Thorstad (2021) suggests that we may want to shift scholarly attention toward such terms if we
want to make room for claims that are not true about rationality. Perhaps the existence of distinctively
epistemic norms is one claim which benefits from a shift in focus.
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particular, I do not mean to deny that there are epistemic reasons for inquiry.
I discuss the existence of epistemic reasons for inquiry in Section 6.3.

Fifth, my discussion in this chapter is not premised on the denial of pragmatic,
instrumentalist, or other traditionally non-epistemic views about rational belief
(Rinard 2019b; Steglich-Petersen and Skipper 2019). Quite the opposite: argu-
ments for epistemic nihilism about belief may provide good support for epistemic
nihilism about inquiry.⁴ However, I aim to show that even if the traditional case
against epistemic nihilism for belief is compelling, that case does not tell against
epistemic nihilism for inquiry, and may well support it.

Finally, what does it mean to call a norm epistemic? It has recently become clear
that there are many things this claim could mean (Conee 2016; Cohen 2016a,
b; Lyons 2016; McGrath 2016). Some of these will be my targets in this chapter,
whereas others will not.

Here are two examples of whatmy targetmight be. On a value-based conception,
epistemic norms are picked out by a special type of epistemic value they direct us to
promote, honor, or instantiate. The value-based conception is familiar from recent
work in epistemic consequentialism, as well as from Richard Foley’s Aristotelian
conception of rationality (Foley 1987). I discuss the value-based approach in Sec-
tion 6.5.On an alternative knowledge-based conception, epistemic norms are picked
out by their close relationship to knowledge. Traditionally, epistemic justification
was understood to pick out whatever plays the role of the ‘J’ in the JTB + X analysis
of knowledge, although broader versions of the knowledge-based conception are
possible.⁵ I discuss a version of the knowledge-based conception in Section 5.1.

Here are some examples of what my target is not. Some theorists understand
the term ‘epistemic’ to pick out norms governing belief, as opposed to norms
governing other objects such as inquiry. On this conception, epistemic nihilism
for inquiry would be trivially true. Alternatively, Jessie Munton suggests we use
the term epistemic “to indicate a flaw that arises in virtue of an irrational response
to information, or through a lack or loss of information” (Munton 2019, p. 231).
On this conception, most or all norms of inquiry may count as epistemic, since
inquiry involves gathering, storing, and responding to information, in which case
epistemic nihilism for inquiry would be trivially false.

What distinguishes those conceptions of the epistemic which concern me from
those that do not? I am interested in conceptions of epistemic normativity that
would generate a nontrivial distinction between epistemic and non-epistemic
norms of inquiry and ground arguments for dedicating a significant portion of
zetetic epistemology to the study of epistemic norms governing inquiry. Because

⁴ This is one way to read Steglich-Petersen (forthcoming).
⁵ Here are two broader examples. Conee (2016, p. 858) holds that “epistemic justification is the

kind of justification that pertains especially to knowledge or cognition” and Fricker (2007) holds that
injustice is epistemic when it wrongs agents in their capacity as knowers.
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several different conceptions of the epistemic could be at play here, my strategy
will be to focus not on any particular conception of epistemic normativity, but
rather on the arguments which have been traditionally given for positing a dis-
tinctive type of epistemic normativity. If I am correct that these arguments do not
generalize to the case of inquiry, then more work will be needed to ground a call
for the study of epistemic norms governing inquiry.

Summing up, epistemic nihilism for inquiry does not claim that zetetic norms
are false, unimportant, or not a subject for epistemologists. Epistemic nihilism
is only a claim about the norms governing inquiry, not about the normative
status of beliefs that result from inquiry. Epistemic nihilism for inquiry takes
no stance on the correctness of epistemic nihilism for belief. In this chapter,
I focus on the prospects for epistemic nihilism about four normative terms:
justification, rationality, and how agents should or ought to inquire. I target any
conception of epistemic normativity that would generate a nontrivial distinction
between epistemic and non-epistemic norms of inquiry, grounding arguments for
dedicating a significant portion of zetetic epistemology to the study of epistemic
norms governing inquiry.

With these clarifications in mind, I survey three motivations that could be
given for rejecting epistemic nihilism about belief. In each case, I argue that these
motivations may well be compelling against epistemic nihilism for belief, but
cannot tell against epistemic nihilism for inquiry and in many cases, may even
support it.

4.4 The argument from non-existence

One of the most common arguments against epistemic nihilism for belief is that
there are no non-epistemic reasons for belief. In this case, it is natural to conclude
that belief is governed by a distinct type of epistemic normativity which answers
only to epistemic reasons. Call this the argument from non-existence. We might
try to extend the argument from non-existence to show that there are no non-
epistemic reasons for inquiry. This extended argument from non-existence would
tell against epistemic nihilism for inquiry.⁶

⁶ One interesting question which we will return to in Section 4.7 is whether even the view that
all reasons for belief (or inquiry) are epistemic need force us to posit a distinctive type of epistemic
rationality governing belief (or inquiry). One reason for skepticism on this front is that, by hypothesis,
the posited notion of epistemic rationality would coincide with an all-things-considered notion
(Section 4.8), so unless we deny the cogency of all-things-considered rationality for belief (or inquiry),
epistemic rationality would seem on this view to be a dispensable posit. We could, of course, rephrase
Shah’s point about transparency as a point about conceptual roles (what settles belief) rather than
reasons, but this would collapse into the subpart of the argument from theoretical roles discussed in
Section 4.6.2 and so it would not be a distinct argument against epistemic nihilism. Thanks to a referee
for pushing me to address this point.
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In this section, I survey three leading arguments against the existence of non-
epistemic reasons for belief and ask whether any of them tells against the existence
of non-epistemic reasons for inquiry. I show that each of these arguments not only
fails to support the conclusion that there are no non-epistemic reasons for inquiry,
but in fact supports the existence of non-epistemic reasons for inquiry.

A traditional motivation for the claim that all reasons for belief are epistemic is
due toThomasKelly (2002, 2003). Normative reasons for belief should be potential
motivating reasons, reasons on which our beliefs can be based. But Kelly argues
that non-epistemic reasons cannot be motivating reasons for belief, and hence
cannot be normative reasons for belief.⁷ For example, the desire to go to heaven
can be a reason to gather and attend to evidence for God’s existence. This desire
can also be a reason to adopt belief-like attitudes such as acceptance or faith.
But I cannot believe that God exists on the basis of my desire to go to heaven.
That belief must be based on my assessment of the available evidence.⁸ On this
basis, Kelly argues that defenders of non-epistemic reasons for belief commit the
consequentialist mistake of assuming that since the consequences of actions bear
on their rationality, the consequences of beliefs bear on their rationality as well.
In doing so, we ignore the fact that consequences can be motivating reasons for
action, but not for belief.

This argument poses no threat to the existence of non-epistemic reasons for
inquiry because inquiry is an activity.⁹ Non-epistemic reasons can be, and fre-
quently are motivating reasons for inquiry. We can inquire about the weather
in order to gain knowledge (Kelp 2021a, b) or assuage our curiosity (Whitcomb
2010), but also to plan a picnic. In this way, denying the existence of non-
epistemic reasons for inquiry commits the reverse-consequentialist mistake of
assuming that since the consequences of beliefs do not bear on their rationality,
the consequences of inquiries which produce belief do not bear on the rationality
of inquiry (Thorstad 2021).

Kelly himself is quite friendly to this conclusion. Kelly holds that theoretical
rationality is a hybrid virtue. While the rationality of belief is a purely epistemic
matter, theoretical rationality encompasses both belief and inquiry. A lively mix-
ture of epistemic and non-epistemic reasons are relevant to rational inquiry. In
asking which questions to inquire about, whether to gather evidence, or how

⁷ Relatedly, one might argue that non-epistemic reasons can only motivate voluntary features of
agency, but that beliefs are not voluntary in the relevant sense. Again, this argument would not
generalize to inquiry, which is a voluntary act. Thanks to an anonymous referee for raising this
important point.

⁸ For pushback, see Leite (2007), Rinard (2015), and McCormick (2015).
⁹ On some views, inquiry is coextensive with the possession of interrogative attitudes (Friedman

2017b). But this does not rule out the existence of practical reasons for inquiry unless we deny the
existence of practical reasons for interrogative attitudes. This move looks particularly implausible once
we recall that for Friedman, many interrogative attitudes are actions rather than attitudes (Friedman
2013, 2017b).
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much of the available evidence to use during reasoning, we draw not only on
epistemic considerations about truth and knowledge but also on non-epistemic
considerations such as the importance of answering questions and the cognitive
resources consumed during inquiry. To take a purely epistemic perspective toward
theoretical rationality would be a mistake, because the epistemic stance ignores a
variety of systematic, difference-making reasons that rational agents respond to
during inquiry.

A second motivation for the claim that there are no non-epistemic reasons for
belief is due to Nishi Shah (2003, 2006). Shah’s argument begins with a deliberative
constraint on reasons:

(DeliberativeConstraint)R is a reason forX toϕ only ifR is capable of disposing
X to ϕ in the way characteristic of R’s functioning as a premise in deliberation
whether to ϕ. (Shah 2006, p. 485)

The second step in Shah’s argument is to appeal to the transparency of belief:

(Transparency) The deliberative question whether to believe that p inevitably
gives way to the factual question whether p. (Shah 2006, p. 481)

Together, the deliberative constraint and transparency imply that R is a reason for
X to believe that p only if R is capable of disposing X toward believing that p in the
way characteristic of R’s functioning as a premise in doxastic deliberation. And,
Shah argues, only epistemic considerations dispose us toward belief in this way.

Transparency poses no threat to the existence of non-epistemic reasons for
inquiry. That is because the questions of whether and how to inquire into p are
not transparent to whether p.1⁰ Perhaps there are some epistemic statuses toward
p which are descriptively or normatively incompatible with inquiry into whether
p, such as belief or knowledge that p (Friedman 2017a, b). But in the typical case
where we neither know nor believe p, the deliberative questions of whether and
how to inquire into p are answered not only by our current evidence about p, but
also by the importance of the question, the cognitive costs of answering it, and the
other inquiries we could engage in instead.

In fact, if we think that normative reasons are the types of considerations
that settle deliberation we will be hard-pressed to avoid admitting a large and
systematic class of non-epistemic reasons for inquiry. The reason for this is that
it is not clear if epistemic reasons alone typically, or even ever settle deliberation
about whether or how to inquire. I make this case in Section 4.6.2.

A third motivation for denying the existence of non-epistemic reasons for
belief is the relocation strategy (Way 2012). This strategy redescribes purported

1⁰ This is not to deny that the questions of whether and how to inquire into p might be transparent
to some other question, but only to suggest that this further question would not be settled by epistemic
reasons alone.
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non-epistemic reasons for belief as epistemic reasons for some activity such
as getting ourselves to believe. For example, it is held that the importance of
a comfortable retirement is not a reason to hold many accurate beliefs about
retirement.The importance of a comfortable retirement is a reason to get ourselves
to hold many accurate beliefs about retirement.

But how do we get ourselves to hold accurate beliefs about retirement? Some-
times we can shift our beliefs by attending church or popping belief pills. But
the typical route to getting ourselves to have beliefs is through inquiry. If you
want to form many accurate beliefs about retirement you should read books,
take classes, and consult your financial planner. This means that relocated non-
epistemic reasons for belief will often turn out to be non-epistemic reasons for
inquiry. In this way, the relocation strategy protects against the existence of non-
epistemic reasons for belief by relocating large classes of non-epistemic reasons
from belief to inquiry.

In this section, we considered the argument from non-existence, which holds
that we must posit epistemic norms governing belief because there are no non-
epistemic reasons for belief. We asked whether the argument from non-existence
could be extended to establish that there are no non-epistemic reasons for inquiry.
We considered three strategies for pressing the argument from non-existence in
the case of belief. We saw that, by contrast to the case of belief, each of these strate-
gies grounds an argument for the existence of non-epistemic reasons governing
inquiry. As a result, the case against epistemic nihilism for inquiry cannot bemade
on the grounds that there are no non-epistemic reasons for inquiry. In the next
section, I consider a second argument against epistemic nihilism: the linguistic
argument.

4.5 The linguistic argument

Roderick Firth (1956, 1959) introduced the notion of epistemic rationality in order
to account for our ordinary epistemic talk.11 Chisholm (1956) had proposed to
account for epistemic talk using the familiar ethical notion of ought. Firth claimed
that we could get a better analysis by positing a novel type of epistemic rationality,
and concluded that we should posit such a notion. Call this the linguistic argument.

As before, the linguistic argument does give some traction against epistemic
nihilism for belief. Let p be any proposition that is supported bymy total evidence,
but which I have significant (apparent) non-epistemic reason against believing.
Perhaps p is the claim that I am a bad dancer or that my son is guilty of a crime.
On the standard story, we have:

11 Firth and Chisholm regarded their project as a matter of conceptual analysis. We moderns often
have the weaker project of accounting for the semantics of epistemic terms, and so I have softened my
presentation of the linguistic argument to match this weaker project.
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(Positive datum for belief) The folk say that my belief in p is rational, justified,
and should or ought to be held.

By contrast, suppose I believe the opposite claim: that I am a good dancer or that
my son is innocent. We have:

(Negative datum for belief) The folk say that my belief in ¬p is irrational,
unjustified, and should or ought not to be held.

What should we make of these data?
The linguistic argument takes the positive datum to suggest that our ordinary

epistemic talk about belief is best explained by positing a distinctive epistemic type
of rationality, justification or ought that applies to belief. The linguistic argument
also suggests that this epistemic reading is important, insofar as it figures in much
of our everyday thought and talk about belief. By contrast, the linguistic argument
takes the negative datum to put pressure against the existence or importance of
all-things-considered norms governing belief. If there were a distinctive type of
all-things-considered ought, rationality or justification which applies to belief,
we would expect the folk to say so. If folk discourse does not track all-things-
considered norms, then that constitutes some evidence that these norms do not
exist, or at least that they are not at issue in much of our ordinary thought and talk
about belief.

But the situation with inquiry is precisely the reverse. Let I be an inquiry which
I have most all-things-considered reason to undertake, but not most epistemic
reason to undertake. Examples will vary depending on what we understand
epistemic reasons for inquiry to be, but on many views it might be helpful to think
of I as an inquiry that is practically important but promises little in theway of novel
truth, knowledge, or understanding. In this case, we seem to have:

(Positive datum for inquiry) The folk say that performing I would be rational,
justified and should or ought to be done.
(Negative datum for inquiry) The folk say that any alternative I′ to I would be
irrational, unjustified and should or ought not to be done.

In a moment, I will provide evidence for the positive and negative data for inquiry.
But first, consider what these data would imply.

A parallel linguistic argument would take the positive datum for inquiry to
suggest that our ordinary epistemic talk about inquiry is best explained using
all-things-considered readings of rationality, justification, and ought. This lin-
guistic argument would also suggest that the all-things-considered readings are
important, insofar as they figure in much of our everyday thought and talk
about inquiry. By contrast, a parallel linguistic argument would take the negative
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datum to put pressure against the existence or importance of epistemic norms
governing inquiry. If there were a distinctive type of epistemic ought, rationality
or justification which applies to inquiry, we would expect the folk to say so. If folk
discourse does not track epistemic norms, then that constitutes some evidence
that these norms do not exist, or at least that they are not at issue in much of our
ordinary thought and talk about belief.

This means that if the positive and negative data for inquiry are on the right
track, the linguistic argument cannot be taken to support the existence and
importance of epistemic norms governing belief without at the same time telling
against the existence and importance of epistemic norms governing inquiry. But
why should we believe the inquiry data?

One way to motivate the inquiry data is to look at cases. Consider:

(Smoke) You are reading a stimulating philosophical book when you notice
smoke outside your window. You must choose whether to continue reading or
to pause your philosophical inquiry and investigate the smoke.

We can imagine ways of filling out the case in which you have most epistemic
reason to investigate the smoke, but also continuations in which you have more
epistemic reason to continue reading. The point is that folk judgments in this and
similar cases are entirely insensitive to variations in epistemic reasons unless these
shifts are sufficient to change what you have most overall reason to do. Consistent
with the positive datum, the folk say without hesitation that you should investigate
the smoke, and would be rational and justified in doing so. Consistent with the
negative datum, the folk say that you should not continue reading, and would be
irrational and unjustified in doing so. And the folk do not change their judgments
until we shift the all-things-considered balance of reasons for inquiry.

Anotherway tomotivate the inquiry data is to look at proposed epistemic norms
governing inquiry.Many proposed epistemic norms sometimes permit doingwhat
we do not have most all-things-considered reason to do or forbid doing what we
havemost reason to do. In these cases, the inquiry data predict that folk judgments
will come apart from themandates of proposed epistemic norms. And indeed, that
seems to be the case.

For example, consider one of the best-known epistemic norms on evidence
gathering:

(HJ) For any proposition that is less than certain on one’s present evidence, one
has an epistemic duty to seek more evidence about that proposition.

(Hall and Johnson 1998, p. 133)

Now consider a detective who stops gathering evidence each night so she can
spend time with her family when she could have instead continued inquiring into
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some uncertain proposition. Consistent with the positive datum and against HJ,
we saywithout hesitation that she ought to go home rather than continue gathering
evidence and that going home is justified, and rational. And as the negative datum
predicts, if she were to stay home late to gather evidence we would say that she had
acted as she ought not and that her actions were unjustified and irrational. These
folk judgments are unswayed by the fact that the detective could have gathered
more evidence by working harder, so long as the detective had more reason to
return home than to continue gathering evidence.

So far, we have seen that the positive and negative data for inquiry can be
supported by reflection on cases, as well as by considering situations in which pro-
posed epistemic norms governing inquiry come apart from all-things-considered
norms. If this discussion is on the right track, then the very same linguistic
data used to support the existence and importance of epistemic norms governing
belief should, if anything, be taken to tell against the existence and importance
of epistemic norms governing inquiry. This means that the linguistic argument
cannot refute epistemic nihilism for inquiry, and may tell in favor of nihilism.

In the next section, I consider a final reason for positing epistemic norms: that
they are the best candidates to play important theoretical roles attached to the
concept of rationality. Again, I argue that these data at best provide no evidence
against nihilism, and in some cases may support nihilism.

4.6 Theoretical roles

A third argument against epistemic nihilism for belief is that the notion of
epistemic rationality is needed to play key theoretical roles that we would like the
notion of rational belief to play. These include figuring in the conceptual analysis
of knowledge (Section 4.6.1) and settling doxastic deliberation (Section 4.6.2).
Although these may be good motivations for positing epistemic norms governing
belief, I argue that they do not generalize to motivate epistemic norms for inquiry,
and in fact that the second role is best played by all-things-considered norms rather
than epistemic norms for inquiry.

4.6.1 The analysis of knowledge

For the early analytic epistemologists who introduced and popularized the notion
of epistemic justification, the notion of epistemic justification was strongly,
and sometimes even constitutively identified with its role in the analysis of
knowledge.12 Epistemic justification was needed to play the role of the ‘J’ in the

12 For a representative early view, Bonjour (1985, p. 5) holds that epistemic justification is “the sort
of justification pertaining to and appropriate to knowledge.” This view is echoed in recent authors such
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JTB + X analysis of knowledge. Although some contemporary epistemologists,
including many knowledge-firsters, have soured on this project (Kelp 2021a;
Williamson 2000), a considerable fraction of epistemologists would like to make
room for the traditional analysis of knowledge.

If epistemic justification is meant to play its familiar role in the analysis
of knowledge, then most plausible moral, prudential or all-things-considered
notions of epistemic justification will be nonstarters. The reason is that these
accounts generate the wrong kinds of pragmatic encroachment on knowledge.
They say that beliefs can be justified, in the sense that counts toward knowledge,
because it is valuable to be in a belief state itself. For example, a Pascalian belief
that God exists might be justified as a safe ticket to heaven.

Now somephilosophers do accept other patterns of pragmatic encroachment on
knowledge. For example, practical stakes might raise the level of evidence needed
for beliefs to be candidates for knowledge (DeRose 2009; Fantl and McGrath
2009). But I know of few philosophers who think that beliefs can be candidates
for knowledge on the basis of the practical or all-things-considered utility of
occupying a belief state itself as a means to achieving other goals.13 A Pascalian
true belief does not become a better candidate for knowledge if it turns out that
the belief greatly improves your odds of reaching heaven.

Insofar as we want the notion of epistemic justification to play its traditional
role in the analysis of knowledge, many philosophers have thought that we have
good reason to posit a novel notion of epistemic justification because it is the best
candidate to play this role.1⁴ This is, for philosophers interested in the analysis
of knowledge, a compelling reason to reject epistemic nihilism for belief. But
this argument does not give us any direct reason to reject epistemic nihilism for
inquiry, since knowledge is a status that attaches to beliefs rather than inquiries.
We saw in Section 4.3 that the mere observation that inquiries can alter important
epistemic statuses of belief, such as justification and knowledge, does not yet force
us to posit a derivative class of epistemic duties for inquiry.

So far we have seen that there is one theoretical role, figuring in the analysis
of knowledge, which tells against epistemic nihilism for belief but not against
epistemic nihilism for inquiry. Next, I argue that there is at least one prominent
theoretical role that tells against epistemic nihilism for belief, but in favor of
epistemic nihilism for inquiry.

as Conee (2016), Greco (2011), and Goldberg (2016). And prior to 1948, the term ‘epistemic’ was not
even associated with a type of justification: it simply meant ‘of or pertaining to knowledge’ (Marcucilli
2019).

13 Here Alston (1978, p. 277) is typical: “what counts towards S’s knowing that p is not that he is
morally, prudentially, or legally justified in believing that p, but rather that his belief that p satisfies some
specifically epistemic standards, standards that have to do with a kind of excellence that is appropriate
to the quest for knowledge.”

1⁴ Indeed, this argument was first made by Firth (1956) himself.
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4.6.2 Settling deliberation

There is a robust tradition in epistemology that links the rationality of belief to the
conditions under which doxastic deliberation is properly settled (Kelly 2002; Shah
2003; Williams 1973). Here is a pared-down version of that tradition that many
epistemologists would accept.

We can pose to ourselves the deliberative question of whether to believe that
p. This question is settled by the factual question of whether p. And the factual
question of whether p is settled by evidence for and against p. Now you might
think that an important theoretical role for rational belief is to track the conditions
under which the deliberative question of whether to believe p is properly settled.
If that is right, then two consequences follow. First, we have good reason to posit
a distinctively epistemic type of rationality that is responsive only to evidence,
since evidence is what settles the deliberative question of whether to believe that
p. Second, we have some evidence against other non-epistemic notions of rational
belief, insofar as they do not track the considerations which settle the deliberative
question.

This argument may well support the existence of epistemic norms for belief, but
if anything it tells against the existence of epistemic norms for inquiry.We can also
pose the deliberative question of whether or how to inquire into some question Q.
Yet this deliberative question is not settled by the epistemic question of howwe have
most epistemic reason to inquire, but rather by the all-things-considered question
of how we have most all-things-considered reason to inquire. There are two ways
to see that the all-things-considered question, rather than the epistemic question,
settles the deliberative questions of whether and how to inquire.

First, many philosophers accept a Humean theory of motivation on which
agents cannot be moved to act without the presence of desire or another conative
state.1⁵ AHumean theory predicts that themere fact that some inquiry conduces to
epistemic goods such as truth, knowledge, and understanding will be insufficient
to settle the deliberative question by moving us to inquire. If we have no desires,
anxieties, curiosities, or other partially conative states caught up in the inquiries
at hand, we may refuse to engage in inquiries while recognizing that we have most
epistemic reason to do so.1⁶

Consider an example due to Kelly (2003). I approach you at the ticket counter
offering cost-free evidence in the form of movie spoilers. Epistemically speaking

1⁵ There may be some tension between Transparency and Humean theories of motivation. Why
should desires be needed to settle theoretical deliberation if they are not needed to settle practical
deliberation? There are also other constraints to be raised about the meaning of, and motivation for
Transparency (Rinard 2017, 2019a). Concerns about Transparency can only help the epistemic nihilist,
since they suggest that the case against epistemic nihilism may be weaker than supposed, even in the
case of belief. Thanks to a referee for raising these points.

1⁶ Would matters change if we took Peirce (1877) to show that the recognition of doubt grounds a
type of anxiety that pushes toward the resolution of doubt? Not obviously, for we could still hold that
these anxieties are often too weak to be motivationally decisive. For illustration, see the example by
Kelly in the next paragraph and also Hertwig and Engel (2021).
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you have only truth to gain from acceptingmy offer, and truth to lose if you refuse.
Yet you will likely refuse my offer because movie spoilers are truths you desire
not to learn. And if you have no desire for some epistemic good such as a true
belief about the ending of a movie, then learning that you could achieve this good
through inquiry will not settle the deliberative question in favor of inquiring.

Second, we can see that the deliberative question for inquiry is settled in an
all-things-considered manner by reflecting on intuitions about proper settling.
Consider again:

(Smoke) You are reading a stimulating philosophical book when you notice
smoke outside your window. You must choose whether to continue reading or
to pause your philosophical inquiry and investigate the smoke.

In Smoke, I submit that you bothwill and should put down your book to investigate
the smoke. Now we can imagine ways of filling out the story on which you would
learn more or weightier truths by investigating the smoke, but also continuations
on which you stand to gain more truth, knowledge, understanding, and other
intellectual goods by continuing to read. The point here is that our judgments
about what does and should settle you in favor of investigating the smoke rather
than the book in such cases are not only, or perhaps not even primarily sensitive
to these epistemic questions. They track something more like the all-things-
considered question of what you have most reason to do, and in this case that
is dominated by practical considerations, such as the need to prevent your house
from burning down.

Hence insofar as rationality is meant to track what settles the deliberative
question of whether or how to inquire, it is an all-things-considered rather than
an epistemic reading of rational inquiry that we are after. Together with our earlier
discussion of knowledge, this suggests that thinking about theoretical roles for
rationality does not clearly support the existence of epistemic norms for inquiry.
Some roles, such as the analysis of knowledge, apply only to belief and not inquiry,
whereas others, such as settling deliberation,may support a non-epistemic reading
of norms of inquiry. Of course, the defender of epistemic norms for inquiry is
always free to identify new theoretical roles which epistemic norms are needed to
play. The upshot of this section is then an open invitation to describe these roles
and to explain why epistemic norms are needed to play them.

4.7 Objections and replies

So far, I have defended epistemic nihilism for inquiry: the view that there are no
epistemic norms of inquiry. My strategy was to examine motivations for rejecting
epistemic nihilism about belief and ask whether these motivations also tell against
epistemic nihilism for inquiry. I considered the argument from non-existence
that there are no non-epistemic reasons for belief; the linguistic argument that an
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epistemic reading is needed to capture much of our ordinary epistemic talk; and
the argument from theoretical roles that an epistemic reading is needed to play
key theoretical roles associated with rationality. In each case, I argued, these moti-
vations do not generalize to support the existence of epistemic norms for inquiry,
and in many cases they tell against it. Non-epistemic reasons for belief exist. Many
of the same locutions that naturally take an epistemic reading when applied to
belief take a natural non-epistemic reading when applied to inquiry. And the
theoretical roles used to motivate an epistemic reading of rational belief either
do not apply to inquiry, or motivate an all-things-considered notion of rational
inquiry. These findings together put pressure on the existence of epistemic norms
for inquiry and suggest that epistemic norms for inquiry may be an overgener-
alization on what are otherwise strong motivations for positing epistemic norms
of belief.

In this section, I consider and respond to five objections that can be raised to
epistemic nihilism for inquiry.

4.7.1 All norms of inquiry are epistemic

The epistemic nihilist holds that no norms of inquiry are epistemic norms. Jane
Friedman has recently defended a unity view on which all norms of inquiry
are epistemic, including seemingly pragmatic or instrumental norms (Friedman
2020). If the upshot of Sections 4.4–4.6 is simply that we have no grounds to posit
a distinction between epistemic and non-epistemic norms of inquiry, then why
not take this to favor the unity view over nihilism?

I don’t want to exaggerate the difference between nihilism and the unity view.
In particular, nihilists are motivated by many of the same thoughts as unity
theorists: a desire to make room for recently proposed norms of inquiry within
epistemology; the need to avoid a temporally parochial epistemology of the present
moment; and a recognition of the practical importance of inquiry within our lives.
At the same time, I think that nihilism has three advantages over the unity view.

First, several theorists have raised problems for the unity view and questioned
whether these data are sufficient to motivate it (Falbo ms; Steglich-Petersen
forthcoming; Thorstad 2021). It can be fruitful to explore alternative views which
are not subject to the same objections.

Second, the unity view is revisionary in its broad conception of what counts as
an epistemic norm. The unity view asks us to accept that pragmatic, instrumen-
talist and all-things-considered norms can be epistemic norms. By contrast, epis-
temic nihilism for inquiry allows us tomaintain the traditional separation between
epistemic, instrumentalist, and all-things-considered norms. Blurring the lines
between these classes of norms can have downstream revisionary implications,
since many of the motivations Friedman cites for the unity view could equally
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well be cited by discontented instrumentalists theorizing about belief.1⁷ Indeed,
Friedman thinks there is a good chance that her view will refute evidentialism and
other popular norms governing belief (Friedman 2019b, 2020).

Finally, nihilism says something stronger than the unity view: purported epis-
temic norms of inquiry like HJ are false. By contrast, the unity view makes room
for the weaker claim that traditional epistemic norms of inquiry are true alongside
traditionally non-epistemic norms of inquiry such as ZIP. If the nihilist is right that
we have no strong motivation for positing such norms and some motivation for
not positing them, then we should avoid positing new normative claims without
necessity and adopt nihilism in favor of the unity view.

4.7.2 A terminological matter?

In conversation, it is often put tome that epistemic nihilism about inquiry is amere
terminologicalmatter.We canuse theword ‘epistemic’ to pick out narrow classes of
norms, focused on truth, knowledge, or evidence. But we can also use it to pick out
broad classes of norms, including instrumentalist or all-things-considered norms.
And there is really nothing to argue about here since we can use terms however
we see fit.

Now I am not sure if our dispute is terminological. I do not see myself as
proposing an expanded conception of epistemic norms, but rather denying that
there are any epistemic norms governing inquiry. But even if you disagree, this
dispute is certainly not a mere terminological dispute in any sense that would
render the debate uninteresting or unimportant. Since the mid-1950s, the notion
of epistemic normativity has structured research in epistemology, exerting a strong
influence on the questions considered to be worth addressing as well as the
types of normative considerations that can be brought to bear on them.1⁸ It is of
primary importance thatwe settle on themost interesting, joint-carving normative
questions to ask, or else we risk going wrong by asking the wrong questions.

Consider, for example, Kristie Dotson’s (2018, 2019) critique of normative
epistemology. Dotson has urged that our prevailing epistemic practices serve to
suppress black rage at state-sanctioned violence, casting skepticism about the
official narrative as unjustified and unreasonable (Dotson 2018). As theorists, we
could react to such a criticism in two ways. On the one hand, we could take it
to put pressure on existing accounts of rational belief and inquiry. On the other

1⁷ Indeed, this discussion has already been used to motivate an instrumentalist unification of belief
and inquiry (Steglich-Petersen forthcoming).

1⁸ So for example, a recent paper by David Christensen characterizes the traditional view as follows:
“Epistemic rationality or justification . . . has been seen as in some sense aimed at truth, and the proper
subject for epistemology. Pragmatic justification or rationality . . . has been seen as outside the purview
of epistemology” (Christensen 2021, p. 501).
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hand, we could dig in our heels and reply that, while interesting, the tendency of
epistemic norms to countenance state-sanctioned violence is simply not the sort
of thing that could count for or against a system of epistemic norms. The result of
this second strategy would be that Dotson’s critique, even if true, can be entirely
ignored by epistemologists.

However you stand on this debate, I hope it is clear that the debate between
Dotson and her opponents is not a mere terminological matter in any sense
that would make the debate uninteresting and unimportant. It is of paramount
importance that we decide the sorts of normative considerations that we take to
be relevant to the most central and joint-carving questions in epistemology. And
whatever we say about the norms governing belief, I must confess that in the case
of rational inquiry I feel significant pressure to side with Dotson. For example,
Dotson (2018) urges that many of us have a strong duty to gather evidence about
the nature and causes of systemic injustice in order to better contextualize black
rage against state-sanctioned violence. I think this claim is quite correct, and that it
is important to develop and prioritize notions of rational inquiry that will ground
such claims.

4.7.3 Reasons

My aim in this chapter was to show that there is no distinctive sense in which
we should or ought to undertake certain inquiries, nor in which those inquiries
count as rational or justified. But I have not denied that there are epistemic
reasons for inquiry. The fact that an inquiry would promote truth, knowledge or
understanding is certainly a reason to engage in that inquiry, just as the fact that
the inquiry promotes any other valuable quantity would be a reason to engage in
this inquiry. If we like, we can pick out some or all intellectual ends and reserve the
term ‘epistemic reason’ for the fact that an inquiry would promote one or more of
these ends.

There is no truth or falsity in naming, so long as referents are clearly specified.
We might reserve the term ‘Leonic reasons’ to pick out the fact that an inquiry
would benefitmy dog Leo, or use ‘xylophonic reasons’ to pick out all reasonswhose
shortest perspicuous English statement begins with the letter ‘x.’ But precisely
because there is no truth or falsity in naming, there is not much to be gained
by arguing whether we should like to call some reasons ‘epistemic,’ ‘Leonic,’ or
‘xylophonic.’ So long as we communicate well, we may call reasons whatever we
like to call them.

Perhaps one might raise the following objection.1⁹ In some cases, an agent’s
epistemic reasons will be decisive. Then it will turn out that the agent is rationally

1⁹ Thanks to an anonymous referee for raising this objection.
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required to carry out the inquiry she has most epistemic reason to carry out. In
this case, would it not be apt to say that there is a special epistemic type of rational
obligation which the agent is under? Perhaps so, but we can also describe the
situation without positing a new type of epistemic rationality. We could say, for
example, that the agent is rationally required to do what she has most epistemic
reason to do. Indeed, we could also say that agents are sometimes rationally
required to do what they have most xylophonic reason to do; what they have most
Leonic reason to do; or what their boss tells them to do. But these facts alone do
not force us to posit a new epistemic reading of rationality, any more than they
force us to posit xylophonic, Leonic or bossitronic senses of rationality. Epistemic
rationality, like xylophonic rationality, will need to be motivated on independent
grounds.

One way to go would be to hold that to any set R of reasons, there corresponds a
distinctive type of R-rationality. Agents are R-rationally required to do what they
have most R-type reason to do, and R-rationally permitted to do what they have
sufficient R-type reason to do. Taking R to be the epistemic reasons grounds a type
of epistemic rationality.

A special case of this view would be a value-based approach on which reasons
are identified by the type of value that they promote, honor, instantiate, or
otherwise appropriately relate to. I consider this approach in Section 4.7.5. In
that section, I argue that the approach requires additional motivation; that it
over-generates norms; and that for this reason it generates at most a thin sense
of rationality which is not what most epistemologists have been after. I would
respond in the same way to non-value-based versions of the same approach.

4.7.4 Grounds for positing epistemic norms

There is, to my knowledge, one extended argument in the recent literature for
positing epistemic norms governing inquiry. This argument is due to Friedman
(2020), in her defense of the unity view. That argument has a negative component
and a positive component.

We have already met the negative component of Friedman’s argument, which
cites factors such as the need to avoid a temporally parochial epistemology of the
present moment and the need to make room for instrumentalists, pragmatists
and other non-evidentialist approaches within epistemology. As we have seen,
these motivations are compatible with epistemic nihilism for inquiry. After all, the
epistemic nihilist also thinks that epistemologists should study norms governing
the temporally extended process of inquiry, and the nihilist makes room for non-
evidentialist approaches to the study of zetetic norms. She simply denies that
zetetic norms are epistemic norms.

Onmy best reading, the positive component of Friedman’s argument gives three
reasons why zetetic norms should be regarded as epistemic norms:
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(Govern Inquiry) Zetetic norms govern the process of inquiry.
(Rational Pursuit) Zetetic norms are norms that rational subjects in pursuit of
knowledge, understanding, or comprehension will follow.
(Promotion) Conformity to zetetic norms promotes the acquisition of knowl-
edge, understanding or comprehension.

This argument ismade in three passages (Friedman 2020, p. 505, p. 511, pp. 526–7),
focusing on the Zetetic Instrumental Principle (ZIP) introduced in Section 4.2.
I have reproduced and annotated one such passage below to support my reading
of Friedman’s argument.

I think that ZIP has a good claim to being an epistemic norm . . . (Govern
Inquiry) ZIP is a norm that speaks to how we should inquire. (Promotion)
Whether or not we conform to ZIP is highly relevant to whether or not we come
to know what we want to know and whether or not we succeed in understanding
what we want to understand, and not merely in some superficial sense. (Rational
Pursuit) ZIP tells us how to proceed when we want to come to know or
understand something. This counts in favor of thinking of ZIP as epistemic. ZIP
is a norm that a rational subject trying to know more and understand better will
conform to. (Friedman 2020, p. 511)

If this is the correct reading of Friedman’s argument, then how should an epistemic
nihilist respond?

I don’t think that Govern Inquiry will be convincing to those not already per-
suaded that zetetic norms are epistemic norms. Rational Pursuit would certainly
be persuasive, but we need an independent argument for Rational Pursuit. On
the most natural reading, Friedman accepts Rational Pursuit based on Promotion:
rational agents in pursuit of intellectually valuable states such as knowledge and
understanding will follow zetetic norms because conformity to zetetic norms
promotes intellectual value.2⁰

Now while some epistemologists do take claims such as Promotion to be
decisive evidence that a norm is epistemic, many others have wanted to push back
here. Consider:

(Sandwich Norm) If you are inquiring for many hours, you ought to pause and
eat a sandwich.

We might defend Sandwich Norm’s status as an epistemic norm by citing Promo-
tion: eating a sandwich will help you to efficiently pursue truth and knowledge.

2⁰ This reading dovetails nicely with (Friedman 2019b).
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But many epistemologists have thought that this causal fact alone is insufficient to
make Sandwich Norm a genuine epistemic norm.21

What is it issue in this discussion is whether the fact that engaging in some activ-
ity would promote epistemic value grounds an epistemic requirement to engage
in that activity. As it happens, there is one approach to epistemic normativity
which says exactly this. I discuss this approach below since it can ground an
independently motivated objection to epistemic nihilism for inquiry.

4.7.5 Existence is cheap, importance is expensive

Afinal objection is that on someways of thinking about our normative obligations,
the bare existence of epistemic norms is cheap. For example, consider a strong
value-based approach to normativity on which for any value V and any activity
A which can promote V, we have a V-type duty to engage in A in a way that best
promotes V.22 On this account, we have epistemic duties to inquire in the ways
that best promote epistemic value. We also have epistemic duties to sumo wrestle
in the ways that best promote epistemic value, gustatory duties to inquire in the
ways that best conduce to delectable culinary experiences, and epistemic duties to
pause inquiry and eat a less delectable sandwich. If this is right, then it makes little
sense to deny that there are epistemic norms of inquiry so long as we can identify
a distinctively epistemic type of value that inquiry promotes.

A risk of this strategy is that it threatens to over-generate duties. As we have
seen, it generates not only epistemic duties to inquire, but also gustatory duties to
inquire and epistemic duties to sumo wrestle and eat sandwiches. Even if there is,
perhaps, some thin sense in which these duties exist and are on a par, this is not
the sense that epistemologists have usually been interested in.

When we initially posited epistemic duties governing belief, we argued that
these duties had important work to do. We argued that there must be epistemic
duties for belief because there are no non-epistemic reasons for belief; that epis-
temic duties are needed to explain key features of our normative thought and talk;
and that epistemic duties play key theoretical roles such as settling inquiry and
figuring in the conceptual analysis of knowledge. This allowed us to claim that
epistemic duties exist in a thick and highly nontrivial sense.

If epistemic duties for inquiry are to be thicker than gustatory duties for inquiry,
we need to be given a story that thickens them, for example by showing how
they figure in our ordinary evaluative practices or play important theoretical roles

21 This discussion was popularized by Nomy Arpaly (2017), who attributes it to Sophie Horowitz.
22 This approach could be grounded in views by Foley (1987), Friedman (2019b) and recent work

on epistemic consequentialism, although many of these authors may have intended a weaker reading
of the value-based approach.
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associated with rationality. The purpose of Sections 4.4–4.6 is to show that the
same ways in which epistemic duties for belief were thickened will not serve to put
much flesh on the bones of epistemic duties for inquiry. So if thickening is called
for, it must come from somewhere else.

If we do nothing to thicken the value-based notion of epistemic duties for
inquiry, then this objection will not get the defender of epistemic norms of inquiry
what shewants. Defenders of epistemic norms think not only that epistemic norms
exist, but also that they are important. They want to motivate a research program
that sets out and studies the epistemic norms governing inquiry, and perhaps even
to put the brakes on competing all-things-considered normative programs. But so
far, we have not seen any motivations for doing this, whereas by contrast we have
seen several motivations for privileging the study of all-things-considered norms.

One way to read this chapter is as an invitation to defenders of epistemic norms
of inquiry to thicken those norms by explaining the roles that these norms play
in our thought, our talk, and our lives. But this invitation cuts both ways since
I have as yet told only a partial story about the role and importance of non-
epistemic norms for inquiry. It is time to remedy that. In the last section, I sketch
a Gibbardian picture on which thinking how to inquire is thinking how to live,
then use this picture to motivate a view on which norms of inquiry are all-things-
considered norms governing action.

4.8 Thinking how to live

Inquiry is an activity. It is somethingwe do, like building a house or writing a book.
For humans, inquiry is a central activity that guides other activities by showing us
how to achieve our goals. It is through inquiry that we learn to build sturdy houses
and write good books. Our inquiries have profound effects on our lives and the
lives of those around us. Through inquiry, we sent astronauts to the moon and
became the dominant species on this planet.

Allan Gibbard taught us that thinking how to act is thinking how to live
(Gibbard 2003).23 The actions that we take determine the life that we will lead
and the effects of our lives on the world around us. Nowhere is this truer than in
inquiry, for our inquiries play a guiding role in almost everything that we do. Our
inquiries determine whether we will obtain truth, knowledge and understanding,
satisfy our curiosity and relieve doubt; but also shape whether we will be rich or
poor, sick or healthy, and loved or unloved.Thinking how to inquire, like any other
case of thinking how to act, involves considering all of these myriad consequences
that our inquiries might have.

23 To be clear, I take no stance on whether Gibbard himself would endorse the view that follows.
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Consider the choices that an inquiring detective must make in investigating a
murder. In question-selection she must decide whether to take the case, putting the
question of who committed the crime onto her research agenda (Enqvist 2012;
Olsson and Westlund 2006).

In evidence gathering she must decide how much evidence to gather, and from
whom (Hall and Johnson 1998; Smith 2014). Does she interview most plausible
witnesses, or only a few? Does she interview the victim’s fiancé, or dismiss her as
hysterical?

In strategy selection she must decide which reasoning strategies to use during
inquiry (Lieder andGriffiths 2017;Marewski and Schooler 2011). Should she think
fast, using quick and efficient heuristic rules, or think slow, using effortful non-
heuristic rules (Thorstad forthcoming a, b)?

Through inter-activity tradeoffs, she must determine how to balance inquiry
against the other activities in a rich and full life (Thorstad manuscript c). Does
she spend her Friday nights working on the case, or go home and eat dinner with
her family?

In double-checking, she must decide whether to double-check her conclusions
before accusing a culprit (Friedman 2019a; Woodard forthcoming b). Might she
even be required to triple-check, given the magnitude of the accusation?

In inquiry termination, she must decide whether to halt inquiry after leads dry
up, perhaps turning the matter over to a judge or if there is not enough evidence,
closing inquiry without making a final judgment and letting the case grow cold.

In all of these questions, epistemic goals such as truth and knowledge are
inextricably bound up with the non-epistemic context in which the detective’s
inquiry occurs. To determine whether the detective should take the case, we need
to know not only whether she is curious about the outcome, but also that a murder
trial is at stake. To see that unusually large amounts of evidence should be gathered;
stringent double-checks should be made; and unusually demanding inference
rules should be applied, we need to know not only how difficult it is to identify
a suspect but also what will happen if the detective’s inquiry fails. In confronting
inter-activity tradeoffs, we need to know not just what her inquiry will bring but
alsowhat the effects of this inquirywill be on the detective’s life at home. To see that
the victim’s fiancé should be interviewed, we need to note not only that she is likely
to have relevant information, but also that this inquiry occurs against a context in
which women’s testimony is often prejudicially dismissed, causing direct harm by
failing to recognize women as knowers (Dotson 2011; Fricker 2007).

These remarks are not intended to marginalize traditionally epistemic consid-
erations such as truth and knowledge, nor to suggest that rational inquiry often
involves vices such as wishful thinking or slovenly reasoning meant to prevent us
from discovering uncomfortable truths. If Clifford (1877) taught us anything, it is
that sloppy inquiry often has devastating downstream consequences. Failing to test
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the seaworthiness of a ship can lead it to sink at sea. But even as we retain Clifford’s
epistemic lesson that some degree of evidence-gathering is often warranted, we
should not neglect the broader lesson: that an inextricable part of what warrants
inquiry is the effect that inquiry will have on our lives and the lives of those
around us.

If thinking how to inquire is thinking how to live, then what types of conse-
quences bear on how we ought to inquire? All of them. We can no more neglect
the effects our inquiries will have on the world than we can neglect the effects that
any other action will have. If thinking how to inquire is thinking how to live, then
thinking how to inquire is an all-things-considered matter. There are many ways
in which our inquiries affect the world, and all of them must be considered to
determine how to inquire.

We can, if we wish, tell a very different story about the norms governing belief.
On this story, all reasons for belief are epistemic reasons. Seeming non-epistemic
reasons for belief are really non-epistemic reasons for actions such as inquiry.
Epistemic evaluations of belief states play an important role in our ordinary
language, and play important theoretical roles such as figuring in the analysis of
knowledge and tracking the factors which settle doxastic deliberation.

But as we have seen, this story cannot be told about inquiry, any more than it
can be told for any other activity such as building a house. And that is no accident.
Thinking how to inquire is thinking how to act. Thinking how to act is thinking
how to live. Thinking how to live is an all-things-considered matter.

4.9 Conclusion

Chapter 3 developed an account of rational inquiry, the reason-responsive con-
sequentialist view. A natural objection to the RRCV is that it is problematically
non-epistemic. This chapter responded to the objection by defending epistemic
nihilism for inquiry: the view that there are no epistemic norms for inquiry. We
saw that the very same grounds which led us to posit and privilege a special type
of epistemic rationality governing belief not only fail to support the existence of
epistemic norms governing inquiry, but in many cases tell against the existence
of epistemic norms. As a result, I suggested, we should not accept the existence
of epistemic norms governing inquiry without further argument. I concluded by
sketching a Gibbardian approach to inquiry on which the rationality of inquiry is
an all-things-considered matter.

Having developed an account of rational inquiry and defended the account
against an objection, the next task is to give positive arguments in support of the
RRCV. Although Chapter 3 gave preliminary motivations for each of the RRCV’s
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main components, there is more to be said in support of the RRCV. Part 3 will
offer two extended arguments in favor of the RRCV: the RRCV is our best hope for
satisfying threeminimal criteria on an account of bounded rationality (Chapter 5),
and it gives precise, plausible, and unifying explanations of disparate normative
phenomena (Chapter 6).
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5
The argument fromminimal criteria

5.1 Introduction

Part 2 developed an account of rational inquiry, the reason-responsive consequen-
tialist view. Part 3 will defend the reason-responsive consequentialist view on the
basis of two arguments: the argument from minimal criteria, and the explanatory
argument.

This chapter develops the argument from minimal criteria in defense of the
RRCV. The argument from minimal criteria sets out and defends three minimal
criteria on an account of boundedly rational inquiry, then argues that the RRCV
is our best hope for meeting those criteria. Here is the plan.

Section 5.2 introduces and defends the minimal criteria: tradeoff-sensitivity,
stakes-sensitivity, and explaining the irrationality of many cases of stereotyping.
Sections 5.3–5.5 consider three competing views of rational inquiry, on which
inquiry aims at knowledge (Section 5.3), approximate coherence (Section 5.4), or
satisfying an agent’s pragmatic goals (Section 5.5). I argue that despite their merits,
each view falls short by the lights of the minimal criteria. Sections 5.6–5.7 argue
that the reason-responsive consequentialist view performs well by the lights of the
minimal criteria. Section 5.8 concludes.

5.2 Three minimal criteria

In this section, I lay out three minimal criteria on an account of rational inquiry
by bounded agents. Each criterion holds that theories of rational inquiry should
be sensitive to an important type of challenge faced by bounded inquirers.

5.2.1 Tradeoff-sensitivity

Thefirst minimal criterion is tradeoff-sensitivity. Inquiry, like most activities, takes
place under conditions of scarcity. Candidate inquiries compete among them-
selves and with other activities for scarce cognitive resources such as memory,
computational bandwidth, and executive control. Inquiries also often compete for
non-cognitive resources such as time andmoney, and generate non-cognitive costs

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0006
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such as carbon emissions during travel.These conditions of scarcity generate three
types of tradeoffs that an account of rational inquiry should be sensitive to.

First, there are intra-inquiry tradeoffs within the course of a single inquiry. Most
famously, we saw in Chapter 2 there is often an accuracy-effort tradeoff in strategy
selection (Johnson and Payne 1985).1 More cognitively demanding strategies tend
to produce more accurate judgments, so agents must select strategies that strike
an appropriate balance between accuracy and effort. For example, we must choose
how much information stored in memory to retrieve before making a judgment
(Vul et al. 2014). Each additional item of information retrieved increases the
expected accuracy of our judgment but incurs a cognitive cost. Rational inquirers
must balance the cognitive costs and benefits of information retrieval during
inquiry. I return to this example in Section 5.6.

Second, there are inter-inquiry tradeoffs between different inquiries. We cannot
inquire into all matters at once, so opening inquiry into one question incurs an
opportunity cost of foregone inquiry into other questions. For example, while a
Mars rover collects scientific information at one site it foregoes the opportunity
to collect samples at another site (Zilberstein et al. 2001). Inter-inquiry tradeoffs
have been a central feature of contemporary philosophical work on inquiry. For
example, it is sometimes held that rational inquirers should construct a research
agenda of questions to guide their inquiries (Olsson and Westlund 2006). Each
item added to the research agenda leaves fewer resources to devote to other
inquiries, so each additional question should be important enough to justify the
opportunity costs that it imposes.

Finally, there are inter-activity tradeoffs between inquiry and other activities.
Inquiry is one of many activities in a flourishing human life. Inquiry competes
with other activities for resources such as time,money, and attention. For example,
every day we confront the following choice: whether to spend an extra hour in the
library studying philosophy or to go home and have dinner with our families. A
good normative theory should tell us how to make such choices by balancing the
costs and benefits of inquiry against the costs and benefits of competing activities.

Summing up, an account of rational inquiry for bounded agents should be
tradeoff-sensitive, saying how tradeoffs should be made within a single inquiry,
amongst several inquiries, and between inquiry and other activities.

5.2.2 Stakes-sensitivity

Bounded rationality theorists have been nearly unanimous in the claim that
rational inquiry is a stakes-sensitive affair. Because we cannot allocate unlimited

1 Sometimes, there is no accuracy-effort tradeoff. In some situations, the most accurate strategies
are also among the most frugal (Gigerenzer and Brighton 2009).
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resources to all inquiries, we should strive, other things equal, to allocate more
resources to the most important inquiries.

For example, Daniel Kahneman holds that effortful and vigilant ‘system 2’
cognition is often more accurate than its heuristic ‘system 1’ counterpart. How-
ever, system 2 cognition is also expensive, so it should be reserved for situations
in which mistakes are likely or stakes are high:

Continuous vigilance is not necessarily good, and it is certainly impractical . . .
System 2 is much too slow and inefficient to serve as a substitute for System 1 in
making routine decisions.The best we can do is a compromise: learn to recognize
situations inwhichmistakes are likely and try harder to avoid significantmistakes
when the stakes are high. (Kahneman 2011, p. 44)

Similarly, while defenders of fast-and-frugal heuristics stress that heuristics can
often be appropriate in high-stakes situations, most authors within this camp are
well-prepared to agree with Kahneman that heuristics are more often appropriate
when the stakes are low. In this vein, Laura Martignon and Kathryn Laskey write:

Fast and frugal heuristics can have their place in everyday affairs where time
is limited and knowledge is scarce, and Bayesian tools can be the choice of
someone who is in no hurry and has access to a computer. Obtaining these extra
percentage points of accuracy may be well worth the computational cost in high-
stakes decisions such as those involving human lives or having serious long-term
environmental or social impact. (Martignon and Laskey 1999, p. 186)

Here again, it is claimed that rational inquiry is stakes-sensitive: other things equal,
more cognitive resources should be devoted to higher-stakes inquiries.

To see the need for a stakes-sensitive theory, consider a case study from the
psychology of poverty (Morton 2017). Poverty significantly impairs agents’ per-
formance on tasks measuring reasoning (Deck and Jahedi 2015; Mani et al. 2013),
attention (Shah et al. 2012), memory (Evans and Schamberg 2009), and executive
control (Mani et al. 2013; Vohs 2013). These impairments can be quite severe,
equivalent to a full night spent without sleep (Linde and Bergström 1992; Mani
et al. 2013).These cognitive impairments perpetuate poverty traps by contributing
to behaviors such as overborrowing (Shah et al. 2012), undersaving (Bernheim
et al. 2015), and noncompliance with medical instructions (Kaplan et al. 2004).
Do these findings show that poverty breeds irrational inquiry? That seems an
uncharitably mean-spirited conclusion to draw, but how can it be avoided?

To see what is going on here, suppose I ask you to imagine that your car has
broken down and requires a $1,500 repair. Then I assign you a reasoning task.
If you are financially well-off, your performance on the reasoning task will be
unimpaired (Mani et al. 2013). But if you struggle financially, the story of the
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broken-down car dominates your cognition. How will you pay for the repair?
If you cannot pay, will you lose your job? Your home? Your ability to reason,
attend, remember and control cognition in matters unrelated to the car will be
substantially impaired because you are busy thinking about the broken-down car.
But that is not irrational. You are correctly focusing on what matters most: the
broken-down car.

Now we can see exactly how poverty impairs cognition.2 Poverty creates a
number of immediately pressing cognitive challenges, and agents respond by
rationally reallocating the bulk of their cognitive resources toward these high-
stakes challenges while neglecting the rest. Here is how a leading study puts the
point.

The human cognitive system has limited capacity. Preoccupations with pressing
budgetary concerns leave fewer cognitive resources available to guide choice and
action. Just as an air traffic controller focusing on a potential collision course is
prone to neglect other planes in the air, the poor, when attending to monetary
concerns, lose their capacity to give other problems full consideration.

(Mani et al. 2013, p. 976)

The rational response to poverty is not a stakes-neutral allocation of cognitive
resources, split equally between monetary concerns such as overdue electric bills
and more trivial concerns such as making weekend plans. The rational response
to poverty is a stakes-sensitive allocation of cognitive resources according to the
importance of the cognitive challenges that agents face.

The stakes of cognition do not only matter to the poorest of us. All agents face
cognitive challenges of varying importance.And all of us, if we are rational, allocate
cognitive resources in a stakes-sensitive way, devoting the bulk of our resources to
themost important cognitive problems. A good account of rational inquiry should
say why this is so.

5.2.3 Explaining the irrationality of stereotyping

We saw in Chapter 2 that a central part of the theory of bounded rationality is the
claim that rational agents oftenmake use of cognitive heuristics. But in developing
this claim, we encounter a problem.

2 There is another way in which poverty impairs cognition, namely by decreasing the stock of
available cognitive resources through challenges such as sleep deprivation (Patel et al. 2010), stress
(Cohen et al. 2006), andmalnutrition (Gailliot et al. 2007) and increasing the total number of cognitive
problems to be solved (Mani et al. 2013).
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It is an uncomfortable fact that stereotypes bear a striking similarity to rational
heuristics. On some views, stereotyping just is a cognitive heuristic (Bodenhausen
1990). Suppose that a busy executive meets a woman in an office building and
judges that she is a secretary, because most women in the building are secretaries.
The executive uses a subset of available information, namely the woman’s gender
presentation, and processes that information according to a simple inference rule
by which female-presenting individuals in the office building are judged to be
secretaries. Consistent with the heuristic interpretation of stereotyping, agents
rely increasingly on stereotypes under conditions of low motivation (Neuberg
and Fiske 1987), high task complexity (Bodenhausen and Lichtenstein 1987)
and high cognitive load (Gilbert and Hixton 1991), exactly the conditions that
rationally drive us toward heuristic processing. We need to explain why many
instances of stereotyping, such as the executive’s inference, are impermissible,
while similarly frugal and reliable inferences about cities and tennis matches are
rationally permissible.

To see the problem in context, recall the representativeness heuristic introduced
in Chapter 1. Representativeness instructs agents to judge how likely it is that an
object belongs to a given category by asking how representative the object is of
the category. For example, you might judge whether a distant tree is an oak by
considering whether it has acorns and whether its height and shape are typical for
an oak tree. In contexts such as this one, the representativeness heuristic may be a
rational way to make accurate judgments at low cognitive cost.

However, we sometimes use the representativeness heuristic tomake judgments
about people rather than oak trees. Daniel Kahneman and Amos Tversky gave
participants the following vignette:

Linda is 31 years old, single, outspoken, and very bright. She majored in philoso-
phy. As a student, she was deeply concerned with the issue of discrimination and
social justice, and also participated in antinuclear demonstrations.

(Tversky and Kahneman 1983)

Kahneman and Tversky asked one group of participants to estimate the likelihood
that Linda is a bank teller, and another group to estimate the likelihood that
Linda is a feminist bank teller. Participants in aggregate made the incoherent
judgment that Linda is more likely to be a feminist bank-teller than a bank-
teller. The explanation for this result is that agents made their judgments using
the representativeness heuristic. Linda is more representative of a feminist bank-
teller than a bank-teller, so participants judged that Linda was more likely to be a
feminist bank-teller than a bank-teller.

Now we are in dangerous territory. In the context of social inference, the
representativeness heuristic is a simple form of stereotyping. We think that Linda
is unlikely to be a bank teller because she is unrepresentative of a stereotypical
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bank teller. We think that Linda is an unrepresentative bank teller because she is
a feminist and a woman. On the same grounds, we might judge a black man more
likely to be a criminal or a Jewish man more likely to be a banker. I regard it as a
non-negotiable datum that these inferences are rationally impermissible, despite
their resemblance to structurally similar cases of rational heuristic inference such
as representativeness-based judgments about oak trees.

A good theory of rational inquiry should say why many instances of stereo-
typing can be irrational, despite their similarity to rational heuristic inferences.
Otherwise, we will be forced to defend unacceptable forms of stereotyping as
rationally permissible, or even rationally required, or else to reject the rationality
of paradigmatically rational heuristic inferences such as representativeness-based
judgments about oak trees.

Now we have our marching orders. A good theory of rational inquiry should
be tradeoff-sensitive, saying how scarce resources are to be allocated within the
course of a single inquiry, between inquiries, and between inquiry and other
activities. It should also be stakes-sensitive, saying for example why it is generally
better to invest more cognitive resources in our most important inquiries. And it
should explain the irrationality ofmany cases of stereotypingwithout condemning
structurally similar cases of rational heuristic inference. Sections 5.3–5.5 review
three approaches to rational inquiry and argue that they do not satisfy theminimal
criteria. Sections 5.6–5.7 argue that the reason-responsive consequentialist view
fares well by the lights of the minimal criteria.

5.3 The knowledge aim of inquiry

Many theorists claim that inquiry aims at knowledge (Kelp 2021a, b; Millar 2011;
Whitcomb 2010). In this section, I consider a popular development of that idea
due to Christoph Kelp (2021a, 2021b). I argue that whatever its merits, the view
does not adequately meet the minimal criteria.

For Kelp, inquiry has a constitutive aim: to settle a question. Questions are
settled by coming to know their answers; hencewe can also say that the constitutive
aim of inquiry is knowledge. Oneway to ground this view is to take human activity
to be divided into critical domains with their own constitutive aims, specifying
what is valuable for its own sake in that domain. Kelp holds that inquiry is
a critical domain in which knowledge is valuable for its own sake, and hence
knowledge is the aim of inquiry. How does this view perform against the minimal
criteria?

This view is not obviously sensitive to inter-activity tradeoffs. Suppose, for
example, that inquiry is a critical domain that aims at knowledge and that house-
building is a different domain that aims at building sturdy houses. Then the fact
that some inquiry would take a home-builder away from building a house does not
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bear on the rationality of this inquiry, since the rationality of inquiry is determined
only by the aim of inquiry, which is knowledge, and not by the aim of building
sturdy houses.Theremay be room tomake space for inter-activity tradeoffs within
the framework of critical domains, but I think we should say at best that this
frameworkdoes not give detailed guidance about how inter-activity tradeoffs are to
be made, and at worst that it threatens to block their relevance to rational inquiry.

Kelp’s view might be taken to suggest that inter- and intra-inquiry tradeoffs
should be made by considering what will best promote knowledge. But this view
does not capture many paradigmatic claims about tradeoffs for bounded agents.
For example, we would like to hold that agents should sometimes inquire using
especially frugal heuristics, even if the resulting judgments will not meet the
strict standards of safety or introspectability required for knowledge. We might
nevertheless favor heuristics when, for example, heuristics strike the best balance
on the accuracy-effort tradeoff by producing judgments that are nearly as accurate
as the results of complex nonheuristic procedures, at much lower cost. But it is
hard to see how the knowledge aim of inquiry can explain this. After all, neither
cognitive effort, nor for that matter accuracy, figures directly in the statement of
the knowledge aim.

Appeals to the knowledge aim of inquiry may be stakes-sensitive if we hold
that high stakes raise the threshold for what counts as knowledge. But this would
ground the wrong pattern of stakes sensitivity. If knowledge is more difficult to
attain in high-stakes contexts than in low-stakes contexts, then agents who aim
to acquire knowledge should be less likely to devote resources to high-stakes
inquiries. And this is not the result we wanted. Other things equal, agents should
be more likely, not less likely, to inquire deeply into high-stakes matters.

The knowledge aim of inquiry may explain the irrationality of many cases
of stereotyping, insofar as many such inferences do not meet the demanding
standards for knowledge. But the same could be said of representativeness-based
inferences about oak trees. What we wanted was a view that would explain why
it may be rational to apply one and the same inference procedure to categorize
oak trees, but not people. We will see in Section 5.7 that there are some moves
that can be made to drive these cases apart. However, there we will see that
the most natural way to clarify and ground these moves rests not on brute facts
about the nature of knowledge, but rather on reflection about the consequences
of inquiry.

It may be possible to salvage the knowledge aim of inquiry by weakening the
view. For example, if to say that inquiry aims at knowledge just means that there is
something unsatisfactory or unfinished about an inquiry that fails to reach knowl-
edge, then nothing I have said here will tell against the knowledge aim of inquiry.
But by the same token, on this weaker reading of the knowledge aim, to say that
inquiry aims at knowledge is not yet to say how rationality requires us to inquire.
Hence we will have to look elsewhere for a complete account of rational inquiry.
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In this section, we have considered a development of the view that inquiry aims
at knowledge due to Kelp. We saw that this view does not adequately meet the
minimal criteria. This view shows some tradeoff-sensitivity, but much of what it
says about tradeoffs is difficult to square with traditional verdicts about bounded
rationality. The view is either stakes-insensitive or instead exhibits the wrong
pattern of stakes-sensitivity. And while the view may explain the irrationality of
many instances of stereotyping, it struggles to differentiate between irrational
stereotyping and rational heuristic inference in a principled way. In the next
section, I consider a second view that extends the Standard Picture into an account
of rational inquiry.

5.4 Approximate coherentism

What might the Standard Picture say about rational inquiry? An increasingly
popular approach is to accept that bounded agents will sometimes be incoherent
but to retain the normative identification of rationality with coherence. This leads
to the view that bounded agents should strive to be as coherent as possible, even
if full coherence is not always achievable for them (Staffel 2020; Zynda 1996). Call
this view approximate coherentism.

Recent work has shown how to operationalize approximate coherentism in
the special case of rational credence (Staffel 2015, 2017, 2020). First, identify the
correct divergence, a generalizedmeasure of distance, to track the distance between
two credence functions. Next, measure the degree of incoherence of a credence
function as the shortest distance between that credence function and a coherent
credence function. By approximate coherentism, we can compare the rationality
of two credence functions by comparing their degrees of incoherence: credence
functions are more rational if they are less incoherent. Approximate coherentists
have discussed a variety of plausible divergences for measuring credal distance
and shown how many of these divergences can be used to generalize traditional
arguments for the Standard Picture such as Dutch Books (Schervish et al. 2000,
2002, 2003; Staffel 2015) and accuracy-based arguments (DeBona and Staffel 2017,
2018; Staffel 2020).3

So far, we have seen how approximate coherentism can be spelled out as a view
of rational credence. We could extend approximate coherentism to a theory of
rational inquiry in many ways. For example, we could say that the rationality of
inquiry processes is determined by the degree to which those processes promote
actual or expected coherence. But if we try to extend approximate coherentism

3 See Chapter 1 for discussion.
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into an account of rational inquiry, the view we recover will struggle to meet the
minimal criteria.

This version of approximate coherentism says nothing about how inter-activity
tradeoffs are to be made. The approximate coherentist does not go so far as to say
that we should choose between staying in the library and eating dinner with our
families by askingwhich activity best promotes coherence. But neither does she tell
us how such tradeoffs are to be made. We could, somewhat uncharitably, extend
approximate coherentism to say that the rationality of non-cognitive activities such
as eating dinner is determined by the amount of coherence that they promote. But
this view has little appeal.

Approximate coherentism does offer advice for how inter- and intra-inquiry
tradeoffs are to be made: by considering how to best promote coherence. But
even when we ignore the non-cognitive stakes of inquiry, this advice remains
somewhat extreme. In inquiry, bounded agents must balance competing cognitive
goals such as coherence and accuracy, and these goals may come into conflict
(Thorstad forthcoming).When they do, approximate coherentism says that coher-
ence should always be privileged over other goals, such as accuracy. But insofar
as goals such as accuracy are valuable, it is more natural to suppose that rational
inquirers should aim to balance competing cognitive goals during inquiry, without
always deciding in favor of coherence.

Approximate coherentism is not stakes-sensitive. It says that we should decide
between inquiring about weekend plans and overdue electric bills by considering
which inquiry would best promote coherence. That is not the result we aimed to
recover. Bounded agents need to ration scarce cognitive resources with a mind
to promoting not only cognitive goals such as coherence and accuracy but also
noncognitive goals such as keeping the power on.A good theory of rational inquiry
should be sufficiently stakes-sensitive to say how the noncognitive stakes of inquiry
bear on its rationality.

Approximate coherentismwill also likely fail to explain the irrationality ofmany
cases of stereotyping. On an approximate coherentist approach,making inferences
by stereotyping is irrational to the degree that these inferences tend to decrease
the overall coherence of an agent’s beliefs. While it may be true that those of us
who generally renounce bigotry and prejudice stand to become more coherent
by avoiding stereotyping, for the most committed bigots matters may be precisely
the reverse. Agents who hold many prejudiced beliefs make their beliefs more,
not less coherent by using those beliefs to make inferences about others. Now
of course, it may turn out that even for such agents, one of the best things that
can be done to improve their overall coherence is to target prejudiced beliefs
and inferences wholesale. But that would be a striking coincidence in need of
explanation, and I am not yet aware of any approximate coherentists who have
endorsed this optimistic view.
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At this point, the approximate coherentist may respond by making a distinc-
tion. She may hold that she is trying to characterize a special type of structural
rationality, characterized by structural relationships between features of agency, to
be carefully distinguished from substantive rationality, which tracks what agents
have most reason to do (Broome 2013; Worsnip 2021).⁴ Theories of structural
rationality are not meant to satisfy the minimal criteria, the reply continues, so
it is neither surprising nor objectionable that approximate coherentism falls short
along these lines.

I am not sure if I am inclined to grant the existence of a separate type of
structural rationality, although I am perfectly happy to grant that approximate
coherentism is a theory of an important normative term: coherence. However, this
is not the place to press that case. By now, it should be clear thatmy aim and the aim
of many in the bounded tradition is to characterize a notion in the vicinity of what
is often called substantive rationality. For my part, I would like to call the notion
rationality simpliciter. But if calling my view a theory of substantive rationality
is enough for the approximate coherentist and myself to understand one another,
then I count it a small price to pay for successful communication.

In this section, we asked what the Standard Picture might say about rational
inquiry and answered by considering an approximate coherentist approach to
rational inquiry. We saw that approximate coherentism struggles to be appropri-
ately tradeoff-sensitive, is not stakes-sensitive, and may not explain the irrational-
ity of many cases of stereotyping. In the next section, I consider the prospects for
a pragmatic account of rational inquiry.

5.5 Pragmatism

Perhaps the closest cousin of the view developed in Chapter 3 is Stephen Stich’s
pragmatism (Stich 1990). Stich offers the following as a tentative statement of his
account:

In evaluating systems of cognitive processes, the system to be preferred is the one
that would be most likely to achieve those things that are intrinsically valued by
the person whose interests are relevant to the purposes of the evaluation. In most
cases, the relevant person will be the one who is or might be using the system.

(Stich 1990, p. 131)

⁴ It is important to note that philosophers’ distinction between substantive and structural rationality
does not coincide with Simon’s distinction between substantive and procedural rationality. These are
separate distinctions which must be kept carefully apart.
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Pragmatic views are also popular in the scientific literature on bounded
rationality.⁵

Stich’s pragmatism is twice removed from my own project. First, we are con-
cerned with different evaluative focal points. Stich’s view is offered as an account
of how cognitive systems should be evaluated, whereas the reason-responsive
consequentialist view applies to all features of agency.⁶ Second, Stich and I may
be concerned with different evaluative terms. The RRCV is an account of two
evaluative terms: rightness and rationality. Stich’s view is offered at a high level
which leaves open whether it is an account of rightness, rationality, fittingness, or
some other evaluative term. To speak of what holds in evaluating systems is not
yet to specify which evaluative term we are interested in.⁷ To precisify the view, we
need to say which of these evaluative terms we are concerned with.

At the same time, I think that Stich often has a project similar to mine in mind.
What would happen if we repurposed Stich’s view as an account of the rationality
of token inquiry processes? On this pragmatist view, a process of inquiry is
permissible just in case it is as conducive as any alternative to what the relevant
agent intrinsically values. For the moment, I will consider a version of the view on
which the relevant agent is always the inquirer herself, then I will later consider
what happens if this restriction is lifted.

This repurposed pragmatist view has many virtues. Among those virtues is the
fact that the view meets two of the minimal criteria: it is both stakes- and tradeoff-
sensitive. On this pragmatist view, agents should allocate resources between com-
peting inquiries in themannermost conducive to obtainingwhat they intrinsically
value. This way of settling tradeoffs is highly stakes-sensitive, with the stakes read
off from the agent’s own values. For example, we recover the verdict that agents
are rationally required to think about how to repair a broken-down car rather
than solve abstract reasoning problems, so long as they care greatly about having
a working car and thinking about the car is conducive to getting it fixed. However,
this pragmatist view has two drawbacks which my view avoids.

First, in many cases pragmatism does not explain the irrationality of stereotyp-
ing. On a pragmatist view, stereotyping is only irrational if the agent using the

⁵ For example, Peter Todd and coauthors maintain that: “The success of simple heuristics is defined
with respect to pragmatic goals in a particular environmental context” (Todd et al. 2000, p. 378).

⁶ In one sense, this means that Stich’s account is less general than my own since it only deals with a
single evaluative focal point, cognitive systems, and does not directly pronounce on focal points such
as token processes of inquiry. In another sense, Stich’s accountmay bemore general thanmy own, since
it is not obvious that entire cognitive systems should be understood as features of agency, in which case
they may lie outside the scope of my view altogether. In fact, I tend to suspect that this must be the
case, since many features of cognitive systems such as our fixed cognitive architecture are not in any
sense under our control or responsive to our perceptions of normative reasons, and hence it is quite
unnatural to speak of cognitive systems as things we do as agents or to ask what the right or rational
cognitive system for us to have is.

⁷ It does not help to talk of the system to be preferred. After all, preferences can be right, rational,
fitting, virtuous, and many other things.
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stereotype cares sufficiently about the welfare of others to use a more expensive
inference rule instead. In the extreme case, this means that highly prejudiced
agents such as our midcentury executive may be rationally required to stereotype
women insofar as they are unlikely to incur social sanction for doing so, and are
not greatly concerned with women’s welfare. More generally, even well-meaning
agents often rely too much on stereotypes. One cause of this is that although
most of us are concerned for the welfare of others, we nevertheless place too
much weight on our own interests and hence wrongly decide in favor of cognitive
efficiency rather than justice. As a result, although pragmatism forbids most of
us from engaging in severely objectionable forms of stereotyping, a pragmatic
approach is likely to class many moderately objectionable cases as rationally
permissible, and in fact as rationally required.

Second, although pragmatism is tradeoff-sensitive, it does not always resolve
tradeoffs in a plausible direction. To see this, note that pragmatism falls out as
a special case of consequentialism when we adopt an axiology on which the only
things thatmatter are the intrinsic values of the actor at the time of action.Thisway
of putting the view suggests a recipe for putting pressure against pragmatism. First,
identify considerations that seem to matter rationally but need not be reflected
in the intrinsic values of an actor at the time of action, such as the interests
of others; the agent’s future values; or the outcomes which hold intrinsic value
but which the agent mistakenly fails to value. Next, use these gaps to construct
cases in which pragmatism resolves tradeoffs in the wrong direction. For example,
pragmatism holds that a selfish executive would be required to investigate a dent
in her sports car rather than inquiring into the welfare of her workers if she
were more concerned with the health of her sports car than with the health of
her workers. Likewise, many of us recognize that our future selves will wish we
resolved inter-activity tradeoffs differently, spending less time in the library and
more time at home with our families. On a pragmatic view, that realization alone
gives us no reason to change our present behavior, a verdict which many have
found implausible (Paul 2014).

Here there are two ways that the pragmatist might respond. First, she could
hold that her view characterizes a minimal Humean type of rationality which is
only concerned with the satisfaction of an agent’s intrinsic values. As before, I am
not sure that I would like to grant this conciliatory move. However, this move
has the virtue of allowing the pragmatist and consequentialist to understand each
other so long as the pragmatist is willing to grant the existence of a second, non-
Humean type of rationality or else to accept non-Humean views of rightness, but
not rationality. However, not all Humeans are prepared to make these moves. In
that case, I amhappy to stakemy case on the prospects for anti-Humean arguments
(Korsgaard 1997; Lavin 2004).

A second pragmatist strategywould be to shift the relevant agentwhose interests
matter rationally. Stich allows that the agent whose interests matter to normative
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evaluations may not always be the actor. So for example, Stich could hold that
stereotyping is irrational because it threatens the interests of stereotyped indi-
viduals. But such a theory, if the details could be filled out, would take us well
beyond traditional versions of pragmatism and toward competing theories. This
is particularly true if Stich allows, as I think he should, that the interests ofmultiple
agents may matter to a given normative evaluation. Now we will be hard-pressed
to say in any principled way which agents’ interests matter to a given normative
evaluation and how these interests matter. A natural way out of this difficulty is
what the consequentialist proposes: to remove agents and their interests from the
story altogether and talk simply about the outcomes that matter and the ways in
which our actions promote, or fail to promote outcomes that matter.⁸

So far, we have introduced three criteria on an account of boundedly rational
inquiry. We saw that the knowledge aim of inquiry, approximate coherentism, and
pragmatism cannot adequately account for the minimal criteria. In the next two
sections, I argue that the reason-responsive consequentialist view performs well
against the minimal criteria.

5.6 Stakes and tradeoffs

In this section, I show how a reason-responsive consequentialist approach meets
the first two minimal criteria: tradeoff-sensitivity and stakes-sensitivity. Then in
the next section, I consider what the view has to say about stereotyping.

Consequentialists have a rich and explanatorily powerful story about how trade-
offs should be made: by considering the expected values of candidate inquiries.
This gives a uniform account of intra-inquiry, inter-inquiry, and inter-activity
tradeoffs. For example, we should choose between studying philosophy and count-
ing blades of grass based on the expected value promoted by each activity—
both the intellectual value of true belief and knowledge as well as the non-
intellectual value of that knowledge in guiding action. And we should choose
between studying philosophy and eating dinner with our families in exactly the
same way. Consequentialism is also stakes-sensitive since the stakes of inquiry
are built directly into the expected value of inquiry. And the stakes of inquiry
reflect what actually matters, rather than what agents mistakenly take to matter.
An executive who is unconcerned with her workers’ welfare is still required to
investigate and promote the welfare of her workers because it is a very good thing
for the well-being of workers to increase.

⁸ Alternatively, it might be that Stich’s project here is to capture a type of assessor-relativism on
which the relevant interests are the interests of the agentmaking a normative judgment. (For suggestive
remarks see (Stich 1990, pp. 134–45).) If so, this is another point at which I am comfortable parting
ways.
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To see that the reason-responsive consequentialist view correctly captures the
normative relevance of stakes and tradeoffs, we should look toward applications
where the approach makes novel and correct normative predictions. In the rest
of this section, I consider a case study designed to illustrate the strength and
plausibility of the story that the view tells about stakes and tradeoffs.

Suppose I ask you to estimate the year in which George Washington was first
elected president. If you are like many people, you will begin by considering an
anchor value: the year 1776 in which the Declaration of Independence was signed.
You will then adjust your estimate upwards and downwards by considering new
items of information. For example, you may know that the Revolutionary War
lasted seven years, taking us to 1783. And if you are likemost people, youwillmake
several further adjustments, ending up with an estimate in the low- or mid-1780s
(Epley and Gilovich 2006; Lieder et al. 2018).

This procedure is called anchoring and adjustment, and it is one of the three
original heuristics proposed by Tversky and Kahneman (1974). Anchoring and
adjustment is often an effective way to make accurate judgments at low cognitive
cost. For example, GeorgeWashingtonwas first elected in 1788. But anchoring and
adjustment exhibits a characteristic anchoring bias: judgmentsmade by anchoring
and adjustment tend to be biased toward the anchor. In this case, they are several
years too low. Does this mean that anchoring and adjustment is an irrational
method of inquiry? That would be too hasty since most heuristics exhibit biases,
but in many circumstances rational agents must rely on heuristics to balance
the costs and quality of cognition. But how are we to tell whether and in what
circumstances anchoring bias is a sign of irrational cognition?

The reason-responsive consequentialist view delivers a precise and plausible
story about the circumstances under which anchoring bias emerges from agents’
rational response to stakes and tradeoffs (Lieder et al. 2018).The task in anchoring
and adjustment is to construct an estimate x̂ of an empirical quantity, such as
the year that George Washington was elected president. Agents begin with an
initial estimate x̂0 provided by the anchor value. They then adjust this estimate
by sampling information from memory and incorporating that information to
generate revised estimates x̂1, x̂2, . . . ⁹

Rational anchoring and adjustment responds to two separate costs. On the one
hand, sampling information from memory incurs a cost of computation cost(t),
increasing with the number t of samples drawn.1⁰ On the other hand, sampling
information decreases the error cost cost(x̂) because it tends to produce a more
accurate estimate.11 Using a rich axiology, we can understand this error cost as

⁹ Lieder and colleagues model sampling using the Metropolis-Hastings algorithm (Hastings 1970;
Metropolis et al. 1953) with a Poisson proposal distribution.

1⁰ Lieder and colleagues set cost(t) = γt for constant γ. For alternatives see (Shenhav et al. 2017).
11 Lieder and colleagues set cost(x̂) = |x̂− x| where x is the true value of the target variable. For

alternatives see Gneiting and Raftery (2007).
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a combination of the intrinsic value of forming true beliefs together with their
instrumental importance in guiding action. Rational anchoring and adjustment
involves selecting the optimal number t∗ of adjustments to minimize the expecta-
tion of these combined costs.12 By information-sensitivity, this expectation can be
taken relative to the agent’s total evidence. What light can this model shed on the
rationality of anchoring bias?

An immediate prediction is that rational anchoring and adjustment will typi-
cally exhibit some degree of anchoring bias. The effect of the anchor on the final
estimate washes out only as agentsmake a large number of additional adjustments.
Each adjustment incurs a fixed cognitive cost but produces diminishing returns
to the accuracy of agents’ judgments, hence rational anchoring and adjustment
typically halts before the anchoring bias can be eliminated. More generally, this
model can be used to explain the rationality of patterns of anchoring bias exhibited
by human agents. For example, anchoring bias increases under cognitive load as
agents become busy with another task (Epley and Gilovich 2006). This is rational-
ized by my view as an instance of inter-activity tradeoffs: increasing cognitive load
increases the relative cost of computation by introducing a second inquiry which
competes with the first for a shared stock of computational resources.13 The model
can also explain why monetary incentives often reduce anchoring bias (Simmons
et al. 2010) by invoking stakes-sensitivity. Monetary incentives raise the error cost
of an incorrect judgment, increasing the rational number of adjustments that will
be made and thereby decreasing the effect of the anchor.

These are simple and intuitive predictions about rational anchoring and adjust-
ment which will be difficult for competing theories to make. Except for Stich’s
pragmatism, I know of no theory of rational inquiry in the contemporary philo-
sophical literature which makes these predictions. And we have seen several
grounds to prefer consequentialism to pragmatism.

More generally, there is a robust explanatory argument to bemade for the RRCV
based on its ability to correctly describe rational patterns of cognition in tasks
such as the selection of cognitive strategies (Lieder and Griffiths 2017); allocation
of attention (Sims 2003); rational planning (Callaway et al. 2018); and the for-
mation of good cognitive habits (Kermati et al. 2016) in a way that explains why
humans cognize as we do. In these applications as elsewhere, consequentialism
tells a precise and plausible story about the normative relevance of stakes and
tradeoffs, then uses that story to make novel predictions about the rationality of
cognitive processes thatmight otherwise have appeared irrational.Making out this
argument is the business of Chapter 7.

12 I.e. t∗ = argmintE[cost(x̂t)+ cost(t)].
13 Note that although increased cognitive load usually makes complex cognitive tasks more difficult,

this need not always be the case (Dijksterhuis and Nordgren 2006). In such cases, it would not be
rational for agents to make fewer adjustments under increased cognitive load. Thanks to a referee for
pushing me to address these findings.
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5.7 Stereotyping

Some inquiries are impermissible, despite their reliability, because they make
unacceptable use of stereotypes during inquiry. Consider, for example:

(Secretary) A busy executive during the 1960s passes a woman in the lobby of
an office building. Knowing that over 95% of female-presenting employees are
secretaries, the executive judges that the woman is a secretary.

Here we would like to say that the executive inquires impermissibly because this
pattern of inquiry runs an unacceptably high risk of wrongly concluding that a
female-presenting executive is a secretary. A puzzling feature of cases such as
Secretary is that the executive’s inquiry becomes permissible if the moral stakes
are lowered.

(Employee) A busy executive during the 1960s passes a person in the lobby of
an office building. Knowing that over 95% of people in the building are company
employees, the executive judges that the person is an employee.

Here the executive’s inquiry may be rationally permissible. What explains this
difference in permissibility?

A good start is Sarah Moss’s argument that inquirers are subject to a Rule of
Consideration:

(Rule of Consideration) In many situations where you are forming beliefs about
a person, you morally should keep in mind the possibility that they might be an
exception to statistical generalizations. (Moss 2018, p. 221)

Moss holds that the Rule of Consideration applies in Secretary, but not Employee,
hence in Secretary the executive wrongly fails to keep in mind the possibility that
the employee might be an exception to the statistical generalization that most
female-presenting employees are secretaries.

This explanation of the difference between Secretary and Employee raises two
questions. The first concerns the scope and justification of the Rule of Consid-
eration: when and why does this rule apply? The second concerns additional
requirements beyond the Rule of Consideration: what else are rational inquirers
required to do in order to avoid bias during inquiry? Let us tackle each question
in turn.

The key insight regarding the scope and justification of the Rule of Consider-
ation is provided by Renée Bolinger (2020). The possibilities that we should keep
in mind are determined not only by the strength of our evidence but also by the
seriousness of the harms that we risk by ruling out possibilities. We are required to
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keep inmind the possibility that a person in the lobbymay fail to be a secretary but
not the possibility that they may fail to be an employee because the harms risked
in Secretary far exceed those at stake in Employee. Gender discrimination during
the 1960s led to significant deprivation of professional and social status as well
as fair pay from women within the workforce and contributed to pervasive forms
of marginalization and exclusion throughout all other walks of life. By inferring
that a female-presenting person in an office lobby is a secretary, the executive
contributes to these harmful patterns of marginalization and exclusion.

What my view adds to Bolinger’s discussion is an explanation of how the
magnitudes of risked harms and the probability of imposing them contribute to
the irrationality of stereotyping.1⁴ Stereotyping becomes irrational when another,
more careful pattern of inquiry has higher expected value, because the reduction
in risked harms outweighs the cognitive and physical cost of more careful inquiry.
A strength of this explanation is that consequentialists need not only be concerned
with the harms that will arise if the executive’s conclusion is incorrect. One harm
that the executive risks is the direct social and professional harm to female-
presenting employees who are wrongly judged to be secretaries. But another harm
that the executive risks is normalizing patterns of inference in which female-
presenting employees are assumed, by default, to be secretaries. The RRCV can
explain the relevance and importance of both types of harm to rational inquiry.1⁵

It might be objected that the RRCV is too soft on stereotyping because it allows
that the badness of stereotyping, like any other harm, can be outweighed. But this
objection underestimates the magnitude of the harms inflicted by stereotyping.
For but a few examples, prejudicial stereotypes fuel economic discrimination in
employment (Bertrand and Mullainathan 2004), housing (Pager and Shepherd
2008) and credit markets (Munnell et al. 1996). In law enforcement, stereotypes
produce dramatic disparities in rates of police search (Pierson et al. 2020), police
violence (Zack 2015), imprisonment (Pettit and Western 2004) and harshness of
sentencing (Steffensmeier and Demuth 2000). Experienced discrimination has
devastating effects across measures of psychological (Schmitt et al. 2014) and
physical (Pascoe and Richman 2009) well-being. Stereotypes produce epistemic
costs such as lost confidence and knowledge in all parties involved (Gendler 2011).
And beliefs based on stereotypes may themselves harm, for example by falsely
diminishing their targets (Schroeder 2018).

1⁴ For discussions of how similar views should handle stereotyping, see Rinard (2019b), Thomsen
(2011) and the exchange between Risse and Zeckhauser (Risse 2007; Risse and Zeckhauser 2004) and
Lever (2005; 2007).

1⁵ This may be seen as an extension of stakes-sensitive readings of the Rule of Consideration, on
which the amount of value at stake combines with the probabilities of those values being promoted
to determine the proper degree of consideration. Thanks to an anonymous referee for raising this
suggestion.
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Like many philosophers, I am not an absolutist. I think that any harm, however
severe, can in principle be outweighed. But the harms imposed in many cases of
stereotyping are quite severe and hence difficult to outweigh.

This explanation of the irrationality of stereotyping allows us to see why
the superficial resemblance of stereotyping to cases of rational heuristic inquiry
is misleading. Frugal heuristics are appropriate in low-stakes situations where
the costs of cognition outweigh the importance of forming accurate beliefs. In
Secretary, the executive wrongly confuses a passing interaction for a low-stakes
situation because the executive fails to anticipate the magnitude of harm that
his inquiry risks imposing. The executive’s mistake is the same mistake that he
would make if he judged that one player was likely to win a tennis match because
he did not recognize the other player, then signed the first player to a major
sponsorship contract. Given the stakes of the executive’s inquiry, he ought to
have used a different inference rule. And it is the same mistake that we make in
judging that Linda is unlikely to be a bank teller because she is a feminist and a
woman. Given the role of such inferences in creating and sustaining patterns of
exclusion, marginalization and discrimination, they should be avoided in favor of
more careful and individuating patterns of inference.

This brings us to our second question: what, beyond keeping an open mind,
was the executive required to do instead? When we turn from belief to inquiry, we
can see that there are many things the executive could do. He could attend to the
totality of perceptually available evidence, looking for cues that suggest that the
employee may not be a secretary. He could gather more evidence before making
a judgment. He could retrieve relevant information from memory, trying to recall
whether he had ever interacted with this woman before. He could process the
available evidence through a more demanding inference rule, instead of relying
on the simple schemawhich judges female-presenting employees to be secretaries.
And he could take steps during his interactions with female employees to increase
his likelihood of remembering information about their professional status so he
will not have to rely on stereotypes. My view can explain why many of these steps
may be required despite their high cognitive cost, in order to promote a society
free from bias and discrimination.

5.8 Conclusion

This chapter developed the argument from minimal criteria for the reason-
responsive consequentialist view. Section 5.2 defended three minimal criteria
on an account of boundedly rational inquiry. The right account should be
tradeoff-sensitive, stakes-sensitive, and explain the irrationality of many cases
of stereotyping. Sections 5.3–5.4 considered three accounts of rational inquiry:
a knowledge-based view on which inquiry aims at knowledge (Section 5.3); an
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extension of the Standard Picture on which inquirers aim to promote coherence
(Section 5.4); and a pragmatist view on which inquiry aims to satisfy the interests
of a relevant agent (Section 5.5). Although these views have many merits, we saw
that each view falls short along some of the minimal criteria.

In Sections 5.6–5.7, we saw how the RRCV meets the minimal criteria. The
view is stakes- and tradeoff-sensitive, building stakes and tradeoffs directly into
the injunction to promote value. This allows the view to make a range of novel and
plausible normative predictions, such as explaining the conditions under which
an anchoring bias may result from rational inquiry. The RRCV also explains the
irrationality of many cases of stereotyping. Stereotyping is often irrational because
it imposes significant epistemic and non-epistemic harms throughout all walks of
life. And the RRCV explains what we may be rationally required to do instead:
not only to bear in mind that individuals may be exceptions to our stereotypes but
also to actively gather and attend to evidence; retrieve information from memory;
replace stereotypes with more cognitively demanding forms of inference; and to
seek out individuating information that will allow us to avoid stereotyping in the
future. Insofar as these results are plausible, they lend support to the RRCV.

The next chapter develops a second argument for the reason-responsive con-
sequentialist view: the explanatory argument. The explanatory argument defends
the RRCV based on its ability to deliver precise, well-motivated and unifying
explanations of a variety of normative phenomena. Together with the argument
from minimal criteria, the explanatory argument will complete my positive case
for the RRCV.
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The explanatory argument

6.1 Introduction

The bedrock of global consequentialism is its consequentializing program. Con-
sequentializing aims to construct precise, plausible, unifying, and non-arbitrary
consequentialist explanations for normative judgments and principles, focusing
especially on claims that have eluded other theories or which seem to resist
consequentialist analysis. A successful consequentializing program constitutes
a programmatic explanatory argument for consequentialism on the basis of its
explanatory fruits. Making out that explanatory argument will be the business of
this chapter.

We saw in Chapter 3 that consequentializing must be done with care. Some
modern consequentializers use liberalized readings of consequentialist mainstays
such as promotion, outcome and value to argue that all, or nearly all normative
theories can be consequentialized. For example, modern consequentializers might
say that it is wrong to cut up one person to save five, because the outcome of this
action would be a killing and a killing is worse than five lettings-die (Setiya 2018).
Many nonconsequentialists have thought that these programs do not ground
a strong explanatory argument for consequentialism, for example because they
may trivialize consequentialism (Betzler and Schroth 2019; Tenenbaum 2014) or
abandon its most powerful explanatory claim: that the good is prior to the right
(Schroeder 2007).1

I don’t want to take a stand on the correctness of these criticisms. But my
program will not be subject to them. To the best of my knowledge, the arguments
in this chapter appeal only to intuitive notions of value, outcome, and promotion.
I avoid more controversial developments in the theory of value, such as the appeal
to agent-relative value (Schroeder 2007). I understand promotion in what I hope
is the ordinary sense of bringing outcomes about, and take outcomes to be what
is brought about by actions in this sense. While the matter is not for me to
judge, I hope that readers will agree that the arguments in this chapter interpret
consequentialist mainstays in a natural sense that can ground a nontrivial and
illuminating explanatory program.

1 Trivialization would scuttle the explanatory argument insofar as a trivial explanation is taken to
provide little or no explanation at all. Losing the priority of the good to the right would be a problem
if consequentialists aim to provide grounding explanations for normative phenomena, and take claims
about the good to ground claims about the right.

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0007
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To some extent, the explanatory argument spans this entire book. If Chapter 7
is correct in claiming that the reason-responsive consequentialist view can deliver
plausible rationalizing explanations of many challenged areas of human cognition,
then the success of these explanations provides some evidence for the RRCV.
Likewise, if the claims about bounded rationality made in Chapter 2 are plausible,
and if Chapters 7–8 show how the RRCV can vindicate them, then this adds to the
explanatory evidence for the RRCV. Many of the motivations given in Chapter 3
for adopting components of the RRCV were also explanatory claims.2

My aim in this chapter is to advance the explanatory argument by showing how
the reason-responsive consequentialist view provides precise, plausible, unifying
and non-arbitrary explanations of three inquiry-related normative phenomena
that have resisted explanation by other theories. In Section 6.2, I show how the
RRCV grounds and generalizes norms of clutter avoidance, which forbid agents
from inquiring into trivial matters. Section 6.3 shows how the RRCV redescribes
and vindicates many recent claims linking friendship to rational belief while
stripping these claims of their most controversial or revisionary implications.
Section 6.4 argues that the RRCV gives detailed, precise and plausible verdicts
about the extent of logical omniscience required of bounded inquirers. Section 6.5
concludes.

6.2 Clutter avoidance

If you are like most people, you believe the following: the sky is blue. From this
belief, you can deduce many others. For example, either the sky is blue or today
is Quine’s birthday. Must you spend your days drawing out each trivial logical
consequence of your beliefs?

Many philosophers have followed Gilbert Harman in thinking that you should
not do this. To clutter your mind with trivialities would be an irrational waste of
time. Harman captured this thought in a principle of Clutter Avoidance.

Clutter Avoidance (CA) One should not clutter one’s mind with trivialities.
(Harman 1986, p. 12)

Harman gave three arguments for CA. First, wasted effort is expended in deducing
trivialities. Second, due to our limited retrieval capacity, cluttering long-term
memory with irrelevant beliefs makes it more difficult to retrieve relevant

2 For example, we saw that reason-responsiveness allows us to explain why it is licit to pass between
oughts and rational requirements in normative theorizing, and that information-sensitivity can be
invoked to explain a range of normative and semantic phenomena.
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beliefs from memory. Finally, our memories have limited storage capacities for
information.

While the argument from limited storage capacities has met with mixed reac-
tions, most philosophers have thought that there is something plausible about
CA and that considerations of wasted effort and limited retrieval capacity are
an integral part of the story.3 Philosophers have disagreed about the contents
of CA: what precisely does CA require? Philosophers have also disagreed about
the explanation for the truth of CA. In this section, I review two prominent
views about the contents of CA and its grounds, then develop an alternative
consequentialist view.

Jane Friedman (2018) takes Clutter Avoidance to concern junk beliefs.⁴ Fried-
man begins with the notion of a junk subject matter. Subject matters are junk
for agents whose interests would not be served by knowing about them. More
precisely, subject matter x is junk for agent S in world w at time t just in case S has
no interest or desire served by having a belief about some proposition contained in
x. Junk propositions are members of junk subject matters. Friedman takes Clutter
Avoidance to be a prohibition against forming junk beliefs.

(CAF) Necessarily, if p is junk for S at w, t, then S ought not believe p at w, t.

Friedman accepts Harman’s motivations for CAF. She also takes on board Har-
man’s view that CAF is not a first-order normative claim, but rather a meta-
normative constraint on acceptable norms of belief revision. By this, Friedman
means that norms of belief revision that conflict with CAF cannot be genuine
norms.

Note that CAF, like CA, is phrased as a claim about oughts rather than rational
requirements. The claim that rationality is deontic explains why this is not a
conceptual mistake: we can pass between the coextensive categories of what agents
ought to do and what they are rationally required to do. For this reason, we can
meet Friedman halfway and speak in this section about how agents ought to
inquire without risk of equivocation.

While I will take on board substantial portions of Friedman’s view, the view has
three limitations that a consequentialist approach helps resolve. First, inquirers
should notmerely be concerned with their own interests but also with the interests
of others. Suppose that Sharky Sue is a CEO who is genuinely unconcerned with
the welfare of her workers and benefits financially from exploiting them. Should
Sharky Sue inquire into her workers’ welfare? According to CAF, Sue should

3 The trouble with the argument from storage capacities is that many memory researchers think we
are in limited danger of running out of memory storage (Michaelian 2011).

⁴ There is an instructive parallel between Friedman’s instrumentalist approach and Stich’s (1990)
pragmatic approach, which we met in Chapter 5. That discussion illustrates some other advantages of
consequentialism over instrumentalism.
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not. The welfare of Sue’s workers is a junk subject matter for Sue since it would
serve none of Sue’s interests to have beliefs about her workers’ welfare. But Sue’s
unconcern for her workers’ welfare does not absolve her from the obligation to
learn about their welfare any more than it absolves Sue from the obligation to
improve her workers’ welfare. We have no more normative license to be selfish
in inquiry than in any other activity.

Second, although wasted effort and limited retrieval capacity are compelling
motivations for CAF, we need to explain why these considerations are normatively
relevant to inquiry. As Friedman notes, many ‘epistemic purists’ take such consid-
erations to be irrelevant to rational inquiry. A compelling response will not merely
deny the epistemic purist’s contentions, but also substitute an alternative picture
of rational inquiry on which these considerations are normatively relevant.⁵ We
will see at the end of this section how consequentialism captures the normative
relevance of wasted effort and limited retrieval capacities. We will also see at
the end of Section 6.4 how consequentialism captures three further normative
considerations driving theorists like Harman to adopt Clutter Avoidance.

Third, we need to clarify the objects to which CAF applies. Although CAF is
stated as a principle governing belief states, Friedman clarifies that CAF governs
belief revision—that is, the process of inquiry by which our beliefs are revised.
Clutter Avoidance has been applied to at least three separate processes of belief-
revision: initial investigation, encoding of beliefs in long-term memory and for-
getting. By separately specifying the demands of Clutter Avoidance on each of
these processes we can clarify its contents and motivations. In each case, I will
argue that in addition to any meta-normative content, CAF generates specific
first-order normative requirements on investigation, encoding and forgetting.⁶ In
formulating these norms I will leave open the conditions under which a belief
counts as junk, since on my own view the junkiness of a belief is not essentially
tied to a believer’s interests.⁷

Suppose you arewalking down the street and younotice that p: there is a ladybug
on your neighbor’s rosebush. As a result, you form the junk belief that p. Have
you done something wrong? Plausibly not. We form junk beliefs of this sort all the

⁵ Friedman (2020) provides one such picture: all epistemic norms are zetetic norms, and all zetetic
norms are epistemic norms. We saw in Chapter 5 that the RRCV makes room for this view, but
also opens the possibility of weaker views which allow a substantive distinction to be drawn between
epistemic and non-epistemic norms.

⁶ Friedman’s argument against a first-order construal of Clutter Avoidance draws on her view that
ClutterAvoidance is interest-sensitive, which I deny. Friedman is also concerned that first-order Clutter
Avoidance norms will conflict with existing epistemic norms, but this is not clearly the case if existing
norms are taken as constraints on belief states rather than processes of inquiry, given a sharp level
separation between belief and inquiry.

⁷ For consequentialists, ‘junk’ is an evaluative term in the standard axiological sense of the word.
Junk beliefs are beliefs without significant value or disvalue. In this usage, ‘junk’ is opposed to
‘significant,’ and the junkiness or significance of a belief is a matter of degree. The turn to a graded
notion of junkiness is needed to block trivialization, since few beliefs are utterly without value.
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time, and it would bemore effort than it is worth to prevent ourselves from forming
them. But it would have been wrong for you to search the rosebush for ladybugs
unless you were curious or wanted to protect the roses. This suggests that there is a
clutter-avoidance norm on investigation driven by considerations of wasted effort.

Junk Non-Investigation (JNI) Agents should not expend effort investigating
junk subject matters.

You have not violated JNI because you did nothing more than notice that p in
passing. It would have cost you more effort to suppress the junk belief than to
form it.

Now that you have formed the belief that p, should you encode that belief in
long-term memory? Some philosophers think that memory encoding is involun-
tary and hence inapt for rational assessment. However, at the very least it should
be conceded that there are norm-governed voluntary processes that influence the
depth and likelihood of encoding beliefs in long-term memory. For example, you
can increase your probability of recalling a person’s name by verbally repeating
it after meeting them, and decrease the probability of successful encoding by
distracting yourself. In the case of junk beliefs p, it is plausible at least that you
should take cognitively inexpensive steps to ensure that p is not encoded, for
example not staring at the ladybug. Otherwise pwill clutter latermemory searches,
making it more difficult for you to make effective judgments and decisions based
on information stored in memory. This motivates another first-order Clutter
Avoidance norm.

Junk Non-Encoding (JNE) Agents should take steps to ensure that junk beliefs
are not encoded in long-term memory.

Plausibly, you have not violated JNE if you merely notice the ladybug in passing
and end up encoding the belief that p in long-term memory.

But now that p is encoded in long-term memory, all is not lost. We can
and do preferentially forget junk beliefs in order to declutter memory retrieval.
Here is how the trick is done (Anderson and Schooler 1991). Junk beliefs are
unlikely to have been accessed frequently or recently since they are irrelevant to
most memory queries. By preferentially forgetting memories according to recall
frequency and recency, we can rid ourselves of junk beliefs over time. Again,
many philosophers think that memory is inapt for normative assessment, but
this opinion is increasingly controversial: we regularly criticize agents for failures
to remember (Carr 2015; Smith 2005) and a growing number of philosophers
and psychologists develop rationality requirements on memory (Bernecker 2018;
Schooler and Hertwig 2005).
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I want to side-step the question of which steps toward forgetting are sufficiently
volitional to be apt for rational assessment. Most philosophers accept that some
forgetting-related steps can be the subject of rational requirements. For example,
we can be rationally required not to intentionally mentally replay an unfortunate
episode that we would like to forget because replaying the episode decreases the
likelihood that we will forget it. Hence without taking a stand on the extent of
rational requirements on forgetting, we can see Clutter Avoidance as imposing the
following norm:

Junk Forgetting (JF) Agents should take steps to ensure that junk beliefs are
forgotten.

If you are like most people, you will soon forget all about the ladybug on the
rosebush. That is a good sign that you have complied with JF.

Summing up, we need to develop an account of Clutter Avoidance that is
unselfish, explains why standardmotivations for Clutter Avoidance are good ones,
and separately accounts for the first-order normative requirements imposed by
Clutter Avoidance. A good start at this project is made by Kourken Michaelian
(2011). Michaelian argues that the function of memory is to provide a manageable
quantity of currently relevant information in a timely manner. These considera-
tions could be taken to directly support JF and JNE, although JNI would need to
be separately motivated by appeal to wasted effort. But this is not what Michaelian
does. Michaelian argues that Clutter Avoidance can be supported by a purely
intellectual norm that ranks belief states by the ratio of junk to non-junk beliefs
contained in them. Roughly, the norm is:

Ratio (RT) Let B,B′ be belief states which differ only in that B′ contains some
junk beliefs that B does not contain. Then B′ is epistemically inferior to B.

Michaelian motivates RT by arguing that we care intrinsically about the ratio of
junk to non-junk beliefs contained in a belief state. I must confess that I find it
opaque why agents should care about such a thing. It is perfectly intelligible why
agents would be averse to spending effort moving from B to B′, or why they would
be worried that B′ clutters later memory retrieval. It is also intelligible why agents
would think that B′ is not much epistemically better than B since the junk beliefs
in B′ are not very important. But why should the ratio of junk to non-junk beliefs
contained in an agent’s belief state count intrinsically against it? RT is an ad hoc
principle invented to deliver Clutter Avoidance norms that are best explained by
the very arguments that Harman took to motivate them.

A consequentialist approach to Clutter Avoidance fares better. Consequen-
tialism explains the normative importance of limited retrieval capacities. As
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Michaelian correctly notes, inmemory retrieval agents aim to retrievemanageable
quantities of relevant information in a timely manner. We do this in order to make
good decisions and form correct judgments on the basis of information retrieved,
because on a rich axiology it is better to make good decisions and judgments than
bad ones. The need to declutter retrieval motivates JNE and JF.

Considerations of wasted effort are also normatively relevant to our initial
investigations. It is wrong to waste effort investigating junk subject matters, even
if the resulting beliefs will not be encoded in long-term memory. Wasting effort
is wrong because that effort could be better spent on other pursuits. Limited
retrieval capacities are also relevant insofar as junk investigations may, against
our wishes, lead junk beliefs to be encoded in long-term memory, cluttering
retrieval. Together, wasted effort and limited retrieval capacities provide good
support for JNI.

In this way, consequentialism explains the normative relevance of Harman and
Michaelian’s original motivations for Clutter Avoidance norms. Consequentialism
grounds the correct first-order normative consequences of Clutter Avoidance
and does so without introducing unmotivated epistemic principles. Further, con-
sequentialism is unselfish. Sharky Sue ought to investigate and take steps to
remember facts about her workers’ welfare because knowing these facts puts Sue
in a position to improve the lives of her workers.

We have seen that consequentialism explains the nature and grounds of Clutter
Avoidance norms, capturing the most plausible claims made by existing views
while avoiding their defects. In the next section, we will see how consequentialism
accounts for a second class of cases: duties of friendship.

6.3 Duties of friendship

Humans are social creatures. Because we are social creatures, friendship plays
a central role in flourishing human lives. Our friendships generate normative
obligations, for example, to care about and promote the welfare of our friends.
Many philosophers take as a minimal constraint on the acceptability of normative
theories that they should be compatible with the demands of friendship.

Sarah Stroud (2006) and Simon Keller (2004) have argued that friendship
imposes normative demands on belief. For example, Keller recounts the following
incident from ‘Friends’:

(Friends) Joey gets a new job. Joey asks his friend Chandler if this job will be
the big break he desires in his career. Chandler says that it will not. Chandler’s
disbelief leads to a falling-out between Joey and Chandler. Joey is upset not only
that Chandler would voice such an opinion, but also that Chandler would hold
it. Joey feels that his friend Chandler ought to think better of Joey’s job prospects
because Chandler is Joey’s friend.
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If Joey is correct, then what Chandler ought to believe is influenced by the fact
that Chandler is Joey’s friend. Stroud and Keller argue that this and similar norms
relating friendship and belief are incompatible with traditional epistemic norms.

These claims have not been universally accepted (Kawall 2013). Perhaps Chan-
dler is only required to keep his opinions to himself or to suspend judgment rather
than forming the unjustified belief that Joey will succeed. And it is not obvious that
the epistemic partiality due to friends is incompatible with traditional epistemic
norms. For example, Stroud considers a man named Sam who is reputed to have
slept with a woman and then refused to return her calls. Stroud argues that Sam’s
friends should expend increased effort gathering and scrutinizing evidence about
Sam’s behavior before believing that Sam has acted reprehensibly. But there is
no clear epistemic norm against devoting additional scrutiny to evidence about
Sam because he is your friend, any more than there is a norm against devoting
additional scrutiny to the authenticity of a watch because you like watches or are
making an expensive purchase.

What has been less discussed is that many of the normative claims made by
Stroud and Keller concern rational inquiry rather than rational belief. Stroud’s
discussion suggests that Sam’s friends are subject to two inquiry-related duties: to
gather additional evidence and to keep inquiry open in the meantime. Similarly,
Keller’s central discussion concerns a woman Rebecca who is scheduled to give
a poetry reading. Stroud argues that Rebecca’s friends in the audience should
listen with attention to the strengths of the poem; should devote less attention
to weaknesses of the poem; and should seek interpretations that cast the poem in
the best possible light. These duties concern the allocation of attention and the
structure of reasoning, not belief. It is difficult to deny that friendship generates
inquiry-related duties on evidence gathering, inquiry termination, attention, and
reasoning. A prominent critic of Stroud and Keller grants all of these claims
(Kawall 2013).

Friendship also generates many other inquiry-related duties. For example, we
ought to inquire about the welfare of our friends and take steps to remember
important details about their lives. These duties do not conflict with traditional
epistemic norms since most traditional epistemic norms govern belief rather than
inquiry.⁸ Hence there is less pressure to deny them. But for the same reason,
traditional epistemic theories such as evidentialism and coherentism will not
explain the duties of friends during inquiry. How can these duties be explained?

The reason-responsive consequentialist view provides a natural and explanato-
rily powerful story. First, let us see how the RRCV accounts for the value of friend-
ship. On an Aristotelian note, a life of shared activity and esteem among friends

⁸ Process reliabilism may be an exception, insofar as it ties the rational status of a belief to the
reliability of the process that produced it. But even here, process reliabilists could accept that friendship
generates inquiry-related duties and hold that rational inquiry sometimes produces irrational beliefs.
Consequentialists are not the only theorists who can benefit from a sharp level separation.
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may be partly constitutive of well-being for humans as social animals. Friendship
also has instrumental value of many kinds. Friendship is life-enhancing, giving
friends purpose, energy and belonging. Friendship is an excellent tool for moral
improvement, being based on esteem for the virtues of friends. And friends share
information, undertake shared endeavors and care for one another.

On a consequentialist view, this axiological story extends to account for the
inquiry-related duties of friends. For example, Rebecca’s friends should attend to
the poem’s strengths so that they can support Rebecca with sincere praise after
a daunting public reading. Focusing on the poem’s strengths will also strengthen
their esteem for Rebecca, preserving a friendship based on esteem for virtue. Sam’s
friends should gather evidence and prolong their inquiries because concluding
that Sam has acted badly will rupture their friendships, and it is worth making
reasonable efforts to ensure that friendships are not broken off unnecessarily.
Similar arguments can be made to recover other inquiry-related norms.

Sometimes it is thought that consequentialism imposes normative demands
which are incompatible with friendship. For example, friends should aim directly
to promote their friends’ welfare, not merely aim to promote the impartial good.
If friends always made decisions by considering the impartial good rather than
the immediate needs of their friends, they would be cold, distant and alienated
from their friends (Stocker 1976; Williams 1973).⁹ But consequentialism does not
require agents to aim at promoting the impartial good (Parfit 1984; Railton 1984).
If important goods such as friendship can only be realized by allowing ourselves to
be directly moved by the needs of our friends, then that is what consequentialism
instructs us to do.

Perhaps the problem is that consequentialism advises us to ‘trade up,’ leaving
friendships behind in order to obtain more or better friendships (Badhwar 1991).
But it is not so clear that consequentialism has this consequence. Betraying friends
causes deeply personal, cutting forms of harm that are difficult to outweigh
(Norcross 1997). Older friendshipsmay also tend to bemore fulfilling and valuable
than new ones. But at the same time, we need tomake room for the fact that agents
should sometimes trade weak friendships for strong ones, or few friendships for
many. Most of us have taken actions that foreseeably cost us some friends in
order to gain others, and a natural justification for these choices is that the gained
friendships were more valuable than those we lost.

This last remark suggests another virtue of the consequentialist account: it does
not generate implausibly strong duties toward friends. Consider again the case of

⁹ These cold, calculating agents would also take a long time to make up their minds and would be
moved largely based on ill-informed estimates of impartial value rather than well-informed estimates
of the needs of their friends.
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Sam, who is reputed to have slept with a woman and then refused to return her
calls. Stroud proposes that:

What other people might classify as compulsive womanizing on Sam’s part,
[Sam’s friends] might see as irrepressible but fickle enthusiasm and appetite for
female charm in all its many varieties. (Stroud 2006, p. 508)

Where others may call Sam a rascal, Sam’s friends might say:

There’s never any artifice with Sam. You know where you stand with him: if
he doesn’t want to see you, he makes that clear. There’s no false politeness, no
pussyfooting, no hypocrisy, no stringing you along—Sam’s too genuine for any
of that. (Stroud 2006, p. 508)

I think that we should be careful in drawing such strong conclusions.
Sam’s ‘fickle enthusiasm’ and lack of ‘pussyfooting’ may represent a pattern of

reprehensible and abusive behavior toward women with severe consequences. To
valorize Sam’s behavior in this way normalizes and protects behavior that may
constitute serious abuse. Sam’s friends are in an especially privileged position to
identify and correct Sam’s behavior, or to report Sam’s behavior if Sam refuses to
change. All of this tells in favor of relatively unbiased inquiry by Sam’s friends.
Similar conclusions apply across a range of cases. For example, if Sam’s friends are
hesitant to recognize when Sam is addicted to narcotics, then they will be unable
to provide Sam with the help that only a friend can. Strong biases toward friends
in inquiry constitute a form of epistemic protectionism that often benefits no one.

Finally, the RRCV can be used to protect rather than deny traditional non-
consequentialist accounts of rational belief. By adopting a strict level-separation
(Chapter 3) between norms of belief and inquiry, the consequentialist can accept
friendship-related duties to inquire while denying, if she wishes, that friendship
has any bearing on rational belief. In this way, my consequentialist view may
be an excellent way to preserve rather than overturn traditional epistemological
intuitions.

In this section, we have seen that the reason-responsive consequentialist view
provides a flexible and plausible account of inquiry-related duties toward friends.
Consequentialism does not require friends to be alienated from their affections or
to trade friends like playing cards. Consequentialism avoids generating implausi-
bly strong protectionist duties toward friends, and can be used to protect tradi-
tional epistemological views from the charge that they neglect friendship. In the
next section, I argue that the RRCV can also be used to characterize requirements
of logical non-omniscience.
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6.4 Logical omniscience

How does logic constrain rational inquiry? On some views, rational inquirers are
subject to norms of logical omniscience such as the following:1⁰

(Deductive Closure) If a rational agent believes that p1, . . .pn, and p1, . . . ,pn

entail q, then she forms the belief that q or abandons her belief in one of the pi’s.
(Consistency) If a rational agent believes an inconsistent collection of claims
p1, . . . ,pn, then she abandons her belief in one of the pi’s.

Authors studying rational inquiry are nearly unanimous in their opposition to
norms of logical omniscience (Harman 1986; Hintikka 2001).

At least three reasons are given for rejecting norms such as Deductive Closure
and Consistency. First, full compliance is beyond our abilities. We cannot, for
example, deduce all logical consequences of Peano Arithmetic. Second, it is
often too demanding to comply with omniscience norms even when we could
do so. To infer from p to p∨ q is within our abilities, but often a waste of
time.11 In fact, Harman took such inferences as his original motivation for Clutter
Avoidance. Finally, as Harman (1986) notes, the laws of logic are principles of
implication. They tell us what follows from what. Principles of implication are
not principles of revision, telling us how to revise our beliefs. We can propose
principles of revision that are motivated by the laws of logic, but the status
of these logical laws as principles of implication is no reason to accept them
as principles of belief revision. Indeed, it would be surprising if there were a
straightforward correspondence between the very different questions of what
follows from what, and which processes rational agents should use to revise
their beliefs.

It might be thought that weakened forms of Deductive Closure and Consis-
tency survive these criticisms. For example, we could restrict both principles by
requiring that the entailments in question be foreseeable or beneath a certain
logical complexity. But such weakenings are at once too demanding and not
demanding enough. These weakenings are too demanding because simple and

1⁰ MacFarlane (manuscript) and Steinberger (2019) term these ‘bridge principles.’ While a full
discussion of their views is beyond the scope of this book, the move toward attitudinal restriction
in Steinberger (2019) will be covered later in this section. Some other important issues, such as the
distinction between narrow- and wide-scope readings, go beyond the focus of this book.

11 What happens to this example on views which hold that believing p necessary entails believing
p∨ q? I think that such accounts are probably not best suited to accounting for bounded rationality,
because they make it hard to understand phenomena such as reasoning from p to p∨ q. However,
readers who think that belief is not (of necessity) fully closed under logical implication are welcome
to substitute their favorite trivial logical inference. And readers who think that belief is necessarily
closed under logical implication are welcome to substitute their favorite example of a good but trivial
non-logical inference instead, although this would require slightly rewriting the upshot of this section.
Thanks to a reviewer for pressing me to address these questions.
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foreseeable inferences such as the inference from p to p∨ q may do nothing but
waste effort and contribute to mental clutter. And they are not demanding enough
because they make no room for stakes.12 For example, humans make a variety
of logical errors in evaluating important financial decisions, and these errors are
enormously costly (Benartzi and Thaler 2007; Johnson et al. 1993). We could
reduce the frequency of such errors by employing more demanding forms of
reasoning which draw less foreseeable and more complex inferences and detect or
avoid additional inconsistencies. But nothing in the weakened forms of Deductive
Closure or Consistency explains why we ought to do so.13

Some authors respond by saying too little about the logical requirements on
rational inquiry. For example, Christopher Cherniak weakens Consistency to
say that:

If an agent has a particular belief-desire set, then if some (but not necessarily all)
inconsistencies arose in his belief set, he would eliminate them.

(Cherniak 1981, p. 172)

This is not false, but it does not tell us what we would like to know. We want to
knowwhich inconsistencies a rational inquirer will detect and eliminate. Similarly,
Harman weakens Consistency to hold:

One has a reason to avoid believing things one recognizes to be inconsistent.
(Harman 1986, p. 18)1⁴

Again, this is too weak.We want to knowwhich inconsistencies a rational inquirer
should recognize, not merely that she has a reason to rid herself of inconsistencies
once they are recognized.1⁵

12 For discussion, see Chapter 5.
13 It might be objected that the threshold for complexity or foreseeability is context-sensitive. But

now we need an account of how and why these thresholds vary, and here consequentialism seems a
likely candidate.

1⁴ For a similar principle see Steinberger (2019). Note that Steinberger takes this principle to be a
directive, offering first-personal guidance, rather than an evaluative third-person standard. If that is
right, then we need not disagree since consequentialism is an evaluative claim. However, Steinberger
later claims that the demandingness of inquiry is not evaluatively relevant. Here we do disagree.

1⁵ Additionally, wemight draw on recent work in the semantics andmetaphysics of belief.This work
has sought to characterize ways in which the beliefs held by bounded agents may be hyperintensional,
a necessary component of any account on which agents are not logically omniscient. Work on the
semantics and metaphysics of belief can inform normative theorizing in at least three ways. First,
it tells us how normative theories must be formulated: while the textual discussion treats belief as
propositional, a full account will probably replace propositions with some other object. Second, it
constrains the shape of normative theory: if belief in p necessarily involves belief in q, then the right
normative theory cannot permit belief in p without belief in q (Stalnaker 1984). Finally, work in
metaphysics and semantics suggests constraints such as relevance (Anderson and Belnap 1975; Dunn
and Restall 2002) and subject matters (Fine 2020; Yablo 2014) whichmay bear on the question of which
inferences are rationally required. At the same time, the primary object of these discussions has been
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At this point, we might despair of saying anything substantive and true about
the logical requirements on rational inquiry. But that would be a mistake. To see
the way forward, consider the game of chess. Most chess players evaluate moves
at least partly by considering candidate continuations, sequences of future moves
that could result from a given position. Logically omniscient agents would not
need to generate and examine novel continuations, since the existence of each
continuation follows by first-order logic from the agent’s knowledge of the present
position and the rules of chess. But for non-omniscient agents, generating new
continuations is a way of increasing the deductive closure of their belief state.
Here we can ask the natural normative question: when should agents consider
additional continuations, and which move sequences should agents search for
continuations of?

These questions can be most precisely posed for agents whose computational
abilities and memory are fully specified. A great deal of work has been done
on these questions, including work by bounded rationality pioneers (Chase and
Simon 1973; Newell et al. 1956; Newell and Simon 1965; Simon and Gilmartin
1979).1⁶ Some answers on offer are explicitly consequentialist. For example, agents
might engage in consequentialist meta-reasoning, assigning to each position that
they are aware of an expected value of searching for continuations beginning at that
position and taking the searches with highest expected value (Lieder and Griffiths
2017; Russell and Wefald 1991). The expected value of search tracks the expected
improvement to the player’s position, and perhaps also intellectual achievements
such as gained understanding, less the expected cost of deliberation time. Most
authors hold that explicitly calculating expectations is more costly than it is worth.
These authors instead propose algorithms for pruning and extending trees of
possible continuations.1⁷ Although these algorithms do not explicitly calculate
expectations, most scholars have understood them to have an explicitly conse-
quentialist justification. If agents ought to evaluate some continuations rather than
others or halt search rather than continue, that is because doing so will have the

semantic and metaphysical rather than normative, and most authors would take these discussions to
fall short of providing a full account of the rationally required degree of logical omniscience. Although
it may be possible to press some accounts into normative theories—requiring, for example, full logical
omniscience within but not across subject matters—these accounts may face similar worries to those
mentioned above, such as demandingness and stakes-insensitivity.

1⁶ It is no accident that the founders of bounded rationality took an interest in chess. An excellent
strategy for working out the consequences of bounded rationality norms is to begin with a precisely
specified activity such as chess, then analyze the cognitive capacities of human or non-human players,
as a result of which we can say in great detail exactly what bounded rationality norms require. If those
implications are plausible, then that is some reason to think we are on the right track. By contrast,
theories that have unclear or implausible implications in well-specified contexts may be regarded with
some skepticism.

1⁷ An accessible and effective example is alpha-beta pruning in minimax decisionmaking (Knuth
and Moore 1953). Some recent algorithms function quite differently (Silver et al. 2018).
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best impact on the player’s odds of winning the game or their understanding of
chess play.

I take this discussion to reveal two things. First, there is often a great deal that
can be said about logical requirements on rational inquiry. In the special context
of evaluating possible continuations during chess play, there is a well-established
body of research offering specific and detailed characterizations of the degree of
deductive closure that agents should achieve given constraints imposed by their
cognitive capacities and deliberation time. Second, at least in the special case at
hand, norms of inquiry are explicitly consequentialist: agents should inquire in the
ways that are expectedly best, which in this case amounts to doing whatevermakes
them most likely to win the game. Features such as foreseeability and complexity
matter only insofar as they bear on the possibility and cost of examining some
continuations rather than others. There are many foreseeable combinations and
even single moves that agents may rationally fail to consider.

Consequentialists think that logic plays the same normative role in chess
as it does in all other inquiries. We can ask various questions about rational
principles of revision. When should inferences be made using logical principles
such asmodus ponens?Whenmay agents use inference patterns which sometimes
produce inconsistent beliefs, and how much potential inconsistency should they
accept? Each of these questions is to be answered on consequentialist grounds
by citing the expected improvements to an agent’s belief state, the importance
of those improvements and the costs of making them. By way of illustration, we
will see in Chapter 7 how consequentialists approach questions about conditional
reasoning, and some have extended this approach to other domains such as a
heuristic account of rational syllogistic inference (Chater and Oaksford 1999a;
Oaksford and Chater 2007).1⁸

A virtue of the RRCV is that it helps us to assess the importance of logical
failures in context, balancing the importance of logical requirements against other
cognitive desiderata. Certainly logical omniscience is instrumentally valuable, in
helping us to form true beliefs and pursue our practical goals. And consequential-
ists may even grant that coherence has some intrinsic value. But the demands of
logic are not sacrosanct, and they can be weighed against other goals.

Consider again the representativeness heuristic discussed in Chapters 1 and 5.
The representativeness heuristic instructs us to judge the likelihood that object
x belongs to category M by asking how representative x is of M. We saw in
Chapter 1 that representativeness can produce incoherent judgments, for example

1⁸ A complication is that the Oaksford/Chater account takes a probabilistic construal of what
previous theorists had assumed to be deductive reasoning. Similar tools could be finessed to generate
normative theories of logical reasoning: for example, we might explore a normative theory of condi-
tional reasoning on which agents assess the conditional p ⊃ q by gathering evidence to discriminate
between the hypotheses that p∧¬q and that ¬p∨ q. Working out and motivating such an account
might be an important task for future research.
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the judgment that Linda is more likely to be a feminist bank teller than a bank
teller. I argued in Chapter 1 that this price may be worth paying for the sake of
other goals, such as accuracy and cognitive efficiency.

Chapter 5 reminded us of another fact, which is seldom mentioned in schol-
arly discussions of representativeness: applied to Linda, representativeness is a
straightforward form of inference by stereotyping.This observation helps us to put
the importance of logic in its proper context.Wemay well be willing to run a small
risk of making incoherent judgments about Linda. But we should not be willing to
run a comparable risk of making biased judgments about Linda. Due to the harms
perpetuated by stereotypes about feminists and women, we should classify this
application of representativeness as irrational, not because it risks incoherence,
but rather because it risks bias.

We saw in Chapter 5 that few competing views of rational inquiry can say
this. Many accounts of rational inquiry cannot account for the irrationality of
stereotyping, and most of the rest are unspecific about how goals such as bias
avoidance are to be balanced against the demands of logic. By contrast, we saw
that the reason-responsive consequentialist view, like its pragmatist cousin (Stich
1990) has a detailed story about how bias-avoidance is to be balanced against goals
such as logical coherence. And we saw several reasons to prefer the RRCV to
pragmatism.

A final advantage of the RRCV is that it captures the primary grounds on
which logical omniscience requirements have been challenged: demandingness,
cognitive abilities, and the distinction between principles of implication and prin-
ciples of belief revision. For the consequentialist, the demandingness of principles
of belief revision bears directly on their costs, and hence on their rationality.
Rational requirements cannot be beyond our abilities, since rationality is deontic
and in deontic matters, ought implies can. And principles of belief revision are to
be justified by the costs and benefits of employing them, which need not coincide
with principles of implication between propositions.

In this section, we have seen how the reason-responsive consequentialist view
accounts for principles of logical non-omniscience. While theories of rational
inquiry have been almost unanimous in their opposition to logical omniscience,
existing theories struggle to develop detailed and plausible accounts of the
required degree of logical omniscience. We used the example of chess play to see
that there should be detailed principles governing the extent of logical omniscience
that rational inquiry will achieve, and that the RRCV gives a natural explanation
of what those principles are. We saw how this story can be extended to weigh the
demands of logic against other desiderata such as bias avoidance. And we saw how
the RRCV captures the primary grounds on which logical omniscience has been
challenged.
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6.5 Conclusion

This chapter developed the explanatory argument for the reason-responsive con-
sequentialist view. The explanatory argument shows how the RRCV can be used
to construct precise, plausible, unifying and non-arbitrary consequentialist expla-
nations for a range of normative judgments and principles. If these explanations
are carried out using the ordinary senses of consequentialist mainstays such as
value, consequence, and outcome, then the explanatory success of the RRCV can
be taken as evidence for its correctness. In this chapter, I showed how the RRCV
can be used to explain three classes of normative phenomena.

Section 6.2 discussed norms of clutter avoidance. We saw that the RRCV allows
us to tease apart three principles that have been grouped together under the
heading of clutter avoidance and that it can ground those principles using the same
plausible explanations which Harman originally proposed for norms of clutter
avoidance.

Section 6.3 discussed norms of friendship. We saw that the RRCV relocates
norms of friendship from belief to inquiry. In doing so, the RRCV carves out and
vindicates a plausible core part of recent discussions of friendship in epistemology.
At the same time, we saw that the RRCVprevents norms of friendship from falsify-
ing traditional epistemic norms governing belief and avoids positing implausibly
strong protectionist duties toward friends.

Section 6.4 discussed norms of logical non-omniscience. We used the example
of chess to motivate the claim that there are specific and plausible norms relating
logic to inquiry and to suggest that the RRCVprovides a plausible account of those
norms. In particular, the example of representativeness-based inferences revealed
that the RRCV improves on many competing views by making room for the
requirements of logic to trade off against other desiderata such as bias avoidance.
And as in the case of clutter avoidance, we saw that the RRCV can capture without
change all of the traditional reasons why theories of rational inquiry have resisted
logical omniscience requirements.

Together with the argument from minimal criteria (Chapter 6.5), the explana-
tory argument completes the case for the reason-responsive consequentialist view.
Our next and final task is to reap what we have sown. Parts 2–3 developed and
defended an account of rational inquiry in order to ground and clarify the claims
about bounded rationality set out in Chapter 2. Part 4 will use the RRCV to do
the work it was introduced for. Chapters 7–8 show how the RRCV can be used
to ground and clarify the five claims about bounded rationality introduced in
Chapter 2. Chapter 9 uses the RRCV to revisit the relationship between bounded
rationality and the Standard Picture. Chapter 10 concludes by applying the RRCV
to draw lessons for recent work in the epistemology of inquiry.
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7
Vindicatory epistemology

7.1 Reaping what we have sown

Chapter 1 introduced the Standard Picture of rationality, together with descriptive
evidence that humans do not always obey Standard Picture norms. I considered
two possible reactions to these empirical findings. On the one hand, we can blame
the agent, retaining the Standard Picture and taking these findings to illustrate
irrationality. On the other hand, we can blame the theory, using these findings to
guide construction of a new account of bounded rationality.

Chapter 2 sketched a five-point bounded rationality program. We saw that to
complete this sketch, we would need a theory of rational inquiry in order to clarify
and ground its claims. Parts 2–3 constructed and defended a reason-responsive
consequentialist account of rational inquiry.

The last item of business is to put this theory to work and see if it can do
what it was introduced to do. In this chapter, I take up one part of the five-part
bounded rationality program: vindicatory epistemology. Chapter 8 tackles the
remaining four parts of the program. In each case, my aim is to show how the
account of rational inquiry constructed in Parts 2–3 can deliver specific, plausible,
and well-grounded explanations of what these normative claims come to in cases
of interest to philosophers and cognitive scientists. Chapters 9–10 will conclude
by reexamining the relationship between bounded rationality and the Standard
Picture, and by applying the RRCV to generalize a recent turn in the epistemology
of inquiry as well as to suggest the need for an analogous turn within practical
philosophy.

7.2 Vindicatory epistemology

The business of vindicatory epistemology is to make good on our promise to
blame theories rather than agents for many descriptive violations of the Standard
Picture. The scholarly tide has turned away from the reactionary pessimism of
the 1970s and 1980s toward cautious optimism about human rationality. Scholars
from a wide range of perspectives have put forth compelling and detailed studies
of the ways in which many of the most famous cognitive biases can be produced

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0008
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by rational inquiry.1 I find these studies persuasive, and I hope that by the end
of this chapter you will too. If that is right, then a good normative theory should
help us to understand the vindicatory arguments that these studies are making
and to see why the arguments are good ones. Many traditional epistemological
theories will not do this. Mine will. In this sense, it may be appropriate to
treat vindicatory epistemology as an extension of the explanatory argument for
the reason-responsive consequentialist view as well as a first application of that
account.

Here is the plan. Section 7.3 lays out four desiderata on a vindicatory program.
Section 7.4 introduces three strategies that my vindicatory program will follow in
order to meet the desiderata. Sections 7.5–7.6 apply that program to two cognitive
phenomena which are in need of vindication: anchoring and adjustment and
conditional reasoning. Section 7.7 concludes.

7.3 Four desiderata for a vindicatory program

What should a good vindicatory program aim to accomplish? First and foremost
it should be vindicatory. It should give compelling rationalizing explanations for
large swaths of seemingly irrational patterns of judgment and decisionmaking. But
life is not all sun and roses. A compelling vindicatory program should tell us not
only what is right about human cognition, but also what is wrong with it. This
demand generates our next two desiderata.

Chapter 3 argued that the proper normative stance towardmany agents involves
a type of evaluative tension. For example, a baker who saves too much bread for
her family out of love has the right motives but takes the wrong action as a result.
Our stance toward the baker is neither univocally positive nor univocally negative.
Rather, we take up a torn and conflicted stance of evaluative tension toward the
baker.

We feel the same evaluative tension toward participants in many heuristics
and biases tasks. Consider a shopper who uses recognition as a search heuristic:
she only considers products that she recognizes. This is a good way to narrow
her options at the grocery store, but sometimes recognition leads our shopper
astray. She walks straight past the store-branded bottles of still water and buys an
expensive case of name-brand water, despite having loudly proclaimed the night
before that she cannot taste the difference between competing brands of bottled
water. How should we feel about this shopper? Plausibly, torn and conflicted. She
may have inquired rationally: recognition is a good way to narrow searches at the

1 See Icard (2018); Lieder and Griffiths (2020) in the Bayesian tradition; (Epley and Gilovich 2004,
2006) in the heuristics and biases tradition; and (Marewski and Schooler 2011; Pachur et al. 2011) in
the fast-and-frugal heuristics tradition.
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grocery store. But she has acted and intended irrationally: available information
strongly indicated that the store-brand water would be a better bet. A good
vindicatory program should capture evaluative tension in cases such as this one,
motivating a conflicted evaluative stance and not a purely positive evaluation.

A third desideratum is anti-Panglossianism. Many attempts to vindicate human
rationality are Panglossian (Stanovich and West 2000).2 They imply that all, or
nearly all human judgment and decisionmaking is rational. One Panglossian pro-
gram claims that as a conceptualmatter, humansmust be competent reasoners and
inquirers: irrationality could only ever amount to scattered performance errors in
applying an underlying rational competence (Cohen 1981). Other Panglossians
hold that our intuitions about rational judgment anddecisionmaking are produced
by reflective equilibrium beginning with our behaviors as inputs, and through this
process we could not arrive at the conclusion that a substantial amount of human
judgment and decisionmaking is irrational (Macnamara 1986; Sober 1978). These
early positions led Daniel Kahneman to quip, not entirely without justification,
that bounded rationality theorists see only two types of errors: “pardonable
errors by subjects and unpardonable ones by psychologists” in constructing and
interpreting experiments (Kahneman 1981, p. 340).

My program will not be Panglossian. With all due apologies to the good
doctor, we do not live in the best of all possible worlds. Human judgment and
decisionmaking is not nearly as bad as some have claimed, but it is far fromperfect.
Sometimes the best response is to accept that our judgment and decisionmaking
exhibits patterns of irrationality. We can then turn to meliorative epistemology
(Bishop and Trout 2004), which aims to improve human judgment and decision-
making by understanding and counteracting patterns of human irrationality.3

The first three desiderata have said what a vindicatory program should accom-
plish. It should vindicate human rationality while capturing evaluative tensions
and irrationalities when these are present. A final desideratum constrains the con-
tent of a good vindicatory program. Cognitive scientists have spent the past half-
century escaping from the grip of experimental results which seem to paint human

2 To be clear, I do not mean to endorse all or even most applications of this epithet in the literature,
and I certainly don’t want to endorse the way that bounded rationality theorists have been painted as
Panglossians, as opposed to meliorists interested in improving human cognition. Bounded rationality
theorists have been interested in meliorative epistemology from the very start (Galesic et al. 2009;
García-Retamero and Hoffrage 2013; Gigerenzer and Hoffrage 1995; Hoffrage et al. 2000; Sedlmeier
and Gigerenzer 2001). But I certainly do want to distance myself from the primarily conceptual,
philosophically driven vindicatory programs cited in this paragraph.

3 Actually, that is not quite right. We can perfectly well aim to meliorate rational cognition by
improving the cognitive conditions that agents face, making more accurate strategies accessible to
them. For example, it may be rational for busy doctors to process statistical information in whatever
format that information is presented to them, but important for authors to present that information to
doctors in away that facilitates base-rate usage. Onmy understanding,melioration proceeds bymaking
cognition more likely to possess desirable features such as accuracy, efficiency and explainability.
Promoting rationality is one of many ways to do this.
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rationality in a strongly negative light. A long series of theoretical arguments,
empirical results, and modeling exercises have led most theorists to conclude
that most human judgment and decisionmaking is more rational than previously
thought (Bishop and Trout 2004). I think that these are good arguments, and they
should not be wasted. The fourth desideratum is then continuity with existing
theoretical and empirical discussions. Whenever possible, a good vindicatory
program should capture existing vindications of human rationality in the scientific
literature without changing their contents.When this is not possible, a good vindi-
catory program should build substantially upon existing empirical and theoretical
discussions.

Sections 7.4–7.6 develop a vindicatory program with these four features. It is
vindicatory, rationalizing many seemingly irrational patterns of judgment and
decisionmaking. It captures evaluative tension in many of these cases. It avoids
the Panglossian claim that all, or nearly all human judgment and decisionmaking
is rational. And it is continuous with existing scientific discussions.

7.4 Three vindicatory strategies

In the previous section, I outlined four desiderata for a good vindicatory program.
In this section, I introduce three strategies that my vindicatory program will
employ and explain how each strategy stacks up against the desiderata.

When possible, I will argue that observed behaviors reflect rational inquiry
leading to irrational belief or intention.⁴ This is for example what happened to our
recognition-driven shopper. Rational processes for narrowing options led her to
reject the option she had most reason to choose. In addition to being vindicatory,
this strategy captures a clear type of evaluative tension: we simultaneously judge
that the agent has done something rational and something irrational. This strategy
will often be applied as a continuous extension of existing scientific arguments.
And it will be anti-Panglossian: I will pay clear attention to the boundary condi-
tions of this explanation, showingwhere andwhy it breaks down as a vindication of
observed behaviors. For example, recognition-driven search may be an irrational
form of inquiry at the drug store, where generic brands often present substantial
cost savings with little drop in quality.⁵

When this strategy is not available, I will use two other strategies. These
strategies meet only some of the desiderata on a vindicatory program. My second
strategy is to claim that empirical observations reveal no bias of any kind. This
explanation is vindicatory and draws on existing scientific discussions, but it does

⁴ This strategy relies crucially on the notion of level separation introduced in Chapter 3. Thanks to
an anonymous referee for pushing me to clarify this application of level separation.

⁵ For general discussion of the ecological validity of recognition, see Pachur et al. (2012).
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not capture any type of evaluative tension and tends toward the Panglossian. My
third strategy is to claim that empirical observations reveal a kind of irrationality
that cannot be vindicated. This strategy demonstrates my commitment to an anti-
Panglossian view of human judgment and decisionmaking. However, it is not
vindicatory and captures no evaluative tension, so I will try to make limited use of
this strategy.

Going forward, my primary strategy will be to claim that observed behaviors
represent rational inquiry leading to irrational belief and action. When this is
not possible, I will sometimes deny that any bias has been observed, and at other
times grant the bias and deny that vindication is possible. In the next two sections,
I apply these strategies to two classes of seemingly irrational behaviors in the
judgment and decisionmaking literature.

7.5 Anchoring and adjustment

7.5.1 The origins of anchoring and adjustment

The heuristics and biases program originally focused on three heuristics which
were claimed to underly much of human judgment and decisionmaking (Tversky
and Kahneman 1974). One of these heuristics is anchoring and adjustment, which
we met in Chapter 5. Anchoring and adjustment instructs agents to estimate
a quantity by beginning with an anchor value, then iteratively adjusting their
estimate to incorporate new items of information.

In the paper which launched the heuristics and biases program, Tversky and
Kahneman (1974) proposed that humans often make judgments using anchoring
and adjustment and offered a number of speculative applications of this heuristic.
In the best-known example, participants were asked to spin a wheel of fortune.
They then made a comparative judgment: is the percentage of African nations
in the United Nations more or less than the number on the wheel? Participants
then made an absolute judgment: what percentage of African nations are in the
United Nations? Tversky and Kahneman found a strong anchoring effect: absolute
judgments were biased toward the anchor value on the wheel. They argued that
participants had answered the absolute question by a process of anchoring and
adjustment, beginning with the number on the wheel as an anchor and making
incremental, but insufficient adjustments toward the true value.This echoes amore
general finding: adjustments away from an anchor are typically insufficient.

Tversky andKahneman offered three further examples of anchoring and adjust-
ment. For example, humans sometimes overestimate the probabilities of conjunc-
tive propositions and underestimate the probabilities of disjunctive propositions
(Bar-Hillel 1973; Nilsson et al. 2013). Tversky and Kahneman proposed that
probability estimates are anchored on the probabilities of simple propositions,
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then adjusted upwards toward the disjunctive proposition or downwards toward
the conjunctive proposition. Because adjustments are typically insufficient, prob-
abilities of conjunctive propositions will be overestimated and probabilities of
disjunctive propositions will be underestimated.

These remarks were quite speculative. At no point had Tversky and Kahneman
obtained evidence for a mental process of anchoring and adjustment, and it is
somewhat implausible to suppose that the judgments described above were made
by an explicit process of anchoring and adjustment. In the ensuing years, a search
was launched for evidence that judgments are sometimesmade by amental process
of anchoring and adjustment (Johnson and Schkade 1989; Lopes 1982). For two
decades, none was found. Process-tracing measures yielded clear evidence of an
anchoring effect: some judgments begin by taking an anchor value of an input.
But until recently, no evidence of adjustment was found, and it is now agreed that
neither of the cases described above involves anything like an explicit process of
anchoring and adjustment.

As evidence for a heuristic process of anchoring and adjustment failed to
materialize, research shifted toward anchoring effects which occur without any
process of mental adjustment. In Section 7.5.3, I argue that these effects are not
strong evidence of irrational inquiry. But first, I review the small class of cases
involving genuine anchoring and adjustment. I argue that the evidence shows our
inquiries in these cases to be highly rational and that the best explanation for why
that is so involves an explicitly consequentialist model of rational inquiry.

7.5.2 Anchoring and adjustment

About twenty years ago, evidence emerged that humans may employ an explicit
process of anchoring and adjustment to make judgments in a small class of cases
(Epley and Gilovich 2001, 2004). We have already met one such case. Asked to
estimate the date when George Washington was first elected president, many par-
ticipants begin by considering the date 1776 when the Revolutionary War began,
then adjust upwards to account for subsequent events. Similarly, agents asked to
estimate the boiling point of water on Mount Everest often begin by considering
the anchor value 212◦F, adjusting downwards for the effects of increasing altitude.
These cases differ from more theatrical examples involving spinning wheels of
fortune in at least three relevant ways.

First, the anchors are self-generated. That is, they are provided by agents them-
selves during the normal course of reasoning. The anchors are not provided by
experimental interventions such as spinningwheels. It is now thought that genuine
anchoring and adjustment nearly always arises in response to self-generated
anchors (Epley and Gilovich 2001). Hence there is scant opportunity for genuine
anchoring and adjustment to bemanipulated by spinningwheels or other attempts
to provide misleading anchors.
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Second, the anchors are informative. They convey information that is highly
relevant to the problem at hand. The date of the Revolutionary War provides
excellent information about the date of Washington’s election, and the boiling
point of water at sea level does the same for the boiling point of water on Mount
Everest. While it might seem hopelessly irrational to estimate the composition
of UN member states by anchoring on the value of a spinning wheel, there
is no obvious irrationality in trying to estimate the boiling point of water at
higher elevations by beginning with known facts about its boiling point at lower
elevations.

Third, our judgments in these cases are often highly accurate.⁶ This means that
at first blush, anchoring and adjustment appears to be an excellent way to carry
out the relevant inquiries, combining high accuracy with remarkable frugality.

Now it is true that in aggregate, judgments made by anchoring and adjustment
display an anchoring bias. The data from the previous paragraph show that typical
judgments made by anchoring and adjustment, while reasonably accurate, are
slightly skewed in the direction of the anchor. Is this anchoring bias evidence of
irrationality?

We might take anchoring bias as evidence of irrational belief. Anchoring bias
occurs when adjustments have been insufficient to counteract the initial effect of
the anchor, suggesting that only a moderate number of adjustments have been
made, and hence that most relevant information has not been considered. This
could be evidence that beliefs produced by anchoring and adjustment are often
evidentially unsupported since they do not consider the entirety of an agent’s
evidence. But the same could be said about beliefs formed by almost any other
process regularly employed by bounded agents. It is extremely uncommon for
agents to consider all of their relevant evidence before making a judgment. It is
for exactly this reason that theories of bounded rationality make the procedural
turn: we ask not whether the beliefs that result from anchoring and adjustment are
rational, but rather whether the process itself is used rationally.

Does the presence of anchoring bias show that a given instance of anchoring
and adjustment was an instance of irrational inquiry? Not necessarily. There is
broad agreement that the reason why adjustments are insufficient to counteract
anchoring bias is that adjustment is effortful (Epley and Gilovich 2006; Lieder
et al. 2018).Making enough adjustments to eliminate any trace of the initial anchor

⁶ For example, Epley and Gilovich (2006) find that participants estimate Washington’s election year
to within 2.5 years, and the boiling point of water on Mount Everest to within 1.2◦F. At the same
time, it is important to stress that judgments in standard anchoring paradigms may also be reasonably
accurate without any explicit process of mental adjustment. For example, Jacowitz and Kahneman
(1995) find mean errors of 5% in estimating the height of Mount Everest, and 7% in estimating the
average American’s annual meat consumption. The most likely culprit for highly inaccurate estimates
may well be lack of knowledge. For example, Jacowitz and Kahneman (1995) find mean estimates
putting the number of female professors in Berkeley at just 83, compared to a true figure of 805 at the
time, which may be primarily explained by the fact that respondents had limited information about
the size and composition of university faculties. See Wilson et al. (1996) for evidence that knowledge
mitigates anchoring effects.
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would greatly increase the cognitive expense of anchoring and adjustment, often
without significant increase in accuracy. To assess the rationality of inquiries made
by anchoring and adjustment, we need to ask whether agents use anchoring and
adjustment so as to strike the best balance between judgmental accuracy and
cognitive effort during inquiry. Our best models suggest that they do.

We saw in Chapter 5 that the best-fitting model of anchoring and adjustment
is an explicitly consequentialist model due to Falk Lieder and Thomas Griffiths
(2018). This model represents agents as striking a near-optimal balance between
accuracy and effort in determining how many adjustments to make. They do
this by selecting a number of adjustments that minimizes, in expectation, the
combined costs of cognitive effort and inaccurate judgment. Importantly, we
saw that this model can be used not only to suggest that anchoring bias often
results from rational anchoring and adjustment, but also to rationalize many
other findings in the anchoring paradigm as well, such as the findings that
monetary incentives often reduce anchoring bias (Simmons et al. 2010) and that
anchoring bias increases as agents become busy with other tasks (Epley and
Gilovich 2006).⁷

From this discussion, we learn two things. First, our best models suggest
that observed anchoring bias in cases of genuine anchoring and adjustment is
not evidence of irrational inquiry. Quite the contrary, we can explain not only
the bare fact of anchoring bias but also many of its contours as the results of
rational inquiry by bounded agents aiming to balance accuracy and effort in
cognition.

Second, the best existing vindication of anchoring and adjustment is conse-
quentialist. The Lieder and Griffiths model is an explicit application of expected
utility theory. The effects of cognitive load and monetary incentives are pre-
dicted by letting both cognitive and noncognitive costs enter into expected utility
calculations in the standard way. This is some evidence that a consequentialist
theory is well-suited to the work of constructing a plausible and non-revisionary
vindicatory epistemology.

7.5.3 Anchoring without adjustment

As it became increasingly clear that standard experimental paradigms did not
involve a procedure of iterated anchoring and adjustment, research expanded
to study a broader class of anchoring effects. What precisely is an anchoring
effect? It is difficult to find a clear and specific definition of anchoring effects in

⁷ And in fact, Lieder and Griffiths aim to rationalize all major regularities in anchoring and
adjustment, including the effects of time pressure, alcohol consumption, anchor extremity, uncertainty,
knowledge, and intrinsic accuracy motivation.
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the literature, and as we will see this is no accident. The difficulty of offering a
definition reflects the fact that several effects have been grouped under the same
heading.

For most authors, an anchor is a value provided before making a judgment on
an absolute scale and an anchoring effect occurs when that judgment is biased in
the direction of the anchor. Here is a sampling of statements consistent with this
view of anchoring effects.

An anchor is an arbitrary value that the subject is caused to consider before
making a numerical estimate. An anchoring effect is demonstrated by showing
that the estimates of groups shown different anchors tend to remain close to those
anchors. (Jacowitz and Kahneman 1995, p. 1161)
The anchoring effect is the disproportionate influence on decision makers to
make judgments that are biased toward an initially presented value.

(Furnham and Chu Boo 2011, p. 35)
Anchoring is apparent in the assimilation of a numeric estimate to a previously
provided standard. (Mussweiler and Strack 1999, p. 139)

Although many authors require anchors or absolute judgments to be numerical,
similar effects can be found in non-numerical contexts as well (Northcraft and
Neale 1987).

This definition of anchoring effects is very broad since it is compatible with any
of a number of distinct psychological phenomena. Indeed, an increasingly popular
view is that there is no one anchoring effect, but several (Turner and Schley 2016).
This is an occupational hazard of the heuristics and biases approach.The approach
aims to identify biases so specific that they are almost always produced by a single
heuristic strategy. Often this is a good approach, but sometimes it backfires. When
it turns out that the specific bias is not typically caused by the intended heuristic,
in this case anchoring and adjustment, things get messy. Biases such as anchoring
come to be understood in a very broad sense that is compatible with a number of
different cognitive processes, and great care is needed not to run distinct cognitive
processes together. This much is conceded by Kahneman himself:

The terms anchor and anchoring effect have been used in the psychological
literature to cover a bewildering array of diverse experimental manipulations
and results . . . Theproliferation of meanings is a serious hindrance to theoretical
progress. (Jacowitz and Kahneman 1995, p. 1161)

If this is right, then the best we can do is to set out and study the various
psychological processes that lead to anchoring effects and ask separately after the
rationality of each one.
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Many authors take it as obvious that anchoring biases are irrational biases if the
anchor information is irrelevant to the judgment at hand. For example, Gretchen
Chapman and Eric Johnson assert that “anchoring is clearly a bias when the start-
ing point is random and uninformative” (Chapman and Johnson 1994, p. 223). By
contrast, I think that careful attention to themechanisms driving anchoring effects
will vindicate most anchoring effects as the results of rational inquiry. I do not
deny that anchoring effects typically result in irrational beliefs, insofar as they lead
to evidentially unsupported beliefs with no clear non-evidential considerations
to vindicate them. In this subsection, I review three mechanisms responsible for
anchoring effects and argue that most are instances of irrational belief resulting
from rational inquiry.

Response biases
Some anchoring effects do not change agents’ beliefs at all. Rather, they distort
the response scale on which agents report their beliefs (Frederick and Mochon
2012). If I show you a wolf, then ask you to point out an animal which weighs
approximately 1,000 pounds, you will show me an animal slightly heavier than
1,000 pounds in order to emphasize that the animal you have picked is heavier
than a wolf. But if I began by showing you an earthworm, you would point to an
animal weighing less than 1,000 pounds because that is more than sufficient to
make the salient contrast.

Distortions of response scales are not judgmental biases at all, since they do not
change an agent’s beliefs. Nor are they clearly irrational. The distortions I have
mentioned are naturally supported by Gricean considerations of relevance and
helpfulness. In fact, I don’t know of any theorists who have even alleged that this
sort of response bias could be irrational. So we will have to look elsewhere for
evidence of irrational anchoring effects.

Numerical priming
Some anchoring effects are simple numerical priming effects. These anchors
temporarily raise the availability and salience of the anchor value across the board,
with an influence not limited to the question at hand (Wilson et al. 1996). Here
I think there is no irrational inquiry to be found. Priming effects are nothing
new, nor are they particularly interesting. Of course agents cognize differently
when they are thinking about large numbers, just as they cognize differently when
they are angry, thinking morally, or seated in a luxury car. There is no rationality
requirement to cognize in the sameway across situations, and some reason to think
that rationality requires exactly the opposite.

For example, agents become increasingly risk-seeking when angry (Lerner and
Keltner 2001), but thismay be a beneficial response to threatening situations. Once
we understand this tendency it can bemanipulated by priming. You can insult your
opponent across the poker table to lure them into making a bad bet. But I don’t
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think this shows that risk-seeking is an irrational response to anger. We could just
as easily exploit agents who are not prone to risk-seeking when angry by harming
them and expecting that they will not engage in costly retaliation. Since rationality
is ecological, to show that a cognitive disposition is irrational it is not enough to
show that the disposition can be exploited. All dispositions can be exploited when
you understand how they work. We need to show that the disposition is ill-suited
to the problems that humans typically face.⁸

What does this mean for numerical priming in anchoring effects? In general,
it is a good strategy to allow exposure to high numerical values in the environ-
ment to temporarily increase your numerical judgments on compatible scales.
Agents who failed to do this would increase their likelihood of ignoring evidence
since they would not take explicit account of recently observed numerical values
unless they had an extraordinary capacity for attention and an enlarged working
memory. Priming effects demonstrate what we already knew: environments can
be manipulated to provide misleading numerical primes. But this is no worse than
any other manipulation of an agent’s evidential situation. The bare existence of
numerical priming in anchoring effects shows no more than that a good strategy
for inquiry can be led astray by providing agents with misleading evidence.
Demonstrating irrationality would require detailed criticisms of the ecological
rationality of numerical priming in anchoring effects, and to my knowledge this
feat has never been attempted.

Selective accessibility
Some anchoring effects act directly on an agent’s beliefs with an influence con-
fined to the task at hand. The best established of these is a selective accessibil-
ity effect: anchor-consistent information is made more accessible in estimating
the target value. A series of papers by Thomas Mussweiler and Fritz Strack
established the existence of selective accessibility effects as well as their cause
(Mussweiler and Strack 1997, 1999, 2000). In the standard anchoring paradigm,
participants are asked to make a comparative judgment: is the target larger or
smaller than the anchor value? In answering the comparative question, partici-
pants adopt the working hypothesis that the anchor is equal to the target value
and mount a hypothesis-consistent memory search for information consistent
with this hypothesis. This hypothesis-consistent search makes anchor-consistent
information more likely to be retrieved from memory, and hence more available

⁸ This discussion raises the important issue of how dispositions should be individuated. For
example, is the disposition in question the disposition to seek-risks-when-angry or the finer-grained
disposition to seek-numerical-risks-when-angry, or the still finer-grained disposition to seek-poker-
related-numerical-risks-when-angry? This question is important, because the latter dispositions may
be less beneficial dispositions for agents to have. For now, all I have to say is that the individuation
of dispositions is an important question that deserves a good deal of further study, and that in the
meantime I will try not to individuate dispositions in suspicious or unnatural ways. Thanks to an
anonymous referee and also to Jennifer Carr for pressing me on this.
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when subjects are subsequently asked an absolute question: what is the target
value? As a result, answers to the absolute question are biased toward the anchor.

Selective accessibility effects are the most promising candidates for irrational
anchoring effects. But the case for the irrationality of selective accessibility effects
is not strong. There are three ways in which it could be argued that selective
accessibility effects are irrational. The first is to argue that memory search should
not be hypothesis-driven. The second is to argue that memory search should
be driven by a different hypothesis. And the third is to argue that memory
search should seek hypothesis-inconsistent information rather than hypothesis-
consistent information. The first road has not been taken, and for good reason:
undirected memory searches are unlikely to turn up large quantities of useful
information.

The second route, arguing that memory search should be driven by a dif-
ferent hypothesis, would be quite unfair if meant as a criticism of participants
in anchoring studies. The experimental design provides a comparative question
with the explicit intention of raising the salience of a given hypothesis: that
the target value is equal to the anchor. So we do not learn anything about the
mechanisms by which hypotheses are raised to salience from existing anchoring
studies, and hence we are not in a good position to argue that participants tend to
guide memory search using poor hypotheses. A few experimental paradigms find
anchoring effects without asking comparative questions, but these studies tend to
use informative anchors and hence there is no evidence for irrationality in these
studies (Northcraft and Neale 1987). To establish irrational hypothesis selection,
we would need evidence bearing on the ecological validity of the mechanisms
by which information in the environment influences hypothesis selection. If
irrelevant information frequently influences hypothesis selection for the worse,
then we will have evidence for irrationality. But we cannot establish anything
about the rationality of hypothesis selection by manipulating hypothesis selection
toward a misleading hypothesis under artificial conditions.

The third route, arguing against hypothesis-consistent search, seems more
promising. Isn’t hypothesis-consistent memory search a type of irrational confir-
mation bias? But Mussweiler and Strack emphatically reject this strategy, at least
insofar as the comparative question is concerned. They argue that confirmatory
testing of the hypothesis that the anchor and target value coincide is an excellent
strategy for settling the comparative question of whether the anchor is higher or
lower than the target value. Roughly, their argument is the following. Agents seek
diagnostic evidence bearing on the comparative question. A good way to get this
evidence is to test the hypothesis that the anchor and target value coincide. Agents
test this focal hypothesis with the goal of falsifying it, since the direction in which
the most falsifying evidence has accumulated will provide a good answer to the
comparative question.
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Here Mussweiler and Strack invoke a surprising finding that motivated much
of the vindicatory research on hypothesis testing summarized in the next section.
Across a range of environments, searching for hypothesis-consistent information
is a more efficient way to falsify a hypothesis than searching for hypothesis-
inconsistent information (Klayman andHa 1987). And that finding arose precisely
in the context of confirmation bias, in an argument that many search strategies
which look to be an irrational sort of confirmation bias are anything but. Hence
Mussweiler and Strack conclude that observed performance on the comparative
task is highly rational, and in particular that it is not a type of irrational confirma-
tion bias.

Mussweiler and Strack note an unfortunate consequence of this result.The opti-
mal hypothesis-consistent search strategy for answering the comparative question
biases answers to the later absolute question because it makes anchor-consistent
information more available in working memory. Does this constitute a type of
irrationality?

Here I am not sure what to say. We are not often faced with comparative and
absolute judgmental tasks in quick succession. We have learned that hypothesis-
consistent testing is a good way of making comparative judgments, and it may
well be that we apply this strategy to comparative judgments without reflecting on
whether they will bias a later absolute judgment. It may also be that we do not learn
to correct this error across repeated trials.

If this is right, then we may have discovered an instance of irrational inquiry
under quite specific experimental conditions. But I will want to insist that this
irrationality is not widespread, insofar as we rarely face such conditions. I will
also want to suggest that this irrational inquiry could result from fully rational
metacognition. Any form of metacognitive monitoring sufficiently detailed and
responsive to detect and correct the mismatch between inquiry strategies and
rarified situations such as this one would be far too cognitively costly for bounded
agents to use.

Summing up, there are at least three types of anchoring effects. The first,
response biases, are not effects on judgment at all. The second, priming effects,
are not irrational in any clear way. The third, selective accessibility effects, exhibit
at most a highly localized type of irrational inquiry which could nonetheless result
from fully rational metacognition.

Putting this together with our previous discussion, we have seen that most
behaviors originally attributed to anchoring and adjustment can be vindicated by
the reason-responsive consequentialist view. These include the few genuine cases
of anchoring and adjustment, together with three of the leading phenomenawhich
have been grouped together as anchoring effects. Each vindication shows that
what looks like irrational inquiry can be explained as an attempt to do something
powerfully right, such as efficiently testing a hypothesis during memory search
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or balancing accuracy and effort in cognition. Moreover, the vindication of these
behaviors makes explicit and seemingly essential appeal to distinctive elements of
a bounded consequentialist approach such as ecological rationality and expected
utility maximization.That is a strongmark in favor of the view. In the next section,
I show how a consequentialist view can be used to vindicate performance in a
second area: logical reasoning.

7.6 Logical reasoning

7.6.1 Introduction

How good are humans at logical reasoning? Research on this question has concen-
trated on conditional reasoning. The bulk of attention has centered on two tasks.

In conditional inference tasks, participants are given a conditional statement and
a single premise, then asked whether any conclusion follows. For example, the
statements (if p, then ¬q) and q may be provided, in which case ¬p follows by
modus tollens. Performance on abstract conditional inference tasks is seemingly
quite poor, with as many as half of participants affirming the consequent and
denying the antecedent (Schroyens et al. 2001).

In the Wason selection task, participants are shown four cards, labeled respec-
tively with an ace (A), king (K), two (2), and seven (7) (Wason 1966).They are told
that each card has a number on one side and a face card on the other. Participants
are asked which cards they would need to turn over to test the rule:

If a card has an ace on one side, then it has a two on the other side.

Wason intended this task to be a test of conditional reasoning. Labeling the cards
as p (A), ¬p (K), q (2), and ¬q (7), respectively, the rule is that if p, then q. If this
is read as a material conditional, it can be tested only by searching for falsifying
instances in which p and ¬q hold, hence participants should turn the ace and
the seven. But fewer than 10% of participants make that selection (Oaksford and
Chater 1994).

For several decades, these experimentswere taken to show that humans are poor
logical reasoners. This consensus has been questioned by a recent probabilistic
turn in the psychology of reasoning (Elqayam and Over 2013; Oaksford and
Chater 2020). Most human reasoning takes place under conditions of uncertainty.
We rarely encounter exceptionless generalizations which can be expressed by the
material conditional. We are usually interested in capturing probabilistic relation-
ships and causal information, which are respectively captured by probabilistic and
counterfactual readings of the conditional. On this understanding, tasks such as
abstract conditional inference and Wason selection do not reveal poor logical
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reasoning, because participants are not even attempting to do logical reasoning.
These tasks rather reveal good probabilistic and causal reasoning which was
wrongly assumed by experimenters to be bad logical reasoning.

In this section, I focus on probabilistic approaches to the Wason selection
task. In Section 7.6.2, I outline an information-gain model on which behavior
in the Wason selection task reflects rational evidence-gathering to discriminate
between probabilistic dependency hypotheses. Section 7.6.3 extends the model
to deontic versions of the selection task in order to bring out its consequen-
tialist commitments. Although the information-gain model is popular and well-
supported, it is controversial, and hence in Section 7.6.4 I review some evidence
for the model. The bad news I save for Section 7.6.5: although the information-
gain model shows behavior on the Wason selection task to be far more rational
than previously supposed, it also highlights several clear irrationalities. I take this
as an opportunity to make good on my anti-Panglossian commitments by owning
up to patterns of irrationality in card selection.

7.6.2 The information-gain model

Mike Oaksford and Nick Chater have proposed an information-gain model of the
Wason selection task (Oaksford and Chater 1994, 2007). On this model, partici-
pants select cards in order to gather evidence about the probabilistic relationship
between p and q. There is a standard consequentialist account of duties to gather
evidence onwhich evidence should be gathered in order tomaximize the expected
value of information received, less the cost of gathering it (Howard 1966; Stigler
1961). That is just what Oaksford and Chater propose that agents do.⁹

For simplicity, assume that agents are trying to decide between the independence
hypothesis (MI) that p and q are probabilistically independent (P(q|p) = P(q)),
and the dependency hypothesis (MD), that p and q are probabilistically dependent
(P(q|p) = 1).1⁰ Because the problem is abstractly specified and divorced from
action guidance, the value of information is its ability to reduce uncertainty about

⁹ The information-gain model gains plausibility against the background of a broader probabilistic
turn in the psychology of reasoning, which uses similar assumptions about conditional reasoning
and other reasoning processes to generate a range of descriptively fruitful predictions that raise the
possibility of taking human reasoning to be, if not perfect, then certainly more rational than previous
logic-based accounts made human reasoning appear to be (Elqayam 2018; Oaksford and Chater 2007,
2020).

1⁰ I know of no place where Oaksford and Chater explicitly claim that this is a simplifying
assumption, but I think they must intend it as such, and certainly on my normative view it had better
be a simplifying assumption. We have reason to learn a great deal more about P(q|p) than whether it
exhibits full dependence or full independence, and indeed good reason to think that both hypotheses
are false in most contexts. So for a consequentialist, we ought to maximize the informativeness of
our overall view about P(q|p), a fact which would greatly complicate the relevant mathematics and
empirical modeling, but which must be treated as the basic normative fact to be captured.
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the correct hypothesis and all uncertainty is equally important.11 The expected
value of each evidence-gathering action, namely turning a card, is the expected
information gain—that is, the expected uncertainty reduction from turning the
card. Consequentialists hold that agents ought to turn the cards with the highest
expected information gain.

Oaksford and Chater’s insight was that when p and q are both improbable,
the cards with the highest expected information gain are p and q. Hence the
information-gain model recommends that agents turn the p and q cards, and that
is the modal response in abstract versions of the Wason selection task. Oaksford
and Chater make the rarity assumption that agents treat p and q as improbable
in the Wason selection task. They draw on earlier results suggesting that agents
do, and should treat events as rare in most conditional and causal inference
contexts (Anderson 1990). If this is right, then the information-gain model seems
to vindicate the modal choice in Wason selection tasks. How much of observed
behavior can it vindicate?

At this point matters become somewhat delicate. Oaksford and Chater’s model
relates choice to scaled information gains, which are expressed as a fraction of the
possible expected information gains.12 There is nothing irrational yet, but Oaks-
ford and Chater did not find that participants always select the cards with highest
(scaled or unscaled) expected information gain. They found only that agents
become more likely to select a card as its expected information gain increases.
Their revised model follows Hattori (2002) in modeling a logistic relationship
between the probability of turning a card and its scaled information gain.13 And
that is not what the reason-responsive consequentialist view from Part 2 requires.
Agents should select the cards with the highest expected value. They should
not merely become more likely to select the cards with highest expected value.
Rationality requires agents to actually do what they ought, not merely be more
likely to do so.1⁴

This finding is far from ideal, but I think it is only to be expected. If we are
not Panglossians, we should not expect to find that agents always do what they
ought, and we should be suspicious of models and theories which claim that
they do. Given the extremely poor performance claimed by logical models of the
Wason selection task, it is vindication enough to find that selection tendencies

11 The uncertainty of an agent’s beliefs P is standardly measured by Shannon entropy. That is
I(P)= −ΣX={MI,MD}P(X)log2(P(X)), where I(P) is the uncertainty of P.

12 So for example, writing Ip(P) for the information-gain of turning card p when holding beliefs P,
the scaled information-gain of turning p would be SEIp(P) =

E[Ip(P)]
Σx={p,¬p,q,¬q}E[Ix(P)]

.
13 That is, letting STx(P) be the probability of turning card x, we have STx(P) = 1

1+e2.37−9.06SEIx(P) .
1⁴ A complication: this sort of matching behavior can result from rational sampling of information

in memory (Icard 2018; Vul et al. 2014). If that is right, we might say that irrational card selection may
be caused by rational information usage during metacognitive monitoring and control of reasoning.
But it will not make the resulting inquiries any more rational.



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

vindicatory epistemology 149

track expected values. This is an under-emphasized feature of recent Bayesian
approaches to the psychology of reasoning. Not only the information-gain model,
but also many other Bayesian models show only that response tendencies track
probabilities or expected values, not that agents always make the best judgment
or decision. Again, these findings are unfortunate but expected. There is a wide
gap between the skeptical claim that human cognition is mostly irrational and the
Panglossian claim that human cognition is fully rational. The information-gain
model, like other Bayesian models, pushes us well away from the skeptic while
keeping us comfortably away from the Panglossian. I will have more to say about
this issue in Section 7.6.5.1⁵

7.6.3 Deontic selection

So far I have introduced an information-gain model of the Wason selection task
on which agents select cards to reduce their uncertainty about the probabilistic
relationship between p and q. I argued that this account coincides with a standard
consequentialist account of rational evidence-gathering and substantially vindi-
cates observed behavior in abstract versions of the Wason selection task.

At this point, itmay seemunclear whether the information-gainmodel is deeply
consequentialist. A good number of nonconsequentialist approaches to rational
inquiry could be finessed to yield the result that agents should gather evidence in
an abstract setting in ways that yield the greatest expected uncertainty reduction.
So too, restricted consequentialist views such as epistemic consequentialismmight
deliver that result. In this subsection, I show how the information-gain model
has been extended to a less abstract version of the Wason selection task, the
deontic selection task. Here, I argue that the model imposes normatively correct
requirements which substantially vindicate observed behavior. More importantly,
the information-gain model applied to deontic selection tasks is unmistakably
consequentialist.

In deontic selection tasks, the card labels are replaced with more realistic
contents and conditionals are altered to express deontic rules. Studies of deontic
selection tasks reveal at least three novel findings. First, card selection depends on
whether the rules express permissions (if p, may q), or obligations (if p, must q).
With obligation rules, for example:

If a man eats cassava root, then he must have a tattoo on his face.

1⁵ As we will see in Section 7.6, this explanation leaves room for probabilistic reasoning to count
as irrational when agents have good reason to be performing logical reasoning instead, or when they
engage in incorrect probabilistic reasoning. It is also importantly distinct from the dual-process account
on which syllogistic reasoning becomes irrational due to the distorting influence of System 1 thinking
(Evans et al. 2003; Evans and Stanovich 2013).
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Participants typically turn that p and ¬q cards, checking for cheaters who eat
cassava root but don’t have facial tattoos (Cosmides 1989). But when given the
corresponding permission:

If a man eats cassava root, then he may have a tattoo on his face.

Participants turn the ¬p and q cards, checking for tattooed cassava-avoiders.
Second, deontic selection behavior shows an effect of perspective. Suppose that

a mother makes a rule for her child:

If you tidy your room, then you may go out to play.

Participants asked to test the rule from the perspective of the child will turn the
p and ¬q cards, checking that children who have tidied their rooms have been
allowed to play. But asked to take the mother’s perspective, they will turn the ¬p
and q cards, checking that children who play have cleaned their rooms.

Third, deontic selection behavior shows sensitivity to the costs of hits and false
alarms. Suppose you are a bouncer instructed to test the rule:

If someone drinks, then they must be at least 21 years old.

has been followed. Participants instructed that management wants to avoid hefty
fines for underage drinking become more likely to turn each relevant card, avoid-
ing false negatives (Kirby 1994). Participants told that management wants to avoid
alienating customers become less likely to turn each relevant card, avoiding false
positives. How can these three findings be explained?

Many models of deontic selection behavior are possible. In the 1980s, two
accounts were developed which propose that agents have domain-specific meth-
ods for solving deontic selection tasks. These can be innate modules for detect-
ing cheaters and dealing with hazards (Cosmides 1989) or learned schemata
for reasoning with permissions and obligations (Cheng and Holyoak 1985). By
contrast, the more parsimonious information-gain model proposes that agents
apply domain-general forms of reasoning in a way that incorporates the particular
demands of deontic selection tasks. Exactly the same model can be applied to
deontic selection as to the abstract Wason selection task.

In deontic selection tasks, agents are asked to adopt particular perspectives from
which the utilities of outcomes arewell-defined. For example, a bouncer gains from
detecting underage drinkers by preventing potential fines and loses in checking
legal drinkers by angering customers. Here the expected value of information-
gathering is no longer the reduction of uncertainty, as was appropriate when
actions and utilities were left unspecific, but rather these immediate costs and
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benefits specified by the problem and the role of the actor.1⁶ The normative
response can be determined by the information-gain model together with the
probabilities and utilities drawn from the problem description. This model fits
observed behavior on deontic selection tasks reasonably well (Oaksford and
Chater 2007; PerhamandOaksford 2005). Differences between rule types combine
with perspectives to determinewhich outcomesmatter, andmanipulations of costs
and benefits determine how much they matter.

In broad outline, the information-gainmodel explains sensitivity to costs of hits
and false alarms by building these costs into the value of information-gathering.
As it becomes more costly to alienate customers, the expected value of checking
for identification decreases and hence bouncers should be less likely to check for
information. The information-gain model explains perspective effects by letting
perspectives shift the relevant value function. Children check for cheating parents
because it is most important to children that they be allowed to play, whereas
parents check for cheating children because it is most important to parents
that children clean their rooms and follow household rules. Differences between
permissions and obligations are explained in a similar way. If cassava eaters must
be tattooed, we check for uninked cassava eaters because it is important to detect
theft from the communal larder. If tattooed individuals may eat cassava, we check
for tattooed cassava-avoiders because it is important to make sure nobody is being
denied their fair share.

Notice that this version of the information-gain model is explicitly consequen-
tialist.1⁷ It is a straightforward application of expected utility theory, like the Lieder
andGriffithsmodel of anchoring and adjustment in Section 7.5. Traditional episte-
mological models will have to posit two separate types of normative requirements
governing abstract and deontic selection tasks, respectively.They will hold that the
normative requirements in deontic selection tasks are very different in kind from
requirements in abstract tasks, for example, because the normative requirements
in deontic selection tasks are non-epistemic. This separation becomes difficult to
maintain when we observe that humans are almost never confronted with purely
abstract selection tasks. This means that the type of purely epistemic normativity
associated with uncertainty-reduction that is meant to be derived from standard

1⁶ For example, letting p be the proposition that an agent drinks beer, and q be the proposition that an
agent is at least 21 years old, the expected value of turning card p is E[p] = P(q|p)u(pq)+ P(q|p)u(pq).

1⁷ Note that while this treatment agrees with some versions of the Standard Picture in its acceptance
of expected-utility maximization as a normative standard, it differs from the Standard Picture in many
aspects, such as its attention to cognitive architecture and task environments, and its rejection of
coherence-based normative standards. It also comes apart from the Standard Picture in subtler ways,
such as its avoidance of axiomatic treatments of rationality (Gigerenzer 2019) and because leading
Bayesian approaches to the psychology of reasoning often bottom out in cognitive heuristics (Oaksford
and Chater 2007). For a full discussion of how my view relates to the Standard Picture, see Chapter 9.
Thanks to a referee for pressing me to clarify the divergence here.
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Wason tasks will almost never govern actual situations of human judgment and
decisionmaking. In more complicated situations, we will need a mixed model
which incorporates the intrinsic and instrumental value of uncertainty reduction
together with the immediate costs and benefits of evidence-gathering actions.
The consequentialist model is the best model that I am aware of which is up to
the task.1⁸

Summing up, the information-gain model can substantially vindicate observed
behavior on abstract and deontic versions of the Wason selection task. This model
is an extension of the standard consequentialist account of duties to gather evi-
dence. But is it true? In the next subsection, I review evidence for the information-
gain model.

7.6.4 Evidence for the information-gain model

What evidence can be given for the information-gain model?1⁹ The literature on
conditional reasoning is extremely large, and it would be impossible to survey even
a modest portion of the literature on Wason selection in this subsection, let alone
other tasks. Moreover, some accounts of Wason selection behavior are meant to
account for many other types of human reasoning beyond conditional reasoning,
so to a large extent, the fortunes of accounts may rise and fall with considerations
outside the Wason selection data. Nevertheless, it is appropriate to take a brief
look at the descriptive evidence for the information-gain model. For a complete
survey of evidence for the information-gain model of Wason selection tasks, the
reader is referred toOaksford andChater (2007). In this subsection, I briefly review
three strands of evidence for the information-gain model.

First, probability manipulations show effects on all versions of the Wason
selection task, and these effects are broadly consistent with the information-gain
model (Kirby 1994; Oaksford and Chater 2003; Oaksford et al. 1999). With the
exception of some close cousins of the information-gain model, most competing
models predict no effect of probability manipulations whatsoever and the rest
predict only much more limited and localized influences.

Second, the information-gain model generalizes to predict results on novel
tasks. For example, in the reduced array selection task (RAST) participants are
only given the option to select between q and ¬q cards. The information-gain

1⁸ We saw in Chapter 5 that some related views, such as Stich-style pragmatism (Stich 1990) can
also handle mixed cases, but that there may be grounds to prefer consequentialism to pragmatism.
Can other approaches, such as theories of the weight of reasons, handle such cases? Perhaps. It would
be an interesting project to develop the consequences of alternative philosophical accounts for cases
such as deontic selection and anchoring and adjustment, then compare the results for specificity and
plausibility with the results of the RRCV.

1⁹ For pushback see Vindrola and Crupi (forthcoming) and Oberauer et al. (1999).
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model predicts that participants will select mostly q cards when q is improbable,
and mostly ¬q cards as q becomes more probable. RAST experiments confirm
this prediction and yield generally adequate fits to the information-gain model
(Oaksford et al. 1997).

Third, the information-gain model predicts the influence of negations on selec-
tion behavior. The negations paradigm is identical to the standard Wason selection
task, except that one or both terms in the conditional may be negated. In papers
discussing the negation paradigm, the convention is to describe conditionals by
whether each term is affirmative (A) or negated (N), so that for example the
conditional if p, then ¬q would be denoted AN. Cards are described by their
relationship to the antecedent and consequent. In this example, pwould be the true
antecedent (TA) card, and ¬p would be the false antecedent (FA) cards. Similarly,
q and ¬q would be the true consequent (TC) and false consequent (FC) cards.

There are several puzzling findings in the negations paradigm. Chief among
them is a type of matching behavior. For rules with affirmative conse-
quents (AA and NA), the likelihood of selecting each card follows the order
TA>TC>FC>FA. For rules with negated consequents (AN and NN), card
selection follows the order TA>FC>TC>FA. Here it appears that participants
select between q and ¬q cards to match the consequent of the rule. If the rule has
consequent q, then participants are more likely to select that q card than the ¬q
card, and if the rule has consequent ¬q, participants are more likely to select the
¬q card. This finding was traditionally explained as a matching bias: participants
prefer to select the cards named in the rule (Evans and Lynch 1973). This expla-
nation persisted even when it was discovered that, as the above choice ordering
suggests, matching occurs only for the consequent card and not for the antecedent.

The information-gain model can explain this tendency by invoking expected
information gains, without positing a new matching bias localized to the con-
sequent of conditionals. The missing ingredient is a contrast-class account of
negation. On this account, propositions are contextually associated to a contrast
class of relevant alternatives, and the negation of a proposition expresses the
disjunction of the claims in the contrast class. For example, if p is the claim that
a woman at a baseball game is eating peanuts, the contrast class might be the
claims that she is eating a hot dog, pretzels, or cotton candy. A consequence of this
account, which was developed elsewhere to account for reasoning with negations,
is that the negation of an improbable claim r should be more probable than the
original claim, but should have probability less than 1−P(r). Oaksford andChater
(1994, 2007) use the contrast-class account of negation to sample a reasonable
range of probability assignments on which the information-gain model predicts
matching behavior and other data from the negations paradigm without invoking
novel psychological mechanisms or biases.

Summing up, while it was not possible to survey the vast literature on
Wason selection tasks, we have seen three strands of evidence in favor of the
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information-gain model. First, the model correctly predicts the existence and
effects of probability manipulations. Second, the model generalizes to new tasks
such as the RAST. Third, the information-gain model predicts performance in
the negation paradigm. The reader is referred to Oaksford and Chater (2007) for
further evidence for the information-gain model.

7.6.5 Banishing Pangloss

I want to conclude on a more somber note. While the information-gain model
goes a long way toward vindicating observed behavior on the selection task, it also
reveals some clear irrationalities. I will discuss four examples in this subsection.

First, as we saw in Section 7.6.2, the information-gain model predicts a logistic
relationship between scaled expected information gains and selection behavior. By
contrast, consequentialists hold that the normatively correct behavior would be to
always choose the cards with the highest expected information gain.Moreover, the
information-gainmodel often improvesmodel fits by assuming a slight probability
that participants will choose randomly. Random choice is not normatively correct
behavior.2⁰ While this is unfortunate, it is a very common finding in choice
experiments that model fits are improved by assuming a small probability of
random choice. Hence I do not think that this finding reveals any special problem
for choice behavior on the selection task.

Second, sometimes the information-gain model fits data less than perfectly and
in at least one dramatic example it fits quite poorly indeed (Oberauer et al. 1999).
Without entering too deeply into descriptive debates, I want to suggest that even
if some of these difficulties can be chalked up to methodological differences, part
of the problem is that agents do not always choose normatively. When there are
persistent difficulties fitting normativemodels to data, themost natural conclusion
is that some of the choices in the data are not normative.

Third, several applications of the information-gainmodel improvemodel fits by
using probability-weighting. Tversky and Kahneman’s prospect theory introduced
the concept of a probability weighting function π, which weights probabilities
in expected utility calculations, just as a utility function u weights outcomes.21
Prospect theory suggests that all human decisionmaking involves probability
weighting, hence this finding should not be particularly surprising. Nevertheless,
on my view probability weighing is probably irrational. Axiologically, the value of
an action is its unweighted expected utility, not its probability-weighted expected
utility. I am open to the possibility that probability weighting could be a rational
decision heuristic, but I don’t know of decisive arguments for that conclusion.

2⁰ Or rather, existing justifications for random choice (Icard 2021) will not vindicate this behavior.
21 That is, we have EU[g] = Σwπ(p(w))u(g(w)) for gambles g.
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Fourth, the probabilistic turn has changed the subject. We asked whether
humans are good logical reasoners and answered that experiments purporting to
show that humans are bad logical reasoners in fact reveal that we are fairly good
probabilistic reasoners. But we can still ask our original question: are humans
good logical reasoners? Nothing that has been said in this section suggests that
we are good logical reasoners, and in fact that probabilistic turn raises at least
one reason to suspect that we are not.22 Namely, it is held that humans rarely use
logical reasoning because probabilistic reasoning is often more appropriate to the
problems that we face. If this is right, then it would not be particularly surprising to
find that typical humans have neither learned nor evolved the capacity for effective
logical reasoning. By contrast, that finding was especially surprising when it was
earlier supposed thatmost human reasoning aims to solve a logical deduction task.
Hence the present argument gives some reason to doubt that humans are good
logical reasoners, but at the same time it softens the blow. If we are not especially
good logical reasoners, that is because it is not especially important for us to be
good logical reasoners.

In this section, I have used theWason selection task as a case study to argue that
human logical reasoning has been unfairly criticized. What looks like poor logical
reasoning is often good probabilistic or causal reasoning in disguise. I presented
an information-gain model on which performance on the Wason selection task
is rational evidence-gathering, which on the consequentialist account amounts
to maximizing the expected value of gained information. I argued that on this
understanding, performance on the Wason selection task is far from perfect, but
it is much better than has been supposed.

7.7 Conclusion

My project in this chapter was to show how the reason-responsive consequen-
tialist view grounds one part of the bounded rationality program outlined in
Chapter 2: the vindicatory project of recasting seeming irrationalities as the results
of rational cognition by bounded agents. I set out four criteria on an account of
vindicatory epistemology. A good account should be genuinely vindicatory, and

22 At the same time, it is important not to be too pessimistic about human logical reasoning ability.
We saw in Chapter 1 that even Tversky and Kahneman take biases to be rare, so we should not begin
theorizing with the assumption that humans will be terrible logical reasoners.Moreover, recent authors
have stressed that tracking logical validity may have value for Bayesian agents (Eva and Hartmann
2018), and that much everyday argument is in line with logical laws (Hahn 2020). Similarly, some
studies have found that humans are guided by the logical form of arguments as well as by Bayesian
rules for incorporating prior knowledge (Singmann and Klauer 2011; Singmann et al. 2016), and even
as previous logic-based paradigms in the psychology of reasoning (Evans and Lynch 1973; Rips 1994)
lose some of their popularity, we should take their explanatory successes as some evidence that humans
often reason well according to logical laws.



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

156 inquiry under bounds

the vindications offered should be continuous with existing scientific vindications
when these vindications are plausible. Vindicatory programs should also steer
comfortably away from the Panglossian claim that human cognition is as rational
as it could possibly be, and should capture a conflicted stance of evaluative tension
toward agents in many tasks.

I used case studies of conditional reasoning and anchoring and adjustment
to show how the RRCV gives rise to a vindicatory program with the desired
features. In both cases, we saw that the RRCV can vindicate wide swaths of human
cognitive practices.These vindicationsmake direct use of existing consequentialist
models in the scientific literature. The program is not Panglossian: we saw in
Section 7.6.5 that the vindication of conditional reasoning leaves open four types of
irrationality, and we saw in Section 7.5.3 that standard anchoring paradigms may
produce a localized form of irrationality in participants’ response to the second,
absolute question posed to participants. And my vindicatory program captures
evaluative tension by takingmany of these cases to involve rational inquiry leading
to irrational beliefs.

If my arguments in this chapter are successful, they show that the RRCV can do
one part ofwhat it wasmeant to do: ground a programof vindicatory epistemology.
But Chapter 2 set out fourmore claims for an account of rational inquiry to ground
and explain.What light canmy theory shed on these claims? I take up that question
in the next chapter.
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8
Bounded rationality revisited

8.1 Introduction

In Chapter 7, we saw how the reason-responsive consequentialist view can carry
out one part of the bounded rationality program outlined in Chapter 2: the
vindicatory project of recasting seeming irrationalities as in an important sense
fully rational. In this chapter, I show how the RRCV accounts for the other
four normative claims made in Chapter 2: that bounds matter (Section 8.2), and
that rationality is procedural (Section 8.3), heuristic (Section 8.4), and ecological
(Section 8.5). In each case, my aim is to do at least three things.

First, I aim to ground each normative claim, explaining not only why the
claims are true but also explaining why traditional arguments for each claim are
good arguments. For example, we saw in Chapter 2 that there are three traditional
arguments for the rationality of heuristic cognition, and in this chapter I will
show how the RRCV underwrites each argument. Second, I aim to clarify the
contents and consequences of each normative claim. For example, I want to say
what it means to claim that rationality is procedural or ecological, and to explain
why my interpretations might be normatively preferable to other competing
interpretations of these concepts. Finally, I aim to generalize the normative claims
made in Chapter 2 together with the arguments for these claims. This will provide
explanatory illumination by revealing some traditional claims and concepts to be
consequences of more general normative phenomena, and will also suggest new
directions for future research.

8.2 Bounds matter

8.2.1 The relevance constraint

Humans are not angels, but creatures of flesh and blood. Just as our bodies
constrain the physical actions we can undertake, so too our minds constrain the
mental actions we can undertake. For this reason, the bounded tradition holds that
bounds matter to rational cognition.

Chapter 2 split the claim that bounds matter into two parts. The first is a
relevance constraint:

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0009
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Relevance constraint: Paradigmatic cognitive bounds including limitations on
agents’ cognitive abilities as well as the costs of cognition bear on the rationality
of agents’ judgment and decisionmaking.

The relevance constraint asserts that two paradigmatic bounds are rationally rele-
vant: limited abilities and cognitive costs. The reason-responsive consequentialist
view not only grounds but also widens the relevance constraint.

How does the RRCV account for the normative relevance of limited cognitive
abilities?We saw inChapter 3 that the RRCVholds that rationality is deontic (Lord
2017): what agents ought to do and what they are rationally required to do are the
same thing. That is:

(Rationality is Deontic) For all agents S, times t and features of agency X, S is
rationally required at t to X if and only if S ought at t to X.

In deontic matters, ought implies can:

(Deontic OIC) For all agents S, times t and features of agency X, if S ought at t to
X then S can X at t.

Putting these principles together shows that ought implies can for rational require-
ments as well. That is:

(Rational OIC) For all agents S, times t and features of agency X, if S is rationally
required at t to X then S can X at t.

Rational OIC captures the normative relevance of limited abilities: agents cannot
be rationally required to do what it is beyond their abilities to do.1

The reason-responsive consequentialist view also captures the second part of
the relevance constraint: that the costs of computation bear on the rationality
of agents’ judgment and decisionmaking. At the very least, computational costs
are opportunity costs: if we did not spend scarce cognitive resources such as
computational bandwidth, attention and working memory space on one task,
we could spend these resources on another. If it would be better to engage in
that task instead, then the RRCV says that wasting computational resources on
a less-fruitful task is irrational because it is not best. The RRCV also allows that
computational costs may be relevant in other ways. For example, if you spend time

1 Note that (Rational OIC) implies that agents with limited abilities may be rationally required
to engage in processes of reasoning, or hold beliefs, which agents with more robust abilities would
be rationally forbidden from engaging in or holding. If a creature’s abilities are limited enough, we
may want to hold instead that the creature is not sufficiently agential to be governed by rational
requirements, or even to be creditable with beliefs, desires, and reasoning processes.
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thinking about philosophy while traveling to the beach, you will be mentally tired
when you arrive and may not enjoy the beach. Because it is good to arrive rested
and refreshed to the beach, under many circumstances agents may be rationally
required not to exhaust themselves on the way to the beach.

The RRCV also generalizes the relevance constraint by explaining how noncog-
nitive costs incurred during inquiry bear on the rationality of inquiry. Studying
philosophy consumes scarce resources such as time, money, and the cost of carbon
during travel to conferences. Both time and money are relevant as opportunity
costs since those resources could have been spent on other inquiries or leisure
activities. Carbon emissions matter not as opportunity costs, but because they
contribute to global warming, which imposes a variety of well-known harms on
future populations. In this way, the RRCV avoids a narrow construal on which the
only costs that matter are forms of mental effort.2 Instead, the RRCV holds that all
of the costs of inquiry matter rationally.

The reason-responsive consequentialist view generalizes the relevance con-
straint in another way: by explaining how bounds beyond limited abilities and cog-
nitive costs matter rationally. For example, humans are informationally bounded
agents: we have only so much information about the world. We saw in Chapter 3
that objectivist accounts of rational inquiry deny that informational bounds bear
on rational cognition. We also saw that subjectivist accounts cannot properly
incorporate informational bounds when agents lack beliefs about relevantmatters,
or when those beliefs do not fully incorporate available information. For that
reason, the RRCV adopts an information-sensitive account of rationality which
builds the relevance of informational bounds directly into the story about pos-
sessed normative reasons, against which the rationality of inquiry is determined.

So far, we have seen how the RRCV grounds and generalizes the relevance con-
straint. The RRCV explains the rational importance of limited cognitive abilities
and the costs of cognition and incorporates other bounds such as noncognitive
costs and informational limitations. We will see below that the RRCV also reveals
a hidden ambiguity in the relevance constraint and helps us to see the normative
importance of this ambiguity.

8.2.2 Relevance to what?

To say that bounds are relevant to rational cognition is not yet to say which
aspects of cognition they are relevant to. In particular, we may wonder whether
bounds bear on the normative status of attitudes or the normative status of
the inquiries that produced them. By implementing a sharp level separation

2 For a review of conceptions of mental effort, see Shenhav et al. (2017).
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(Chapter 3) between different evaluative focal points, such as inquiries and the
attitudes they produce, the reason-responsive consequentialist view helps us to see
the importance of specifying the focal points on which paradigmatic bounds bear.

Because bounded rationality is process focused, I have primarily discussed
bounds on cognitive processes, such as our limited abilities to carry out complex
computations and the costs incurred by those computations. By level separation,
these facts may not have any direct bearing on the rationality of belief. To say, for
example, that the calculations needed to produce a belief would be costly is not yet
to say that it is costly to hold that belief itself. For that reason, we may hold that it
would be wastefully irrational to count the blades of grass on your lawn, but that
if you were to do so, your belief about the number of blades of grass could count
as rational.

On the RRCV, are bounds such as costs and limited abilities also relevant to the
normative status of attitudes? The first thing to say here is that insofar as bounded
rationality is process-focused, questions about the rationality of attitudes are not
always the most revealing lens into bounded rationality. We can, if we wish, ask
how bounds bear on the rationality of attitudes, but the answer to this question
may not tell us very much about the overall normative importance of cognitive
bounds.

Nevertheless, to ask whether bounds bear on the rationality of attitudes is to
ask a well-formed normative question. There is some reason to think that bounds
may bear on the rationality of attitudes. For example, beliefs may be beyond our
ability to hold if they are too complex or heinous to contemplate. And beliefs may
be costly if they are so tragic as to make us sad. What does the RRCV say about
the rational importance of costs and limited abilities in such cases?

There are at least two ways to hold that the RRCV says nothing about such
cases. First, the RRCV is only a claim about the rationality of features of agency.
Many readers may think that attitudes such as beliefs are not features of agency.
For example, they may think that features of agency must be voluntary but that
beliefs are involuntary. On this account, features of agency are not attitudes such
as beliefs, intentions, and preferences, but rather actions such as the processes
of inquiry that produce our attitudes. This would make space for combining a
consequentialist account of rational inquiry with traditional accounts of rational
belief, intention, and preference. Those accounts differ amongst themselves as to
whether and how cognitive bounds bear on the rationality of attitudes.

In the special case of rational belief, we could also distinguish between epistemic
and all-things-considered notions of rationality, or even deny that itmakes sense to
talk about rationality simpliciter. Although Chapter 4 argued against this move in
the case of rational inquiry, that argument did nothing to challenge the case for
epistemic norms governing belief. In fact, we saw in Chapter 4 that there are at
least three classes of arguments that could be given for positing a distinct class
of epistemic norms governing belief. If this is right, then even if the RRCV has
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implications for the all-things-considered importance of bounds on attitudes, we
are still free to adopt other accounts of epistemically rational belief, and these
accounts may come apart from the RRCV in their treatment of cognitive bounds.

If we do not adopt either of these strategies, then the RRCV will say that costs
and limited abilities may sometimes bear on the rationality of belief. If a belief
is too complex to even consider, then we will not be rationally required to hold
it. And if doubting the existence of God would make us depressed and suicidal,
then we may be required to believe in God. But if we think of beliefs, intentions,
and other attitudes as sufficiently voluntary to count as features of agency, and if
we also do not insist on a separate epistemic reading of norms governing belief,
then these verdicts no longer appear implausible. If beliefs are like actions in being
voluntary undertakings, then it may make no more sense to say that you should
believe a proposition too complex to contemplate than to say that you should lift
a skyscraper with your bare hands. And if you could voluntarily believe in God to
forestall suicide, then that might very well be a rational thing to do.3

Summing up, we have seen that the reason-responsive consequentialist view
focuses on the normative relevance of bounds to processes rather than attitudes.
On some ways of spelling out the RRCV, it may not pronounce on the rational
importance of bounds on attitudes. On other readings, the RRCV will say how
bounds impact the rationality of attitudes, but these readings are not implausible.
More importantly, they are not the most revealing lens into the normative impor-
tance of cognitive bounds.

8.2.3 The methodological constraint

We saw in Chapter 2 that in addition to the relevance constraint, the claim that
bounds matter also imposes a second methodological constraint:

Methodological constraint: Relevant bounds should be incorporated, as far as
possible, into all stages of rationality modeling.

Themethodological constraint ismeant to blockmodels onwhichwe say first what
would be required of unbounded agents, then adjust those models to determine
how bounds agents should cognize.

Because the methodological constraint is not a claim about rationality, it is
not the sort of principle that could be grounded or explained by the RRCV.

3 Indeed, most epistemologists grant that you should get yourself to believe in God in this case. They
have held off from saying that you should believe inGod based on the two argumentsmentioned above:
that believing, unlike getting yourself to believe, is involuntary; and that there is an epistemic reading
of rationality on which suicide prevention does not bear on rational belief.
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Nevertheless, there are at least two ways in which the discussion from Parts 2–3
sheds light on the methodological constraint.

First, the program of vindicatory epistemology (Chapter 7) can be taken to
motivate the methodological constraint. Vindicatory epistemology confronts
cases in which unbounded normative models have generated predictions that
are importantly incorrect. For example, unbounded models predict that rational
agents should show no anchoring bias. Vindicatory epistemology then proceeds to
show how we can challenge these normative verdicts by building detailed models
of bounds directly into cognitive models. If we specify in detail the processes,
such as anchoring and adjustment, available to agents, as well as the costs and
benefits of implementing these processes, we see that anchoring bias may fall out
of rational processes of anchoring and adjustment aimed at striking an optimal
balance between accuracy and effort in cognition.

These are not predictions that can be easily made by using or approximating
unbounded models. All of the most natural arguments for the rationality of
anchoring bias involve incorporating detailed specifications of cognitive bounds
into normative models. Indeed, the historical genesis of anchoring bias and other
cognitive biases provides some evidence for the methodological importance of
attention to cognitive bounds. Many of the best-known cognitive biases, including
anchoring bias, were widely regarded as irrational by those who discovered them.
Those who have come to regard these biases as rational have done so in large part
by obeying themethodological injunction to build bounds into normativemodels,
and showing that these richer models vindicate the rationality of seemingly
irrational biases. Theorists who do not build bounds into models of cognitive
biases have largely been tempted to classify these biases as irrational, even if they
are nothing of the sort.

Second, although the reason-responsive consequentialist view cannot ground
or explain the methodological constraint, the RRCV may be our best hope for
complying with the methodological constraint. In both of our case studies from
Chapter 7, we saw that the best scientific models of relevant cognitive bounds
are explicitly consequentialist. And in Chapter 5, we saw that consequentialism
tells a detailed story about how normative factors such as stakes and tradeoffs
bear on the rational allocation of scarce cognitive resources. More generally, the
ability of consequentialist accounts to precisely weigh a variety of competing costs,
benefits and constraints has always been considered a virtue of consequentialist
theorizing. As consequentialists continue to construct plausible normativemodels
of the problems that confront bounded decisionmakers, thesemodelswill combine
to support the RRCV as a way to comply with the methodological constraint.⁴

⁴ For example, there are promising consequentialist models of rational attention (Sims 2003);
rational planning (Callaway et al. 2018); and the formation of good cognitive habits (Kermati et al.
2016).
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In this section, we saw how the reason-responsive consequentialist view
grounds and explains the claim that bounds matter to rational cognition. The
RRCV explains the normative relevance of paradigmatic cognitive bounds,
including bounds such as informational limitations that other views may struggle
to incorporate. The RRCV helps us to tease apart the normative relevance of
bounds to attitudes and processes. And the RRCV may be our best hope for
complying with the methodological injunction to construct detailed normative
models of cognitive bounds.

8.3 Process focus

8.3.1 Interpreting the procedural turn

Herbert Simon held that a fundamental turn in the study of bounded rationality is
the turn from substantive to procedural rationality. We saw in Chapter 2 that the
procedural turn can be interpreted in two ways.

On Simon’s (1976) substitute interpretation, substantive and procedural ratio-
nality are conflicting normative assessments of the same evaluative focal point:
an agent’s attitudes. Theories of substantive rationality evaluate attitudes in their
own right, and not in light of the processes which produced them. For example, we
might say that an attitude is right just in case it is best.Theories of procedural ratio-
nality let attitudes inherit the normative status of the processes which produced
them. For example, we might say that an attitude is right if it was produced by
the best deliberative process. On a substitute interpretation, the procedural turn is
important because it allows normative theories to incorporate bounds on cognitive
processes, such as limited computational abilities and the costs of computation.

On my preferred complementary interpretation, substantive and procedural
rationality ask questions at different evaluative focal points and hence are fully
compatible. Theories of substantive rationality ask normative questions about
attitudes: what is it rational to believe, intend, or prefer? Theories of procedural
rationality ask normative questions about processes of inquiry: how is it rational
to deliberate about what to believe, intend or prefer? On a complementary inter-
pretation, the procedural turn is important because normative facts about attitudes
do not reflect the full importance of many cognitive bounds, which are felt most
strongly as bounds on processes rather than attitudes.

The RRCV recasts the distinction between substitute and complementary inter-
pretations of the procedural turn in terms of the familiar distinction between
indirect and direct normative assessment. Indirect normative theories assess
evaluative focal points such as attitudes at least partly in light of other evaluative
focal points, such as processes of inquiry. Simon’s substitute interpretation is a
fully indirect normative theory, because it lets the normative status of attitudes be
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entirely determined by the normative status of the inquiries which produced them.
By contrast, direct normative theories assess evaluative focal points in their own
right, and not in light of other focal points. The complementary interpretation
becomes a direct normative theory when coupled with a strict level separation
between normative questions about attitudes and normative questions about the
processes that produced them.

A complementary interpretation of the procedural turn is made possible by the
common distinction between the normative status of decision procedures and the
normative status of the intentions that they produce. The complementary inter-
pretation extends this distinction to other attitudes, distinguishing for example
between the rationality of a belief and the rationality of the process of inquiry
that produced it. Rephrasing the complementary interpretation in this way reveals
at least two motivations for adopting it. First, the distinction between norms
governing decision processes and norms governing attitudes is one of the most
well-known and fruitful distinctions in modern ethical theory. In this way, the
complementary interpretation gains plausibility from its explanatory applications.
Second, a sharp distinction between norms governing processes and attitudes
is widely regarded as an essential component of many of the most plausible
contemporary consequentialist theories (Driver 2012; Parfit 1984; Railton 1984).
To this extent, the complementary interpretation gains plausibility from existing
arguments for consequentialism.

So far, we have seen that the reason-responsive consequentialist view recasts the
debate between complementary and substitute interpretations of the procedural
turn in familiar terms, and provides grounds for adopting a substitute interpreta-
tion. The next question to ask is why we should take the procedural turn in the
first place.

8.3.2 Motivating the procedural turn

On a complementary interpretation, the procedural turn amounts to the claim that
normative theories should be process-focused, putting at least as much emphasis
on normative questions about processes as on normative questions about attitudes.
The RRCV helps us to see why normative theories should be process focused by
revealing just how little the rationality of attitudes such as belief and intention has
to do with paradigmatic cognitive bounds.

By way of illustration, suppose you are at the supermarket aiming to buy a bottle
of balsamic vinegar. Having chosen a particularly exclusive supermarket, you are
faced with a long shelf full of vinegars. Which bottle should you buy or intend to
buy? For a consequentialist, the answers to these questions are deceptively simple:
you should both buy and intend to buy whatever bottle it would be best to buy.
This answer has almost nothing to do with your cognitive capacities. It is, with
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one exception, the same answer that we would make to an angel. On the reason-
responsive consequentialist view, there is one relevantway inwhich your humanity
influences what is rational for you: you have limited information. If you have not
read the labels on some bottles or do not havemuch background knowledge about
vinegar, then these informational limitations can affect what it is rational for you
to intend. But you may no more protest that it is costly, tiring or time-consuming
to calculate the best vinegar purchase than an angel could lodge this protest. On
the RRCV, the fact that it would take twenty minutes to calculate the best vinegar
purchase is simply irrelevant to the fact that you ought to buy, and intend to buy
the very best bottle of vinegar.

We recover the normative relevance of paradigmatic cognitive bounds when we
ask a procedural question: how should you decide which bottle of vinegar to buy?
Here, your limited computational capacities maymake it rational for you to decide
heuristically, for example by satisficing. You might fix the following aspirations:
buying a bottle of vinegar that is in-budget, unexpired, and certified to come
from Modena. You would then search bottles on the shelf one at a time until you
found a bottle that meets your aspirations. Then you would halt decisionmaking
with the intention to buy that bottle and go on to buy it. If you deliberate in
this way, then your resulting intention and action will probably be irrational.
You are unlikely to buy or intend to buy the best bottle of vinegar. But in proper
perspective, these claims can be seen for what they are: misleading, uncharitable
and incomplete normative descriptions of a case in which a bounded agent has
gone about choosing a vinegar in a fully rational way, responding to bounds such
as the costs of computation which are simply omitted from theories of rational
intention.

To say that normative theories should be process focused is to say that insofar as
we are interested in capturing the full normative impact of cognitive bounds, we
need to set out and emphasize normative facts about deliberative processes and
place less emphasis on facts about attitudes. Normative questions about attitudes
are not ill-formed, and in some circumstances they may be useful. But on their
own, these questions tell an incomplete and potentially misleading story about the
life of a bounded agent.

8.3.3 Explaining the disagreement

It is worth pausing to ask why somany theorists in the bounded tradition followed
Simon not only in adopting a substitute interpretation of the procedural turn,
but also in seeming not to notice the possibility of an alternative complementary
interpretation. Why is it that not only the correctness but also the bare possibility
of a different interpretation was missed? Here is my best explanation for this
divergence.
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José Bermúdez (2009) has argued that it is important to sharply distinguish
between descriptive and normative theories of rational cognition.⁵ In descriptive
application, rationality postulates allow us to efficiently characterize an agent’s
actions and attitudes, as well as to elicit or infer these attitudes based on her
verbal and nonverbal behavior. By contrast, normative theories of rationality take
for granted descriptive characterizations of an agent’s actions and attitudes, then
evaluate the quality of her actions and attitudes. Where descriptive theories aim to
say how things are with an agent, normative theories aim to say whether the way
things are is for good or for ill.

In general, theories of bounded rationality aim to bring descriptive and norma-
tive theorizing closer together, not further apart.⁶ If bounds matter normatively,
then insofar as humans are intelligent creatures, it is likely that as a descriptive
matter we do respond to the bounds that we have. The program of vindicatory
epistemology goes further still, holding that we not only respond to our bounds,
but also often respond to those bounds in something approaching a normatively
correct fashion. If that is right, then normative theorizing should often be a good
guide to descriptive theorizing. For this reason, I maintained in Chapter 1 that
although the topic of this book is normative rather than descriptive, much of my
discussion could be applied to the descriptive case as well.

However, level separation provides a clear instance in which descriptive and
normative theories of rationality must drift apart, not only in degree but also in
kind. In descriptive application, it makes sense to ask questions about rational
belief. It also makes sense to ask questions about rational inquiry. But if we have
enough information to tell a detailed descriptive story about inquiry, it makes little
sense to tell a separate and partially incompatible story about rational belief. Once
we know how an agent will inquire, we know what she will believe. If we knew
nothing about the processes shaping an agent’s beliefs, it might make sense to
assume that she holds the beliefs which are best in their own right. But if we can
already model her as taking the inquiries that are best in their own right, then we
will get a better description of the agent’s beliefs by assuming that she holds the
beliefs which result from those inquiries. There is no benefit to splitting apart our
descriptive models of inquiry and belief.

In advocating a procedural turn, Simon argued that we need to build infor-
mation about processes into our descriptive models to get accurate descriptions
of the attitudes that agents will form. Simon urged us to learn enough about
human processes of inquiry to allow us to give more accurate descriptions of
human attitudes, allowing us to predict and explain deviations from Standard

⁵ Bermúdez also distinguishes between two normative projects, one guidance-giving and the other
not. This is not a distinction that I make here.

⁶ This optimism that the descriptive and the normative will often coincide is one of many surprising
commonalities between traditional theories of heuristic rationality and contemporary Bayesian theo-
ries of rational analysis (Anderson 1990; Chater and Oaksford 1999b).
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Picture models by building bounds and processes into descriptive models. Insofar
as Simon and many of the bounded rationality theorists who followed him were
primarily interested in descriptive theorizing, they urged us to combine rather
than separate our accounts of attitudes and inquiries. That decision was, we
have seen, quite correct: in descriptive application, there is little point to level
separation.

The topic of this book is normative rather than descriptive. In normative
theorizing, there is a good deal to be said in favor of level separation. For example,
we will see in Chapter 9 that without level separation, the RRCV would have
the revisionary implication that nearly all traditional normative theories of belief,
intention, and preference are false. Level separation allows us to block these
normative consequences without pushing back against the descriptive importance
of building procedural information into social scientific models.

In this section, we have seen how the reason-responsive consequentialist view
distinguishes between complementary and substitute interpretations of the proce-
dural turn andmotivates a complementary interpretation in normative theorizing.
The RRCV explains the need for the procedural turn by revealing just how little
impact paradigmatic cognitive bounds have on normative facts about attitudes.
And the RRCV makes space for a substitute interpretation of the procedural turn
in descriptive theorizing since the strict level separation needed to motivate a
complementary interpretation is a move within normative rather than descriptive
theorizing.

8.4 Heuristic rationality

8.4.1 Motivations for heuristic rationality

Many approaches to bounded rationality hold that it is often rational for agents
to make judgments and decisions using a toolbox of fast-and-frugal heuristics.
Chapter 2 gave three arguments for the claim that heuristic cognition is often
rational and held that a good normative theory should ground and explain these
arguments. In this section, I show how the reason-responsive consequentialist
view recovers and deepens the arguments for heuristic rationality. In fact, we will
see that much of the work has already been done.

The first reason why heuristic cognition can be rational is that there is often an
accuracy-effort tradeoff in cognition (Johnson and Payne 1985). In expectation,
producing more accurate judgments and higher-quality decisions requires more
effort. Heuristics often strike a good balance between effort and accuracy in
cognition, returning highly accurate results at a fraction of the usual cost.

The RRCV explains why the accuracy-effort tradeoff is a good argument for the
rationality of heuristic cognition. We saw in Section 8.2 that the RRCV explains
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the relevance of paradigmatic cognitive bounds including the cognitive costs of
cognition. Cognitive effort matters because it is an opportunity cost: effort spent
on one inquiry could instead have been spent on another. Cognitive effort may
also matter in its own right, for example because too much thinking makes you
tired. We saw that the RRCV folds this account of the importance of cognitive
effort into a more general account of the importance of cognitive costs and tells a
powerful story about how the costs and benefits of cognition are to beweighed.The
accuracy-effort tradeoff falls out as a special case in which the benefits of accuracy
must be weighed against the costs of cognitive effort spent to attain it.

More generally, the lives of bounded agents are fraught with tradeoffs. The
reason-responsive consequentialist view helps us to see how many of these
tradeoffs may tell in favor of heuristic cognition.⁷ For example, there is often
a speed-accuracy tradeoff between the speed and accuracy of judgment and
decisionmaking (Heitz 2014). If a lifeguard sees three drowning swimmers, she
can make a better decision about whom to save first if she deliberates for thirty
seconds rather than one second. But the cost would be a thirty-second delay that
even the best rescue plan is unlikely to compensate for. A simple heuristic such
as saving the nearest swimmer first would perform better. In situations such as
these, heuristic cognition may be rational when heuristics provide results that are
reasonably accurate and much quicker than the results of nonheuristic cognition.
The RRCV explains why the speed-accuracy tradeoff is a good argument for
heuristic cognition. The expected consequences of deliberation include the time
spent deliberating, and if that time could have been better spent swimming, then
we are rationally required to deliberate quickly and start swimming.

A second argument for the rationality of heuristic cognition cites our limited
cognitive abilities. Sometimes humans are unable to execute complex nonheursitic
processes at any cost.⁸ In that case, the argument continues, we are not required to
cognize nonheuristically because we cannot do so. We saw in Section 8.2 that the
RRCV grounds the relevance of limited abilities by generalizing the principle that
ought implies can from oughts to rational requirements:

(Rational OIC) For all agents S, times t and features of agency X, if S is rationally
required at t to X then S can X at t.

By Rational OIC, if agents are unable to employ some complex nonheuristic
method, then they cannot be rationally required to do so. Importantly, the
reason-responsive consequentialist view does not take Rational OIC to be a
brute, unexplained principle. Rather, the RRCV derives Rational OIC from a

⁷ In Thorstad (forthcoming), I argue that a tradeoff between accuracy and coherence also tells in
favor of heuristic cognition.

⁸ For example, in full generality many forms of Bayesian reasoning (Chickering et al. 2004; Shimony
1994) well as their approximations (Abdelbar andHedetniemi 1998; Dagum and Luby 1993; Kwisthout
et al. 2011) are NP-hard, a standard measure of extreme complexity.
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reason-responsiveness account of rationality together with the popular deontic
principle that ought implies can. In this way, the RRCV explains the relevance of
limited abilities to the rationality of heuristic cognition by deriving this relevance
from prior principles.

The third argument for the rationality of heuristic cognition draws on less-
is-more effects (Geman et al. 1992; Gigerenzer and Brighton 2009). In some
situations, heuristics reliably outperform more complex nonheuristic methods
by avoiding overfitting. When that is the case, the RRCV holds that heuristic
cognition is often rational because it provides, in expectation, a greater benefit
at a lower cost.

An advantage of this approach to less-is-more effects is that it explains why
heuristic cognition could sometimes be irrational, even if it is more accurate and
efficient than competing methods. For example, in preparation for standardized
tests, students are often taught sets of problem-specific heuristics for simplifying
or solving types of mathematical problems that are likely to occur on the test.
Learned well, these heuristics may be more accurate and efficient than slower
and more error-prone forms of nonheuristic reasoning. But now suppose that a
student is practicing for a non-standardized mathematics exam and notices that
her heuristics could be applied to a practice problem for the exam. Even though
these heuristics are likely to bemore accurate and less effortful than other available
strategies, we would like to say that the student should not apply heuristics in this
case, but should reason explicitly. Why is that?

A natural suggestion is that the aim of solving practice problems is to promote
understanding of the underlying mathematical concepts, and that special-case
heuristics hamper rather than promote understanding. In contexts such as this
one, understanding takes precedence over competing goals such as accuracy
and efficiency, hence it would be irrational to cognize using the heuristics in
question. The reason-responsive consequentialist view delivers this explanation
while still allowing us to hold that in other contexts, such as when taking a
standardized test, it may be rational to apply the same heuristics to similar or
identical problems. Because the RRCV does not make the intellectualist claim
that knowledge and understanding are always the primary goals of inquiry, it
allows us to give competing goals such as accuracy and effort their due without
denying that understanding has value, or that agents should sometimes pursue
understanding.

8.4.2 Strategy selection

Chapter 2 held that the fundamental problem of heuristic cognition is strategy
selection. Bounded agents need to choose among a wide array of heuristic and
nonheuristic methods as well as to set the internal parameters of these methods.
What does the RRCV have to say about strategy selection?
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Here it is important to distinguish between two different things that may
be meant by strategy selection. On an inquiry-centric reading, questions about
strategy selection are questions about inquiry: which strategies should agents
use during inquiry, and how should those strategies be parameterized? On a
higher-order reading, questions about strategy selection are not questions about
inquiry at all, but rather questions about the metacognitive processes by which
inquiries are selected (Lieder and Griffiths 2017; Marewski and Schooler 2011).
Through metacognitive monitoring of inquiry, agents use beliefs and feelings to
represent features of inquiry to themselves. Through metacognitive control, costly
control signals are sent to redirect inquiries when they go off course. On a higher-
order reading, questions about strategy selection aremetacognitive questions: how
should agents monitor and control the strategies used during inquiry?

On the reason-responsive consequentialist view, it would be a mistake to
run together normative questions about metacognitive strategy selection with
normative questions about the processes of inquiry that result, just like it would be
a mistake to run together normative questions about inquiry and the beliefs that
result. If metacognitive processes are features of agency, then the RRCV will have
implications for rational metacognition.⁹ But now is not the time to develop those
implications. In this section, my concern is with inquiry-centric questions about
strategy selection: of the many processes of inquiry available to us, which should
we choose?

By way of illustration, Chapter 2 gave three dimensions along which heuristic
strategies may vary. First, strategies vary in their cue utilization: the number of
decision cues or items of information used tomake a judgment or decision. At one
end of the spectrum, one-reason heuristics use only a single item of information
to make judgments or decisions, whereas other heuristics may use much or all
of the information available. Second, strategies vary in their compensatoriness:
the degree to which shortfalls along one cue can be compensated by stellar
performance along others. Some heuristics, such as satisficing, aremaximally non-
compensatory, allowing no tradeoffs of any kind, whereas other heuristics may be
highly compensatory. Finally, strategies vary in their disposition to incoherence.
Although most heuristics are disposed to produce incoherent results in some
situation or another, heuristics may vary widely in their likelihood of producing
incoherent judgments and decisions in the situations that humans actually face.
Chapter 2 held that a good normative theory should shed light on strategy
selection by helping us to see how factors such as cue utilization, compensatoriness

⁹ For an example of a consequentialist account of rational metacognition, see Lieder and Griffiths
(2017). As stated, that accountmay run some danger of running togethermetacognitive questions with
inquiry-centric questions, but something like this account could probably be repurposed as a higher-
order account.
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and disposition to incoherence are to be balanced against one another. What can
the reason-responsive consequentialist view tell us about strategy selection?

On the RRCV, both compensatoriness and cue utilization are red herrings.
They matter not in themselves, but rather only to the degree that they affect the
expected results of heuristic cognition such as judgmental accuracy or cognitive
costs. In many situations, increases in compensatoriness and cue utilization may
increase both accuracy and cognitive costs, in which case the right degree of
compensatoriness and cue utilization is governed by the accuracy-effort tradeoff.
But as we have seen, there is not always an accuracy-effort tradeoff in cognition,
and accuracy and effort are far from the only features of cognition which matter.

More generally, this discussion reveals a modest anti-intellectualist undertone
to the RRCV. On the reason-responsive consequentialist view, the internal struc-
ture of heuristic strategies, such as their cue utilization and compensatoriness,
matters not in its own right, but only insofar as it affects the likely results of
heuristic cognition. In some cases, it can be rationally permissible to use strategies
that radically under-represent or mis-represent reality, so long as those strategies
are expected to produce good results. For example, we saw that it may be rational
to choose products at the supermarket by the recognition heuristic of buying only
products that you recognize, even though many features of a product besides its
name-recognition contribute to the overall quality of the product (Goldstein and
Gigerenzer 1999). As a consequentialist theory, the RRCV asks us to evaluate
heuristics such as recognition not by their internal structure, but rather by the
cognitive and noncognitive costs and benefits we are likely to see from using them.

On the RRCV, the disposition of heuristic strategies to produce incoherent
results is a very different matter. We saw in Chapter 1 that incoherence is often
instrumentally bad, reducing accuracy and creating opportunities for agents to
be exploited. We may also think that incoherence is an intrinsically bad state for
agents to find themselves in.1⁰ However, we saw in Chapter 5 that coherence may
come apart from other goals, such as accuracy or welfare, that we also have reason
to promote. When this happens, the RRCV tells us to balance the intrinsic and
instrumental value of coherence against other cognitive and noncognitive goals.
It can be rational to cognize heuristically, even when we could use more coherent
nonheuristic processes instead, in order to promote other goals such as accuracy,
speed, efficiency, or well-being.

In this section, we have seen how the reason-responsive consequentialist view
accounts for the rationality of heuristic cognition. The RRCV grounds arguments
for the rationality of heuristic cognition based on the accuracy-effort trade-
off, limited cognitive abilities, and less-is-more effects. It also generalizes those

1⁰ Some philosophers hold that coherence has no value on its own (Kolodny 2005). Many advocates
of coherence requirements hold that coherence has some small intrinsic value, but this value can be
outweighed (Broome 2013).
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arguments, incorporating new tradeoffs such as the speed-accuracy tradeoff and
explaining why even less-is-more effects may not always be sufficient to rationalize
heuristic cognition. We also saw how the RRCV can be used to answer specific
questions about the rationality of heuristic strategy selection. The RRCV takes
a modest anti-intellectualist stance on which the internal structure of cognitive
heuristics, such as their compensatoriness or cue utilization, matters only insofar
as this structure impacts the likely results of cognition. By contrast, other features
such as the disposition to produce incoherent results matter directly and must be
balanced together to determine what rationality requires.

8.5 Ecological rationality

The bounded tradition holds that rationality is ecological, or environment-relative.
Because heuristic strategies perform well in some environments and poorly in
others, we cannot ask of a heuristic whether it is rational or irrational full-stop.
We must always ask: in which environments would this strategy be a rational way
to cognize? The reason-responsive consequentialist view captures the basic datum
that rationality is ecological without a hitch. Environments structure the strategies
that are available to us as well as the costs and benefits of using them. We have
seen that all of these factors are normatively relevant on the RRCV. Strategies that
are unavailable to us cannot be rationally required, and we must choose among
available strategies based on their expected costs and benefits.

Chapter 2 suggested that a good account of ecological rationality should answer
three questions. First, while it is widely agreed that cognition is ecologically
rational when it fits the environment in some relevant way, there is no consensus
about what type of fit between strategy and environment is at issue. I suggested
that the relevant type of fit could neither be fittingness, in the philosophers’
normative sense, nor resemblance between strategies and environments. And I
suggested that a good first pass was to say that strategies are ecologically rational
when we ought to employ them in a given environment.

Now we are in a position to improve on that first pass. Ecological rationality
is in the first instance a view about rationality, not rightness. How could it be
otherwise? Strategies are ecologically rational when they are rational to use in a
given environment. We saw above that rationality is deontic: what agents ought
to do and what they are rationally required to do are the same thing. Because
rationality is deontic, the question of how agents are rationally required to cognize
in an environment is coextensional with the question of how they ought to cognize.
But in general, we saw in Chapter 3 that rationality is a strictly more demanding
status than rightness, and it is important to keep rationality and rightness apart.

The first question about ecological rationality gave rise to a second: what is the
right deontic theory to think about ecological rationality? I have argued that the
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reason-responsive consequentialist view is a good candidate, not only because it
induces the right deontic theory, but more generally because it delivers the right
theory of rational cognition for bounded agents. At the end of this section, we
will have seen that the RRCV does everything that we demanded of a normative
theory of bounded rationality: holding that rationality is bounded rationality;
capturing the procedural turn; explaining the rationality of heuristic cognition;
making rationality ecological; and supporting a vindicatory program. We have
also seen that the RRCV is our best hope for meeting three minimal criteria on an
account of bounded rationality (Chapter 5) and that theRRCVunifies and explains
a range of data from the epistemology of inquiry (Chapter 6).

Our last question about ecological rationality was whether ecological rationality
concerns process- and environment-types, tokens, or both? Reliabilists and many
other externalists have long held that we need to evaluate types rather than tokens
to get plausible verdicts in cases of interest. For example, suppose I ask you when
George Washington was born. Here is an eminently efficient and reliable process
token for resolving this problem: immediately output the answer ‘1732’ and halt
deliberation. On token forms of reliabilism and many other externalist views, that
strategy would be rationally permissible, possibly even rationally required.

The standard externalist solution to such worries is to think about process-
and environment types. Although the process token of immediately outputting
‘1732’ is reliable in this token environment, it would not be reliable across a type
of similar environments in which, for example, questions about the birthdays
of other historical figures were posed. Likewise, some reliabilists have held that
the relevant process may not be something highly specific such as outputting
‘1732,’ but something more general such as randomly guessing, and this process
type is unreliable in most environments. In this way, reliabilists and many other
externalists salvage their accounts by turning from tokens to types.

The reason-responsive consequentialist view might perhaps have some
resources for resisting this move.11 But at the same time, the reliabilist has a point.
Sometimes, assessing process- and environment tokens just does not tell us what
we want to know. On the RRCV, if the agent’s evidence supports the judgment
that George Washington was born in 1732, then the process token of immediately
outputting ‘1732’ will probably be best. Perhaps there is a sense in which agents
are rationally required to use that strategy, but that is not the sense we are usually
after in asking questions about rational inquiry.

11 Because rationality is information-sensitive, the reliability of a strategy is not a function of its
actual accuracy, but rather its expected accuracy given relevant information. An agent whose evidence
did not indicate that GeorgeWashington was born in 1732might be irrational for using such a strategy.
Likewise, the rationality of a strategy is not a function of the answer that it actually outputs, but rather
the agent’s evidence about what its outputs will be. In this example, it is clear what the strategy will
output, but most strategies involve steps like sampling memory whose consequences are unknown to
the agent. This creates room to say that strategies whose answers will in fact be highly accurate may,
given the evidence, be counted as unreliable.
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One benefit of the consequentialist framework of evaluative focal points is that
it allows us to ask several different normative questions about inquiry. On this
framework, there are many different focal points: process types, process tokens,
belief types, belief tokens, character types, character tokens, and the like. At each
focal point, we can ask normative questions about rationality, blame, or other
normative categories. Although each question is well-formed, it is not part of the
consequentialist view that each question is equally informative or tracks ordinary
normative discourse. For example, there is a perfectly well-formed question of
which lifetime pattern of behaviors on Tuesday evenings would be rationally
permissible. But that is not always a helpful question to ask or a question that most
ordinary agents ask.

Likewise, we may agree with the reliabilist that it is often helpful to ask nor-
mative questions about process- and environment types rather than tokens, and
that this is often what ordinary agents do. We need not go so far as to deny that
questions about process- and environment tokens are helpful or well-formed. But
we may yet think that an important turn in the study of ecological rationality is
the turn toward a greater role for type- over token-assessments.

In addition to answering our original questions about ecological rationality,
the reason-responsive consequentialist view helps us to soften some of ecological
rationality’s surface externalist commitments. We saw in Chapter 3 that a good
theory of bounded rationality should say how informational bounds impact
rational cognition, and that this desideratum comes into tension with approaches
such as externalism. For an externalist, to say that rationality is environment-
relative is to say that we are rationally required to use the strategies that perform
best in our actual environment, even if all of our best information suggests that
the environment will be unfriendly to those strategies. Chapter 3 argued that the
best way to soften these commitments is not to adopt a subjectivist approach on
which whatmatters are agents’ beliefs about the environment, but rather to take an
information-sensitive approach on which what matters is our information about
the environment. On this approach, to say that rationality is ecological is to say
that agents are required to do what is expectedly best given their information
about the environment. An information-sensitive approach allows us to retain the
core insights of ecological rationality without denying the normative relevance of
informational bounds. Because strategies perform well in some environments and
poorly in others, rational agents use strategies that are expected to produce good
results given available information about the environment.

Summing up, we have seen that the reason-responsive consequentialist view
captures the idea that rationality is ecological and strips this idea of its strongest
externalist commitments.TheRRCVexplains the type of fit between environments
and strategies that is at issue in theories of ecological rationality: not resemblance,
fittingness, or rightness, but rather rationality. The RRCV provides a promising
deontic theory for ecological theorizing and embeds that theory into a more
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general account of rationality. And the RRCV accommodates the idea that theories
of ecological rationality should often focus on process types rather than process
tokens, while at the same time allowing that questions about process tokens are
important and well-formed.

8.6 Conclusion

In this chapter, we have seen how the reason-responsive consequentialist view
accounts for four characteristic claims about bounded rationality: bounds matter,
and rationality is procedural, heuristic, and ecological. We saw that the RRCV
grounds each of these normative claims in a natural way, explaining for example
why paradigmatic bounds matter and capturing traditional arguments for the
rationality of heuristic cognition without change. We also saw that the RRCV
can be used to flesh out and develop many characteristic claims about bounded
rationality, such as the notion of ecological rationality. And we saw that the RRCV
can be used to generalize many of the claims and arguments made in Chapter 2,
for instance by revealing the accuracy-effort tradeoff to be one of many different
tradeoffs which support the use of heuristic strategies.

At this point, we have done most of what we set out to do. Chapter 2 developed
the theory of bounded rationality as a systematic alternative to the Standard
Picture and revealed the need for a systematic account of rational inquiry in order
to ground and develop the theory of bounded rationality. Parts 2–3 developed and
defended the RRCV as an account of rational inquiry. This chapter, together with
Chapter 7, showed how the RRCV can be applied to ground and develop all of the
claims about bounded rationality made in Chapter 2.

Chapter 1 began by contrasting theories of bounded rationality to the Standard
Picture on which rational norms are norms of consistency typified by logic,
probability theory, and decision theory. Initially, I suggested that the right theory
of bounded rationality would be a normative replacement for the Standard Picture.
But now we are in a position to see that this is not quite right. In the next
chapter, I use the reason-responsive consequentialist view to revisit the relation-
ship between bounded rationality and the Standard Picture and argue that the two
theories are more compatible than they are often thought to be.
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9.1 Introduction

What is the relationship between bounded rationality and the Standard Picture?
Chapter 1 suggested that the right theory of bounded rationality will be a norma-
tive replacement for the Standard Picture. I suggested that the Standard Picture
reacts to descriptive violations of Standard Picture norms by blaming agents,
retaining the Standard Picture as a normative theory, and holding that agents
who violate Standard Picture norms are cognizing irrationality. By contrast, I
suggested that theories of bounded rationality react to many Standard Picture
violations by blaming the theory, rejecting the Standard Picture, and replacing it
with a competing normative theory on which many Standard Picture violators are
cognizing rationally.

Now we are in a position to see that this first-pass description is not quite
right. In Section 9.2, I argue that the right theory of bounded rationality charts
a third way between blaming the agent and blaming the theory: it blames attitudes
rather than agents and blames theorists rather than theories. This allows us to
treat theories of bounded rationality not as normative alternatives to the Standard
Picture, but rather for themost part as important complements to Standard Picture
norms.

That raises the objection that my approach cedes too much ground to the
Standard Picture (Section 9.3). I argue that my concessive stance toward the
Standard Picture is needed to avoid two normative consequences: that most
traditional attitudinal norms are false (Section 9.4), and that all attitudinal norms
are normatively non-fundamental (Section 9.5). Section 9.6 concludes.

9.2 A third way

Chapter 1 introduced the Standard Picture of rationality on which rationality
consists in conformity to coherence requirements such as the requirements of
logic, probability theory and decision theory. We saw that the Standard Picture
has been advanced both as a descriptive theory of how humans actually cognize as
well as a normative theory of how humans ought to cognize. Chapter 1 chronicled
a range of descriptive deviations from Standard Picture axioms and set out two
normative reactions that we can take toward these deviations.

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0010



OUP CORRECTED PROOF – FINAL, 18/4/2024, SPi

the standard picture revisited 177

First, we can blame the agent, retaining the Standard Picture as a normative
theory and holding that agents violate Standard Picture requirements because they
are irrational. Alternatively, we can blame the theory, using patterns of descriptive
behavior to identify normatively relevant factors which the Standard Picture
leaves out, but to which agents are correctly sensitive. Then we can construct an
alternative normative theory and use that theory to rationalize many Standard
Picture violations.

Initially, I suggested that theorizing about bounded rationality is an exercise in
blaming the theory. The right theory of bounded rationality incorporates bounds
such as limited cognitive abilities and the costs of cognition to which the Standard
Picture is insensitive. As a result, I suggested we might take theories of bounded
rationality as normative replacements for the Standard Picture.

But now we are in a position to see that this first suggestion was too strong.
The Standard Picture is an account of the rationality of attitudes such as intention,
belief, and preference. We saw in Chapters 3 and 8 that the reason-responsive
consequentialist view may not have any implications for the rationality of these
attitudes, and that if the RRCV does have implications for the rationality of
attitudes, these implications are unlikely to be strongly revisionary. Seen in this
light, theories of bounded rationality are not, at least for the most part, normative
replacements for the Standard Picture.1 Their primary contribution is to provide
new answers to procedural questions about rational inquiry, because it is at the
level of inquiry rather than its results that our bounds are most strongly felt.

The RRCV does not, in the first instance, blame agents or theories, but rather
suggests a third way that we can react to descriptive deviations from the Standard
Picture. This third way involves blaming theorists, not theories, and blaming
attitudes, not agents. Let us see in more detail what that entails.

The reason-responsive consequentialist view blames theorists rather than theo-
ries because it does not say that the Standard Picture gives a false theory of rational
attitudes.2 Rather, the RRCV reminds us that it is at least as important to ask
normative questions at other focal points. In particular, to get a full picture of why
agents often deviate from Standard Picture axioms, we need to ask questions about
rational inquiry, and these questions are not answered by the Standard Picture. If
there is blame to be assigned, it lies not with the Standard Picture for telling us
that certain attitudes are irrational, but rather with theorists for failing to follow
that judgment with the vindicatory claim that many of these attitudes resulted

1 For other ways of squaring bounded rationality with the Standard Picture, see Berg (2014) and
Sturm (2019).

2 To say that the RRCV does not directly force advocates of the Standard Picture to revise their view
of rational belief is not to deny that other phenomena might put pressure on the Standard Picture
as applied to belief. For example, you might think that it is not within agents’ abilities to believe all
tautologies. When combined with (Rational OIC), this would imply that agents cannot be rationally
required to believe all tautologies. Here there are many moves to be made, either in defense of the
Standard Picture, or in weakening the Standard Picture.
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from fully rational inquiry by bounded agents and could only have been avoided
through irrational forms of inquiry. It is the job of theorists as much as theories to
ensure that the questions we ask show appropriate sensitivity to cognitive bounds.

TheRRCVblames attitudes rather than agents because it concedes that Standard
Picture violations may involve irrational attitudes, but does not in any obvious
way blame agents for those attitudes. We can ask normative questions not only
about inquiries and attitudes, but also about agents. Are the agents described in
this book rational agents? Do their inquiries spring from cognitive virtue or vice?
Can agents be blamed for attitudes that result from rational inquiry? The RRCV
does not directly answer any of these questions, but the discussion in this book
suggests reasons for answering many of these questions in a positive light. Agents
who consistently make the best use of limited cognitive and resources and abilities
to achieve their goals may well be rational agents; on at least one account, their
dispositions are cognitive virtues (Driver 2001); and their attitudes may well be
excused from blame on the basis that they were produced by rational deliberation.
While it is true that the RRCV takes agents to sometimes hold irrational attitudes,
the RRCV does not in any obvious way blame agents for those attitudes, or
conclude that the agents who hold these attitudes are irrational.

In this section, we have seen how the reason-responsive consequentialist view
suggests a third way between the options of blaming descriptive deviations on
agents or theories. That third way blames not theories, but theorists for focusing
too much on normative questions about attitudes rather than processes. The third
way also blames attitudes rather than agents, allowing that agents sometimes hold
irrational attitudes but blocking any direct inference to the conclusion that the
agents themselves are irrational or lack virtue. But the thirdway is not for everyone.
In the next section, we will see that there is at least one important objection to this
third way.3

3 One interesting question involves defining the job description or theoretical role of rationality on
my account. Some theorists distinguish between two non-descriptive projects for rationality: giving
guidance and providing normative assessment. While I don’t make this distinction myself, a referee
proposes that it may be instructive to ask how the distinction between substantive and procedural
rationality stacks up to the distinction between normative assessment and guidance-giving. Fixing, for
concreteness, the distinction between normative assessment and guidance-giving in a leading recent
book (Bermúdez 2009), we see important similarities between the two distinctions. Like Bermúdez’s
guidance-giving rationality, procedural rationality is closely tied to deliberation; provides first-personal
and ability-constrained advice about cognitive processing; and is tightly linked to descriptive theo-
rizing. Like Bermúdez’s normative assessment, substantive rationality is all-things-considered, non-
subjective, concerned with normative reasons, and may satisfy many traditional requirements of
consistency or coherence. There are, also, some divergences between my view of substantive and
procedural rationality andBermúdez’s view of guidance-giving and normative assessment: for example,
on my view both substantive and procedural rationality are all-things-considered, non-subjectivist,
and concerned with normative reasons. Does this mean that the distinction between substantive and
procedural rationality is a different distinction fromwhat others havemeant by the distinction between
normative assessment and guidance-giving conceptions of rationality? I amnot certain andwould leave
this question up to the reader to decide.
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9.3 The angel’s way?

It is often put to me that once we understand just how little impact paradigmatic
cognitive bounds have on Standard Picture norms, bounded rationality theorists
have no choice but to reject the Standard Picture as an account of rational attitudes.
There are at least two ways to motivate this suggestion.

First, Chapter 2 introduced the claim that boundsmatter by contrasting theories
of bounded rationality to an unbounded approach defended by RalphWedgwood.
On this approach, a goodway to think about rationality is to imagine that an agent’s
limited cognitive faculties have been scooped out and replaced with an angelic
advisor:

One picturesque way of conceiving of [the] rational probability function is to
imagine an angel perched inside the thinker’s head—where the angel’s advice to
the thinker takes the formof this rational probability function.Unfortunately, this
angel is uncertain about many empirical propositions about the world. However,
the angel knows all relevant truths about the mental states and events that are
present in the thinker’s mind at the time; and she can assign probabilities to these
empirical propositions by relying on what she knows about these mental states
and events, together with everything that the essential nature of these mental
states and events either guarantees or makes likely to be true.

(Wedgwood 2018, p. 99)

Chapter 2 reminded us that humans are not angels, but creatures of flesh and blood.
We have the faculties that we have, and rationality requires us to make the best use
of these faculties, not the faculties of an angel.

However, if we leave the Standard Picture in place as an account of rational
belief, then we will not have landed far from the picture of an angelic advisor. The
Standard Picture requires both angels and humans to form arbitrarily complex
beliefs and carry out arbitrarily complex deductions. On an information-sensitive
view, allowance is made for agents’ limited information, but that allowance is
also present in Wedgwood’s tale of an empirically ignorant angel. These similar-
ities between Wedgwood’s account and my account of rational attitudes may be
grounds for concern. Insofar as theories of bounded rationality are meant to take
us away from stories about angels, wemight have expected the apple to land further
from the tree.

Another concern is that on my view, normative questions about attitudes are
important and well-formed. It makes sense to ask how you ought to deliberate
about buying coffee, but also to ask whether you should intend to buy coffee. Then
to say that the Standard Picture may be nearly correct about rational attitudes
is to cede an important piece of normative ground to unbounded theorists.
Insofar as humans are bounded agents, it might be objected that all of the most
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important normative questions about cognition shouldmake clear the importance
of cognitive bounds, whereas on my view those bounds are primarily felt on
processes rather than attitudes.

Wheremight these objections lead us?The suggestion, I take it, is to adopt a fully
or partially indirect approach on which bounds on the cognitive processes that
produced an attitude are taken to be relevant to the rational status of the attitude
itself. For example, if a belief was formed by rational heuristic deliberation and
could only have been avoided by angelic calculations, then we should take that
belief to be rational rather than irrational in order to fully reflect the normative
importance of cognitive bounds.We saw in Chapter 2 that Simon himself took this
route, holding that beliefs are rational when they result from rational deliberation.

The objection is not without force, and readers sympathetic to indirect
approaches are welcome to read this book with those approaches in mind. But
let the buyer beware. In the next two sections, I argue that combining indirect
normative assessment with serious attention to cognitive bounds will have two
surprising normative consequences: that most traditional attitudinal norms
are false (Section 9.4), and that many attitudinal norms are non-fundamental
(Section 9.5). In each case, we will see, these consequences are not speculative
or hypothetical: they are the actual, avowed consequences of our best indirect
approaches to bounded theorizing. Readers willing to stomach these results are
welcome to take an indirect approach. But first I would like to remind the buyer
of the consequences of that approach.

9.4 Falsifying traditional attitudinal norms

The first worry for indirection is that it threatens to falsify most traditional norms
governing attitudes. The basic worry is that as we have seen, rational processes
of inquiry by bounded agents can on occasion produce attitudes which come
arbitrarily far apart from the dictates of traditional attitudinal norms. In these
cases, indirect normative theories generate pressure against even weakened forms
of traditional attitudinal norms, because they generate cases in which rational
processes can produce attitudes violating even weakened attitudinal norms.

Let us first see how this problem arises in epistemology (Thorstad 2021).
Jane Friedman has recently argued that plausible norms of inquiry may falsify
most traditional epistemic norms governing belief (Friedman 2020). For exam-
ple, Friedman considers weak versions of evidentialism and knowledge norms
governing belief:

(EPa) If one has excellent evidence for p at t, then one is permitted to judge p at t.
(KPa) If one is in a position to come to know p at t, then one is permitted to come
to know p at t.
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Friedman points out that even if we have excellent evidence for p or are in a
position to come to know p, it may still be irrational to engage in the processes
of inquiry required to form the belief that p. Consider, for example:

(Chrysler) Charlie the contractor has been hired to replace the windows on
the Chrysler Building in Manhattan. As a first step, Charlie sits down outside the
Chrysler Building to count the number of windows on the building.

While Charlie is counting windows, there are many propositions that Charlie is in
a position to know, or for which he has excellent evidence. For example, Charlie
is in a position to know that there are fourteen pigeons outside the main entrance
to the Chrysler building. But it would be irrational for Charlie to stop counting
windows and start counting pigeons, because it is more important for Charlie to
count windows than pigeons.

Now on a direct normative theory, this verdict is perfectly compatible with
evidentialist or knowledge-based norms governing belief (Thorstad manuscript
b). Although it would be irrational for Charlie to engage in the inquiries needed to
form the belief that there are fourteen pigeons outside the Chrysler building, the
result of this wastefully irrational inquiry might well be a fully rational belief. But
Friedman reads EPa and KPa as constraints not on the attitudes that we can hold,
but rather on the processes of inquiry we can permissibly use to form them. With
this interpretation in mind, Friedman quite rightly concludes that EPa and KPa
are false. It would be irrational to engage in wasteful inquiries such as counting
pigeons, even though those inquiries are sanctioned by EPa and KPa.

At this point, it might be objected that genuine epistemic norms are not blanket
permissions to form any attitudemeeting certain conditions, but rather conditions
that must be met by attitudes that we do go on to form. So for example, we might
defend the converses of EPa and KPa:

(EP′
a) If one is permitted to judge p at t, then one has excellent evidence for p at t.

(KP′
a) If one is permitted to judge p at t, then one is in a position to come to know

p at t.⁴

It is no objection to EP′
a that Charlie has excellent evidence for the belief that there

are fourteen pigeons outside the Chrysler building, or to KP′
a that Charlie is in a

position to know this. After all, EP′
a and KP′

a do not say that it would be rational
to form any belief which Charlie has excellent evidence for, or is in a position to

⁴ Of course, KP′a is not a strict converse of KPa, because KPa deals with what we are permitted to
come to know rather than judge. But the strict converse of KPa is not the principle we are after; that
principle would be almost trivially true.
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know; only that any belief it would be rational for Charlie to form meets these
conditions.

But indirect theories of bounded rationality cause trouble for these converse
norms as well. Suppose you are presented with two German cities and asked to
judge which of the two cities is the largest. You might make that judgment using
a heuristic called take the best (TTB). TTB instructs agents to order items of
information by their validity as predictors of city size (Gigerenzer 1991; Gigerenzer
and Goldstein 1996).⁵ Perhaps the most important information is the designation
as a national capital, followed by other cues such as being the site of a major
exposition or having a major-league soccer team. TTB instructs agents to move
downwards through cues in order of predictive validity, until they find a cue which
tells in favor of one city being larger. For example, although neither Hamburg nor
Essen is a national capitol, Hamburg, unlike Essen, has amajor league soccer team.
So TTB instructs agents to judge that Hamburg is larger than Essen, and in fact
Hamburg is several times larger than Essen.

In many circumstances, heuristics such as TTB may be rational ways to form
comparative judgments (Gigerenzer and Goldstein 1996; Hogarth and Karelaia
2006; Martignon and Hoffrage 2002). But on an indirect approach, the rationality
of heuristics such as TTB causes trouble for EP′

a and KP′
a. Imagine that some

city X outperforms Essen on a single highly ranked item of information, such as
the presence of a soccer team, but radically underperforms Essen on most lower-
ranked cues. Then it may well be the case that you have excellent evidence for the
claim that Essen is larger than X, and are in a position to know that Essen is larger
than X by considering all of your information together. But TTB instructs you to
halt deliberation quickly with the opposite judgment: that X is larger than Essen.

As before, on a direct approach this instruction is not in conflict with EP′
a and

KP′
a. To say that it is rational to inquire using TTB is not to say that if TTB produces

an evidentially unsupported belief, this belief itself is rational. But on an indirect
approach, EP′

a and KP′
a constrain processes of inquiry: it could not be rational to

inquire in a way that produces evidentially unsupported beliefs, or beliefs we are
not in a position to know. These verdicts do come into direct tension with the
rationality of TTB, insofar as rational use of TTB may sometimes produce beliefs
without the properties demanded by EP′

a and KP′
a. Again, we see that even weak

forms of evidentialism, knowledge norms, and other traditional epistemic norms
will be false.

Wemight hold out hope that indirect approaches to bounded rationality are less
revisionary in the practical sphere than in the epistemic sphere. But that is not the

⁵ The predictive validity of a cue is the probability that it discriminates correctly, given that it
discriminates at all. More formally, fix an environment S of cities and a cue C. For a pair (s1, s2)
of cities, write C(s1 > s2) when C favors s1 being larger than s2, and s1 > s2 when s1 is in
fact larger than s2. Then the validity of C over S is |{(s1, s2) ∈ S× S : C(s1 > s2)∧ s1 > s2}| /
|{(s1, s2) ∈ S× S : C(s1 > s2)}|.
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case. As in the epistemic case, it can be rational to engage in processes of inquiry
whose results sometimes violate traditional norms governing attitudes, and it can
be wastefully irrational to engage in processes of practical inquiry whose resulting
attitudes would be sanctioned as rational by traditional norms. Both results cause
trouble for indirect approaches, which aim to bring together the rational statuses
of inquiries and the attitudes that they produce.

Themost familiar cases are cases inwhich rational processes of practical inquiry
produce irrational attitudes. Recall the loving baker from Chapter 3, who holds
back five loaves of bread every day for her family because she is moved directly
by her deep love for her family. Most normative theories hold that the baker’s
intention to save five loaves of bread is irrational, for example because it would
have better consequences for the baker’s family if she were to sell more bread
or because the baker has a duty to take reasonable opportunities to provide for
her family. But many normative theories also hold that the baker’s inquiry may
be fully rational. By allowing herself to be directly moved by familial love in
deciding how to act, the baker helps her family to feel loved and incorporated
in her business concerns, ensures that her family’s welfare will be salient in
important deliberations, and helps to motivate herself to go out and sell bread
every morning. If that is right, then here we have a case of rational inquiry leading
to irrational attitudes, a result which indirection threatens to block.

In the other direction, it is widely accepted that some attitudes may be perfectly
rational, but could only result from wastefully irrational inquiry. Consider the
lifeguard from Chapter 8 who must decide which of several drowning swimmers
to save first. Many theories will hold that the lifeguard has a duty to intend to save
some particular swimmer first, for example because she is most likely to drown.
But we saw in Chapter 8 that the best way for the lifeguard to deliberate may be
through a simple heuristic, such as intending to save the nearest swimmer first.
The lifeguard may be rationally required to deliberate in this way, in order to
keep deliberation time to a minimum. But as a result, she may intend to save a
different swimmer than the swimmer she is rationally required to save, or intend
to save. Here we have a case of boundedly rational inquiry leading to irrational
attitudes, exactly the sort of result that an indirect approach was introduced
to block.

So far, we have seen that an indirect approach to the study of bounded ratio-
nality threatens to falsify traditional epistemic norms such as evidentialism and
knowledge norms, as well as traditional practical norms such as consequentialist
and deontological approaches to rational intention. This result may not deter
the indirect theorist. After all, if we set out to construct a theory that lands
comfortably far from the Standard Picture, then we should not be surprised to
learn that this theory comes apart from other traditional normative views as well.
But there is a second threat which may trouble even many indirect theorists: on an
indirect approach, many attitudinal norms are normatively non-fundamental.
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9.5 The fundamentality of attitudinal norms

A second consequence of indirect approaches is that they make attitudinal norms
derivative, rather than fundamental in status. As an explanatory matter, indirect
views make normative facts about processes explanatorily prior to normative facts
about attitudes. And in normative theorizing, theymake it difficult to say anything
precise about the attitudes agents are required to hold without simply asking how
agents are rationally required to inquire, then checking which attitudes would
result from those inquiries.

Consider a standard indirect approach, such as Simon’s substitute interpretation
of procedural rationality (Simon 1976). On this view, the attitudes that result
from inquiry are rational just in case they were produced by a rational process
of inquiry. As we have seen, the outputs of rational inquiry are quite sensitive
to features of agents and their environment. This means that on an indirect
approach, it is hard to say anything precise about the rationality of attitudes
without first assessing the rationality of the processes that produced them. And
while indirect views are not, strictly speaking, committed to any claims about the
explanatory priority of norms governing attitudes and processes, these viewsmake
it very natural to say that attitudes are rational because they result from rational
processes, and that the rationality of processes of inquiry grounds and explains
the rationality of the resulting attitudes. It is very hard to see what else could
ground or explain attitudinal norms in a way that would guarantee the truth of
indirect normative theories, and I do not know of any indirect theorists who have
denied that attitudinal norms are grounded and explained by more fundamental
procedural norms.

Even weaker forms of indirection often struggle to make room for fundamental
attitudinal norms. As wemodify accounts of rational attitudes tomake them sensi-
tive to bounds governing processes of inquiry, we begin to feel increasing pressure
to take attitudinal norms as derivative on more fundamental procedural norms.

By way of illustration, consider the phenomenon of rational delay: rational
agents take time to update their beliefs based on new evidence. It is clear that
rational delay should be built into accounts of rational inquiry, since processes
of inquiry are activities that take time to execute. It might seem natural to build
rational delay into accounts of rational belief, so that beliefs may rationally fail
to reflect new evidence during an interval of rational delay. Abelard Podgorski
(2017) recently investigated the consequences of building rational delay into
accounts of rational belief. Podgorski argues convincingly that building rational
delay into accounts of rational belief should lead us to regard all attitudinal norms
as normatively non-fundamental.

Traditional accounts of rational belief require beliefs to instantly reflect newly
acquired evidence. For example, we might hold:
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(Conditionalization) An agent is rationally required, for any time t1 and t2,
where t1 < t2, to have credence at t2 in P equal to her conditional credence at
t1 in P|E, where E is the total evidence she acquires from t1 to t2.

(Podgorski 2017, p. 10)

Conditionalization makes no allowance for rational delay. If an agent acquires
evidence just milliseconds before t2, then at t2 she is rationally required to have
fully incorporated that evidence into her beliefs.

We might try to weaken conditionalization to build in an interval of rational
delay, during which it is acceptable for agents to fail to update on new evidence.
For example, we might defend:

(Better Conditionalization) An agent is rationally required, if she has newly
acquired evidenceE at t1, to have credenceP at t2 (some appropriate time after t1)
equal to her conditional credence at t1 in P|E. (Podgorski 2017, p. 10)

But the apparent fundamentality of requirements like Better Conditionalization
erodes when we ask a specific question: precisely how long is the interval of
rational delay?

It would not do to pick a constant interval of delay for all tasks. Factors like the
cognitive difficulty of updating on a given piece of information, the importance of
being right about p, and the number and importance of competing tasks should
plausibly affect the interval of rational delay. But for just this reason, it is hard
to see what else we could say about rational delay without simply reading the
interval of delay off from the runtime of rational processes of inquiry. For example,
we could try to derive the interval of rational delay from the amount of newly
acquired evidence E, the complexity of E or the complexity of the proposition P.
But each of these accounts leaves out many of the factors just used to reject a
constant interval of rational delay.

And now it looks like the most helpful thing we can do is to first ask which
cognitive processes an agent is rationally required to engage in to update her
beliefs, taking into account factors such as the cost of those processes, the stakes,
and the time required to execute processes.Thenwe will set the interval of rational
delay to the precise amount of time required to execute the process of updating
which agents are rationally required to engage in. And then it seems that Better
Conditionalization is not a fundamental rational norm in its own right. The
fundamental norms of rationality tell agents which processes of updating they are
required to use. Those processes span a length of time, from t1 to t2, and produce
a credence cr(P|E). There is no need to posit a new fundamental norm of Better
Conditionalization instructing agents to update from adopt cr(P|E) by t2, because
it already follows from more fundamental procedural norms that they will do so.
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Now the phenomenon of rational delay is just one of many bounds on inquiry
affecting the beliefs that a rational inquirer will form. As we build these bounds
into other attitudinal norms beyond Better Conditionalization, these other norms
will begin to look explanatorily non-fundamental in just the same way that Better
Conditionalization does. If procedural norms already specify the processes of
inquiry that it is rational for agents to use, and if we can read off features of
attitudinal norms from these underlying procedural norms, then parsimony seems
to demand that we take the procedural norms as fundamental and treat attitudinal
norms as derivative on these more procedural norms.

As long as we have norms about when [a] process is triggered, when it can be
interrupted, and how it concludes . . . it follows as a mere corollary that a rational
agent who is in the state that triggers the process will form an attitude that is the
output of the process at a time . . . So the process view [on which fundamental
epistemic norms govern processes] has every indication of being explanatorily
fundamental in relation to state-oriented diachronic norms.

(Podgorski 2017, p. 17)

On this view, attitudinal normsmaywell express genuine normative requirements.
But those requirements are not fundamental norms in their own right. Rather, they
are the scars or shadows left by more fundamental procedural norms:

In the same way our physical actions produce scars on our bodies, our mental
activities produce attitudes in ourminds. But scars, and correspondingly attitudes
themselves, are not . . . norm-governed—only the activities that give rise to and
manage them are. If fully rational agents, in virtue of their rationality, manifest
some regularity in their attitudes, it is because those patterns are the shadows cast
by properly functioning processes. (Podgorski 2017, p. 14)

In this way, building bounds on inquiry such as rational delay into attitudinal
norms pushes us toward the same conclusion reached by traditional indirect
accounts: that attitudinal norms are derivative rather than fundamental.

When we see the extent to which indirect approaches to bounded rationality
make attitudinal norms non-fundamental, some of the motivation for going indi-
rect begins to erode. Our initial concern was that direct approaches make room
for a separate and important class of attitudinal norms that do not deeply reflect
an agent’s bounds. The worry was that theories of bounded rationality should say
how agents’ bounds bear on all of the most important aspects of their cognition.
But the indirect approach does not set out to capture a separate and important class
of attitudinal norms that reflect an agent’s bounds. The indirect approach makes
attitudinal norms less distinct and fundamental, seeking to assimilate these norms
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to more fundamental norms governing processes. In the process, much of the
distinctness, importance, and interest of attitudinal norms has been lost.

9.6 Conclusion

In this chapter, we saw how the reason-responsive consequentialist view charts
a third way between blaming agents and theories for descriptive violations of
Standard Picture norms (Section 9.2). My account blames attitudes, not agents for
irrationality. It also blames theorists, not theories for emphasizing the irrationality
of attitudes instead of the rationality of the processes that produced them. This
raised the objection that my approach is too concessive to the Standard Picture
because it leaves the Standard Picture largely intact as a theory of rational atti-
tudes (Section 9.3). We could avoid these consequences by adopting an indirect
normative theory.

However, I argued that my concessive approach is needed to avoid two norma-
tive consequences of indirect normative theories: that most traditional attitudinal
norms are false (Section 9.4), and that all attitudinal norms are normatively non-
fundamental (Section 9.5). We saw that there is substantial pressure for indirect
normative theorists to accept both of these conclusions. And we used case studies
from the work of Jane Friedman and Abelard Podgorski to show how indirect
views have been used to argue for both conclusions. Readers who are willing to
stomach both of these consequences are welcome to read this book through the
lights of indirect normative theory. But for my part, I find making peace with the
Standard Picture a small price to pay for avoiding both of these consequences.

This chapter discussed the relationship between bounded rationality and the
Standard Picture.⁶ The last and final chapter takes up the relationship between
bounded rationality and recent work in the epistemology of inquiry. Jane Fried-
man has argued that epistemology must take a zetetic turn from the study of
doxastic attitudes toward the study of inquiry (Friedman 2020, forthcoming).
The zetetic turn in epistemology looks very much like a special case of Simon’s
procedural turn from the study of attitudes toward the study of inquiry. I argue

⁶ There are other differences between bounded rationality and the Standard Picture worth exploring.
Some may have passed by without notice: unlike the Standard Picture, theories of bounded rationality
take a heuristic, process-focused, and ecological approach to rationality (Chapters 2, 8). Some dif-
ferences are dispositional: bounded rationality theorists tend to hold out more hope for vindicatory
epistemology than many advocates of the Standard Picture do (Chapters 2, 7). Other differences
run very deep: for example, unlike the Standard Picture, theories of bounded rationality are not
architecturally neutral (Chapter 1) and often resist axiomatic characterization or find axiomatization
less helpful (Gigerenzer 2019). Some remaining issues, such as the sense in which bounded rationality
is a non-maximizing or non-optimizing approach (Elster 1983; Klein 2001; Russell and Wefald 1991)
have not been discussed here and would be fruitful avenues for future research.
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that we should indeed regard the zetetic turn in epistemology as a special case
of the procedural turn. I use this view to draw lessons for the epistemology of
inquiry by applying what we have learned about bounded rationality. I also argue
that treating the zetetic turn in epistemology as part of a broader procedural turn
reveals the need for a second zetetic turn within practical philosophy. I conclude
with some guidance for the shape of this second zetetic turn.
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The zetetic turns

10.1 The zetetic turn and the procedural turn

Epistemology has taken a zetetic turn (Friedman 2020, forthcoming). Tradition-
ally, epistemologists have followed a doxastic paradigm concerned primarily with
doxastic attitudes:

According to the doxastic paradigm, epistemic norms are norms that bear almost
exclusively on having, forming, revising, maintaining (etc.) beliefs and other
belief-like attitudes. (Friedman forthcoming)

Taking the zetetic turn means shifting much of our attention away from attitudes
and toward the processes of inquiry that produce them:

Taking the zetetic turn . . . means moving to thinking of the norms of epistemol-
ogy as speaking to the entire process of inquiry. (Friedman forthcoming)

If I have done my job right, these words will sound welcome and familiar.
In Chapter 2, we saw thatHerbert Simon took the fundamental turn in the study

of bounded rationality to be the procedural turn from substantive to procedural
rationality. Chapters 2, 8, and 9 defended a view on which substantive rationality
asks questions about the rationality of attitudes, whereas procedural rationality
asks questions about the processes of inquiry that produce them. If this is right,
then the zetetic turn looks very much like a special case of the procedural turn.1
Taking the zetetic turn means moving from the study of doxastic attitudes toward
the study of theoretical inquiry, whereas taking the procedural turnmeansmoving
from the study of doxastic and practical attitudes toward the study of theoretical
and practical inquiry. My aim in this chapter is to take this claim seriously and see
what follows.

Section 10.2 argues that recent work in the epistemology of inquiry, or zetetic
epistemology should be treated as an episode in the study of bounded rationality. If
this is right, then it will make sense to treat the zetetic turn in epistemology as part

1 And if this is wrong, then the zetetic turn may still look like a special case of the procedural turn.
Wewill just have to reinterpret both turns in a consistent way, for example through the lights of indirect
normative assessment.

Inquiry Under Bounds. David Thorstad, Oxford University Press. © David Thorstad 2024.
DOI: 10.1093/oso/9780198886143.003.0011
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of a broader procedural turn within the study of bounded rationality. Section 10.3
uses this insight to draw lessons for zetetic epistemology by applying what we have
learned about bounded rationality.

Thinking about the zetetic turn as part of a broader procedural turn reminds us
that there is not one zetetic turn, but two: a turn in epistemology from doxastic
attitudes toward theoretical inquiry, and a second turn in practical philosophy
from practical attitudes toward practical inquiry. Section 10.4 argues that taking
the procedural turn seriously requires taking a second zetetic turn in practical
philosophy, then uses what we have learned about bounded rationality to draw
lessons for the zetetic turn in practical philosophy. Section 10.5 concludes.2

10.2 Zetetic epistemology and bounded rationality

What is the relationship between zetetic epistemology and bounded rationality? In
this book, I have argued that all human rationality is bounded rationality. We have
minds and bodies with specific capacities. These capacities limit the inquiries that
are possible for us and impose costs on inquiry. Our minds and bodies are located
in environments which interact with our cognitive and physical architecture to
further restrict the inquiries we can engage in, and to structure the costs and
benefits of these inquiries. Chapters 2 and 8 defended a relevance constraint
on which paradigmatic bounds bear on how humans are rationally required to
cognize.

If all human rationality is bounded rationality, then there can be no question
of whether zetetic epistemology is a type of bounded rationality. While it may
sometimes make methodological sense to highlight certain bounds over others
in our analysis, in general zetetic epistemology must be conceived as a type of
bounded rationality if it is to be a theory of human rationality. Readers sympa-
thetic to this view may skip ahead to the next section, which draws lessons for
zetetic epistemology from what we have learned about bounded rationality.

But some readers may think that in addition to bounded rationality, there is a
distinct type of ideal rationality that abstracts away from bounds such as minds,
bodies, or environments (Carr 2022; Richter 1990; Smithies 2015).Granting for the
sake of argument that this program gets a take on some subjects, perhaps such as
rational belief, we might ask whether it makes sense to develop a theory of ideally
rational inquiry. Here, I think that whatever our views in the case of belief and
other attitudes, it does not make good sense to think of recent work in zetetic

2 A brief caution before I begin: the material in this chapter will be of most interest to readers with
an existing interest in the epistemology of inquiry. Readers with more general interests may benefit less
from some of this discussion.
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epistemology as concerned with a phenomenon that can be captured by theories
of ideal rationality.

Here is the problem in brief. Many of the most central and paradigmatic
challenges that arise for inquirers arise in a nontrivial way becausewe are bounded.
These challenges would either fail to arise, or else become nearly unrecognizable if
the bounds generating them were removed. If this is right, then it does not make
sense to think of recent work in zetetic epistemology, which has been concerned
with specific types of challenges and aimed to deliver recognizable classes of
solutions, as concerned with a type of ideal rationality that abstracts away from
cognitive bounds.

To see the point, consider four challenges at issue in recent zetetic epistemology
(Table 10.1). The first is evidence-gathering (Hall and Johnson 1998; Smith 2014;
Woodard and Flores forthcoming). When are agents rationally required to gather
evidence during inquiry, and what evidence should they gather? This challenge
arises because we are informationally bounded: there is relevant information that
we do not have. Because we lack relevant information, it may make sense to gather
that information.

Next, consider double-checking (Christensen 2007; Friedman 2019a;
Hawthorne and Stanley 2008; Woodard forthcoming). Recent work has stressed
that rational agents should sometimes double-check their beliefs in order to ensure
that they have not made a mistake. When and how should agents double-check
their beliefs? This question arises because we are fallible. We need to double-check
our beliefs because we could have made a mistake the first time.

Turn now to junk belief (Friedman 2018; Harman 1986; Michaelian 2011).
Recent work has stressed that agents often have duties to avoid forming, storing,
or retaining ‘junk’ or trivial beliefs. Obligations to avoid junk belief arise because
of two bounds. First, inquiry is costly: forming junk beliefs consumes valuable
resources such as time and effort. Second, memory is bounded: we may be in
danger of running out of storage space in memory (Harman 1986), and we are
certainly in danger of cluttering memory retrieval, with the result that future
inquiries will be guided by a high proportion of irrelevant information. On this
basis, it has been argued not only that we should avoid forming junk beliefs or
storing them in long-term memory, but also that we may be rationally required

Table 10.1 Challenges for inquirers and their motivating bounds

Challenge for inquirers Motivating bound(s)

Gathering evidence Informational bounds
Double-checking Fallibility
Junk belief Memorial bounds, costs of inquiry
Allocating attention Attentional bounds, computational bounds
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to forget junk beliefs in order to declutter our long-term memories (Hertwig and
Engel 2021; Schooler and Hertwig 2005).

Finally, inquirers must choose how to allocate attention between competing
internal and external stimuli (Siegel 2017; Sims 2003). Paying attention to the
right stimuli ensures that our inquiries are guided by the most relevant features
of our minds and environments. This challenge arises because we are attentionally
bounded: we cannot attend to all stimuli at once. It may also arise because we
are computationally bounded, unable to process all of the information that an
attentionally unbounded agent would have before them.

To see that these challenges need to be conceived as challenges facing bounded
agents, let us ask what would happen to these challenges if the generating bounds
were removed. Here the answer is that each challenge would either fail to arise, or
arise in a strange and unrecognizable way.

Turn first to evidence-gathering. When are informationally unbounded agents
rationally required to gather evidence, and what evidence should they gather?
Here there is no challenge at all. Informationally unbounded agents should never
gather evidence, and in fact they could not do so. They already have all evidence
at their disposal.

Now consider double-checking.When and how should infallible agents double-
check their beliefs? While it is possible for infallible agents to double-check their
beliefs, they should never do so. An agent who could not have been wrong the first
time has no need to double-check her beliefs.

The story ismuch the samewith junk belief. Consider an agent with unbounded
memory capacities for storage and retrieval, and for whom inquiry is not costly.
What would be wrong with such an agent forming, storing, or failing to forget
junk beliefs? Plausibly, there would be nothing wrong with this.3 If forming and
storing junk beliefs is costless, storage space is unlimited, and junk beliefs will
not clutter later memory retrieval, then it is hard to see what could be the matter
with junk belief. In fact, such an agent would plausibly be rationally required to
form and store all junk beliefs with a nonzero probability of proving useful during
her lifetime.

Finally, consider the allocation of attention. Which stimuli should an attention-
ally unbounded agent attend to? Here the answer is that she should attend to all
stimuli at once, at least if she is also unbounded in her capacity to process incoming
information. An unbounded agent may benefit from attending to each additional
stimulus, and can never be harmed in the process.

The lesson here is that even if we take some features of agency to be governed
by separate types of bounded and ideal rationality, we should not think of norms

3 Michaelian (2011) demurs, holding that the presence of junk beliefs makes an agent’s belief state
intrinsicallyworse. ButMichaelian holds this in large part because he is unwilling to accept the bounded
rationality explanation of duties to avoid junk belief. If we take that explanation on board, then there
is much less explanatory pressure to posit a new primitive type of badness attaching to junk belief.
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of inquiry, in the sense raised by recent work in zetetic epistemology, as tracking
a type of ideal rationality. Many of the most central and paradigmatic challenges
facing rational inquirers only arise in an interesting way because we are bounded,
and would fail to arise or else become nearly unrecognizable when the relevant
bounds were removed. In this sense, it makes good sense to think of zetetic
epistemology as studying a type of bounded rationality, and to apply what we have
learned about bounded rationality to draw lessons for zetetic epistemology. I take
up this task in the next section.

10.3 Lessons for zetetic epistemology

Thinking about the zetetic turn in epistemology as part of a broader procedural
turn within the study of bounded rationality allows us to apply what we have
learned about bounded rationality to shed light on zetetic epistemology. In this
section, I show how thinking about the procedural turn yields new motivations
for taking the zetetic turn in epistemology (Section 10.3.1); raises new ques-
tions within zetetic epistemology (Section 10.3.2); highlights the relevance of
novel normative considerations (Section 10.3.3); yields an important method-
ological lesson (Section 10.3.4); and provides a new view of rational inquiry
(Section 10.3.5).

10.3.1 Motivating the zetetic turn

We saw in Chapter 4 that recent work in zetetic epistemology has given three
motivations for the zetetic turn. First, it is argued, a wide range of historical work
in epistemology has been concerned with inquiry (Friedman 2017b; Mattherne
manuscript; Misak 1987; Striker 2001). In taking the zetetic turn, we pick up a
project that history has conceived of as central to the epistemological enterprise:
understanding the nature and norms of inquiry.

Second, our attitudes at any given time reflect ongoing processes of temporally
extended inquiry. If we focus only on attitudes held at moments in time, rather
than the processes of inquiry that produce and modify these attitudes, we risk
developing a temporally parochial epistemology of the present moment that is
unable to capture the ongoing processes of inquiry through which attitudes are
shaped (Friedman 2020).

Finally, on some views the norms governing theoretical inquiry are norms of
theoretical rationality (Kelly 2003; Sylvan manuscript; Thorstad 2021). It is often
thought that theoretical rationality falls within the domain of epistemology, rather
than practical philosophy. Hence if it is correct to say that norms of theoretical
inquiry are norms of theoretical rationality, then developing these norms is a task
for epistemologists.
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Viewing the zetetic turn in epistemology as part of a broader procedural
turn reveals a powerful new motivation for taking the zetetic turn: the zetetic
turn is an essential component of a humanly adequate epistemology. We saw in
Chapter 8 that theories of bounded rationality should be process-focused because
many paradigmatic cognitive bounds are felt most strongly as bounds on inquiry,
rather than as bounds on the attitudes that result from inquiry. And we saw in
Chapter 9 that if we focus only on norms governing attitudes, we will recover a
picture much closer to the Standard Picture than to existing theories of bounded
rationality. Insofar as we want to develop a humanly adequate epistemology, we
need to place more emphasis on norms governing inquiry in order to get a full
and complete picture of how bounds bear on rational cognition. As part of a
broader procedural turn, the zetetic turn in epistemology is a fundamental and
indispensable component of the study of bounded rationality.

10.3.2 New questions for zetetic epistemology

In addition to providing new motivations for the zetetic turn, existing work on
bounded rationality also raises novel questions for zetetic epistemologists. There
is a rich body of scholarly questions about rational inquiry in the literature on
bounded rationality, andmany of these questions have yet to be taken up by zetetic
epistemologists. Any of these questionswould be ripe for further exploration. I give
two examples below.

First, we saw in Chapters 2 and 8 that bounded rationality is process-focused,
aimed primarily at studying the processes of inquiry used by bounded agents. We
saw also that many of the processes used by bounded inquirers are heuristics.
If that is right, then it is important to ask questions about the nature of rational
heuristic inquiry in order to build a specific and detailed account of rational
inquiry.

For example, we might ask which heuristics are available to bounded inquirers
(Gigerenzer and Gaissmaier 2011; Gigerenzer and Selten 2001). When and why
is it rational to use a given heuristic strategy (Lieder and Griffiths 2017; Marewski
and Schooler 2011)? In which ways do rational heuristics differ from the non-
heuristic strategies studied by many epistemologists? And what changes must be
made to the traditional epistemological narrative in order to accommodate the
rationality of heuristic inquiry (Bishop and Trout 2004; Karlan 2021; Weinberg
et al. 2001)?

Second, we saw in Chapters 2 and 8 that rationality is ecological, or
environment-relative. Because heuristics and other strategies perform well in
some environments and poorly in others, we must never say of a strategy that it
is rational or irrational full-stop. Instead, we must ask in which environments a
strategy would be rational to use. We saw in Chapter 2 that ecological rationality is
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amethodological thesis as well as a normative thesis. As theorists, we need to strive
as far as possible to build the structure of environments into normative models
or we risk going awry. For example, we may erroneously claim that strategies are
irrational when they are instead rational responses to environmental constraints
that fall outside of our normative models.

One natural way to build the structure of environments into normative models
would be to ask how the rationality of particular strategies varies with the structure
of the environment. For example, we might ask whether and how the accessibility
of evidence in an agent’s environment affects her duties to gather evidence. Or we
might ask which features of environments help to transform processes of double-
checking belief from a salutary safeguard into an irrational pathology. Taking
ecological rationality seriously urges us to put such questions at the forefront of
our research agenda.

10.3.3 New normative considerations

In the last subsection, we saw that thinking about bounded rationality raises
new questions for zetetic epistemology. At the same time as bounded rationality
raises new questions for zetetic epistemology, it also highlights a broad range of
normative considerations that are relevant to answering these questions.

We saw in Chapter 2 that paradigmatic bounds such as limited cognitive abili-
ties, costs of inquiry, and the structure of the environment bear on the rationality
of inquiry. And we saw in Chapter 5 that the noncognitive stakes of inquiry,
tradeoffs that arise during inquiry, and the need to avoid rationalizing problematic
inferences by stereotyping also constrain accounts of rational inquiry. We also saw
in Chapter 5 that not all theories of rational inquiry give plausible accounts of how
these factors bear on the rationality of inquiry. This finding suggests two lessons
for zetetic epistemology.

First, we must develop views which take normative considerations such as
limited abilities, costs, environments, stakes, tradeoffs, and stereotyping seriously.
If a view struggles to deliver detailed or plausible suggestions for how inquirers
should respond to these normative considerations, then that is reason to deepen
or change the view.

Second, these normative considerations are not ancillary to the study of
bounded rationality. They capture some of the most fundamental challenges
facing bounded inquirers. If that is right, then questions about these normative
considerations need to be placed at the forefront of research into zetetic
epistemology. For example, we might ask how the costs of inquiry affect the
rationality of closing inquiry, or how the noncognitive stakes of inquiry affect
the aims that it is rational for inquirers to have. By putting prominent focus on
questions like these, we will become more likely to develop theories of rational
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inquiry that can give detailed and accurate accounts of howbounded agents should
respond to the normative considerations which structure their lives.

10.3.4 Methodological implications

We saw in Chapters 2 and 8 that many claims about bounded rationality are not
only normative claims, but alsomethodological claims.They remindus as theorists
that it is important to model paradigmatic cognitive bounds in as much detail as
possible in order to ensure that the normative impact of these bounds is correctly
reflected in our theories.

Above, we discussed the methodological importance of building models which
reflect the structure of the environment. But humans are not only limited by
our environments. We are also limited by our internal cognitive structure, which
restricts the processes that are within our power and imposes costs on many
of those processes. Theories of bounded rationality stress that it is important to
engage in detail with empirical psychology in order to build a detailed and accurate
story of rational human inquiry. If we do not do this, we risk building models
which have little to do with the actual situation of human inquirers. We will
then make normative mistakes when we project these models onto human agents,
wrongly classifying those agents as irrational when they are instead responding
rationally to cognitive constraints that lie outside of our normative models.

The methodological importance of attending to descriptive psychology is per-
haps best revealed in a letter from Herbert Simon to the economist Ariel Rubin-
stein (Simon 1998). Rubinstein is well-known for constructing a dazzling array of
sophisticatedmathematical models, each exploring the consequences of relaxing a
differentmodeling assumption fromneoclassical economics. For a small sampling,
Rubinstein gives us models of agents who treat similar options as identical; agents
who play coordination games with near-complete common knowledge; agents
whose attitudes are distributed across non-partitional information structures;
agents who absentmindedly forget information; and agents who choose which
information to retain about consumer prices (Rubinstein 1989, 1998, 2012).

The problem, according to Simon, is that Rubinstein’s models make only tan-
gential reference to the actual structure of human cognition:

Aside from the use that you make of the Tversky-Kahneman experiments . . .
almost the only reference to empirical matters that I detect in your pages is an
occasional statemen[t] like ‘a casual observation’ and ‘the phenomenon exhibited
here is quite common.’ (Simon 1998, p. 188)
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While it is quite right to use empirical research to motivate the program of
bounded rationality modeling, Simon holds, this itself is not enough. We cannot
simply allude to the need for bounded rationality modeling, then write down any
model which strikes our fancy. We need to use empirical findings to help us to see
which modeling assumptions are the right ones to make, and which are wrong.

At the moment we don’t need more models; we need evidence that will tell us
what models are worth building and testing . . . [Models which describe] not all
of the phenomena that we can imagine, but those that actually occur.

(Simon 1998, p. 190)

The right approach, for Simon, is to use descriptive psychology to deliver detailed
and accurate characterizations of the actual structure of human cognition, then
use these findings to build models which correctly describe the situation facing
human cognizers and the normatively correct response to that situation.

The lesson for zetetic epistemology is much the same. We can set out and study
any number of challenges facing bounded inquirers. But if we do not describe
these challenges in a way that incorporates detailed and accurate characterizations
of human psychology, then we will end up developing models that are either too
abstract to capture the situation of bounded inquirers or else are specific enough
to make false assumptions about the situation facing human inquirers. Then we
will be at a high risk of drawing false normative conclusions by projecting models
onto human cognizers which do not capture relevant cognitive bounds.

10.3.5 A new view of rational inquiry

One final way in which thinking about bounded rationality can contribute to
zetetic epistemology is by introducing a new view of rational inquiry: the reason-
responsive consequentialist view. On that view, acting rationally consists in doing
what we have most reason to do in response to the reasons for which we ought
to do it. What we have most reason to do is to promote value, and the promotion
of value is assessed in an information-sensitive way. Since inquiry is an activity,
an account of rational inquiry falls out of the RRCV as a special case. The
RRCV incorporates further elements such as a sharp level-separation between
questions about belief and inquiry (Thorstad 2021); a rich axiology on which
many achievements, both intellectual and non-intellectual, bear final value; and
a consequentializing program aimed at delivering plausible and non-revisionary
explanations of a range of normative phenomena.
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Chapter 5 suggested that a good way to test the reason-responsive consequen-
tialist view is by thinking about what the RRCV can say about specific cases of
rational inquiry. In Chapter 5, we saw what the RRCV has to say about stakes,
tradeoffs, and stereotypes. In Chapter 6, we saw what the RRCV says about clutter
avoidance, norms of friendship, and norms of logical omniscience. In Chapter 7,
we saw what the RRCV has to say about anchoring and adjustment, as well as
some experiments testing conditional reasoning. In Chapters 8–9, we sawwhat the
RRCV has to say about the normative importance of cognitive bounds, procedural
rationality, the rationality of heuristic inquiry, and ecological rationality.

These case studies leave many stones unturned. Recent work in zetetic epis-
temology has raised many interesting questions about rational inquiry which
have not been discussed in detail in this book. When is it rational for agents
to gather evidence (Hall and Johnson 1998; Smith 2014; Woodard and Flores
forthcoming)? When is it rational for agents to double-check their beliefs once
those beliefs are formed (Christensen 2007; Friedman 2019a)? Is there a sense in
which agents are rationally required to suspend judgment during inquiry, and if
so what is that sense (Friedman 2017b; McGrath 2021)? It would be an interesting
project, going forward, to see what the RRCV says about these questions. If the
RRCV continues to deliver plausible, explanatorily powerful and intuitively non-
revisionary verdicts in these cases, these results will at once shed light on specific
cases and provide some evidence for the RRCV. On the other hand, if the RRCV
struggles in these cases, then that will be some evidence against the RRCV, and
this evidence might be used to construct a new theory.

In this section, we have seen how treating the zetetic turn in epistemology as
a special case of the procedural turn in bounded rationality yields five lessons for
zetetic epistemology. Applying what we have learned about bounded rationality
introduces a new motivation for taking the zetetic turn: taking the zetetic turn is
essential to the construction of a humanly adequate epistemology. Thinking about
bounded rationality also reveals new questions for zetetic epistemology, such as
questions about heuristic inquiry and the structure of the environment. Theories
of bounded rationality highlight a range of relevant normative considerations that
theories of rational inquiry should be sensitive to, including cognitive abilities,
costs, environments, stakes, tradeoffs, and stereotyping. Thinking about bounded
rationality highlights the methodological importance of attention to descriptive
psychology, and introduces a new view of rational inquiry: the reason-responsive
consequentialist view.

So far, we have been concerned with the zetetic turn in epistemology. But the
zetetic turn in epistemology is a special case of Simon’s more general procedural
turn. To complete the zetetic turn, we need to take an analogous turn within
practical philosophy. Section 10.4 characterizes this second zetetic turn, showing
how the characteristic claims about bounded rationality made in Chapter 2 carry
over into the practical domain, and how the five lessons we have just learned
generalize from theoretical to practical inquiry.
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10.4 The other zetetic turn

10.4.1 Two zetetic turns

Inquiries come in two types. On the one hand, there are theoretical inquiries.
Theoretical inquiries terminate, at least often, in the formation of doxastic attitudes
such as belief. And perhaps theoretical inquiries originate with the formation of
a special type of interrogative attitude such as curiosity or wondering (Friedman
2013;Newtonmanuscript;Whitcomb 2010). On the other hand, there are practical
inquiries. Practical inquiries terminate, at least often, in the formation of practical
attitudes such as plans, intentions, and preferences. Perhaps practical inquiries
begin with the formation of an intention, such as the intention to decide which
of a set of options to take, although I do not mean to commit to any particular
view on the matter.

The procedural turn is a turn from the study of attitudes toward the study of
the processes of inquiry that produce them. One half of the procedural turn is the
zetetic turn in epistemology from doxastic attitudes to theoretical inquiry. But our
practical attitudes such as plans and intentions are no less the product of inquiry
than our doxastic attitudes are. For this reason, taking the procedural turn also
involves a second zetetic turn in practical philosophy, from practical attitudes to
practical inquiry. Insofar as we are committed to studying bounded rationality, we
need to think seriously about practical inquiry.

If we want to get a handle on the rationality of practical inquiry for bounded
agents, where might we begin? While there are many places we might begin, one
place to start would be with the observation that this book is not a book about
theoretical inquiry. It is a book about inquiry, both practical and theoretical.
Although some of the discussion is couched in terms familiar to epistemolo-
gists, most of the main lessons carry over to the practical case without change.
For this reason, we can make a good start at understanding the rationality of
practical inquiry by applying what we have already learned about inquiry in
this book.

Byway of illustration, in the rest of this section I showhow the five characteristic
claims about bounded rationality developed in Chapters 2, 7, and 8 can be
defended as claims about practical inquiry (Section 10.4.2). Then I show how the
same five lessons drawn in Section 10.3 for zetetic epistemology can be carried
over to the case of practical inquiry (Section 10.4.3).

10.4.2 Five characteristic claims

Chapter 2 introduced five characteristic claims about bounded rationality: that
bounds matter; rationality is process-focused, ecological and often heuristic; and
many challenged areas of human cognition can be vindicated as in an important
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sense rational. Below, I show how each of these claims can be defended when we
are concerned with practical rather than theoretical inquiry.

Begin with the claim that bounds matter: paradigmatic cognitive bounds such
as limited cognitive abilities and the costs of computation bear on the rationality
of agents’ judgment and decisionmaking. This is already a claim about decision-
making, or practical inquiry, and rightly so. Practical inquiries, like theoretical
inquiries, are limited by our abilities and incur costs. In practical philosophy, it
is widely accepted that ought implies can, and insofar as this is true we cannot
be required to inquire in ways that are beyond our abilities. Likewise, in practical
philosophy it is generally accepted that the noncognitive costs of actions bear on
the rationality of those activities. Insofar as inquiry is an activity, this means that
the noncognitive costs of inquiry bear on its rationality. And once we accept the
relevance of noncognitive costs, it is hard to find a reason to deny the normative
relevance of cognitive costs.

Turn next to the claim that theories of rationality should be process-focused.
The argument given in Chapter 8 for this claim was that standard theories of
rational attitudes have very little to do with paradigmatic cognitive bounds.
I illustrated this argument by considering the case of an agent choosing among
a long shelf full of artisanal vinegars at the supermarket. I suggested that it would
be rational for the agent to make up her mind about which vinegar to buy using
a frugal heuristic, even though that heuristic would likely lead her to intend to
buy a bottle of vinegar that is not expectedly best. In this case, we would have a
case of rational inquiry leading to irrational intention, but the intention would
only be irrational because relevant bounds such as the costs of cognition are
entirely irrelevant to the rationality of the agent’s intention. Once we see how little
paradigmatic cognitive bounds have to dowith the rationality of practical attitudes
such as intention, we should accept that procedural facts often give a more helpful
and complete picture of the normative lives of bounded agents.

Note well that this argument is already phrased in terms of practical inquiry.
While we could construct analogous cases to illustrate the importance of a process-
focused epistemology, the argument given in Chapter 8 is already an argument for
adopting a process-focused practical philosophy.

The third characteristic claim was that rational agents often deliberate using a
toolbox of fast-and-frugal heuristic strategies (Gigerenzer and Gaissmaier 2011).
This claim can be defended on all of the same grounds as the rationality of
heuristic belief formation. First, the accuracy-effort tradeoff in theoretical inquiry
becomes a quality-effort tradeoff in practical inquiry. In many cases, the quality
of decisions trades off against the effort of making them, and heuristic processes
often strike the best balance between quality and effort (Johnson and Payne 1985;
Thorstad 2021). Second, our cognitive abilities limit the practical inquiries that
we can engage in, just like they limit the theoretical inquiries we can engage in.
Sometimes the only inquiries we can engage in are heuristic, and in such cases
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we cannot be rationally required to inquire nonheuristically because we cannot
do so. Finally, in practical inquiry less can also be more: in some cases, frugal
heuristics reliably outperform more complex procedures, even ignoring the cost
of decisionmaking, because they are less prone to overgeneralize on sparse data
(Geman et al. 1992; Gigerenzer and Brighton 2009). In such cases, the rationality
of heuristic inquiry should be widely conceded.

Fourth, we held that rationality is ecological, or environment-relative. Just as
the structure of task environments affects features such as the speed, cost, and
accuracy of theoretical inquiries, so too the structure of the environment affects
the speed, cost and decision quality of practical inquiries. For this reason, we
must never say of a process of practical inquiry that it is rational or irrational
full-stop. We must always ask: in which environments would this process be
rational to use?

Finally, Chapter 2 made the vindicatory claim that large swaths of seemingly
irrational experimental findings can be vindicated as the results of rational inquiry.
Although the discussion of vindicatory epistemology in Chapter 7 focused on
theoretical inquiry, we have already met one well-known example of vindicatory
practical philosophy. Chapter 5 reviewed a range of findings from the psychology
of poverty and took those findings to suggest that it is often rational for the
poor to engage in short-termist patterns of cognitive resource allocation, devot-
ing increased resources such as attention, and computational bandwidth toward
pressing short-term problems and consequences. We saw that the predictable
consequence of rational short-termist resource allocationwill be that agents some-
times intend to, and do overborrow, undersave, or fail to comply with medical
instructions. Chapter 5 suggested that these behaviors and the intentions that
produced them may be irrational, but that these intentions and behaviors are
often the results of fully rational practical inquiry, and could only be avoided by
irrational forms of practical inquiry. If that is right, then the psychology of poverty
provides a good case study for how a vindicatory practical philosophy could be
developed.

In this subsection, we have seen how the five characteristic claims about
bounded rationality developed in Chapter 2 can be advanced as claims about prac-
tical inquiry as well as claims about theoretical inquiry. In the rest of this section,
I show how the five lessons for zetetic epistemology drawn out in Section 10.3 can
be recast as guidance for normative theories of practical inquiry.

10.4.3 Five lessons

Section 10.3 used what we have learned about bounded rationality to draw five
lessons for the study of theoretical inquiry. Below, I show how each of these lessons
can be recast as lessons about practical inquiry.
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Motivations
In Section 10.3, we saw that the study of bounded rationality generates a powerful
new motivation for taking the zetetic turn in epistemology. The zetetic turn in
epistemology is a special case of the more general procedural turn. And the
procedural turn is the fundamental turn in the study of bounded rationality. For
that reason, taking the zetetic turn in epistemology is essential to the construction
of a humanly adequate epistemology, one that is concerned with bounded agents
rather than inhuman angels. But the zetetic turn in practical philosophy is also
a special case of the procedural turn. For this reason, taking the zetetic turn
in practical philosophy is just as essential to the construction of a humanly
adequate practical philosophy as the zetetic turn in epistemology is essential to
the construction of a humanly adequate epistemology.

Questions
In Section 10.3, we saw that the study of bounded rationality generates new
questions for zetetic epistemology. By way of example, we surveyed two sets of
questions about heuristics and environments, respectively. All of these questions
have practical analogs that deserve careful scrutiny.

In the practical domain, we can ask questions about heuristics: which heuristics
are available to bounded agents; when are these heuristics rational; and what
changes should be made to practical philosophy to accommodate the rationality
of heuristic inquiry? We can also ask questions about environments. For example,
how does the availability of information in the environment affect the rationality
of gathering information beforemaking a decision? And how does the structure of
the environment bear on the boundary between rational and irrational reopenings
of previously settled practical inquiries?

Normative considerations
In Section 10.3, we saw that the study of bounded rationality raises at least six
normative considerations that theories of rational inquiry should be sensitive to:
costs, abilities, environments, stakes, tradeoffs, and stereotyping. These consider-
ations are no less relevant to practical inquiry than they are to theoretical inquiry.

Practical inquiries incur costs, and these costs bear on the rationality of practical
inquiry because they are part of its outcomes. Practical inquiries are limited by our
abilities, and since ought implies can, we cannot be rationally required to engage
in practical inquiries that are beyond our abilities. Environments alter the reward
structure of practical inquiries, and hence the rationality of engaging in them.

Practical inquiries should be stakes-sensitive: we need to spend more time
thinking about how to pay our taxes than how to pay a dinner tab. Practical
inquiries incur tradeoffs, for example by drawing resources away from other
practical inquiries, and these tradeoffs affect the rationality of engaging in
tradeoff-inducing processes. And practical inquiries can involve objectionable
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stereotypes. For example, an executive can hand his coat to a woman in the
boardroombecause she is awoman. It is important to develop accounts of practical
inquiry which say that such stereotype-involving inquiries are often irrational.

Methodology
In Section 10.3, we saw that it is important to build detailed specifications of
internal cognitive bounds into models of theoretical inquiry. If we try to make
do with less-detailed, or less-informed models, we risk making false claims about
the rationality of theoretical inquiry by projecting conclusions from those models
onto agents who rationally respond to bounds that lie outside of our normative
models. Exactly the same conclusion holds for practical inquiry. Cognitive bounds
matter to the rationality of practical inquiry. If we do not theorize on the basis of
detailed and precisemodels of cognitive bounds, we riskmaking false claims about
the rationality of practical inquiry by projecting conclusions from those models
onto agents who rationally respond to bounds that lie outside of our normative
models.

A new view
In Section 10.3, we saw that the study of bounded rationality contributes a new
view of theoretical inquiry: the reason-responsive consequentialist view. But the
RRCV is not only an account of theoretical inquiry. It is an account of rational
action, of which practical inquiry is a subspecies.

All of the main components of the RRCV are familiar to practical philosophers:
a global-consequentialist account of rightness, a reason-responsiveness view of
rationality, and an information-sensitive account of deontic modals. In fact, many
of these components were developed by practical philosophers. And two of the
subsidiary components of the RRCVwere introduced by consequentialists: a sharp
level separation between inquiry and intention, and a consequentializing program
aimed at recovering consequentialist explanations of a range of normative data.

As in the case of theoretical inquiry, what is novel about the reason-responsive
consequentialist view is the combination of these components together with the
bounded rationality program underlying them. I suggested that a good test of the
RRCVwould be to see what it says about problem cases for theoretical inquiry, and
that is equally truewhenwe turn our attention to practical inquiry. For example, we
might askwhen it is rational for agents to gather evidence beforemaking decisions;
whether practical inquiry involves a type of suspension of judgment; or when it is
rational to reopen previously closed practical inquiries. If the RRCV continues to
deliver plausible, explanatorily powerful and intuitively non-revisionary verdicts
in these cases, these results will at once shed light on specific cases and provide
some evidence for the RRCV. On the other hand, if the RRCV struggles in these
cases, then that will be some evidence against the RRCV, and this evidence might
be used to construct a new theory.
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10.5 Conclusion

We have come a long way. It is time to take stock. Part 1 introduced the Standard
Picture and five characteristic claims associated with theories of bounded ratio-
nality. To ground, clarify and apply those claims, we needed a theory of rational
inquiry. Part 2 developed such a view, the reason-responsive consequentialist
view, and answered an objection that the RRCV is problematically non-epistemic.
Part 3 gave two arguments for the RRCV: the argument fromminimal criteria, and
the explanatory argument.

The business of Part 4 has been to apply the work done in Parts 1–3 to shed
light on bounded rationality, the Standard Picture, and zetetic epistemology.
Chapters 7–8 used the RRCV to ground, clarify and apply the claims about
bounded rationality developed in Part 2. Chapter 9 revisited the relationship
between bounded rationality and the Standard Picture, arguing that bounded
rationality and the Standard Picture should for the most part be taken as com-
patible theories of different objects.

The concern of this last and final chapter has been with the zetetic turn. We
saw that epistemology has taken a zetetic turn from the study of doxastic attitudes
toward the study of theoretical inquiry (Section 10.1), and that this turn can be
helpfully viewed as a special case of the more general procedural turn in bounded
rationality (Section 10.2). This generated five lessons for zetetic epistemology
(Section 10.3). We also saw that completing the procedural turn requires taking a
second zetetic turn in practical philosophy, from the study of practical attitudes
toward the study of practical inquiry (Section 10.4). We saw that most of the
leading claims of this book can be rephrased as claims about practical inquiry,
including the five characteristic claims about bounded rationality from Chapter 2,
and the five lessons for zetetic epistemology drawn in Section 10.4.

If we have gone this far, then what is next? The discussion in this chapter sug-
gests two places that wemight go from here. First, although practical philosophers
have often been concerned with inquiry, practical philosophy does not find itself
in the midst of anything like the full-blown zetetic turn that has gripped recent
epistemology. If I am right that it is important for normative theorizing to take
the procedural turn, and that taking the procedural turn requires taking a second
zetetic turn within practical philosophy, then we have excellent reason to begin in
earnest to take the zetetic turn in practical philosophy.

Second, we saw in Sections 10.3–10.4 that the study of bounded rationality
yields five lessons for the study of rational inquiry. Taking bounded rationality
seriously reminds us that the zetetic turns are necessary to the construction of a
humanly adequate normative philosophy. The study of bounded rationality intro-
duces new questions, such as questions about heuristics and environments. It also
introduces new normative considerations that theories of rational inquiry should
be sensitive to. The study of bounded rationality reminds us of the importance
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of enriching normative models with detailed information about agents’ internal
cognitive architecture. And thinking about rationality brings forth a new view, the
reason-responsive consequentialist view, which can help us to resolve questions
about rational inquiry. Taking these lessons to heart helps us to see what a humanly
adequate normative theory could be, and what remains to be done along the way
toward humanizing normative theory.
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