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Preface and Guide to the Book

This book argues for a rationalist account of the origins of human concepts—that
is, for a version of concept nativism. While this type of account comes in many
varieties, they all take the mind to possess a rich innate structure that plays a
central role in explaining the origins of concepts. Our own version of concept
nativism holds that many concepts across many conceptual domains are either
innate or acquired via learning mechanisms that involve innate representations or
other innate special-purpose elements. Drawing on a broad range of evidence from
many different disciplines, we argue that there is a powerful case to be made in
favour of this view. However, we are also keenly aware of the fact that the
rationalism-empiricism debate is widely seen as being irrelevant to contemporary
theorizing about the mind—or worse, as being fundamentally confused—and
that this has led many philosophers and cognitive scientists to dismiss it
altogether. If this scepticism regarding the value and coherence of the rationalism-
empiricism debate were warranted, our project would be doomed from the start.
So in addition to making a case for our rationalist view over competing alterna-
tives (both rationalist and empiricist), it is essential that we also address the fun-
damental challenges that call the debate itself into question.

Part I of the book provides a comprehensive rethinking of the theoretical foun-
dations of the rationalism-empiricism debate which clarifies what exactly the
debate is about—as well as what it is not about—and at the same time makes clear
why it remains central to the study of the mind. In our view, the rationalism-
empiricism debate should be understood to be about the differing views that
rationalists and empiricists hold regarding the collection of innate psychological
structures which constitutes the ultimate psychological basis for the acquisition
of all further psychological traits. Likewise, the more specific debate about the
origins of concepts should be understood to be about the differing views that
rationalists and empiricists hold regarding the collection of innate psychological
structures which constitutes the ultimate psychological basis for concept learn-
ing. This way of understanding the rationalism-empiricism debate is not new. But
it has never been fully articulated and is frequently conflated with (or rejected in
favour of ) a number of prominent alternative ways of understanding the debate
that turn out to be intellectual dead ends, especially the view that it is about nature
versus nurture (or the relative contributions of genes versus the environment).
Both critics of the rationalism-empiricism debate and its proponents and
participants frequently conceptualize it in these mistaken and unproductive
ways, often conflating several incompatible interpretations of the debate without
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realizing it. We see the widespread scepticism regarding the value and coherence
of the debate as stemming directly from such misunderstandings. While critics
have rightly regarded these ways of understanding the debate as unworkable, they
have been wrong to conclude that the debate itself should be abandoned as a
result. Instead, what’s needed is a better understanding of the debate. This under-
standing should be built around the idea that we started with—that rationalists
and empiricists differ in terms of the ultimate psychological basis that they posit
for acquiring all further psychological traits. By systematically developing this
interpretation of the debate—and sharply distinguishing it from unproductive
alternatives—Part I establishes a sound theoretical foundation for the debate,
providing a detailed framework for understanding the diverse range of possible
rationalist and empiricist theories and how they relate to one another.

In Part II, we turn to our positive case for concept nativism. As we see it, there
is an overwhelming case to be made in favour of our view that many concepts
across many conceptual domains are either innate or acquired via learning mech-
anisms that involve innate representations or other innate special-purpose elem-
ents. In making this case, we distinguish and clarify seven distinct types of
argument supporting concept nativism, many of which have been poorly under-
stood or insufficiently appreciated. Since our view is that a rationalist view about
the origins of concepts is the right view to hold for many concepts across many
conceptual domains, our discussion needs to cover a broad range of concepts
from different conceptual domains. An exhaustive treatment of each of our seven
arguments for concept nativism as it applies to every candidate concept and con-
ceptual domain is out of the question. Instead, to make the discussion manage-
able, we have chosen to illustrate the breadth of our account—the range of
concepts and conceptual domains that it covers—by bringing in new examples as
we introduce each new argument. To illustrate the depth of the case for concept
nativism—the fact that often many of these arguments apply to a given type of
concept or conceptual domain—we examine a selection of conceptual domains
from the vantage point of a number of these different arguments. While each of these
seven arguments individually supports a rationalist perspective, the full force of the
case for concept nativism comes from their collective impact and the recognition
that they comprise what amounts to a single multifaceted inference to the best
explanation argument for concept nativism. This argument not only demonstrates
that a rationalist account of the origins of concepts should be adopted over
competing empiricist accounts, it also shows why our version of concept nativism
should be adopted over competing rationalist accounts (e.g., what are known as
core knowledge accounts) which take there to be considerably less rich innate
structure underlying concept learning.

Part III critically examines the empiricist opposition to concept nativism. Our
critique of this opposition is organized around a representative selection of some
of the most important and influential empiricist accounts of concept acquisition.
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One common theme of Part III is that these empiricist proposals fail to do justice
to the theoretical and empirical considerations that drive the rationalist accounts
they are meant to be alternatives to. At the same time, however, we argue that
work in the empiricist tradition contains valuable insights about conceptual
development. We argue that not only are these insights consistent with concept
nativism but that they can make a more significant contribution to explaining
conceptual development when incorporated into a rationalist framework. Our
discussion in Part III extends both the breadth and depth of conceptual domains
covered in relation to the arguments for concept nativism in Part IT by illustrating
ways in which many of these arguments apply to new conceptual domains. We
conclude that an examination of empiricist alternatives to concept nativism only
serves to strengthen our case for rationalist accounts of the origins of concepts in
general, and for our own version of concept nativism in particular.

Finally, Part IV addresses what is perhaps the most famous contemporary
position in the rationalism-empiricism debate regarding the origins of concepts,
namely Jerry Fodor’s influential view that semantically primitive concepts (concepts
that aren’t composed of more basic representations) can’t be learned and the
corollary Fodor argued for that virtually all lexical concepts are innate (a view
known as radical concept nativism). One of the reasons that Fodor’s arguments
against concept learning have figured so prominently in this debate—despite the
wildly counterintuitive conclusions they are associated with—is that it has proven
to be remarkably difficult to say exactly where they go wrong. But perhaps even
more importantly, many theorists see Fodor’s arguments as containing a deep
insight about learning that imposes a fundamental constraint on any theory of
concept learning; they just see Fodor as having drawn the wrong moral from this
insight. While rejecting Fodor’s radical concept nativism, these theorists agree
with Fodor’s claim that semantically primitive concepts cannot be learned and so
must be innate. In fact, this view about conceptual structure and the limits on
what can be learned lies behind a nearly universally accepted model of concept
acquisition—endorsed in different ways by rationalists and empiricists alike—
which we call the Acquisition by Composition model (or ABC model) of concep-
tual development. According to this model, concept learning requires that the
learned concept be a complex concept which is formed from a compositional
process that builds the new concept out of its semantic constituents. The heart of
Part IV of the book is directed at showing why this model is mistaken. Our dis-
cussion encompasses an overview of the history of Fodor’s views on these issues,
which changed substantially over a period of more than thirty years. By carefully
analysing Fodor’s arguments, we show precisely how they go wrong, which in turn
shows why the ABC model of conceptual development should also be rejected.
The rejection of this model opens up a range of new possibilities for explaining
how concepts can be learned which we explore in relation to a variety of different
types of concepts and different theories of meaning for mental representations. This
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discussion further underscores a major theme of the book—that rationalist
accounts of the origins of concepts not only are consistent with concept learning
but also offer the best overall account of how concept learning works. We end
Part IV on this theme by highlighting the depth of the connection between our
own rationalist account of the origins of concepts and cultural learning.

Since this is a long book, we have tried to arrange it in such a way that the four
main parts of the book can be read on their own or out of order (though readers
who do this may need to consult Chapter 2 and Chapter 6 for key terminology we
use later on). Likewise, most chapters are sufficiently self-contained that readers
who are interested in particular topics can jump ahead to the relevant chapter.
However, it should be kept in mind that the theoretical framework in Part I and
the many arguments, examples, and empirical findings that are discussed in dif-
ferent chapters in Parts II-IV are meant to interact with and support one another
as part of a single integrated argument for concept nativism that runs through the
entire book.
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It seems to me that Anglo-American theorizing about concept attain-
ment has, for several hundred years now, restricted itself to the con-
sideration of a very small range of theoretical options. It also seems to
me that the results have not been extraordinarily encouraging.
Perhaps it is time to throw open our windows, kick over our traces,
upset our applecarts and otherwise wantonly mix our metaphors. If
we are going to have a cognitive science, we are going to have to learn
from our mistakes. When you keep putting questions to Nature and
Nature keeps saying “no’ it is not unreasonable to suppose that
somewhere among the things you believe there is something that
isn’t true.

Jerry Fodor






1
Introduction

Whatever Happened to the Debate over Innate Ideas?

One of the most remarkable features of the human mind is the breadth and rich-
ness of what it can represent. We aren’t limited to thinking about current sensa-
tions or even to the objects in our immediate environment. Our thoughts can
also turn to abstract matters (truth, beauty, justice), to things that are far away in
space and time (the rings of Saturn, the Crimean War), to things that haven’t hap-
pened (a world in which the dollar remained on the gold standard), and even to
things that don’t exist (Santa Claus, vampires, phlogiston).

This fact about the mind’s representational powers leads to a question that has
been at the centre of an enduring and, we think, highly productive debate that
traces back to antiquity—a question that is integral to nearly all philosophical
theorizing about human nature and that has motivated an enormous amount of
work in cognitive science. There are a number of ways of putting this question,
but perhaps the most recognizable and eloquent formulation is owing to
John Locke:

How comes it [the mind] to be furnished? Whence comes it by that vast store,
which the busy and boundless Fancy of Man has painted on it, with an almost
endless variety? Whence has it all the materials of Reason and Knowledge?
(1690/1975, IL1.2, p. 104)

In short, where do our concepts or ideas come from?"

! Although there are some differences between how ideas were understood in the history of phil-
osophy and how concepts are understood today, there is enough of an overlap that we will use the
terms “concept” and “idea” interchangeably. What exactly concepts are has been a matter of significant
controversy, both in philosophy and in cognitive science (Margolis and Laurence 1999, 2015). We will
say more about some of these controversies, and about what concepts are and how they relate to the
rationalism-empiricism debate in Chapter 6. For the time being, what matters most is that we take the
representational components that make up thoughts to be concepts, where thoughts are the represen-
tations that are involved in such high-level cognitive processes as categorization, decision making,
recalling facts, analogical reasoning, interpreting discourse, forming explanations, planning a course
of action, and problem solving. For example, when you think blue whales are the largest animals to
have ever existed, your having this thought involves the activation of a mental representation that is
composed of simpler representations—concepts—including ones for blue whales, animals, and exist-
ence (among others). We will follow the convention in which mentioned concepts and ideas appear in
small caps—for example, BLUE WHALE for the concept of blue whales and ANIMAL for the concept of
animals.
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This book offers an answer to Locke’s question that is inspired by the specula-
tions of Plato, Descartes, Leibniz, and other rationalist thinkers in the history of
philosophy, and that owes a great deal to the rationalist theorizing in cognitive
science that began with Noam Chomsky’s pioneering work in linguistics. In con-
temporary philosophy and in much of cognitive science, scepticism about ration-
alist views of the mind is common. Nonetheless, we think that a strong case can
be made for a rationalist view of the origins of concepts—a view we refer to as
concept nativism—and in the course of this book, we present this case in detail.

1.1 The Rationalism-Empiricism Debate about
the Origins of Concepts

We will begin by providing an initial overview of what we take to be at stake in
the debate between rationalist and empiricist accounts of the origins of concepts.
Our aim in this initial overview is simply to sketch the basic outlines of the
debate. In Chapter 2, we will revisit these issues and provide a more detailed
official statement of our view of rationalism, empiricism, and the rationalism-
empiricism debate. This will cover both the full scope of the rationalism-empiricism
debate—which is about the origins of many different types of psychological
traits—and the intricacies of how the debate should be understood when the
focus is on the origins of concepts. But for now we will leave most of those details
out and just sketch the general contours of how rationalist and empiricist views of
concepts differ from one another.?

The debate is sometimes characterized so that rationalism is the view that
there are innate ideas or concepts and that empiricism is the view that the mind is
initially a blank slate in that it has no innate structure whatsoever. However, this
way of distinguishing empiricism from rationalism is problematic. First, to
characterize empiricism as the view that the mind begins with no innate structure
would have the unfortunate consequence that there aren’t really any empiricists.
It has long been recognized by all parties to the rationalism-empiricism debate
that a mind without any innate structure—a truly blank slate—wouldn't be

* Rationalists and empiricists in the history of philosophy took contrasting stands on a range of
issues in epistemology and the philosophy of mind that are independent of the questions about the
origins of concepts that are our concern in this book. Unless otherwise indicated, when we refer to
rationalism and empiricism (and to the rationalism-empiricism debate), we are referring only to these
views insofar as they bear on questions regarding the innate structure of the mind and the psychological
basis of cognitive and conceptual development. There are other terms that have been used for
rationalism, including innatism, innativism, and nativism. Moreover, it is not uncommon to refer to
the psychological debate between rationalists and empiricists as the nativism-empiricism debate, in
which competing rationalist and empiricist views of the origins of concepts are known as concept
nativism and concept empiricism. We will sometimes use this terminology too. In particular, we will
often refer to our own view as a form of concept nativism, since this term is commonly used to refer to
rationalist accounts of the origins of concepts in both philosophy and cognitive science.
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capable of learning. There has to be something that accounts for why human
beings come to know anything at all about the world around them while things
like rocks and chairs don’t.* Second, although it is true that rationalists are more
likely than empiricists to embrace innate concepts in addition to other types of
innate psychological structures, focusing exclusively on whether concepts are
innate or not doesn’t do justice to mainstream views of the origins of the concep-
tual system. Empiricists may accept some innate concepts, and rationalists may
hold that what matters is not innate concepts per se but rather the existence of a
rich innate basis for acquiring concepts.

For these reasons, we think it best to characterize the debate in other terms,
which more accurately reflect the nature of the actual disagreement between
empiricists and rationalists. For contemporary theorists in philosophy and cogni-
tive science, this revolves around the character of the innate psychological struc-
tures that underlie concept acquisition. While both empiricists and rationalists
posit innate psychological structures in order to explain how concepts are
acquired, they diverge in terms of the number and kinds of innate psychological
structures they accept.

According to empiricist approaches, there are few if any innate concepts and
concept acquisition is, by and large, governed by a small number of innate
general-purpose cognitive mechanisms being repeatedly engaged. Sometimes
this point is put by saying that empiricists claim that concepts are largely acquired
on the basis of experience and hence that the conceptual system is predominantly
a product of learning. But the crucial fact here isn’t that empiricists place a lot of
weight on learning or experience. (As we’ll see in a moment, rationalists do too.)
Rather, what is unique to empiricism in the rationalism-empiricism debate is its
characteristically empiricist approach to concept learning. The empiricist view is
that concept learning ultimately traces back almost exclusively to general-purpose
(domain-general) cognitive mechanisms and that these provide the psychological
underpinning for the many varied concepts that humans come to possess. For
example, on a typical empiricist view, concepts related to things that are agents
(as opposed to inanimate objects) and concepts related to number are both the
product of the same kind of psychological processes embedded in the same
general-purpose concept learning mechanisms. The mechanisms produce agency

* Some contemporary theorists who undoubtedly fall on the empiricist side of the rationalism-
empiricism divide have rejected the label “empiricism” because of its association with the view that
the mind lacks innate structure. For example, in a discussion relating work in neuroscience to theor-
ies of conceptual development, Steven Quartz remarks, “I have avoided using the term empiricism,
instead stating the strategy in terms of not being strongly innate. My reason for this lies in the com-
mon identification of empiricism with Tabula Rasa learning” (2003, p. 34). Similarly, Elman et al.
(1996) reject the label “empiricism’, identifying empiricism with the view that genes play no role in
determining behaviour: “There can be no question about the major role played by our biological
inheritance in determining our physical form and our behaviors. We are not empiricists” (p. 357).
Since we take there to be a substantial issue at stake between theorists like Quartz or Elman et al. and
concept nativists, a better characterization of empiricism is clearly needed.
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representations in one case and number representations in another not because
they have special-purpose elements that dispose them to do this, but simply as a
product of processing input in these domains.

Rationalist approaches, in contrast, typically embrace some innate concepts,
but more importantly, they suppose that concept acquisition isn’t governed solely
by a few innate general-purpose cognitive mechanisms. Rather, rationalists main-
tain that, in addition to innate general-purpose cognitive mechanisms and some
innate concepts, there are a number of special-purpose learning mechanisms
(with varying kinds and degrees of specialization) that play a vital role in concep-
tual development. Each of these rationalist special-purpose learning mechanisms
governs the acquisition of a restricted range of concepts and is either itself an
innate mechanism or constructed in part from innate special-purpose resources.
So, what is unique to rationalism in the rationalism-empiricism debate is, first,
that it typically posits a stock of innate concepts and, second, that it has a charac-
teristically rationalist approach to concept learning. A rationalist view is perfectly
at home with the claim that representations of agency might depend on psycho-
logical processes that reflect the operation of innate agency-specific concept
learning mechanisms, while representations of number depend on separate,
innate number-specific concept learning mechanisms. The reason why agency
representations form in the one case and numerical representations in the other
would then be due as much to the fact that they are governed by different innate
special-purpose learning mechanisms as it is to the differing input to these
mechanisms.

Rationalism and empiricism are not specific theories. Rather, they are each
theoretical frameworks within which there are many different theoretical options.
For example, within the empiricist framework, some empiricists claim that there
are no innate concepts whatsoever and that concept acquisition depends exclu-
sively on a small number of general-purpose cognitive mechanisms. Jesse Prinz
defends a view along these lines, holding that concepts “are all learned, not
innate” (Prinz 2005, p. 679). After arguing against what he takes to be the main
proposals for special-purpose innate concept learning mechanisms, he summar-
izes his discussion by noting, “I do not believe that any of these domains is innate.
That is to say, I do not think we have innate domain-specific knowledge that con-
tributes to structuring our concepts” (Prinz 2005, p. 688). A different type of
empiricist account accepts a limited number of innate special-purpose mechan-
isms that constrain how the conceptual system develops in certain isolated cases.*
However, such cases are often seen as constituting minor exceptions to the gen-
eral rule that concept acquisition is governed solely by general-purpose learning

* The innate special-purpose mechanisms that empiricists posit are typically relatively simple and
geared towards low-level perceptual features, such as a bias to attend to movement or to high- or low-
frequency visual stimuli.
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mechanisms. For example, Rogers and McClelland (2004) defend a view of this
sort. After arguing that a general-purpose learning model can explain the way
that adult semantic memory is organized, they suggest that there may be a hand-
ful of instances where special-purpose cognitive mechanisms constrain concep-
tual development, including a tendency to withdraw from strong stimuli and to
respond favourably to the taste of fat and sugar. Yet Rogers and McClelland state
that they are “reluctant...to accept that, in general, human semantic cognition is
prepared in this way’, arguing instead that “domain-general mechanisms can dis-
cover the sorts of domain-specific principles that are evident in the behavior of
young children” (Rogers and McClelland 2004, p. 369). In later chapters, we will
be discussing these and other empiricist views.

Within the rationalist framework, there is also a broad range of different pos-
sibilities. What these different rationalist accounts have in common is that, in
addition to positing the types of innate structures found in empiricist accounts
(innate general-purpose learning mechanisms), they also posit further innate
structures that are involved in cognitive and conceptual development. In particu-
lar, these include innate concepts, innate special-purpose learning mechanisms
for acquiring concepts in a particular domain, and innate special-purpose
resources that contribute to other learning mechanisms for acquiring concepts in
a particular domain (i.e., for learning mechanisms that aren’t wholly innate but
that have critical special-purpose parts that are innate). But rationalists will differ
over such things as how many and what kinds of concepts are either innate or
acquired via such rationalist learning mechanisms, as well as how rich the innate
endowment is in any given conceptual domain.’

One influential rationalist view, known as core knowledge and core cognition,
has been championed by Susan Carey, Elizabeth Spelke, and others. This view
holds that:

Just as humans are [innately] endowed with multiple, specialized perceptual
systems, so we are [innately] endowed with multiple systems for representing
and reasoning about entities of different kinds... studies suggest that there are at
least four core conceptual systems encompassing [innate] knowledge of objects,
agents, numbers, and space. (Carey and Spelke 1996, p. 517)

This view is sometimes understood to posit innate concepts in these core
domains—for example, the concept of an object, the concept of an agent, the
concept of belief, and so on—alongside special-purpose learning mechanisms
involved in the acquisition of further concepts in these domains. But it is also

* We will use the term rationalist learning mechanism to refer to psychological mechanisms that
are either innate special-purpose learning mechanisms or learning mechanisms involving innate
special-purpose resources. See Chapter 2 for further discussion and qualifications.
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possible to understand core cognition as not positing any specific innate con-
cepts, and instead taking concepts like these to be the product of rationalist learn-
ing mechanisms. On this understanding, although the concept AGENT wouldn’t
be innate, a special-purpose learning mechanism that is responsible for its acqui-
sition might be—one that underlies the acquisition of perhaps a range of concepts
related to agency but not other types of concepts. On either understanding, core
cognition is committed to innate resources that are particular to concepts in at
least four domains. Other rationalist views might differ regarding the innate basis
for acquiring concepts in these and other domains. Some would posit fewer
innate concepts or fewer rationalist learning mechanisms, or would posit a less
rich innate endowment in the domains singled out by core knowledge. Others
would posit more innate concepts or rationalist learning mechanisms than core
knowledge views, or posit a richer innate endowment in domains singled out by
core knowledge. To give just one example, Lance Rips argues that the mechan-
isms posited by the core knowledge view “don’t provide mental components that
are sufficient to explain adult concepts” and concludes that they need to be sup-
plemented by further innate concepts (Rips 2017, p. 159). Just as there are many
different types of empiricist views, there are many types of rationalist views, and
we will encounter a number of them later on too.

The central thesis of this book is that the right framework for understanding
the origins of concepts is a rationalist framework. In defending this thesis, we will
develop an extensive series of arguments in favour of rationalist accounts and will
respond to empiricist criticisms. These arguments can be seen, in the first
instance, as arguments in favour of rationalist accounts in general (the rationalist
framework). When considered in isolation, each is consistent with a range of dif-
ferent rationalist views—that is, with many different forms of concept nativism.
At the same time, however, we will argue that, taken together, they show not
only that empiricist views substantially underestimate the innate endowment
underpinning human conceptual development but that many rationalist views do
as well. Ultimately the view that we favour is a form of concept nativism that
holds that many concepts across many different conceptual domains are either
innate or acquired via rationalist learning mechanisms.

At this stage of inquiry, it is not possible to say precisely how many (or pre-
cisely which) concepts are innate or acquired via rationalist learning mechanisms.
There remains considerable room for reasonable disagreement. Accordingly, our
aim is not to offer a complete or final catalogue of such concepts. Any attempt to
do so would be premature if only because many conceptual domains remain
largely unexplored. That said, we will argue that there is overwhelming support
for the claim that the ultimate catalogue of these concepts will be extensive. As
part of our case for concept nativism, we will argue for a rationalist treatment of a
wide range of concepts across diverse conceptual domains. Likely candidates, in
our view, include concepts associated with the representation of objects, space,
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time, geometry, number, agency, individuals, mental states (e.g., perception,
belief, emotions), communication, causation, animals, plants, food, danger, dis-
ease, goals, paths, movement, events, feature/property, stuffs/substances, logic,
modality (e.g., possibility, necessity), sameness/difference, sex, life stages, kin-
ship, social groups, social status, tools, function/purpose, norms, cooperation,
and morality (e.g., fairness, harm, obligation).

While this amounts to a considerable number of concepts across a wide range
of conceptual domains, we want to make it absolutely clear that we nonetheless
think that most concepts are not innate and that relatively general-purpose learn-
ing mechanisms play an important role in the acquisition of many concepts. In
fact, we don’t see how any tenable form of rationalism could deny these things.
We emphasize these points because one of the most famous—many would say
infamous—rationalist accounts of the origins of concepts, Jerry Fodor’s radical
concept nativism (Fodor 1975, 1981), denies them. And Fodor’s extreme view is
often mistakenly taken to be representative of rationalist accounts of the origins
of concepts in general.

According to Fodor’s radical concept nativism nearly all lexical concepts are
innate, including the likes of LINGUINI, CARBURETTOR, BEATNIK, and QUARK.®
Indeed, Fodor argues that it is impossible for such concepts to be learned. Notice
that it isn’t just the sheer volume of innate concepts that makes this view so
outrageous—the thousands and thousands of concepts corresponding to actual
and potential natural language words—but also the fact that most of these con-
cepts are clearly newcomers in human history, dependent upon specific histor-
ical, cultural, and technological conditions for their appearance. As implausible
as Fodor’s view is, we think that there is nonetheless much to be gained from a
proper analysis of the ingenious arguments he has put forward for this view (see
Part IV).

Setting aside Fodor’s extreme and highly unrepresentative radical concept
nativism, it is clear that rationalism isn’t confined to postulating innate concepts.”
Rather, a big part of concept nativism is the use it makes of rationalist learning
mechanisms in explaining the origins of concepts, and, as their name suggests,
these mechanisms are often best understood as learning mechanisms. For
instance, a special-purpose mechanism for food might support the learning of
which items in the environment can be eaten and which are potentially toxic and

¢ Lexical concepts are ones that are expressed by individual words in natural language.

7 Fodor’s extreme account stands in an analogous relation to rationalism as the view that the mind
is a blank slate stands in relation to empiricism. Just as there are few if any real advocates of the view
that the mind is a blank slate, one is hard pressed to find any real advocates of Fodor’s radical concept
nativism. And while Fodor’s view may not quite be incoherent, it is very nearly as implausible as the
blank slate view. Finally, despite being widely rejected by rationalists, Fodor’s extreme account has
often been mistakenly taken to represent the rationalist view, just as the blank slate view has been
mistakenly taken to be representative of the empiricist view of cognitive and conceptual development
despite being widely rejected by empiricists.
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to be avoided, guiding food preferences and food-seeking behaviour. Or a special-
purpose mechanism for faces might support the learning of concepts of individ-
uals. These hypothesized mechanisms are very much in the business of learning
about the world, according to the rationalist. They are just specialized for learn-
ing particular information in a way that is highly constrained by the nature of the
learning mechanism.

To a large extent, then, the difference between rationalism and empiricism
isn’t whether learning is central to human concept acquisition but rather their
differing views of how learning works. While empiricists take learning to be
almost exclusively mediated by innate general-purpose learning mechanisms,
rationalists maintain that general-purpose learning mechanisms, though real
and important, are not sufficient, and so rationalists also take there to be innate
concepts and numerous innate special-purpose psychological structures
involved in learning.

1.2 Philosophy, Psychology, and the Naturalistic
Study of the Mind

As we mentioned in the previous section, concept nativism has deep roots in the
history of philosophy. But over the years, the intellectual landscape has changed
in a number of important ways, making for a complicated relationship between
the historical debate over innate ideas and the debate between contemporary
empiricists and rationalists. Perhaps the most important difference has to do with
the broader set of philosophical issues that were wrapped up with the status of
innate ideas in historical discussions (Cowie 1999; Samet 2008). In the historical
debate, the issue of innate ideas was taken to have far-reaching metaphysical and
epistemological consequences, including implications for the existence of God,
the relation between soul and body, and the nature of morality.

Plato, for example, argued in the Phaedo that the idea of equality is innate on
the grounds that sensory experience cannot give us this idea, since things that
appear to be equal in length are never really exactly equal. From this he con-
cluded that the idea must be one that we have prior to perceiving the world—that
coming to understand equality is, in effect, a matter of recollecting something we
knew but have since forgotten. It was then a short step to the view that people
have a soul that was once situated in a non-physical realm, the only realm in
which true equality itself exists. Or consider Descartes’ musings about God in the
Meditations. Part of his rationale for believing in God turned on an argument
that the idea of God couldn’t be acquired by ordinary experience. For Descartes,
the cause of this idea wouldn’t have enough “formal reality” if it weren’t a perfect
being—God himself—that was its cause.
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However, by far the most prevalent extra-psychological issue in the historical
debate involved questions about the justification of human knowledge. Rationalists
in the history of philosophy gave a priori knowledge (roughly, knowledge not
justified through experience) a central role in epistemology, which generated the
vexed problem of explaining how such knowledge is possible. The answer for
many rationalists was to postulate innate ideas, principles, and faculties of the
mind. The thinking was that the knowledge these innate structures lead to is
justified by virtue of its psychological origins, often backed by God’s goodness for
giving us the innate endowment in the first place. However, it can’t be taken for
granted that a higher being ensures the truth or validity of any innate beliefs we
might happen to have. And in hindsight it isn’t hard to see that, in principle, a
belief that requires empirical justification could be innate (e.g., the belief that
humans have hands), while a belief that requires a priori justification might
not be (e.g., the belief that arithmetic is incomplete). Justification is one thing,
psychology another.

Does this mean that the earlier debate about innate ideas is merely a historical
curiosity? Not at all. Although its participants held some questionable subsidiary
views and injudiciously mixed up their epistemology and their psychology, they
were nonetheless interested in the workings of the mind.

What’s more, while their approach to psychological matters wasn’t scientific by
today’s standards, it wasn’t entirely devoid of empirically grounded argumenta-
tion either. For example, Descartes’ views about innate ideas were informed by
the observation that people arrive at ideas that are not exemplified by the percep-
tible objects that cause them. Seeing a triangular shape on a piece of paper may
lead to the idea of a perfect Euclidean triangle even though the form on the paper
invariably falls short of being perfectly triangular in various ways (e.g., its lines
can’t help but have a certain amount of breadth) (see Descartes 1641/1984, p. 262).
Descartes’ rejection of the theory that ideas come from the senses was also based
on considerations deriving from his study of the physiology of vision: “for the
sense-organs do not bring us anything which is like the idea which arises in us on
the occasion of their stimulus, and so this idea must have been in us before”
(Descartes 1641/1991, p. 187).

Similar sorts of forays into empirical argumentation can be found in Locke,
the most famous critic of innate ideas. Among other things, Locke pointed to
what he took to be unassailable facts about the minds of children and people
from remote parts of the globe. For him, these were of the utmost importance
because of the presumed link between a principle being innate and its being uni-
versal. “I agree with these Defenders of innate Principles, That if they are innate,
they must needs have universal assent” (1690/1975, 1.ii.24, p. 61). Locke’s tactic
was to argue against his rationalist opponents by providing examples of people
who don’t endorse or appreciate philosophical principles that had been upheld as
being innate:
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But he that from a Child untaught, or a wild Inhabitant of the Woods, will
expect these abstract Maxims, and reputed Principles of Sciences, will I fear,
find himself mistaken. Such kind of general Propositions, are seldom mentioned
in the Huts of Indians: much less are they to be found in the thoughts of
Children...(Locke 1690/1975, 1ii.27, p. 64)

Still, the true potential of empirical argumentation to address the debate over
innate ideas didn’t really come out until the work of Chomsky and others at the
forefront of the cognitive revolution in the 1960s. Chomsky particularly drew
attention to a wealth of new empirical data concerning the innate basis of lan-
guage, while explicitly linking his theories of language acquisition to neglected
rationalist views of language and thought in the seventeenth, eighteenth, and
early nineteenth centuries—a body of work he referred to as Cartesian linguistics.
All of this new empirical data, Chomsky argued, served to vindicate the general
view of the mind associated with philosophers in the rationalist tradition:

It seems to me that the conclusions regarding the nature of language acquisition,
discussed above, are fully in accord with the doctrine of innate ideas, so under-
stood, and can be regarded as providing a kind of substantiation and further
development of this doctrine. (Chomsky 1967, p. 131)

Chomsky’s focus was on language, not concepts. But language was clearly meant
as just one well-developed case study, and others were expected to follow.®

There are two important features to Chomsky’s claim that ought to be empha-
sized and that are central to our own defence of concept nativism. The first is his
insistence that empiricist and rationalist theories constitute empirical proposals
regarding the mind and consequently ought to be evaluated in the same way as
other empirical proposals. For Chomsky, there is no a priori method for discover-
ing the structure of the mind any more than there is an a priori method for dis-
covering the structure of the circulatory system:

Particular empiricist and rationalist views can be made quite precise and can
then be presented as explicit hypotheses about acquisition of knowledge, in par-
ticular, about the innate structure of a language-acquisition device... When such
contrasting views are clearly formulated, we may ask, as an empirical question,
which (if either) is correct. (Chomsky 1965, pp. 52-53)

® The relation between contemporary work in linguistics and the historical debate over innate
ideas is a major theme in Chomsky’s writings in the 1960s and 1970s. See also Chomsky (1965, 1966,
1971, 1972/2006, 1975).
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Given that empirical methods of inquiry are more strongly associated with
empiricism in the history of philosophy, the link that Chomsky draws between
his own work and the rationalist philosophical tradition may seem surprising at
first. But for Chomsky, these issues about methods of inquiry are entirely distinct
from the sorts of psychological views that rationalists and empiricists considered
to be viable. To the extent that empirical methods are thought to be inherently
tied to empiricism, we might say that Chomsky’s epistemology is empiricist even
if his psychology—and, in particular, his view on the innate structure of the
mind—is rationalist. In any case, Chomsky’s view illustrates how there is no
incompatibility between using empirical evidence to support rationalist accounts
of the mind (or to argue against empiricist accounts); empiricism shouldnt be
seen as having a monopoly on the use of empirical evidence and argument.

The second important feature of Chomsky’s revival of rationalism was his
rejection of the widely held view that empiricism is superior to rationalism for
being more parsimonious:

Where empiricist and rationalist views have been presented with sufficient care
so that the question of correctness can be seriously raised, it cannot...be main-
tained that in any clear sense one is “simpler” than the other in terms of its
potential physical realization, and even if this could be shown, one way or the
other, it would have no bearing on what is completely a factual issue. (Chomsky
1965, p. 53)

Chomsky’s point is that the way to choose among competing proposals about the
mind is by assessing the depth and cogency of the way they handle empirical
data, not how simple they are according to some preconceived understanding of
simplicity. To suppose otherwise is to adopt a dogmatic approach to the study
of the mind. Thus the burden on all theorists (empiricists and rationalists) is to
formulate sufficiently articulated theories that can be evaluated for their
explanatory power.’

Chomsky’s own proposals were exciting precisely because they were so well
developed and because they were able to accommodate an abundance of linguis-
tic data that previous theorists hadn’t taken sufficiently seriously or had com-
pletely overlooked. Chomsky stressed that natural language speakers regularly

° We should note that Chomsky isn’t claiming that explanatory power is the only measure of theor-
etical goodness, or that all forms of simplicity are theoretically irrelevant; rather, he is arguing that
simplicity considerations that aren’t tied to explanatory power should carry little weight in theorizing
about the mind. Also, the reason we have added the qualification some preconceived understanding of
simplicity, as opposed to speaking of simplicity in an absolute sense, is that there are different ways to
measure the simplicity of a psychological theory. This fact makes it even harder to maintain that
empiricist models are to be preferred for being simpler, since on a number of pertinent standards of
simplicity, empiricist models turn out to be less simple than rationalist models. (See Chapters 4 and 17
for further discussion of these issues.)
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use and understand novel sentences and consequently that a person’s knowledge
of language can’t reside in a memorized list of sentences that are reinforced as a
response to specific stimuli. He also noted that parents don’t generally correct
children’s syntactic errors and that this places significant constraints on the way
that children come to learn the language of their community. But most import-
antly, Chomsky called attention to a striking range of facts regarding people’s lin-
guistic knowledge—patterns in their intuitions about acceptable and unacceptable
sentences and their potential interpretations.'® This data played a pivotal role in
the emergence of modern linguistics and in the development of sophisticated
competing rationalist and empiricist models of language acquisition.

Following the cognitive revolution, an enormous amount of empirical work
has been done that bears on the rationalism-empiricism debate. As a result, con-
temporary theorists interested in the origin of human concepts have a truly
unprecedented body of empirical data at their disposal. Where Locke and
Descartes were confined to rudimentary observations and conjectures, contem-
porary theorists have access to a huge range of important discoveries about the
mind that could hardly have been imagined even a few decades ago. The list
of disciplines whose findings promise to shed light on Locke’s question is long
and impressive. It includes anthropology, archaeology, behavioural ecology,
behavioural economics, clinical psychology, cognitive psychology, comparative

' While it isn’t possible to do full justice to this data here, we can give a few illustrative examples.
(Following the standard convention in linguistics, we mark unacceptable sentences with an asterisk,
“*”) To a native English speaker, (1) and (2) are perfectly acceptable sentences. But although (3) and
(4) are closely modelled on (1) and (2), and although (3) is acceptable, (4) is not (Chomsky 1957):

(1) The book is interesting. (2) The book seems interesting.
(3) The child is sleeping. (4) * The child seems sleeping.

Likewise, even though (7) and (8) seem to follow the same pattern as (5) and (6), native English
speakers reject (8) (Chomsky and Lasnik 1977).

(5) Who do you want to see? (6) Who do you wanna see?
(7) Who do you want to see Bill?  (8) * Who do you wanna see Bill?

Speakers of English also have intuitions about possible interpretations of English sentences, including
some interpretations that are not immediately obvious. Notice that (9) can mean the same as either
(10) or (11)—or even (12) (Chomsky 1965):

(9) Ihad that book stolen.
(10) Someone stole the book in question from me.
(11) Thired someone to steal the book in question from someone else for me.
(12) Twas about to succeed in stealing the book from someone, but was caught at the last minute.

(This last reading can take a good amount of work to hear, but compare: “T had the race in the bag.
But then I tripped, and injured myself just before the finish line”) English speakers also have subtle
intuitions about such things as when “he” and “him” can be co-referential with a proper name in the
same sentence—e.g., “John” in (13)-(16)—despite the fact that the principles governing this are not at
all intuitively obvious (Chomsky 1995):

(13) John criticized him. (co-reference not possible)
(14) John said Mary criticized him. (co-reference possible)
(15) He said Mary criticized John. (co-reference not possible)

(16) After he left the room, Mary criticized John. (co-reference possible)
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(animal) psychology, computational modelling, developmental psychology,
endocrinology, ethology, evolutionary psychology, genetics, linguistics, neurosci-
ence, robotics, and social psychology, among others. In each case, however, it
must be recognized that the implications for the debate over innate ideas remain
tremendously controversial. Even researchers from the same discipline, but with
differing perspectives, have questioned each other’s methods and have found
themselves drawing very different conclusions from the same data. Given the
diversity of this research, the sheer scope of its output, and the many perplexing
philosophical and theoretical issues that invariably come up, an empirically
informed assessment of the rationalism-empiricism debate about the origins
of concepts is a challenging task, to say the least. We will end this initial chapter
by briefly illustrating both the promise and some of the challenges of evaluating
this broad range of empirical data by discussing a kind of concept—geometrical
concepts—which were central to the historical debate over innate ideas.

1.3 An Example: Geometrical Concepts

In Plato’s dialogue the Meno, Socrates is depicted as demonstrating the exist-
ence of innate geometrical knowledge by helping an uneducated boy complete
a subtle geometrical proof with only minimal prompting. The dialogue involves
a fictional interaction in a literary work. But suppose Plato’s dialogue was a
faithful account of an actual historical event. Would the event it recounts be
enough to show that geometrical knowledge is innate or that there are any
innate geometrical concepts? One obvious difficulty is that we can’t take the
boy’s purported ignorance at face value. Even though the boy wasn’t formally
educated, he did live in a literate community filled with manufactured shapes,
symbols, maps, and other technologies for conveying geometrical knowledge.
Maybe this feature of the boy’s environment was doing more work than Plato
realized.

How might we obtain stronger evidence for innate geometrical concepts?
A good start would be to design experiments that can be performed with young
children—children who have had limited experience with geometry. One type of
experiment that has been especially fruitful uses a reorientation paradigm in
which experimental participants witness an object being hidden in a given loca-
tion in a room and are subsequently gently spun around until they become dis-
oriented. Then their task is to recover the object by exploiting what they
remember of the layout of the room and any available potential cues that could
help them to reorient themselves.

Using this procedure, Hermer and Spelke (1996) examined the ability of 18- to
24-month-old children (and adults) to locate an object hidden in one of four
identical containers, one in each corner of a rectangular room with white walls
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and no further cues (see Figure 1.1). In this situation, the best one can do is use
the geometrical properties of the room, for example, by noting the fact that the
object was hidden in a corner with a long wall on the left and a short wall on the
right. But of course, if one does use this strategy, then there is no way to reliably
pick the correct corner. All that can be hoped for is to search equally in the cor-
rect corner and the geometrically equivalent opposite corner, since both of these
corners will have a long wall on the left and a short wall on the right. This is
exactly what Hermer and Spelke found that the participants did, not just the
adults but also the children. Next, Hermer and Spelke continued their investiga-
tion using essentially the same task but this time one of the short walls was
covered by a blue cloth. In this case, it is possible to narrow things down to the
correct corner by using geometrical and landmark information, for example, by
representing the hidden object as being in the corner with a long wall to the left
and the short blue wall to the right. As you would expect, adults had no trouble
with the task; the overwhelming majority chose the correct corner on the first try.
But evidentially the blue wall didn’t help the children. They continued to look in
the correct corner and the geometrically equivalent opposite corner equally, just
as before. This suggests that not only can young children represent geometrical
properties and use them to reorient themselves but that they may exclusively rely
on geometrically properties, ignoring even highly salient landmarks.

Figure 1.1 The basic reorientation experiment. Individual experimental participants
watch an item being hidden in one of the four containers in the corners of a
rectangular room. They are then disoriented and asked to recover the hidden item.
See Hermer and Spelke (1996) for further details.

What are the implications of this experiment for the debate about innate ideas?
Obviously this is only one experiment, and no single experiment can be expected
to settle the question of whether geometrical concepts are innate. But it does offer
some hope that Plato was on to something. Notice that the children in question
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are very young—on average, they are less than 2 years old—and yet apparently
make use of geometrical properties. At the same time, however, the experiment
illustrates some of the difficulties of moving from empirical data towards a
defensible position regarding the innate structure of the mind. To the extent that
children’s success in exploiting the geometrical layout of the room speaks to an
innate mechanism for representing geometrical properties, this is because of cer-
tain assumptions about the children being too young to have learned the relevant
geometrical concepts via general-purpose learning. But are they really too young
in this instance? They did have eighteen to twenty-four months of experience.
Maybe for a powerful enough general-purpose learning mechanism, that is
enough time. How to determine what counts as enough or too little time is itself a
complex question and one that is very much in dispute (see Chapters 8 and 9).

One solution might be to insist that we should focus on studies with newborns,
children who have only had minutes of postnatal experience, not months.
However, children who are this young can’t move around a room on their own,
so we can say with 100% confidence that geometrical concepts aren’t going to
show up in their behaviour in a reorientation task of this sort.

A popular rationalist move to make at this point has been to note that even if
infants don’t manifest a concept in their behaviour, they might still be said to
have the concept innately in virtue of having a disposition to use it. But this raises
a further worry. How can we cash out the relevant dispositions in a way that is
congenial to the rationalist position without trivializing this claim? After all,
empiricists don’t deny that children can acquire geometrical concepts and that
children are therefore in some sense disposed to have an understanding of geom-
etry. The danger, in other words, is that a reliance on a dispositional account may
render the debate about innate ideas vacuous (Stich 1975). We ourselves think
that this impasse can be resolved (see Chapter 2), but as the example illustrates,
there are theoretical difficulties ahead. The debate about innate ideas may be an
empirical issue, but that doesn’t mean its solution can be read directly off of a
given body of data.

Nevertheless, more empirical data can only help. Another potential source to
consider is cross-cultural evidence. We saw earlier that Locke developed argu-
ments bearing on the rationalism-empiricism debate based on what he took to be
facts pertaining to the existence (or non-existence) of cross-cultural universals.
Here too there is recent experimental evidence that is germane to the question of
whether geometrical concepts are innate. Geometrical concepts and geometrical
knowledge are common in large-scale industrial societies around the world. But
what about remote small-scale societies in which there is no formal education,
relatively little exposure to Western culture, and no experience with things like
rulers, compasses, and maps? Izard et al. (2011) explored this question by study-
ing the Mundurucd, an indigenous Amazonian people of just this type. Izard
et al. queried Munduruct children and adults to elicit intuitions associated with
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Euclidean geometry, asking such questions as: Can a straight line be drawn
through three non-aligned points? Can more than one straight line be drawn through
the same two points? Given a line and a point not on the line, can a second line
be drawn that passes through the point but never intersects the first line? Both
Mundurucu children and adults did well even for questions that required them to
form judgements about matters that go well beyond sensorimotor experience
(e.g., conditions pertaining to infinite parallel lines). Izard et al. also asked
Munduruct children and adults to estimate the size of the third angle of a triangle
(based on a depiction of the triangle’s other two angles) using their hands or a
custom-made device for indicating the sizes of angles. Their estimates were the
same as Westerners, with averages for the sum of the resultant triangle’s three
angles nearly identical to 180°.

In another study, Dehaene et al. (2006) presented Munduruct children and
adults with a series of tasks with six images in which they were required to choose
the one image that differed from the others. The test materials were carefully
designed so that the exceptional image differed from the others in terms of a geo-
metrical property (e.g., a diamond shaped parallelogram among five rectangles,
or an open figure among five closed figures). Dehaene et al. also tested Munduruct
children and adults on a task that required using a map to locate a hidden item
among three containers. Importantly, the maps that Dehaene et al. employed
didn’t indicate the geocentric orientation of the layout (north, south, etc.) and
didn’t include any features of the terrain. They only represented the containers
and their geometrical relations to one another, with one container marked as the
target location. In both of these experiments, Munduruct participants performed
significantly above chance, with both groups on a par with Western children."

Undoubtedly, Locke would have found this work to be of much interest. It is
also a major improvement on Plato’s thought experiment. But it raises a number
of theoretical questions regarding the import of cross-cultural data in the evalu-
ation of concept nativism. The Munduruct are an important test case given their
lack of formal education and their unfamiliarity with compasses, maps, and so
on. But this case doesn’t demonstrate that geometrical concepts are universal.
Indeed, it could be objected that it is impossible to show that a concept or system
of representation is a human universal because it is impossible to examine people
from every actual human culture (many are long gone), much less every possible
human culture.

One might also wonder what conclusions could be drawn if the Munduruct
hadn’t succeeded on any of these geometrical experiments. Would a single

" Interestingly, Western adults did significantly better on these tasks than the other groups (i.e.,
better than Western children, Munduruct children, and Munduruct adults). This suggests that for-
mal education or greater experience with maps has an impact on the development or use of geomet-
rical concepts beyond a shared baseline.
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counterexample—a culture that apparently lacks geometrical concepts—disprove
rationalism, as Locke seems to think? In our view, arguments from universality
make an important contribution to the case for concept nativism, but these argu-
ments have understandably been the focal point of much disagreement and it will
take some time to sort out their import (see Chapter 11).

Another source of evidence that has been invoked in the debate between
rationalists and empiricists stems from cases where a person has been deprived of
normal experience because of a sensory deficit or because of lack of access to a
normal environment. Molyneux famously called attention to this matter when he
asked Locke whether a person who was blind from birth and who suddenly
regained his sight as an adult would be able to distinguish a cube from a sphere
just using vision, having previously only encountered cubes and spheres through
tactile perception. Locke’s answer was that they wouldn’t be able to because the
connections between tactile perception and vision need to be learned (Locke
1690/1975, ILix.8). Whether Locke is right about the need for these connections
to be learned or not," research based on the reasoning embodied in Molyneux’s
question is well worth exploring. Might a deprivation experiment help to resolve
the question of whether or not geometrical concepts are innate? For ethical
reasons, there are of course limits to how much can be done with humans.
However, there are natural experiments (cases of unplanned deprivation), and
we can also turn to studies with animals.

As it happens, reorientation tasks like the ones performed by Hermer and
Spelke have been successfully implemented with a diverse range of species,
including instances in which the animals were subject to very strict controls
regarding their experience of geometrical properties prior to testing. For example,
Brown et al. (2007) reared fish (Archocentrus nigrofasciatus) from birth in either
rectangular or circular tanks which had curtains around them so that the fish
couldn’t see beyond their tank and pick up on the geometry of the room or any
landmarks it might contain. Once they had reached maturity at approximately
4 months of age, the fish received a brief amount of training in a rectangular
enclosure analogous to the rectangular room used by Hermer and Spelke. The
rectangular enclosure was inside a tank with other fish in the tank outside the
enclosure. Each corner of the enclosure had a “door” but only one was open and
this was the only one that permitted access to the area outside the enclosure. The
purpose of the training was to get the fish to learn the location of this special

> 1t turns out that Locke was wrong about these connections needing to be learned. Although
newly sighted adults do have difficulties relating visual perception to tactile perception, this isn’t
because the connections between the senses need to be learned. Evidence from newborn infants
shows that there is an innate link between vision and touch (Sann and Streri 2007). On the other
hand, he was right that newly sighted adults would struggle with this task, just for a different reason.
The difficulties facing newly sighted adults stem from the fact that the neural tissue that would nor-
mally be devoted to visual perception doesn't lie idle in the blind, but rather takes on new functionality
(Pascual-Leone and Hamilton 2001).
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door—something that the fish were well motivated to do, as it allowed them to
join a group of fish outside the enclosure. The fish were then tested using the
same enclosure but with all four doors closed. Interestingly, when this enclosure
consisted of four white walls—so no visible landmarks at all—the fish chose the
correct door and its geometrically equivalent opposite door equally. What’s more,
this was true for both groups of fish—ones that had been reared in a rectangular
tank and ones that had been reared in a circular tank. It would appear, then, that
the fish were encoding the geometrical properties of the testing chamber regard-
less of whether they had the need or opportunity to navigate on the basis of this
type of information prior to the experiment.

Studies in this vein might naturally be taken to suggest that non-human ani-
mals have innate mechanisms for representing the geometry of their environ-
ment.” Nonetheless, concerns might be raised that leave room to wonder exactly
how much may be concluded from this type of research. One important point is
that the critical test usually doesn’t disclose a spontaneous response—it requires
some training.'* Also, the data are from a different species, not from humans.
Even if a mechanism for geometrical representation is innate in fish or other ani-
mals, things might be different for humans. There is also a deeper methodological
issue regarding the logic of deprivation experiments. Some have argued that it is
impossible to impose perfect conditions of deprivation and thereby rule out
the potential influence of an animal’s environment, since there is always some
kind of organism-environment interaction (e.g., Griffiths and Machery 2008). If
this is right, then there may be a principled reason to think that deprivation
experiments shouldn’t be given much weight. Our own view is that deprivation
experiments and data from comparative psychology can and do support concept
nativism, but once again, there is work to be done in making clear how these sorts
of considerations discriminate between the empiricist and rationalist viewpoints
(see Chapters 4 and 10).

Yet another promising potential source of evidence concerns cases in which
there is an impairment involving geometrical representation that has a genetic
component. An important line of investigation of this sort focuses on Williams
syndrome, a condition affecting individuals lacking a small set of genes (Landau
and Hoffman 2012). It turns out that many people with Williams syndrome have
inordinate difficulty with versions of the reorientation task that require attending
to the geometrical properties of the room, yet they are perfectly able to use land-
mark information to locate a hidden object. While the exact nature of their spatial

' Similar results have been obtained for many species, including rhesus monkeys (Gouteux et al.
2001), rats (Cheng 1986), newborn chickens (Chiandetti and Vallortigara 2010; Chiandetti et al.
2015), and even bumblebees (Sovrano et al. 2012).

'* Although, see Chiandetti et al. (2015) (experiment 2) for a variation on the reorientation task in
which newborn chicks have no training and their experience of relevant geometrical properties is
confined to the test conditions.
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and navigational difficulties is a matter of ongoing investigation, there are indica-
tions that it is fairly specific (Lakusta et al. 2010; Landau and Hoftman 2012). For
instance, when children and adults with Williams syndrome remain oriented in
space, they can locate objects in a fixed location after they themselves have
moved, performing at the same level as 3- to 4-year-olds who don’t have Williams
syndrome. In contrast, when they are disoriented and have to regain their orien-
tation using just geometrical information, their performance can be so impaired
that their choices are effectively random. Moreover, they show an idiosyncratic
cognitive profile of relatively spared representational abilities accompanied by
severe representational impairments. For example, Williams syndrome is associ-
ated with intact biological motion representation alongside deficits for other
types of motion representation (Jordan et al. 2002; Reiss et al. 2005).

This work may be taken to suggest that geometrical abilities are innate because
they can be selectively impaired in individuals with genetic anomalies. But as we
will see in Chapter 3, the relationship between genes and the rationalism-
empiricism debate is not at all simple or straightforward. Many researchers have
argued that the fact that all traits depend on both genes and the environment
shows that rationalist views about the origins of concepts are untenable. Some
researchers have also argued that the developmental pattern associated with a
genetic disorder like Williams syndrome can never provide good grounds for
postulating innate concepts or special-purpose learning mechanisms because the
whole idea of drawing conclusions about cognitive development in general from
atypical cases is itself unsound (Karmiloff-Smith 2009a). Others may worry that
while cognitive deficits associated with genetic anomalies might in principle be
used to support these types of inferences, the details in this particular case can’t
support any rationalist conclusions. We disagree with these views, but they raise
important objections that can’t be ignored (see Chapter 20).

Finally, we will mention one further potential source of evidence bearing on
the debate about innate ideas, involving research that is motivated by evolution-
ary theorizing or that is informed by considerations having to do with the evolu-
tionary pressures that are likely to have shaped the human mind. We have seen
that geometrical representation is involved in aspects of navigation. Spelke and
Lee (2012) have suggested that a well-designed system of representation for navi-
gation will focus on what they call an environment’s extended surface layout—the
three-dimensional contours of the environment’s surfaces. Imagine standing in a
natural environment that is shaped a little like a baseball field with a long ridge
making an arc around the “outfield” and small groups of flowers or dry patches in
the grass roughly where first, second, and third base would be. The ridge estab-
lishes part of the environment’s three-dimensional contours, whereas the flowers
and dry patches would be considered objects or surface markings that happen to
occur inside the area, not features that define its contours. Spelke and Lee’s think-
ing is that, in natural environments, such objects and surface markings may not
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be reliable navigational cues. They can change relatively easily (an animal could
eat the flowers) and can be difficult to distinguish from similar cues (different dry
patches may all be pretty similar), and taking into account many of the details of
such things could impose a high processing cost. By contrast, an environment’s
extended surface layout is likely to be more stable and reliable and can be repre-
sented more economically. It would therefore make good evolutionary sense for
organisms to have a cognitive system capable of exploiting the geometrical struc-
ture of an environment.

By placing our navigational abilities in this evolutionary context, Spelke and
Lee were able to make, and subsequently confirm, a series of otherwise highly
surprising and subtle behavioural predictions. For example, 4-year-olds have
been found to use certain geometrical properties of a rectangular arrangement of
walls even when they are short enough to see over (30 centimetres high)—in fact,
they will use the geometry of the walls even if the “walls” are short enough to be
easily stepped over (2 centimetres high). However, they fail to exploit the same
geometrical properties when they are instead properties of a coloured rectangular
patch on the floor (a surface marking) or of four freestanding pillars that impli-
citly define a rectangle (landmark cues) (Lee and Spelke 2008, 2011) (see Figure 1.2).

(a) (b)

[T

()

Figure 1.2 Reorientation experiment variations. In these variants on the basic
reorientation experiment, (a) the walls of the rectangular enclosure are 30 cm high,
(b) the walls of the rectangular enclosure are 2 cm high, (c) there are no walls but just
a floor marking that covers same rectangular space, and (d) the rectangular space is
framed by four freestanding columns. Children succeed in using geometrical cues in
(a) and (b), but fail to use them in (c) and (d). Containers in the corners of the
rectangular space varied across conditions; see Lee and Spelke (2008, 2011) for
details. (Figure based on figure 1 in Lee and Spelke 2008 and figure 1 in Lee and
Spelke 2011.)
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This pattern of results is utterly bizarre if one doesn’t take into account the
navigational environments that our ancestors had to contend with. However, it
starts to make sense if we suppose that selectional pressures stemming from navi-
gational needs in our evolutionary history led to an adaptation for representing
the large-scale three-dimensional arrangement of an areas extended surfaces.
And if there is an adaptation for representing geometrical properties for purposes
of navigation, this might naturally be taken to suggest that humans have an innate
mechanism that represents geometrical properties.

That said, evolutionary arguments regarding the mind are immensely contro-
versial, as is the field of evolutionary psychology in general. Many theorists ques-
tion the viability of this approach to the study of mind on methodological
grounds. Fodor has bemoaned “the outpouring of just-so stories by which the
mainstream of evolutionary cognitive psychology is very largely constituted”
(Fodor 2001, p. 627). And Stephen J. Gould (1997, p. 51) has charged that:

Much of evolutionary psychology...devolves into a search for the so-called
EEA, or “environment of evolutionary adaptation” that allegedly prevailed in
prehistoric times. Evolutionary psychologists have gained some sophistication
in recognizing that they need not postulate current utility to advance a
Darwinian argument; but they have made their enterprise even more fatuous by
placing their central postulate outside the primary definition of science—for
claims about an EEA usually cannot be tested in principle but only subjected to
speculation...the chief strategy proposed by evolutionary psychologists for
identifying adaptation is untestable, and therefore unscientific.

We ourselves don’t think these objections hold up. Good evolutionary theorizing
about the mind isn’t a matter of making up stories and its claims aren’t untestable.
Seeing why will require some reflection on a number of general methodological
issues (Chapter 4) but also, and perhaps more importantly, working through
some examples in which evolutionary arguments inform rationalist theories of
the human conceptual system (see Chapters 14 and 15).

As we hope the example of geometrical representation illustrates, we have
come a long way since Plato first speculated about innate geometrical knowledge.
What’s more, the experimental findings briefly mentioned in this section repre-
sent only a tiny fraction of a huge enterprise in which researchers in cognitive
science have, in effect, taken up Chomsky’s call to approach the dispute over
innate ideas as an empirical question of the first importance. But as the example
of geometrical representation also illustrates, the fact that we are now dealing
with an empirical issue about the mind doesn’t mean that it is going to be a
straightforward matter to settle. Over the course of the book, we will see that
there is an enormous wealth of similarly exciting findings that can feed into a case
for concept nativism beyond anything historical philosophers like Plato and
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Descartes could ever have imagined. But we will also see that building this case
involves working through a landscape full of theoretical and philosophical diffi-
culties (like the ones we have briefly mentioned here) that are associated with all
of this data and that bear on how best to interpret it and what it can truly tell us
about the origins of concepts.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis,
Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0001
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What the Rationalism-Empiricism
Debate Is Really About

Our principal objective in this book is to defend concept nativism. Our positive
case for concept nativism (in Part II) is built around a series of independent but
complementary arguments that combine a wealth of empirical and theorical con-
siderations. Taken together, they form a powerful inference to the best explan-
ation argument for a rationalist account of the origins of many concepts across
many different conceptual domains. But while this is our principal objective—to
argue for our version of concept nativism—we have a second equally important
aim that will be the main focus in Part I of the book. This second aim is to com-
prehensively rethink the rationalism-empiricism debate about the origins of psy-
chological traits and to clarify the key theoretical notions that are critical to the
debate. This undertaking is of fundamental interest in its own right. But it is espe-
cially pressing in light of the challenges and objections that have been raised to
pursuing a project like ours. Many contemporary theorists see the rationalism-
empiricism debate as resting on an irreparably confused theoretical foundation,
leading them to suppose that it is a completely worthless debate that should just
be abandoned. Others take rationalism in particular (regarding any type of psy-
chological trait) to be so deeply flawed as to warrant dismissing the entire ration-
alist framework as not being worthy of consideration. We completely disagree
with these assessments, but they underscore the urgent need to get clear about
and what the rationalism-empiricism debate is really all about and what rational-
ism is truly committed to. If these views regarding the value and coherence of the
rationalism-empiricism debate or the viability of rationalism in particular were
warranted, our project would be doomed from the start. Moreover, among those
who maintain that the rationalism-empiricism debate remains valuable, or are
active participants in the debate, there nonetheless is much confusion about pre-
cisely what the debate is about; it is not uncommon for both rationalists and
empiricists to conflate several incompatible understandings of the debate without
realizing it. What all of this means, in our view, is that a thorough rethinking of
the foundations of the debate is long overdue. So, while the book as a whole
argues for a rationalist account of the origins of concepts, Part I is meant to estab-
lish the integrity of the foundations of the rationalism-empiricism debate and the
viability of rationalist approaches to the origins of psychological traits, laying the
theoretical groundwork for the rest of the book.
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We will begin, in this chapter, by spelling out in considerably more detail what
we take the rationalism-empiricism debate to be about. The account that we
develop expands upon the sketch given in the previous chapter by introducing a
number of important new distinctions, clarifying the key theoretical notions that
are critical to the debate, and elucidating the dimensions of variation that help to
differentiate one view from another within the large spectrum of possibilities.
Once this account is in place, we will be in position to address the charge that our
project is doomed from the outset. This charge stems from two types of
criticisms—ones that are directed at the entire rationalism-empiricism debate
and ones that are directed at rationalism in particular. In Chapter 3, we address
the first of these two sets of criticisms, a collection of interrelated challenges that
call into question the value and coherence of the rationalism-empiricism debate
as a framework for theorizing about the origins of any type of psychological trait.
Many of the critics who raise these challenges equate the rationalism-empiricism
debate with the so-called nature-nurture debate, understood as a dispute about
the relative contributions of genes and the environment. And so addressing these
challenges requires evaluating the nature-nurture debate and its relation to the
rationalism-empiricism debate. In Chapter 4, we turn to the second set of criti-
cisms, in which it isn’t the rationalism-empiricism debate that is called into ques-
tion but rather the value and coherence of just one side of this debate—the
rationalist side. The charge here is that rationalism is so fundamentally flawed
that it can essentially be dismissed in advance of any detailed consideration of the
arguments and evidence that might be given in its favour. In addition to address-
ing a number of specific charges along these general lines, Chapter 4 briefly looks
at two of the most important types of argument for adopting a rationalist
approach to the origins of at least some psychological traits.

Our discussion in Chapters 2, 3, and 4 is largely focused on the rationalism-
empiricism debate with respect to psychological traits in general—that is, as
it might pertain to a psychological trait of any type (not just concepts).
Collectively these chapters show how the rationalism-empiricism debate is not
only perfectly coherent but integral to understanding the human mind, and
that far from being fatally flawed or riddled with confusions, rationalism can in
principle provide a powerful theoretical framework for explaining the origins
of a variety of psychological traits. In Chapters 5 and 6, we shift our attention
from the rationalism-empiricism debate in general, which concerns the origins of
many different types of psychological traits, to the rationalism-empiricism
debate regarding the origins of concepts—the debate between concept nativism
and concept empiricism. In Chapter 5, we draw attention to how superficial
and illusory explanations of development can be difficult to see for what
they are and how this can illicitly lead to the neglect of rationalist accounts of
cognitive and conceptual development. We illustrate the detrimental appeal
of such illusory explanations with the enormously influential empiricist idea
that concepts are acquired via a process of abstraction. We also show that
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abstraction can be rehabilitated and turned into a substantive account of concep-
tual development, but that doing so involves abandoning much of what has made
it attractive to its empiricist advocates. Finally, in Chapter 6, we discuss theories
of the nature of concepts and their bearing on the debate between concept nativ-
ism and concept empiricism. We also say more about how we understand innate-
ness, and why concept nativism is about more than just innate concepts.

2.1 Philosophical Hostility to the Rationalism-
Empiricism Debate

Following his groundbreaking work in linguistics in the late 1950s and early 1960s
which essentially founded the contemporary paradigm for the scientific study of
language, Chomsky began to explore the broader theoretical context for this
work. As we noted in Chapter 1, this gave rise to the contemporary incarnation of
the rationalism-empiricism debate, reviving a debate that had been relatively dor-
mant since its heyday in the sixteenth and seventeenth centuries. This revival of
the rationalism-empiricism debate was quickly greeted by a substantial amount
of philosophical hostility. Writing in 1966, Nicholas Rescher noted that:

The mention of innate ideas evokes little responsive sympathy in modern philo-
sophers. When, for example, I inquired of Nelson Goodman regarding publica-
tion of a recent symposium on the topic on which he had participated, he wrote
in reply that: “Personally, I am rather of two minds about seeing this published
since I feel in some ways that the less attention given the matter of innate ideas
the better” (Letter of 22 July 1965). (Rescher 1966, p. 205)

Incredibly, Goodman’s remark to Rescher understates his animosity towards
rationalist accounts of cognitive and conceptual development. In what we assume
to be the paper from this symposium, Goodman presents his views on innate
ideas in the form of a dialogue. He explains:

This recasting and expansion of the material in my symposium talk ‘On Some
Inimical Ideas’ reflects no literary ambitions. The dialogue form offered advan-
tages both in organization and in giving an appropriate tone to discussion of a
theory that only my respect for its advocates [i.e., Chomsky] enables me to take
at all seriously. (Goodman 1967, p. 23)

In the dialogue, Goodman presents the rationalist proponent as being forced into
the position of maintaining that their position amounts to “the trivial truth that
the mind has certain capacities, tendencies, limitations” (p. 28). Goodman then
goes on to summarize his assessment of Chomsky’s proposal that innate ideas
play a role in language acquisition by accusing Chomsky of making



28 WHAT THE RATIONALISM-EMPIRICISM DEBATE IS REALLY ABOUT

“unsubstantiated conjectures that cry for explanation by implausible and untest-
able hypotheses that hypostatize ideas that are innate in the mind as non-ideas”
(p. 28).

While Goodman’s way of expressing his hostility to the rationalism-empiricism
debate is particularly colourful, his exasperation at the thought of revisiting the
rationalism-empiricism debate was by no means unique. Writing at much the
same time, P. F. Strawson, another major figure in twentieth century philosophy,
also saw little of value in the historical debate between rationalists and empiri-
cists, claiming that:

whatever genuine questions were at issue in these debates, they tended to be
hopelessly obscured by the terms in which the debates were conducted. Those
terms are rich enough, over-rich, in metaphorical suggestion: ideas as characters
written on the tablets of the mind (copied from experienced originals or
inscribed by the hand of God); or ideas as furnishings of the mind’s house
(picked up at that general store, experience, or built-in structural features). Even
if a determined effort is made to escape from such pictures, the debate about
origins is apt to remain a sterile exchange of points: on the one hand, that all
capacities to think, recognize, classify, etc., have to be acquired (for an infant
does not think at all), on the other, that the acquisition of such capacities pre-
supposes the capacity to acquire them. (Strawson 1966, pp. 68-69)

In many areas of philosophy and cognitive science, this sort of hostility to the
rationalism-empiricism debate has never really abated. In fact, in many ways it has
only intensified. For this reason, it is important to show that it is unfounded. Since
Goodman’s and Strawson’s views are not at all unrepresentative and provide an
instructive contrast with our own views, it pays to see how such views go wrong.'
On Goodman’s and Strawson’s reconstructions of the rationalism-empiricism
debate, there is no substantive issue at stake since they take both sides in the
debate to endorse the truism that infants possess the capacity to acquire cognitive
capacities. Why do they see it this way? The key factor, wed suggest, is their
assumption that rationalists cannot actually hold that infants are truly in a pos-
ition to think and reason or that they possess genuine representations, much less
abstract representations that, in Goodman’s words, are “implanted in the mind as
original equipment” (Goodman 1967, p. 27). In that case, rationalists must have
some other understanding of what it is for ideas and cognitive abilities to be
innate, one that isn’t a complete non-starter. The alternative, for Goodman and
Strawson, is that infants are merely predisposed to acquire these things. This in

! Later, in Chapter 3, we will examine how this hostility to the rationalism-empiricism debate has
developed in more recent discussions of the debate, both in philosophy and cognitive science, and
why such concerns continue to be misplaced.
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turn amounts to nothing more than the claim that infants, in some sense, have
the capacity to acquire whatever capacities or ideas they eventually acquire—a
claim that is unobjectionable yet so trifling that it extinguishes any interest there
could be in the debate between rationalists and empiricists.

Strawson gives no justification for his claim that “an infant does not think at
all”. He just asserts it. Still, it is not hard to discern the rationale behind this asser-
tion. The reason so many philosophers have held that there isn’t much happening
in infants’ minds is the fact that it isn’t apparent from their behaviour that there
is. The problem with this line of thinking, however, is that it ignores the
competence-performance distinction—the distinction between the capacities of an
organism or system (competence) and its actual behaviour under a given set of
circumstances (performance).

Complex systems typically have many capacities that are not evident in their
behaviour depending on the circumstances. Standard laptop computers, for
example, can do word processing, arithmetical calculations, video editing, and so
on, but of course they don’t typically do all of these things all of the time. A laptop
that happens to be engaged in a word processing task, such as inserting a footnote
into a document, may not, at the same time, be exercising its ability to crop photos.
Yet it still has the ability (competence) to crop photos, and not merely in the
sense that the laptop is the type of thing that can crop photos in principle (e.g., by
acquiring this ability later on). Rather, the point is that it currently possesses a
mechanism for cropping photos, a mechanism that is in place and ready to be
exercised. The laptop’s photo-cropping competence simply isn’t evident while the
machine’s operations are directed elsewhere.

Various circumstances can also impede a system’s performance despite its
competence remaining intact. If there is a power outage or if the laptop’s battery
runs out of charge, it still has the ability to do word processing. Just recharge the
battery or plug the computer into another power source, and once again it will
take on a word processing task just as before. (By contrast, if its word processing
program were deleted, then the laptop would no longer possess the competence,
though it would of course still be the kind of system that could acquire—or
reacquire—this competence.)

Likewise, the laptop may have abilities that it isn’t able to exhibit in its behav-
iour owing to the interaction of the mechanisms that implement these abilities
with other mechanisms. Its word processing function could be hampered by
other programs monopolizing its random-access memory. Or, to take another
example, its ability to catalogue consumer products by their barcodes might

> Goodman’s and Strawson’s views of the rationalism-empiricism debate trace back to Locke:
“if the Capacity of knowing be the natural Impression contended for, all the Truths a Man ever comes
to know, will, by this Account, be, every one of them, innate; and this great Point will amount to no
more, but only to a very improper way of speaking; which whilst it pretends to assert the contrary,
says nothing different from those, who deny innate Principles” (Locke 1690/1975, Lii.5, p. 50).
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require higher resolution input than its camera is able to deliver. In this case, the
laptop could nonetheless possess the ability for identifying different barcodes
given appropriate input. It is just that in order to tap this competence, a higher
resolution camera would be needed to provide the appropriate input. In short,
there are many reasons why a system’s performance (its readily observable behav-
iour) might fail to reflect the full range of competences it possesses (these being
its possibly hidden or inactive abilities, which may require other conditions to be
satisfied in order to be manifested).

Needless to say, infants are considerably more complex than laptops. (Infants’
brains contain billions of neurons with the same general organization as the adult
brain, including its six horizontal layers of neocortex; see Marcus 2004; Larsen
et al. 2006.) So we should expect there to be any number of factors that can inter-
fere with their ability to display the cognitive and representational abilities they
may possess. Here are a few examples. Infants may have insufficient muscle
strength to control their bodies in appropriate and telling ways. They may have
insufficient coordination for expressing their intentions in action. And, given
their limited memory and attention capacity, they may have insufficient memory
and attention for a given type of task and become distracted or to lose track of
what they are doing. This is not to say that every instance in which infants appear
to lack a given ability must be due to some performance factor obscuring a hid-
den competence. However, in many specific instances, this possibility ought to be
entertained—something that Strawson and Goodman clearly fail to do. So, per-
haps it is not true that, as Strawson puts it, “an infant does not think at all’, but
only that an infant’s thinking—its ability to recognize, classify, draw inferences,
and so on—isn’t obviously manifested in its readily observable behaviour.

In considering Goodman’s anti-rationalist sentiments, it is also important to
bear in mind that it isn’t just rationalists who hold that there are abilities or ideas
that are “implanted in the mind as original equipment”. This is something that is
common to rationalists and empiricists. As W. V. O. Quine (who was himself an
empiricist and a behaviourist) once noted, even “the behaviorist is knowingly
and cheerfully up to his neck in innate mechanisms” (Quine 1969a, p. 57).
Moreover, contrary to what Goodman suggests, the posited innate mechanisms
are necessarily a matter of speculation for both empiricists and rationalists alike;
the nature and workings of such mechanisms will only be discoverable through
an enormous amount of painstaking theoretical and empirical work.

Finally, the most crucial point that both Goodman and Strawson seem to miss
is that, while rationalists and empiricists do both posit innate psychological
structures, they don’t posit the same psychological structures. This fact alone
shows that the debate between rationalists and empiricists doesn’t boil down to
the truism that all infants possess the capacity to acquire the various cognitive
capacities that they will acquire. To be sure, both rationalists and empiricists do
accept this truism—it is a truism after all. But there is still plenty of room for
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them to disagree about the nature of the psychological underpinnings of cogni-
tive development and, therefore, to disagree about what infants’ capacity for
acquiring various cognitive capacities involves.’

We can see this point by returning to what the rationalism-empiricism debate
looks like on an account like the one that we sketched in Chapter 1. As was noted
there, empiricists posit a highly limited set of distinct types of psychological
structures or traits as the innate basis for acquiring other psychological traits, and
they suppose that the very same learning mechanisms underlie disparate types of
acquired psychological traits.* Since the same learning mechanisms are respon-
sible for the acquisition of psychological traits of many different kinds and aren’t
restricted to any particular domain, these are often said to be domain general.
When empiricists do allow that there are domain-specific learning mechanisms—
special-purpose systems that are tied to a narrower range of psychological traits
and that are restricted to particular domains—they typically claim that these are
learned, and that the learning is achieved on the basis of more fundamental
domain-general learning mechanisms. Empiricists are also extremely frugal when
it comes to innate concepts. Empiricists maintain that most concepts, maybe
even all, are acquired almost exclusively on the basis of these domain-general
learning mechanisms.

Chapter 1 noted that rationalists, by contrast, posit many distinct types of psy-
chological structures as the innate basis for acquiring psychological traits. In
addition to domain-general learning mechanisms, rationalists posit a large num-
ber of specialized components of the mind as part of the innate foundation for
cognitive and conceptual development. These innate specialized components
(which rationalists take to not be acquired on the basis of more fundamental
domain-general psychological mechanisms), figure in specialized learning mech-
anisms for acquiring further psychological traits. Rationalists also often embrace
a significant number of innate representations of different types, including a var-
iety of innate concepts. Thus, rationalists will typically hold that many concepts
stand alongside the innate domain-general and domain-specific components
which they maintain are the psychological starting point for subsequent learning.

This brief characterization highlights what we take to be the general nature of
the contrasting commitments of rationalism and empiricism. The key point to
notice in relation to Goodman and Strawson is that, on this understanding of the
rationalism-empiricism debate, the debate doesn’t simply reduce to two

* This point applies as much to historical rationalist views as it does to contemporary ones. Locke
was certainly right that the rationalists in his time explicated their rationalist views of the mind in
terms of dispositional properties (see, e.g., Descartes 1648/1985, p. 304; Leibniz 1705/1996, p. 52).
However, this doesn’t mean that there would be no substantive distinction between the types of dis-
positional properties that figured in historical rationalist and empiricist theories.

* We will use “psychological structure”, “psychological trait”, and “cognitive trait” interchangeably
as generic terms for any type of psychological entity, including mental representations, knowledge
structures, processing mechanisms, processing links, and so on.
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contrasting ways of asserting the same truism—that all infants possess the cap-
acity to acquire the various cognitive capacities they will acquire—with no sub-
stantive differences between the two sides in the debate. On our view, there are
very clear differences between rationalism and empiricism. We take this to be a
major selling point of our approach, since there really is a substantial theoretical
disagreement between rationalists and empiricists. Eliminating the debate by
interpreting it in such a way that nothing could be at stake in the debate doesn’t
make these very real differences go away.

While this brief sketch of how we understand the rationalism-empiricism
debate succeeds in conveying much of its spirit, it leaves out many important
details that will matter later on. To properly make sense of the debate—and to
avoid the many confusions surrounding it—this basic account needs further elab-
oration. That will be the job of the remainder of this chapter. The account that we
will present is not entirely new; in broad outlines, it shares key features with
accounts that others have endorsed.” However, there is much that is new. We will
need to clarify theoretical notions that have been disputed or considered prob-
lematic and introduce a number of new terms to highlight important distinctions
that have been neglected or overlooked before arriving at a comprehensive state-
ment of how we understand rationalism, empiricism, and the rationalism-
empiricism debate. All of this will all take some time to spell out, and we will
approach it in stages, with each stage adding further details to the account.

2.2 The Acquisition Base

The first idea that we need to introduce is that of the acquisition base. The acqui-
sition base posited by a theory is the collection of psychological structures that
the theory takes to be psychologically primitive (in the sense that they are not
acquired via any psychological process of acquisition) and to provide the basis for
acquiring further psychological traits (Margolis and Laurence 2013).° The struc-
tures in the acquisition base provide the ultimate psychological basis for explain-
ing the origins of all psychological traits. Learning has to start somewhere, and
the acquisition base is where it starts.

° As we will see in Chapter 3, both rationalists and empiricists often state their disagreement in
broadly the same way that we have characterized the debate. On the other hand, we will also see that
theorists on both sides of the debate can fall prey to errors and confusions in formulating the terms of
the debate and that both participants in the debate and critics of it frequently conflate the core idea of
our account with incompatible understandings of the debate that turn out to be intellectual dead
ends—especially the view that it is about nature versus nurture (or the relative contributions of genes
versus the environment).

¢ The idea of a psychological primitive is introduced in Samuels (2002) in the context of develop-
ing an account of what makes a psychological trait innate (see also Cowie 1999). We discuss Samuels’
view of innateness in relation to our own in Chapter 6.
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Box1

Acquisition Base—the acquisition base posited by a theory is the collection of
psychologically primitive psychological structures that the theory takes to be
the ultimate psychological basis for explaining the developmental origins of all
psychological traits.

A fundamental point regarding the acquisition base is that all theorists who
hold that there are any psychological traits at all are committed to the existence of
an acquisition base of one kind or another—whether they are aware of it or not
and regardless of where they stand in the rationalism-empiricism debate. This is
because, for any given psychological trait, either that trait will be acquired on the
basis of other psychological traits (learning mechanisms, for example) or it won’t
be. If the trait isn’t acquired on the basis of other psychological traits, then it is in
the acquisition base simply in virtue of that fact. And if the trait is acquired on the
basis of other psychological traits, the same point will apply to whichever psycho-
logical traits mediate its acquisition—those psychological traits will either be
acquired on the basis of still further psychological traits (other learning mechan-
isms, for example) or not. Since this process can’t continue indefinitely, all theor-
ists who posit psychological structures of any kind at all are committed to the
existence of an acquisition base. None of this is to say that everyone is committed
to the very same acquisition base or even to acquisition bases that are particularly
similar to one another, just that everyone is committed to some acquisition base
or other.

Now that we have the idea of an acquisition base to work with, we can use it to
reformulate our initial account of the differences between rationalist and empiri-
cist accounts, which was based on the psychological structures which each of
these approaches takes to be innate.” To a first approximation, on this reformula-
tion of the debate, what rationalists and empiricists disagree about is the charac-
ter of the acquisition base. In particular, rationalist and empiricist views differ
regarding the number and types of psychological structures that they take to be
in the acquisition base.® Empiricist views take the acquisition base to be very

7 Recall from Chapter 1 that rationalism and empiricism are not specific theories. Each is a theor-
etical framework within which many specific theories can be developed, including competing theor-
ies within each framework for explaining the very same psychological traits. This means that there is a
wide spectrum of theories at issue—with both a range of rationalist theories and a range of empiricist
theories—and that we need to be sensitive to how they differ regarding the contents of the acquisition
base (which on all views will provide the ultimate psychological basis for cognitive and conceptual
development).

® This can be put as a disagreement about what is in the acquisition base or as a debate about
which type of acquisition base should be accepted as correct. We will also use the terms empiricist
acquisition base (an acquisition base associated with an empiricist account) and rationalist acquisition
base (an acquisition base associated with a rationalist account).
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sparse relative to rationalist views. They see the acquisition base as containing a
highly limited set of distinct types of psychological structures and, for the most
part, suppose that there is a limited number of instances of these types as well.
These psychological structures provide the ultimate basis for acquiring all other
psychological traits. Since the same highly limited number of psychological struc-
tures is responsible for the acquisition of psychological traits of many different
kinds, they must comprise learning mechanisms that are generally operative across
many different domains, that is, they are domain-general learning mechanisms.
Such domain-general learning mechanisms form the core of any empiricist
acquisition base.” When empiricists do allow that there are domain-specific
learning mechanisms, they typically claim that these are learned and so are not
part of the acquisition base. Empiricists are also very frugal in terms of the types
of representations they admit into the acquisition base. Empiricists will typically
accept that low-level sensorimotor representations are in the acquisition base,
but hold that there are few, if any, concepts or abstract representations in the
acquisition base. Empiricists maintain that most concepts, maybe even all, are
acquired almost exclusively on the basis of domain-general learning mechanisms.

What about rationalism? Rationalist views hold that the acquisition base isn’t
restricted to domain-general learning mechanisms and low-level sensorimotor
representations. It contains a substantial number of more specialized kinds of
psychological structures as well. In particular, rationalists typically hold that the
acquisition base contains a number of domain-specific learning mechanisms or
psychological structures that contribute to specialized learning mechanisms.
Rationalists also often hold that there are abstract representations of different
types in the acquisition base, including, on many rationalist accounts, a significant
number of concepts.

This sketch of how rationalist and empiricist accounts of the acquisition base
differ is a good first approximation and will do for the moment. Later, we will
have more to say about the types of psychological structures in rationalist and
empiricist accounts of the acquisition base. For now, we want to turn to a discus-
sion of several general theoretical points connected with this way of characteriz-
ing the debate.

The first is that in saying that a psychological structure is part of the acquisi-
tion base, we are saying that there is no explanation at the psychological level—
for example, no learning-based account—of the acquisition of this structure. This
doesn’t mean that there is no way to account for the origins of the structure at all,
or that its acquisition is in any way mysterious. Its origins will still be explainable.
We assume that there is a broadly physical story in terms of biological processes

° This makes sense since positing domain-general learning mechanisms that apply across many
different content domains allows empiricists to posit a sparser acquisition base, as such mechanisms
can be used across many domains rather than having different mechanisms for different domains.
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(neural, genetic, and so on) regarding the origins of all psychological structures.
For many psychological structures, there is also a psychological story of the ori-
gins of the structure which is grounded in these lower-level physical processes.
What makes it the case that a psychological structure is in the acquisition base is
that there is no psychological-level acquisition story grounded in the lower-level
physical processes; there is only the lower-level story of its origins. So, in saying
that a psychological structure is primitive, all we are saying is that it is not
acquired via psychological-level processes, not that there is no explanation of its
origins at all."’

The next point that we want to highlight concerns the relation between this
formulation of our account of the rationalism-empiricism debate—in terms of the
notion of an acquisition base—and our initial way of framing the debate in terms
of what is innate. One way of looking at the characterization of the debate in
terms of the notion of an acquisition base is that this characterization essentially
bypasses issues about what innateness is and the various controversies that are
tied to how best to understand that notion. That is, it can be seen as providing an
alternative way of formulating the debate, which doesn’t require the notion of
innateness and perhaps even paves the way for its elimination. A different way of
looking at this characterization is to see it as providing a way of explicating or
spelling out what it is for a psychological trait to be innate: A psychological trait’s
being innate amounts to its being part of the acquisition base, that is, to its being
a psychological trait that isn’t learned or acquired via any psychological-level
process of acquisition.

For present purposes, there is no need for us to decide between these two
options. While we ourselves think that it is appropriate and useful to understand
the rationalism-empiricism debate in terms of the notion of innateness, and so
are happy to see the characterization in terms of the acquisition base as an expli-
cation of the notion of innateness, we are aware that many theorists find the
notion of innateness to be problematic." Theorists who are sceptical of the notion
of innateness are free to treat the characterization in terms of the acquisition base
as a way of avoiding any reference to innateness. In any case, going forward our
discussions will primarily be framed in terms of the acquisition base, since this is
what underpins our account, regardless of whether this understanding is taken to
provide an explication of the notion of innateness or not. And for readers who

'° The non-psychological processes involved in the acquisition of such structures are often concep-
tualized as biological maturation processes involving the unfolding of biological processes of develop-
ment that eventuate in the development of such psychological structures in much the way that these
kinds of processes eventuate in the development of structures in bones or the liver, for example. One’s
liver isn’t the product of learning, but this doesn’t mean that its acquisition is intrinsically mysterious,
even if the details of its development are complex and not yet fully understood.

" In our view, using the notion of innateness to characterize the rationalism-empiricism debate
nicely links contemporary theorizing about this debate to the historical debate about innate ideas and
to the resurgence in interest in these historical views in the early days of cognitive science (see Chapter 6
for more discussion of this issue).
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prefer to avoid the notion of innateness altogether, any references to innate traits
in what follows can be read instead in terms of these traits being part of the acqui-
sition base.

A related consequence of our account of the rationalism-empiricism debate in
terms of the notion of the acquisition base is that it makes explicit and so high-
lights the fact that this debate is not a debate about the notion of innateness. Some
philosophers, however, have seen the rationalism-empiricism debate in just these
terms—as a debate about whether there is a viable notion of innateness and, if
there is, what this might be (see, e.g., Stich 1975). On this way of looking at things,
rationalists are seen as embracing the notion of innateness, while empiricists are
seen as being sceptical about whether the notion withstands scrutiny and so as
rejecting the notion. It should be clear that, from our perspective, construing the
debate in this way is a mistake. This is because both rationalists and empiricists
are equally dependent on there being a viable notion of innateness. On our initial
characterization of the debate, it is clear that both rationalists and empiricists
posit innate psychological traits—what they disagree about is which kinds of psy-
chological traits are innate, not whether any psychological traits are innate. And
on our reformulation of the debate in terms of the acquisition base, rationalists
and empiricists are still equally dependent on there being a viable notion of
innateness. If the idea of the acquisition base is seen as explicating the notion of
innateness, then they are equally committed to there being innate psychological
traits; if it is seen as eliminating the notion of innateness, then neither has this
commitment. In both cases, rationalists and empiricists are either both commit-
ted to a notion of innateness or neither is.

A related mistaken idea about how rationalists and empiricists differ from one
another is that rationalists hold that something is innate and that empiricists
deny this. Our account of the debate also makes clear that this isn’t right. As we
argued earlier, any theorist who acknowledges the existence of any psychological
traits at all is committed to there being an acquisition base, so empiricists, just
like rationalists, have to accept that there are psychological traits that are psycho-
logically primitive. If innateness is understood as being explicated in terms of the
notion of being psychologically primitive, then clearly everyone must accept that
there are at least some innate psychological traits (though of course different the-
orists would take different psychological traits to be innate). On the other hand, if
the understanding of the debate in terms of the acquisition base is taken as a way
of avoiding or eliminating the notion of innateness, then neither rationalists nor
empiricists would be committed to there being anything that is innate. Either
way, the debate wouldn’t be about whether anything is innate.

' Samuels’ (2002) discussion of innateness and the rationalism-empiricism debate raises several
subtle issues that are related to the ones we have been discussing in the last two paragraphs. As we
noted earlier, Samuels’ notion of being psychologically primitive is essentially the same as our idea of
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Returning to the notion of an acquisition base, it is important to recognize that
this notion is not indexed to any particular point in the human lifespan, and so in
particular is not tied to the time of birth. This is because what it means for a psy-
chological trait to be in the acquisition base has nothing to do with when during
the course of development that trait appears. All that matters to a trait’s being in
the acquisition base is whether it is psychologically primitive. A trait doesn’t have
to be present at birth, for example, in order to be psychologically primitive and so
to be part of the acquisition base. Psychologically primitive traits may come to be
part of the mind at various times in life. There is nothing strange or mysterious
about any of this. Just as some bodily traits develop later (e.g., teeth, secondary
sexual characteristics), the same may be true of psychological traits. While the
notion of an acquisition base doesn’t mandate that this is the case for psychological
traits, it is perfectly compatible with this possibility.

Similar considerations suggest that a commitment to there being an acquisi-
tion base doesn’t entail that there is a fixed structure to the mind. There is noth-
ing about a psychological trait’s being part of the acquisition base that means that
it cannot be altered or even eliminated later in development. A psychological trait
might develop in stages, with earlier forms of the trait that were in the acquisition
base being replaced by later forms either through learning or through maturation.
And a psychological trait in the acquisition base might be altered, or simply
replaced or overridden, through any number of psychological processes based on
experience or cultural influences, just as for learned traits. The fact that a psycho-
logical trait is not itself learned or acquired via psychological processes is com-
pletely neutral with respect to changes of all these types—they are neither
mandated nor excluded by the fact that the trait is part of the acquisition base.

a psychological trait being in the acquisition base. He uses this notion to address what he calls the
problem of special nativism, which is about what it is for a psychological trait to be innate. Samuels
contrasts this problem with what he calls the problem of general nativism, which is about “the general
distinction between nativism and non-nativism in cognitive science’—in our terms, what the
rationalism-empiricism debate is about. While we agree with the core of Samuels’s account of what
innateness is (see Chapter 6 for how our account differs from his beyond this core idea), we disagree
with his understanding of how questions about innateness are related to the rationalism-empiricism
debate. As he sees it, “claims about the innateness of specific (kinds of ) cognitive structure... [are]
equivalent to...[being] a nativist with respect to some specific (kind of) cognitive structure” (p. 234).
This way of seeing things is problematic for at least two reasons. First, since, as we have just noted in
the text, everyone must take something to be innate in the sense of being psychologically primitive,
this means that all theorists—including empiricists—end up being rationalists/nativists (i.e., rational-
ists about the traits they take to be primitive). But it’s just confusing to say that empiricists are
rationalists/nativists. Second, and more importantly, it is a mistake to take being a rationalist about a
psychological trait to be equivalent to taking that trait to be innate, since this neglects the crucial role
of learning on rationalist accounts (this point will play a major role in our discussion below). In our
view, neither of the two questions Samuels addresses should be framed as problems about nativism/
rationalism, since neither is more about rationalism than it is about empiricism. And using the same
term (“nativism”) to get at what is at stake in both of these debates invites conflations between the
very different issues that are at stake in the two debates (conflations of the sort that arise in some
places in Samuels’ discussion of what he describes to be “constraints on nativism in cognitive
science”).
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So far, we have been discussing the rationalism-empiricism debate as if it were
a single debate. However, in reality, there are many rationalism-empiricism
debates pertaining to the origins of different psychological traits. For example,
there is a rationalism-empiricism debate regarding the origins of language. There
is a rationalism-empiricism debate regarding the origins of our understanding of
geometrical concepts. There is a rationalism-empiricism debate regarding the
development of personality traits. There is a rationalism-empiricism debate
regarding the origins of aesthetic appreciation. There is a rationalism-empiricism
debate regarding the origins of the capacity for walking. There is a rationalism-
empiricism debate regarding the origins of a sense of fairness. And so on, for
many other psychological traits. Some of these concern areas with a long history
of controversy, some have only recently started to receive serious attention. But
whether they are entrenched debates or just beginning, this list only scratches
the surface of the range of possible debates. There are as many rationalism-
empiricism debates as there are types of psychological traits whose origin can
be debated.

One broad distinction among all these debates that is useful for the purpose
of getting oriented is the distinction between what might be thought of as local
rationalism-empiricism debates and global rationalism-empiricism debates.
By a local debate, we mean one that is largely restricted to a specific type of
psychological trait of interest. For example, a debate might focus just on the
origins of language without paying much attention to the origins of musical
cognition, numerical cognition, or any other psychological trait. Likewise, a
debate might focus just on the origins of logical concepts (OR, AND, IF-THEN,
and so on) without taking a stand on the origins of other types of concepts or,
for that matter, on the origins of any other type of psychological trait.

In contrast, a global debate is concerned with the origins of a broad category
of psychological traits. The most encompassing global rationalism-empiricism
debate is about the totality of human psychological traits or structures.
Ultimately, a truly encompassing debate of this kind would be informative
about the origins of literally every psychological trait whose acquisition is
explained in psychological terms, providing an exhaustive account of the
human acquisition base. It would span everything from the origins of a simple
fleeting preference (like preferring to eat out one night) to the origins of a
fundamental psychological faculty (like a long-term memory system). It would
cover the origins of psychological traits as diverse as those involved in a
knowledge of Latin, the capacity to play a minor scale on the piano, a love of
baseball, the ability to drive a car, an understanding of tort law, the ability to
make coffee, the desire to imitate a celebrity’s way of dressing, the ability to
solve complex problems in thermodynamics, an understanding of the social
conventions in a classroom, the concept FISH TACO, and so on for a truly vast
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number of other psychological traits."* One less encompassing but still global
rationalism-empiricism debate is the debate about the origins of human con-
cepts. This debate—our central focus in the book—concerns the origins of
concepts in general, not just the origins of concepts in a single conceptual
domain or the origins of some particular set of disputed concepts. What is at
issue is the developmental origins of the human conceptual system taken as
a whole.

Box 2

Global Rationalism-Empiricism Debate—a global rationalism-empiricism
debate is concerned with the developmental origins of all of the psychological
traits of some broad type (e.g., the debate concerning the developmental
origins of all concepts).

Local Rationalism-Empiricism Debate—a local rationalism-empiricism
debate is concerned with the developmental origins of a particular type of
psychological trait of interest (e.g., the debate concerning the developmental
origins of the language faculty) or a narrowly circumscribed set of traits
(e.g., concepts in a single domain, such as natural number concepts).

Note that a rationalist position in a global rationalism-empiricism debate is
compatible with empiricist accounts in some or even many local rationalism-
empiricism debates. This is true whether this is the global debate about the ori-
gins of the totality of all human psychological traits or a more restricted global
debate like the debate regarding the origins of all concepts. For example, if a the-
orist were to adopt a rationalist account of the origins of language, personality
traits, causal reasoning, emotions, social exchange, and normative concepts, this
would be more than enough to make them a rationalist in the broadest global
debate between rationalists and empiricists even if they didn’t also adopt ration-
alist accounts of a fear of spiders, imitation, or musical ability. And a theorist who
adopts a rationalist account regarding concepts in a number of core conceptual

© Of course, no theorists are actually trying to offer specific developmental accounts for every psy-
chological trait—an impossibly immense undertaking. On the other hand, while it may be that no one
is especially concerned with giving an account of how, say, the concept FISH TACO in particular is
acquired, many theorists are interested in the general nature of the unlearned basis for acquiring the
full range of concepts that humans possess or even more broadly the full range of psychological traits
that human beings are capable of acquiring. Moreover, though no one has worked out views about the
origins of every general kind of psychological trait, it’s not at all uncommon for theorists to have
relatively worked out views about a sufficiently large number of different types of traits to make it
clear that their position in this global debate is one that is either rationalist or empiricist.
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domains (e.g., pertaining to number, geometry, and agents) needn’t also adopt a
rationalist account of the origins of concepts in many other conceptual
domains (such as animals, plants, tools, furniture, vehicles, games, occupations,
etc.) in order to qualify as a rationalist in the global debate regarding the
origins of concepts. A rationalist can adopt an empiricist account of the origins
of a great many psychological traits and still count as a rationalist in a
global debate.

It is also possible for an empiricist in a global debate to adopt a rationalist
account of the origins of some psychological traits. However, there is a clear
asymmetry between rationalists and empiricists that stems from the fact that the
core feature of empiricist views is their frugality when it comes to the contents of
the acquisition base. For this reason, it is effectively not possible for an empiricist
in a global debate to adopt a rationalist account of the origins of a great many
psychological traits. Doing so would just commit them to too rich an acquisition
base to count as empiricist."*

The patterns for local debates are similar, but more pronounced. Consider, for
example, the local debate concerning the origins of emotion concepts, like the
concepts ANGER, JOY, FEAR, LOVE, and PRIDE. An account that adopted a rational-
ist treatment of even a very small number of such concepts would count as a
rationalist account in this local debate. But an account that adopted an empiricist
treatment of a very small number of such concepts—or even quite a large number
of such concepts—wouldn’t thereby count as an empiricist account in the local
debate, simply because adopting a rationalist account for the remaining concepts
would make the account a rationalist account overall. Again, this asymmetry
stems from the differing approaches to the acquisition base taken by rationalists
and empiricists. Rationalists see the acquisition base as rich and varied. Adding
domain-general learning mechanisms to an acquisition base that contains many
specialized components doesn’t make the overall account less rationalist. But
adding specialized learning mechanisms to an acquisition base that just contains
domain-general components does make the overall account less empiricist. In
fact, adopting a rationalist approach to even a small subset of the psychological
traits that are at issue in a local debate means adopting a rationalist account in
that debate (though, as noted earlier, this would be compatible with being an
empiricist in a more global debate).

There is more to say about these patterns, and we will be returning to this issue
later in the chapter. But what we have said so far will suffice for the moment. The
notions of global and local debates are largely heuristic notions and not meant to
bear serious theoretical weight (e.g., there is little point in trying say when a

'* These points will become clearer once we outline the general account of when a view should be
taken to be rationalist or empiricist which we are working toward. This general account will also
address the question of what makes a view rationalist or empiricist to the extent that it is.
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global debate becomes sufficiently local to qualify as a local debate rather than a
global debate, or vice versa). Nonetheless, these notions are useful for getting
oriented to general differences between rationalist and empiricist accounts in dif-
ferent types of debates.

There is one final pair of technical terms pertaining to the acquisition base that
we need to introduce in this section. As we have seen, rationalists and empiricists
differ in terms of the kinds of psychological traits or structures that they typically
posit as being constituents of the acquisition base. While there is unquestionably
overlap between the kinds of psychological structures that they may take to be
part of the acquisition base, there are also types of psychological structures that
are particularly characteristic of each of these approaches. We will use the term
characteristically empiricist psychological structures (or traits) to refer to struc-
tures in the acquisition base which figure prominently in and are characteristic of
empiricist accounts of the acquisition base. Similarly, we will use the term charac-
teristically rationalist psychological structures (or traits) to refer to structures in
the acquisition base which figure prominently in and are characteristic of ration-
alist accounts of the acquisition base.

What kinds of psychological structures are characteristically empiricist?
Domain-general learning mechanisms are the core of empiricist accounts of the
acquisition base. They are paradigmatic characteristically empiricist psycho-
logical structures, as are low-level sensorimotor representations. But there are
other types of characteristically empiricist psychological structures as well.
Another type that plays a major role in contemporary empiricist thinking involves
psychological structures that bias attention towards certain types of sensory or
perceptual properties. These low-level biases are often taken by empiricists to
explain how a domain-general learning mechanism could come to process infor-
mation in a particular content domain without having to posit domain-specific
learning mechanisms as part of the acquisition base. For example, empiricists
generally suppose that face recognition is grounded in a domain-general process-
ing mechanism that is also involved in recognizing many other types of objects
(bodies, houses, chairs, etc.). But on some empiricist accounts, a low-level per-
ceptual bias in the acquisition base is taken to increase the tendency for this
mechanism to process face-like stimuli by directing it to attend to a low-level
perceptual property that is loosely correlated with face-like stimuli (e.g., curvilin-
earity). According to this type of proposal, although the processing mechanism is
domain general, it develops the ability to process face-specific information (in
addition to developing abilities to process information specific to many other
domains) because this low-level attentional bias in the acquisition base ensures
that it receives an ample supply of facial information.

What about characteristically rationalist psychological structures? Because
rationalist acquisition bases are richer than empiricist ones, there are more types
of characteristically rationalist psychological structures than there are types of
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characteristically empiricist psychological structures. Paradigmatic characteris-
tically rationalist psychological structures include domain-specific learning
mechanisms, innate concepts and other abstract representations, innate know-
ledge structures, and a variety of other types of specialized psychological struc-
tures. Moreover, these categories themselves are much broader than the
corresponding empiricist categories. For example, there is more variety among
the sorts of innate domain-specific learning mechanisms envisioned by rational-
ists than among the innate domain-general learning mechanisms envisioned by
empiricists. For empiricists, different proposed innate general-purpose learning
mechanisms tend to cluster around mechanisms that engage in some form of stat-
istical analysis, whereas for rationalists, different proposed innate special-purpose
learning mechanisms can perform very different types of computations and can
incorporate many types of data structures, as well as much domain-specific rep-
resentational content in different types of representational formats.

Box 3

Characteristically Empiricist Psychological Structures—characteristically
empiricist psychological structures are psychological structures that figure
prominently in, and that are characteristic of, empiricist accounts of the acqui-
sition base. These include:

 sensorimotor representations
« domain-general mechanisms
« low-level attentional biases

Characteristically Rationalist Psychological Structures—characteristically
rationalist psychological structures are psychological structures that figure
prominently in, and that are characteristic of, rationalist accounts of the acqui-
sition base. These include:

« abstract representations and concepts
+ domain-specific mechanisms
« knowledge structures

Though we may occasionally drop the “characteristically” from “characteristic-
ally empiricist psychological structures” or “characteristically rationalist psycho-
logical structures” for stylistic reasons, by and large we will use the full terms to
emphasize that while these psychological structures are characteristic of empiri-
cism or rationalism, they are not the exclusive property of empiricists on the one
hand and rationalists on the other. As we noted earlier, empiricists can in
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principle include concepts or even domain-specific learning mechanisms in their
acquisition bases, and rationalists can and typically do include sensorimotor rep-
resentations and domain-general learning mechanisms in their acquisition bases.
The terms characteristically empiricist psychological structure and characteristic-
ally rationalist psychological structure highlight the fact that these structures are
ones that figure prominently in and are characteristic of empiricist and rationalist
approaches, respectively, while at the same time serving as a reminder that they
are only characteristic of these approaches, not exclusive to them.

2.3 Learning Mechanisms and Their Local Acquisition Bases

In the previous section, we introduced the idea of an acquisition base, the distinc-
tion between local and global debates, and the idea of characteristically empiricist
psychological structures and characteristically rationalist psychological struc-
tures. In this section, we turn to the next stage in developing our account of how
the rationalism-empiricism debate should be understood, which is centred
around the nature of rationalist and empiricist learning mechanisms and how
they relate to the acquisition base.

Earlier, we emphasized that rationalists and empiricists don’t disagree about
the importance of learning. Instead, their disagreement is largely about how psy-
chological traits are learned and consequently about the nature of the learning
mechanisms that account for these traits. To a first approximation, learning
mechanisms can be thought of as structures that implement psychological pro-
cesses for acquiring new psychological traits. In one way or another, learning
mechanisms bridge the gap between the psychological structures that are in the
acquisition base and the psychological traits that are ultimately acquired on the
basis of these structures. Since this is what the rationalism-empiricism debate is
essentially about—how to explain the origins of psychological traits with refer-
ence to the contents of the acquisition base—learning mechanisms are absolutely
central to this debate.

We will use the term learning mechanism in a deliberately broad way to cover
essentially any collection of psychological structures that work together to acquire
new psychological traits.'” This means that any psychological trait that is not itself
part of the acquisition base must be acquired via some learning mechanism or
other. This applies equally to all such psychological traits, whether the trait is an
individual representation, a body of knowledge, a psychological processing
mechanism, an entire psychological faculty, an acquired link between psycho-
logical structures, or any other type of psychological trait. If it isn’t part of the

!> For stylistic reasons, we will occasionally use the term “system” instead of “mechanism’, particu-
larly when we are discussing the views of other authors who use the term “system” for the learning
mechanism they posit.
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acquisition base, then its acquisition will involve some type of psychological
process. And whatever this psychological process is, it must be mediated by a
learning mechanism of one sort or another, as we are using this term.

Learning mechanisms will vary enormously in terms of how simple or com-
plex they are, the specific psychological structures they draw upon, the types of
psychological processes they support, and how these processes unfold in the
acquisition of new psychological traits. The advantage of using “learning mech-
anism” in this broad and inclusive way is that it gives us a single general term to
refer to the psychological structures that are used to acquire any psychological
trait at all that is acquired via a psychological process. While using the term learn-
ing mechanism in this way is not ideal, alternative terms like psychological-level
acquisition mechanism or mechanism by which psychological traits are acquired
via psychological-level processes would be needlessly cumbersome, as would
acquired via a learning mechanism or some other psychological-level acquisition
mechanism. In principle, we could use the term acquisition mechanism, but this
term would be misleading, since it is usually understood to apply equally to traits
that are acquired via psychological and non-psychological processes and so
would obscure the essential fact that the mechanisms at issue are ones that involve
psychological processes. Our use of the term “learning mechanism” is meant to be
a compromise that avoids these consequences.

We do recognize that this way of way of talking about learning mechanisms may
not conform perfectly to common-sense intuitions in some instances. Suppose, for
example, that a composer imaginatively arrives at a musical motif, combining chords
and rhythms in her head. A case like this arguably doesn’t involve learning, even
though the musical motif is a product of various psychological processes.
Nonetheless, from the point of view of the rationalism-empiricism debate, such a
case is relevantly similar to other cases that clearly do involve learning. Just as in
clear cases involving learning, the representation of the musical motif in this sort of
case is acquired via psychological processes which involve or depend upon a set of
psychological structures in the acquisition base that ultimately explain its acquisi-
tion. And, just as in clear cases involving learning, one can ask whether these struc-
tures in the acquisition base tell in favour of rationalism or empiricism. In our view,
the practical need for a general term for referring to the psychological mechanisms
that bridge the gap between the acquisition base and psychological traits acquired
via psychological processes outweighs the mild counterintuitiveness involved in
treating “learning mechanism” as a technical term and extending its use to cover

these sorts of cases as well."®

!¢ Later, there will occasionally be times where we do need to distinguish learning from other types
of psychological processes, especially when we come to Fodor’s claim that learning is impossible (see
Part IV). However, the context will make it clear that we are temporarily suspending our more inclu-
sive usage to address concerns that are particularly directed at the ordinary notion of learning.
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Let’s turn now to consider the relations that learning mechanisms can have to
the acquisition base. For all theorists, some learning mechanisms will be con-
tained in the acquisition base. As we have seen, a typical empiricist view holds
that the acquisition base contains at least one domain-general learning mechanism.
Such a mechanism might initially take sensory or sensorimotor input and, on
this basis, produce new psychological traits. Consider, for example, Elizabeth
Ray and Cecilia Heyes’s model of the origins of imitation (Ray and Heyes 2011).”
Ray and Heyes reject the idea that an innate special-purpose learning mechanism
is needed to explain imitation in infants (as when an infant sticks out their tongue
in response to seeing an adult perform this action). Instead, they propose their
associative sequence learning (ASL) model, which is grounded in a domain-
general associative learning mechanism. They argue that given the right type of
structured input, this mechanism can incrementally build up the needed associ-
ations between components of a perceived behaviour and the motor movements
involved in producing this same behaviour:

[T]he ASL model suggests that the correspondence problem [i.e., the problem
of producing the behaviour that matches the behaviour of the person being imi-
tated] is solved piecemeal and by a simple mechanism—associative learning.
The success of this simple mechanism depends, not on powerful internal and
specialized internal resources, but on the developing infant’s environment,
especially their sociocultural environment. (p. 97)

As we read Ray and Heyes, this simple mechanism for forming sensorimotor
associations is psychologically primitive—it isn’t acquired by some other psycho-
logical mechanism. In our terms, that means that for Ray and Heyes, it is part of
the acquisition base.

Rationalists also posit learning mechanisms that they take to be part of the
acquisition base. An example of such a learning mechanism is the mechanism for
reorienting in an environment after becoming disoriented that was discussed in
Chapter 1. As we noted there, the proposed mechanism in this case works by
encoding certain geometrical properties of the environment. Unlike the mechan-
ism posited by Ray and Heyes, this proposed mechanism is a domain-specific
learning mechanism that only learns about one kind of thing. But like Ray and
Heyes’s ASL mechanism, this learning mechanism is also generally seen as not
being acquired by some other psychological mechanism, making it part of the
acquisition base.

7 We will describe the sample learning mechanisms that we present in this section in very general
terms since we are only interested in highlighting a few of their attributes which help to clarify the
notion of a learning mechanism or are otherwise important for clarifying how the rationalism-
empiricism debate should be understood. These mechanisms are only being used for illustrative pur-
poses—we are not taking any stand on the existence of any of these mechanisms.
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While the learning mechanisms in the two examples we have just given are
taken to be part of the acquisition base, learning mechanisms can also be com-
posed in part or entirely from psychological structures that are the products of
other learning mechanisms. And they can also involve more complex structures
and arrangements than in the examples we have just mentioned. Multiple learn-
ing mechanisms can work together in acquiring a new trait. The learning mech-
anisms in such complexes, along with other psychological traits they interact
with, may be part of the acquisition base, may fall outside of the acquisition base
(being products of psychological structures in the acquisition base, or products
of such products, etc.), or may involve a of mix of these possibilities, with some
components that are part of the acquisition base and some that lie outside of the
acquisition base. Whenever a psychological process involving a collection of
psychological structures of any of these kinds is responsible for acquiring new
psychological traits, we will take the whole collection to be a learning mechanism
as well.

For what follows, it will be useful to consider a few examples of learning mech-
anisms that involve a mix of psychological structures from inside and outside the
acquisition base. Our first example again relates to the domain of geometry. The
learning mechanism is from Elizabeth Spelke, Sang Ah Lee, and Véronique
Izard’s rationalist account of the origins of Euclidean geometrical concepts
(Spelke et al. 2010)." First we need a bit of background. Spelke et al. note that in
Euclidean plane geometry, any two forms are identical (or congruent) when they
can be shown to coincide under rigid transformation. In essence, this means they
are identical if one can be perfectly superimposed on the other through some
combination of rotation (spinning it clockwise or counterclockwise in the plane)
and translation (moving it across the plane). When two forms aren’t found to
coincide under these types of transformations, they are not identical and may
differ in a number of ways. They may differ regarding what Spelke et al. refer to as
distance, understood to be the length of a part of a form or the length of the space
between two parts. They may differ regarding their sense, which refers to the left-
right organization of their parts. For example, the letters “d” and “b” differ in
sense, with one being the mirror image of the other. (Notice that a “d” cannot be
superimposed on a “b” by any combination of rotation and translation within a
plane; by contrast, a “d” can be superimposed on a “p” in this way). They may also
differ regarding angular relationships, for example, one may have a more acute
angle than the other. For this reason, Spelke et al. take the ability to represent
Euclidean geometrical concepts as such to require a sensitivity to all three of these

'® Although this example concerns the origins of a certain type of concept, the points we are mak-
ing about learning mechanisms in this section apply to mechanisms for explaining the origins of any
type of learned psychological trait (including such things as learned bodies of knowledge, learned
processing mechanisms, and learned skills, for example).
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properties (distance, sense, and angular relationships). On their view, the acquisi-
tion base does not contain any single psychological mechanism that is sensitive to
all three of these properties. Instead, they hold that the acquisition base contains
two distinct psychological mechanisms, each of which makes use of a subset of
these properties in certain contexts, and that what happens is that these mechan-
isms are combined and augmented into what amounts to a further domain-
specific learning mechanism that is capable of acquiring full-fledged Euclidean
geometrical concepts.”” To get a feel for how this is supposed to work, we’ll first
need a brieflook at these two mechanisms and then we can turn to the account of
how they are combined.

The first mechanism is the proposed reorientation mechanism that we dis-
cussed in Chapter 1 and mentioned just a moment ago. Spelke et al. point out that
this mechanism only works at the level of the large-scale navigable environment,
not at a smaller scale and not for two-dimensional geometrical forms. Moreover,
although it is sensitive to differences in distance and sense in that it can represent
a target as being, as Spelke et al. might say, to the left of a long wall or to the right
of a more distant wall, it doesn’t explicitly represent angular relationships. In sup-
port of this last claim, they cite a study that employed an interesting variation on
the reorientation experiment with young children (Hupbach and Nadel 2005).
Instead of using a rectangular shaped arrangement of walls, they disoriented chil-
dren in a space with walls of equal length that formed a rhombus with two acute
angles and two obtuse angles. They found that when an object was hidden at one
of the corners, children searched at all four corners equally—they didn’t seem to
be able to use the information that the corner where the target object was hidden
was obtuse (or acute) to narrow down their search to the two geometrically
equivalent correct corners.”® To Spelke et al., this suggests that the reorientation
mechanism doesn’t allow children to reorient themselves by using angular
information.

The second of Spelke et al’s two mechanisms has a different profile. This
mechanism, which underlies the ability to represent the shapes of smaller,
manipulable objects (like the difference between a box and a bowl) is equipped to
distinguish between different angular relationships and does function for two-
dimensional forms. However, this mechanism doesn’t represent the shape of
large-scale navigable areas and doesn’t reliably distinguish between shapes that

' We should note that Spelke et al. do not employ the notion of an acquisition base, and so do not
put their view in terms of what is in the acquisition base (they talk in terms of what is innate). But it is
clear that they would accept that the psychological structures that they take to be innate are part of the
acquisition base as they do not take them to be the product of a prior learning process. For conveni-
ence, we will often translate other authors’ views into our framework and terminology in this way
when doing so does no disservice to the views at issue.

* For other experimental work that bears on whether the reorientation system is limited vis-a-vis
angular relationships, see Lee et al. (2012) and the discussion of the representation of places in
Spelke (2022).



48 WHAT THE RATIONALISM-EMPIRICISM DEBATE IS REALLY ABOUT

differ only with respect to sense (i.e., shapes that are mirror images of one
another) (see Izard and Spelke 2009).

While neither of these two mechanisms on its own could acquire Euclidean
geometrical concepts according to Spelke et al., combining the two mechanisms
into a larger learning mechanism allows these concepts to be learned. Spelke
et al’s proposal is that Euclidean geometrical concepts are acquired as children
simultaneously exercise both of these mechanisms when learning how to inter-
pret and use cultural products, such as pictures, maps, and scale models, that
exploit correspondences between arrangements of small-scale forms and large-
scale features of the environment:

through their experience with pictures, scale models, and maps, children may
begin to view large-scale layouts not only as navigable surroundings but also as
visual displays with forms that have distinctive angular relationships...through
their experience with physical and mental rotation, children and adults may
become able to treat small-scale objects and forms not only as visual displays
with distinctive shapes but as layouts that can be exploited from different per-
spectives, by means of navigation systems that allow for stable representations of
the distinction between leftward and rightward directions... By extending each
of these kinds of geometrical analysis to new types of arrays, moreover, children
may develop geometrical concepts that are more abstract and general than the
concepts provided by their core systems. (Spelke et al. 2010, pp. 878-879)

Notice that the sort of learning mechanism for acquiring Euclidean geometrical
concepts that Spelke et al. are pointing to here isn’t a simple, prefabricated learn-
ing mechanism that is a part of the acquisition base. It is a more complex psycho-
logical mechanism that combines elements from both inside and outside of the
acquisition base. This mechanism includes components that are themselves
learning mechanisms in their own right, including the two domain-specific
mechanisms that are from the acquisition base (the reorientation system and the
system for representing the shapes of manipulable objects), along with further
components, including some that are very likely domain-general learning mech-
anisms, which are involved in the interpretations of pictures, scale models,
and maps.

Spelke et al’s account involves two distinct systems in the acquisition base
which themselves are concerned with broadly geometrical phenomena and which
feed into a learning mechanism for acquiring concepts concerning a distinct geo-
metrical domain, namely that of Euclidean geometry. But learning mechanisms
that involve a mix of psychological structures drawn from both inside and outside
the acquisition base needn’t take this form. Another type of learning mechanism
employing a mix of learned and innate structures builds on just a single system in
the acquisition base that is related to the acquisition target, where the mixed



LEARNING MECHANISMS AND THEIR LOCAL ACQUISITION BASES 49

learning mechanism it feeds into results in a new capacity that transcends the
limits of the innate system.

Stanislas Dehaene’s rationalist account of the origin of natural number con-
cepts (ONE, TWO, THREE, FOUR, FIVE, and so forth) is an example of this type
(Dehaene 1997). His account is centred around a posited innate capacity to repre-
sent approximate numerical quantities, which has come to be known as the
approximate number system.”* Surprising as this may be, there is substantial evi-
dence that the approximate number system is present in both infants and many
kinds of animals.?® This system represents numerical quantities specifically and
not merely more concrete properties that tend to correlate with numerical quantity
(such as the amount of area taken up by a collection of objects or the duration of
a sequence of sounds or actions). For example, rats can be trained to tap a lever a
number of times to receive a reward (say, eight times) and will tap this same
number faster when they are hungrier, showing that they aren’t just responding in
terms of being rewarded for tapping for a certain amount of time—it’s the
(approximate) number of taps that controls this behaviour (Mechner and
Guevrekian 1962). The approximate number system has several interesting fea-
tures. One is that it is subject to the distance effect in that its ability to distinguish
between two numerical quantities declines as the numerical distance between
them decreases; for example, it’s better at discriminating 3 from 10 than 3 from 4.
Another is that it is subject to the magnitude effect in that its ability to distinguish
between two numerical quantities that differ by the same amount declines as the
numerical quantities become larger; for example, it’s better at discriminating 6
from 4 (a difference of 2) than 16 from 14 (also a difference of 2).>* These effects
show that the posited approximate number system lacks the precision that is
inherent to natural number concepts and instead involves a ratio-dependent
approximate number representation. How then are precise natural number con-
cepts learned? On Dehaene’s account, what happens is that the approximate
number system feeds into a more complex learning mechanism that recruits lin-
guistic and other symbolic abilities and culturally inherited numerical technolo-
gies (such as tallies, number words, and counting procedures). Over time, these
impose greater precision on the approximate number system’s numerical content,
allowing learners to form new numerical representations—precise numerical

' Dehaene called this system the accumulator, but we will use the now standard term approximate
number system.

> In fact, there is reason to suppose animals can have an approximate system whose acuity is
essentially on a par with—and perhaps sometimes even more discriminating than—the approximate
number system in humans (Cantlon and Brannon 2006; Rilling and McDiarmid 1965).

» There is evidence the approximate number system is active not only when adults make rough
judgements regarding the numerical size of a perceived collection or compare two perceived collec-
tions for which is numerically larger, but even when working with symbols for precise numerical
quantities, such as Arabic numerals, and when performing precise calculations (Dehaene et al. 1990).
Moreover, ability in formal mathematics seems to correlate with individual differences in the acuity of
people’s approximate number system (Halberda et al. 2008).
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representations—which they initially associate with numerical symbols of one
kind or another.

While Spelke et al’s account of the origins of Euclidean geometrical concepts
involves a learning mechanism that draws on two systems in the acquisition base
each of which itself is concerned with a form of geometrical content, Dehaene’s
account of the origins of natural number concepts involves a learning mechanism
that draws on just one system in the acquisition base which itself is concerned
with a form of numerical content. In both cases, these critical domain-specific
components from the acquisition base are only part of a more complex and
encompassing learning mechanism, which crucially also draws upon psycho-
logical structures that aren’t part of the acquisition base but instead are them-
selves the products of other learning mechanisms.

The final learning mechanism that we will mention here is Susan Carey’s
account of the origins of natural number concepts (Carey 2009). Like Dehaene
and Spelke et al’s accounts, Carey’s proposed learning mechanism also makes use
of a mix of psychological structures (some from inside the acquisition base, some
from outside the acquisition base), and it is also a rationalist account. Importantly,
though, it’s one that doesn’t rely on even a single mechanism from the acquisition
base which is itself concerned with content that is closely related to that of the
concepts acquired by the learning mechanism.

In broad outline, Carey’s account is that young children start by developing
abstract representations of small groups of individuals that are not specifically
numerical representations and that these representations gradually acquire a
numerical interpretation. The initial abstract representations are based on spe-
cialized mechanisms in the acquisition base for representing and tracking indi-
viduals, and mechanisms for creating and manipulating mental models. Among
other things, the transition to numerical content is mediated by an innate under-
standing of quantification (understanding of contents like some, all, and most)
and the ability to put collections into one-to-one correspondence with one
another. Once the first few number concepts (ONE, TWO, THREE) are developed in
this way, another process—which Carey refers to as bootstrapping—enables chil-
dren to extrapolate beyond these first few number concepts to the full set of nat-
ural number concepts. The bootstrapping process in this case relies on further
elements in the acquisition base, including an innate capacity for working with
ordered lists, an innate capacity for drawing inductive inferences, an innate
capacity for analogical reasoning, and innate linguistic and symbolic capacities.
This account, while still clearly rationalist, posits rather different elements in the
acquisition base than Dehaene’s account, and notably, unlike Dehaene’s account,
does not draw on any resources in the acquisition base that are specifically
numerical.

The examples that we have given of learning mechanisms that involve a mix of
psychological structures drawn from both inside and outside the acquisition base
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have been of rationalist learning mechanisms rather than empiricist ones. This
was in part because we wanted to illustrate some of the variety that learning
mechanisms can have, and in part because there is a greater diversity of rational-
ist learning mechanisms. But empiricist learning mechanisms can also have this
mixed character, drawing on psychological structures from both inside and out-
side the acquisition base. In any case, as the sample learning mechanisms we have
given illustrate, learning mechanisms come in a great many different shapes and
sizes. They can be simple or complex. They can be part of the acquisition base,
products of other learning mechanisms, or composed of a mix of psychological
structures from inside and outside of the acquisition base. They can involve
psychological structures which concern related contents or not, and when they
do make use of structures with related contents, they can build on these in many
different ways. Having seen some of the ways that learning mechanisms can vary,
and having seen examples of learning mechanisms that have been proposed by
both rationalists and empiricists, we are now ready to turn to the general question
of how the types of learning mechanisms that play a central role in rationalist and
empiricist accounts differ from one another.

Our discussion will build on the distinction between characteristically empiri-
cist psychological structures and characteristically rationalist psychological struc-
tures, which was introduced in section 2.2. Recall that these terms refer
specifically to psychological structures that are in the acquisition base, with the
first picking out psychological structures which figure prominently in and are
characteristic of empiricist theories, and the second picking out psychological
structures which figure prominently in and are characteristic of rationalist theor-
ies. In much the same way, we can refer to the types of learning mechanisms that
are representative of the empiricist approach as characteristically empiricist learn-
ing mechanisms, and the types that are representative of the rationalist approach
as characteristically rationalist learning mechanisms. As a preliminary statement
of what these come to, we can say that characteristically rationalist learning
mechanisms are learning mechanisms that involve characteristically rationalist
psychological structures, while characteristically empiricist learning mechanisms
are learning mechanisms that don’t and that instead only make use of characteris-
tically empiricist psychological structures.* (We will provide a more precise for-
mulation of what each of these kinds of learning mechanisms involves shortly).

As with characteristically rationalist and empiricist psychological structures,
rationalists and empiricists can both make use of both characteristically rational-
ist and characteristically empiricist learning mechanisms, at least in some

** For ease of expression, we will often abbreviate these, and refer simply to rationalist learning
mechanisms and empiricist learning mechanisms, but it should be kept in mind (as we explain below)
that these aren’t exclusive to the rationalist approach in the first case or to the empiricist approach in
the second.
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circumstances. Regarding any global rationalism-empiricism debate, it’s possible
for empiricists to hold that, in addition to domain-general learning mechanisms,
some small number of characteristically rationalist learning mechanisms are also
involved in learning, though empiricists will generally try to avoid postulating
such characteristically rationalist learning mechanisms, and postulating more than
a relatively small number of substantially different rationalist learning mechanisms
simply makes a theory rationalist. In contrast, rationalists in a global rationalism-
empiricism debate are free to hold that any number of characteristically empiricist
learning mechanisms are involved in learning as long as they also posit a number
of characteristically rationalist learning mechanisms. With respect to local
debates, the options are even sharper. Empiricists are more or less unable to posit
any rationalist learning mechanisms, as embracing a rationalist learning mechanism
in a local rationalism empiricism debate typically makes a theory rationalist in
that local debate. By contrast, rationalists are again free to accept the involvement
of any number of empiricist learning mechanisms provided that they also take at
least one rationalist learning mechanism to be involved.*® These facts underscore
an important asymmetry regarding the rationalism-empiricism debate, which is
an outgrowth of the asymmetry we noted in section 2.2: Although rationalists
and empiricists can both posit characteristically rationalist and characteristically
empiricist learning mechanisms in explaining the origins of psychological traits,
empiricists can posit characteristically rationalist learning mechanisms to only a
highly limited extent without becoming rationalists, while there is no limit on the
number of characteristically empiricist learning mechanisms that rationalists can
posit without becoming empiricists.

As we noted a moment ago, there is also a sense in which there is a consider-
ably greater variety of characteristically rationalist learning mechanisms than
there is of characteristically empiricist learning mechanisms. Much of this greater
variety stems from the fact that there is a greater variety of types of characteristic-
ally rationalist psychological structures than there is of characteristically empiri-
cist psychological structures. This means that for rationalists there are generally
many more types of structures in the acquisition base that can feed into different
kinds of learning mechanisms than there are for empiricists. It also means that
there is a sense in which there is also greater variety among competing rationalist
accounts, since there is a wider variety of competing rationalist mechanisms that
might be offered for acquiring the same trait. (We have seen some indication of
this in the different accounts offered by Dehaene and Carey of the origins of nat-
ural number concepts.) This isn’t to say that there aren’t differences among com-
peting empiricist accounts too. But given that empiricists generally rely primarily
on domain-general learning mechanisms and low-level attentional biases,

> At the same time, as we explain in section 2.5, not all rationalist or empiricist accounts are
equally rationalist or empiricist; one account can be rationalist (or empiricist) to a greater extent than
another.
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empiricist learning mechanisms, when viewed from a distance, often have much
the same general shape, fundamentally turning on some form of statistical ana-
lysis or a data-driven learning process.

There is an important qualification that needs to be made here, however.
While empiricists posit sparse acquisition bases, this does not necessarily mean
that they are precluded from accepting a learning mechanism that makes use of
some of the same kinds of resources which, on accounts like Dehaene’s or Carey’s,
are taken to be characteristically rationalist psychological structures that are part
of the acquisition base. It is just that they will typically need to suppose that,
rather than being part of the acquisition base, these resources are themselves
learned (ultimately on the basis of domain-general learning mechanisms in the
acquisition base). For example, it’s possible to imagine a theory that is very simi-
lar to Dehaene’s account of the origins of natural number concepts but that sup-
poses that, rather than itself being part of the acquisition base, the approximate
number system is learned via an innate domain-general learning mechanism. On
this type of account, once the approximate number system is learned, it could
form part of a learning mechanism in more or less the same way as on Dehaene’s
account.”® While not common, this type of empiricist learning mechanism is cer-
tainly possible. To address this type of case, we need to have a way of differentiat-
ing rationalist and empiricist learning mechanisms that employ much the same
resources but that do not take these resources to have the same status in terms of
whether they are part of the acquisition base or acquired through prior learning.

To differentiate between such accounts, we can highlight the fact that while
rationalist and empiricist accounts of this type end up converging on more or less
the same proximate learning mechanism for a trait, they nonetheless take this
proximate learning mechanism to be based on different underlying structures in
the acquisition base. It will help to introduce another piece of terminology to suc-
cinctly capture this type of difference. We will say that such accounts postulate
different local acquisition bases, where a local acquisition base is the subset of the
acquisition base that contributes to a learning mechanism in a local rationalism-
empiricism debate. The local acquisition base for Dehaene’s rationalist account of
the origins of natural number concepts will then include the approximate num-
ber system. But the local acquisition base for the converging proximate learning
mechanism on the empiricist account won’t, because on this account the approxi-
mate number system is learned. Since it is learned and isn’t part of the acquisition
base on this account, it won’t be part of the local acquisition base either.”’

%% For a proposal along these general lines, see Leibovich et al. (2017). On their model, the
approximate number system isn’t innate; it’s acquired on the basis of a more general capacity for
representing magnitude. But once it is acquired, their account of how concepts for natural numbers
are learned is similar to Dehaene’s.

" Local acquisition bases also give us a useful way of capturing differences among rationalist
accounts. For example, on Dehaene’s rationalist account, the most important component of the local
acquisition base is the approximate number system, though other components will also contribute to
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We have described the local acquisition base regarding a learned psychological
trait as the subset of the acquisition base that contributes to the learning mechan-
ism that is responsible for the acquisition of that trait. However, it turns out that
what it means for something in the local acquisition base to contribute to a
learning mechanism is more complicated than it might first appear. To see this,
we need to recognize the importance of the entire learning mechanism involved
in acquiring a psychological trait, not just the proximate learning mechanism.
This comprises the full chain of psychological activity that is responsible for the
acquisition of the trait. In different cases and for different learning mechanisms,
this chain of psychological activity could have different characteristics. It could
unfold in predictable stages or in a more haphazard way; it could involve a rela-
tively isolated psychological change that comes about quickly or more extensive
changes that are spread out across a long time span, years even.

Our question is, How can a psychological trait in the local acquisition base
contribute to the proximate learning mechanism for a given trait? We can now
see that, generally speaking, there are two different ways. One of these—the more
direct way—is where the psychological structure in the local acquisition base
itself plays an active role in the operations of the proximate learning mechanism.
In this case, it may be that it is essentially identical to the proximate learning
mechanism or alternatively that it is a component of the proximate learning
mechanism. The other way in which a psychological trait in the local acquisition
base my contribute to a proximate learning mechanism—the indirect way—is
where the psychological structure in the local acquisition base is neither identical
with or nor a component of the proximate learning mechanism but is instead
part of the learning mechanism as a whole that ultimately produces the learned
trait. In other words, the psychological trait in the local acquisition base is part
of a chain of psychological activity in which it is the products of this activity
(as opposed to the structure in the acquisition base itself ) that are directly involved
in the operation of the proximate learning mechanism. Consider again the
empiricist account of the origins of natural number concepts that uses essentially
the same proximate learning mechanism as that used in Dehaene’s rationalist
account. On this empiricist account, the proximate mechanism involved is not
itself in the acquisition base. But what is in the acquisition base—domain general
learning mechanisms—nonetheless contribute to the acquisition of the trait. It is
just that they do so indirectly by producing this proximate learning mechanism.

It will be useful to have a single term that captures both of these ways in which
a psychological structure in the local acquisition base may contribute to a

the acquisition of these concepts. By contrast, the approximate number system is not part of the local
acquisition base for acquiring natural number concepts on Carey’s account. Instead, the local acquisi-
tion base on her account contains, among other things, specialized mechanisms for representing and
tracking individuals and for creating and manipulating mental models, a system for understanding
quantification, and the ability to put collections into one-to-one correspondence.
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learning mechanism—directly or indirectly. We will use the term traces back to
for these purposes. So we will say that a given learning mechanism traces back to
the psychological structures in its local acquisition base that contribute to this
learning mechanism, either directly or indirectly. Likewise, we will also say that
the traits acquired via this learning mechanism trace back to the psychological
structures in the learning mechanism’s local acquisition base.

We are now in a position to go beyond the preliminary characterization that
we gave earlier for what makes a learning mechanism characteristically rationalist
or characteristically empiricist. Earlier, we put this by saying that characteristic-
ally rationalist learning mechanisms in some sense involve characteristically
rationalist psychological structures and that characteristically empiricist learning
mechanisms only make use of characteristically empiricist psychological struc-
tures. We can now say that a characteristically rationalist learning mechanism is
any learning mechanism which traces back to characteristically rationalist psy-
chological structures in a local acquisition base, and that a characteristically
empiricist learning mechanism is any learning mechanism which traces back to
only characteristically empiricist psychological structures in the acquisition base.

To recap, characteristically rationalist psychological structures and character-
istically empiricist psychological structures are ones that are in the acquisition
base and that are the types of structures that are especially representative of the
rationalist framework in the first case and the empiricist framework in the second.
Learning mechanisms are collections of psychological structures that mediate the
acquisition of new psychological traits. Although some learning mechanisms may
be components of the acquisition base, many won’t be or will have parts that

Box 4

Local Acquisition Base—a local acquisition base is a subset of the acquisition
base that contributes to a learning mechanism in a local rationalism-empiricism
debate (a debate that focuses on how a particular psychological trait or a
narrowly circumscribed set of traits is acquired).

Characteristically Empiricist Learning Mechanism—a characteristically
empiricist learning mechanism is a learning mechanism that traces back to a
local acquisition base that is exclusively comprised of characteristically empiri-
cist psychological structures.

Characteristically Rationalist Learning Mechanism—a characteristically
rationalist learning mechanism is a learning mechanism that traces back to a
local acquisition base that includes characteristically rationalist psychological
structures.
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aren’t. Nonetheless, for any learning mechanism, we can ask about its psycho-
logical origins and what this tells us about its local acquisition base—the subset of
the acquisition base that it traces back to. When a learning mechanism traces
back to a local acquisition base that includes characteristically rationalist struc-
tures, it counts as a rationalist learning mechanism. When it traces back exclu-
sively to characteristically empiricist psychological structures, it counts as an
empiricist learning mechanism. Finally, in a global debate, empiricists and ration-
alists can both take on the psychological structures and learning mechanisms that
are characteristic of the other’s framework, but empiricists are far more limited in
the extent to which they can do this owing to their commitment to a frugal acqui-
sition base, whereas rationalists are not constrained in this way.

To close this section, we want to address two related issues regarding how best
to understand competing claims about proposed learning mechanisms in any
local rationalism-empiricism debate. The first issue concerns the status of theor-
ies of learning mechanisms. When a theorist puts forward an account of a learn-
ing mechanism for acquiring a psychological trait, this shouldn’t be understood
as saying that they take their proposed account to be the only possible way the
trait could be acquired. Claims about learning mechanisms that are relevant to
the rationalism-empiricism debate are not claims about how a trait must be
acquired. They are claims about how the trait in question is actually acquired.

Of course, at this point in the development of the cognitive sciences, these claims
(both rationalist and empiricist) should typically be taken as tentative hypotheses
involving partial sketches of learning mechanisms intended to highlight certain
critical aspects of the learning process. The aim is to make these explicit enough to
be evaluated against the known facts about prior states of development, the learn-
ing environment, and any relevant findings about how the development of the trait
actually takes place. Despite typically being only partial sketches of the origins of
traits, both rationalist and empiricist theories positing learning mechanisms should
be seen not as providing an account of how a given trait must be learned, but rather
how it is in fact learned. This bears emphasizing because occasionally critics of
rationalist approaches treat rationalist accounts as though they were claiming that
the trait could only possibly be acquired through the rationalist mechanism, and
then go on to argue that such an account can be rejected simply by showing that an
empiricist alternative is possible in principle. However, it is a mistake to suppose
that the mere possibility of an alternative account undermines any given proposal.
What is at issue in the debate is what the learning mechanisms that we actually use
to acquire traits are like (for more on this, see Chapter 17).

The second point concerns the possibility of there being multiple alternative
paths to acquiring a trait. Given that competing proposals in a local rationalism-
empiricism debate generally specify a single way that the trait is thought to be
acquired, does this mean that their proponents are committed to there being no
variation in how it is actually acquired? No, not at all. The point of advancing a
given account is to offer what is thought to be an illuminating model for the
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typical way that the trait is acquired. But it’s to be expected that there will be a
certain amount of variation. Such variation can come in different forms.

Some of this variation will involve fine-grained differences in learning mech-
anisms that will have little or no effect on the hypotheses at issue (e.g., small dif-
ferences in memory capacity, attention, motivation, specific input, etc.) and so
will not affect the overall local debate. In part, this is because learning mechan-
isms are typically specified at a level of generality that abstracts away from many
of the fine details that are likely to differ across individuals.

The amount (and kinds) of variation present in learning mechanisms for a
given trait will also be affected by the trait whose acquisition is at issue. Knowledge
of a particular strategy in chess might be acquired through reading about the
strategy, or alternatively from seeing a game played where the strategy was
employed, or by discovering the strategy by thinking through possible moves and
countermoves. On the other hand, the kinds of traits that are typically at issue in
debates between rationalists and empiricists are not of this type. Instead, they
typically involve relatively fundamental types of cognitive traits, such as the abil-
ity to speak a language, to recognize faces, to conceptualize oneself and others as
possessing minds and mental states, to think in terms of numerical quantities,
and so on. These kinds of traits are less likely to be subject to the sorts of variation
in the types of learning mechanisms involved in their acquisition than something
like a strategy in chess. It is even less likely that variation in learning mechanisms
for such traits would affect whether the learning mechanism involved was ration-
alist as opposed to empiricist, or vice versa. Few if any theorists suppose that
traits like the ability to speak a natural language are acquired via rationalist learn-
ing mechanisms for some individuals and via empiricist learning mechanisms for
others. This is one of the reasons why such traits are of interest in this type of
debate—because they are relatively fundamental traits, for which it is a reason-
able assumption that the learning mechanisms involved are fairly uniform.

This is not to say that there will be no cases where fundamental traits of these
sorts are subject to systematic variation. We know that there will be cases where
there is substantial variation that directly affects the learning mechanisms that
different individuals possess and make use of. Congenitally blind or deaf indi-
viduals, for example, will possess different types of acquisition bases than sighted
and hearing individuals and will have substantially different patterns of input to
their learning mechanisms due to their blindness or deafness. Such variation will
no doubt lead to some variation regarding the traits that are learned and how
they are learned. At the same time, it is very much an open empirical question
how much of an impact this will have.”®* As we will see later in the book,

*® For example, a now classic study examining the effect of congenital blindness on language
acquisition found that, while it is often thought that congenitally blind children are at a great disad-
vantage for learning word meanings (given that they often lack perceptual access to the things being
referred to in everyday conversations), this is not the case; vocabulary growth in congenitally blind
children is on a par with other children’s (Landau and Gleitman 1985).
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sometimes individuals whose acquisition bases are affected in these and similar
ways can end up with learning mechanisms and learned traits that are remarkably
similar to those in other individuals (see especially Chapters 13 and 20).

2.4 Domain Specificity and Domain Generality

We have been building our account of what the rationalism-empiricism debate is
really about in stages, introducing key distinctions and clarifying terminology as we
go. In section 2.1, we argued that it is a mistake to see this debate as merely a con-
fused way of expressing the trivial idea that infants have the capacity to acquire
whatever psychological capacities they develop later in life. Rather, the debate should
be seen as a substantive dispute which, in the first instance, is about the nature of the
innate psychological structures underlying the development of psychological traits.
In section 2.2, we refined this approach by introducing the idea of an acquisition
base, which refers to the collection of psychologically primitive psychological
structures—ones that are not acquired via any psychological process of acquisition.
This allowed us to say that rationalist and empiricist accounts differ as to whether
the acquisition base is largely restricted to what we are calling characteristically
empiricist psychological structures (especially sensorimotor representations and
domain-general learning mechanisms) or whether it also includes a significant num-
ber of characteristically rationalist psychological structures (especially more abstract
representations and domain-specific learning mechanisms). Section 2.3 went on to
explain how we will be using the notion of a learning mechanism in our account and
how different theories of the way that a trait is learned are typically committed to
learning mechanisms that trace back to different local acquisition bases. In this sec-
tion, we turn to the next stage in our account—the distinction between domain
specificity and domain generality.

Up to this point, we have relied on an intuitive understanding of this distinc-
tion, noting that domain-specific mechanisms figure prominently in rationalist
theories. But we need to say a little more about what the distinction between
domain specificity and domain generality comes to. Although these notions are
widely relied on in discussions of the rationalism-empiricism debate and in other
ongoing debates in philosophy and cognitive science, there is also much contro-
versy about how to understand these notions and whether they hold up to scru-
tiny. In this section, our goal won’t be to defend these notions or to grapple with
the various puzzles and problems they have been thought to give rise to. We will
simply explain how we understand these notions and will tease them apart from a
related pair of notions that needs to be recognized in the rationalism-empiricism
debate.”

** The notions of domain specificity and domain generality are often dismissed on grounds that
they are confused notions that can’t bear the theoretical weight that has been put on them. We think
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To begin, we need to say something about what a domain is. A domain—or as
we will often say, a content domain—is best thought of as a subject matter (Fodor
1983). It is the subject matter that a psychological structure is directed at. Being
directed at is a relation much like represents, possessing the same idiosyncratic
properties that are characteristic of a whole family of related notions, including
being about and having intentionality.’® One of these properties is being perspec-
tival. This means that a content domain shouldn’t be understood merely as a col-
lection of entities. Built into the very idea of a content domain is that there is a
way that the entities in that content domain are to be construed. As a conse-
quence, two psychological structures could be directed at different content
domains even if the two content domains contained exactly the same entities. To
use a well-worn example, even if every creature with a heart is also a creature
with kidneys, a mechanism that is specialized for representing and reasoning
about creatures with hearts would be directed at a different content domain than
a mechanism that is specialized for representing and reasoning about creatures
with kidneys. Or, to use another example, a mechanism could be specialized for
representing three-angled closed polygons as opposed to three-sided closed poly-
gons, even though all triangular polygons are trilateral polygons, and vice versa.
The perspectival nature of being directed at also means that the same entity can
belong to many different content domains. For example, the same entity can be in
the domain of physical objects, the domain of animals, the domain of agents,
and so on. This entity would be represented in different ways and for different
purposes by different domain-specific cognitive mechanisms directed at these
different content domains.

A second and related feature of the relation being directed at is that subject
matters needn’t correspond to objective categories discovered by science and may
even involve things that don't actually exist. Just as a story could have unicorns as
its subject matter or have as its subject matter how things might have gone if the
dinosaurs hadn’t become extinct, a cognitive mechanism could have as its con-
tent domain mythical or fictional creatures or be concerned with counterfactual
events. For much the same reason, the content domain which a cognitive mech-
anism is directed at could diverge from the categories that are recognized and
investigated by science even when the domain involves real as opposed to
fictional entities. For example, while standard biological taxonomies don’t recog-
nize categories like tree or fish (because these categories don’t involve groupings
of organisms that include all of the descendants of a common ancestor), a cogni-
tive mechanism might well range over these categories and have them as part of
its content domain. This would be true, for example, of a mechanism that is

that these concerns are misplaced. Here we just briefly outline what we take to be the best understand-
ing of these notions without addressing the many puzzles and confusions that have been thought to
undermine these notions. We address these concerns in Margolis and Laurence (2023) while also
providing a much more detailed discussion of our account and of the general theoretical context.

% We will have more to say about intentionality and related notions later, in Chapter 6.
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responsive to the biological realm as it is conceptualized in everyday thinking
(folk biology) as opposed to how it is conceptualized in scientific biology (Medin
and Atran 1999).

As we move forward, it will be useful to have a term for the concepts that are
associated with a given content domain through being directed at that domain.
We will use the term conceptual cluster for this purpose. Suppose, for example,
that there is a learning mechanism that is specialized for acquiring animal con-
cepts. Given the right types of experience, it generates specific animal concepts—
ZEBRA, BOA CONSTRICTOR, FALCON, and so on. Taken together, all of these
concepts would constitute a conceptual cluster which is directed at, or has as its
subject matter, the content domain (or conceptual domain) animals.’® Having
this terminology in place helps to keep clear whether one is referring to the sub-
ject matter (content domain) or to the psychological structures that are directed
at the subject matter (in this case, the conceptual cluster that is directed at the
content domain). A similar issue regarding potential unclarity also arises for more
complex informational states, where psychologists often use the term body of
knowledge. This term could be taken to refer to the subject matter (what it is
knowledge of ) or to the psychological states that encode and process information
pertaining to this subject matter. To be clear, when we speak of something as a
body of knowledge, we are referring to psychological states that are directed at a
subject matter, rather than the subject matter itself. For example, a body of
knowledge that is specific to physical objects and core physical interactions
between such objects is a psychological structure that is directed at the content
domain physical objects.*

To sum up the terminology so far: a content domain is a subject matter. In
contrast, conceptual clusters and bodies of knowledge aren’t subject matters; they
are psychological structures which are directed at particular subject matters.

Box 5

Domain (or Content Domain)—a domain is a subject matter that a psy-
chological structure can be directed at.

Conceptual Cluster—a conceptual cluster is a collection of concepts which
are directed at a particular domain.

' We will sometimes use the term conceptual domain as an alternative term to refer to a content
domain that a particular conceptual cluster is directed at.

*2 We will follow the common practice in cognitive science in using the term body of knowledge in
a way that has no implications regarding the truth of the representations involved or the type of justi-
fication or warrant the individual has for them (in contrast to the way that the term knowledge is used
in most areas of philosophy).
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Having clarified what a domain is (that is, a content domain), we can now turn
to the question of what makes for domain specificity or domain generality. To a
first approximation, domain specificity is a matter of being directed at a particu-
lar domain, whereas domain generality is a matter of being directed at a number
of distinct domains. What makes it the case that a domain-specific psychological
mechanism is directed at a given content domain? One common answer to this
question is that it is a matter of the input to the mechanism. Carruthers (2006)
sees domain specificity in these terms, distinguishing a mechanism’s input from
other information it may access in the course of its operations. Input for
Carruthers is understood in terms of what “turns on” the mechanism. For
example, supposing a cognitive mechanism were only turned on by linguistic
input, then this mechanism would be considered to be a domain-specific mech-
anism that is directed at the content domain of language.

The idea that input is what makes a domain-specific cognitive mechanism be
directed at a given content domain isn’t the only possibility, however. Other theor-
ists emphasize the nature of the computations that take place within the mechan-
ism (e.g., Cosmides and Tooby 1994; Gallistel 2003). Consider, for example, a
cognitive mechanism that Cosmides and Tooby have proposed which is dedicated
to determining whether those receiving benefits in social exchanges are entitled to
them (often referred to as a cheater detection module). The proposed mechanism is
taken to employ distinctive processes that are specially tailored to determining the
legitimacy or illegitimacy of received benefits in social exchanges. Yet the input to
this mechanism can be highly diverse. The relevant benefits might involve finan-
cial gain, admittance to a desirable school system, the right to drive someone’s car,
or any number of other things, and the legitimacy of such benefits might turn on a
huge variety of factors. This way of determining what makes a cognitive mechan-
ism specific to a particular domain allows for domain specificity in cases where the
mechanism may have diverse inputs but is nonetheless directed at a particular
content domain in virtue of the fact that the processing mechanism is specifically
tuned to processing content from the content domain that it is directed at.

There is also a third factor that should be considered regarding what makes a
domain-specific cognitive mechanism be directed at a given content domain, one
that has been largely neglected in the literature on domain specificity. This has to
do with the output of the mechanism. Let’s consider again a hypothetical domain-
specific mechanism that is solely devoted to acquiring concepts of animals.
Arguably, a key feature that makes such a mechanism specialized for the content
domain of animals is the fact that the output of this mechanism is the conceptual
cluster that is directed at the content domain of animals. One of the advantages of
using output to determine what makes a cognitive mechanism domain specific is
that in many cases we may not have much information about how a mechanism
works or exactly what type of input it is restricted to, and it is more straightfor-
ward to simply consider its output. For example, if a learning mechanism just
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produces representations of faces, then it is specialized for the content domain
faces, and we do not need to know whether its internal computations are uniquely
suited to faces in order to see that the mechanism is domain specific.*®

In our view, rather than trying to decide which of these three factors—
distinctive input, specialized internal processes, or distinctive output—is most
important, or trying to distinguish different senses of domain specificity linked to
these factors, it is better to understand domain specificity as a function of all three
factors. In particular, while we think that any of the three factors suffices for
domain specificity, we see domain specificity as involving all three factors.

Take, for example, Chomsky’s classic proposal that there is an innate language
faculty, an innate domain-specific mechanism for acquiring natural language
syntax. By hypothesis, this mechanism produces just one thing—a grammar that
specifies the syntactic properties of the local natural language. If a young learner
is exposed to more than one natural language, their language faculty may prod-
uce further grammars for each of these languages, but it can’t do much else. It
can’t acquire knowledge of the rules of chess; it can’t figure out how to navigate
through a maze; it can’t help you balance your chequebook. It can’t even produce
a grammar for some other type of system of communication, a “language” whose
structural properties substantially deviate from those of human natural languages.
This is because it is directed at languages that conform to the principles of
Universal Grammar.** Clearly, then, this mechanism is quite limited regarding its
output. It is also limited regarding its input. The language faculty, on this pro-
posal, is selective regarding the information it is responsive to and uses when
forming a grammar. It doesn’t respond to sounds in general or even more nar-
rowly to the vocalizations emitted from other individuals. Its input consists of
linguistic expressions (words, phrases, sentences), which it represents specifically
as linguistic data. Finally, the language faculty exploits this incoming information
in a distinctive manner. On one such proposal, the language faculty embodies a
set of parameters each of which has just a few options regarding some critical
syntactic property. For example, a parameter may determine whether a language
is head-initial or head-final (the head of a phrase being the word that establishes
the phrase’s syntactic category, such as the verb in a verb phrase). In head-initial
languages, the head appears before its complements; in head-final languages, it
appears after its complements. The point is that a mechanism that incorporates a
number of parameters of this kind, which are specific to structural features of

** Such a mechanism might employ a form of statistical analysis that could be equally used in
mechanisms that are provided with different types of content. Nonetheless, as we see it, if it were part
of an overall cognitive architecture in which it was positioned to only receive input involving facial
stimuli and, as a consequence of this arrangement, delivered output of just one type of content (facial
representations), it would still count as a domain-specific mechanism.

** Universal Grammar refers to a set of principles that apply to all human natural languages and
which play a critical role in the domain-specific language acquisition device envisioned by Chomskyan
accounts of language acquisition. (For an introduction to Universal Grammar, see Cook and
Newson 2007.)
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natural language, is uniquely suited to acquiring languages that conform to
Universal Grammar and hopelessly unsuited to doing anything else. So, this proto-
typical case of a domain-specific mechanism clearly involves all three factors. The
language faculty is specialized for this one domain because of the type of input it
relies on, the way it processes this input, and the type of output it can produce.

In our preliminary characterization of domain specificity and domain general-
ity, we made the simplifying assumption that domain-specific mechanisms are
directed at only a single domain. In fact, however, it seems reasonable to suppose
that both domain specificity and domain generality are graded phenomena that
come in degrees. In particular, we will assume that a domain-specific mechanism
is one that is directed either at a single domain or just a few domains, especially
when these are closely related in content. One cognitive mechanism will be more
domain specific than another to the extent that it is directed at a smaller number
of closely related content domains (where being directed at only one content
domain counts as being maximally domain specific).

In contrast, a domain-general mechanism is one that is directed at more than
just a few domains (especially when these are diverse domains that are not closely
related in content).’® A domain-general mechanism of this sort is directed at these
various domains not by collapsing them into a broader domain but rather by
being directed at them in a differentiated way. It is multiply directed—directed at
each of the various domains it concerns separately—by being successively
directed at each of these domains when it is processing information pertaining to
that content domain. For example, a domain-general concept learning mechan-
ism would be capable of acquiring concepts in a variety of content domains not
in virtue of properties that all these concepts have in common as members of a
single larger content domain, but rather in virtue of properties that they each
have that make them members of their respective different content domains.
When such a domain-general learning mechanism acquires concepts in the tool
domain, it is directed at the content domain tools. When it acquires numerical
concepts, this very same mechanism is directed at the content domain number.
And so on for other conceptual clusters and their content domains.>* One cogni-
tive mechanism will be more domain general than another to the extent that it
has a higher degree of multi-directedness: that is, it is directed at a larger number
of different domains (especially when they are diverse in content), being

** A domain-general mechanism will be directed at multiple domains in virtue of how it relates to
the same three factors that determine the domain that a domain-specific mechanism is directed at. In
particular, a domain-general mechanism will be directed at multiple domains in virtue of it taking
input from these multiple domains, producing outputs in these multiple domains, and having a pro-
cessing mechanism that is not specialized for processing content from any particular content domain.

*¢ In their initial state, domain-general processing mechanisms may not yet treat inputs and out-
puts from particular domains as belonging to distinct domains but can be seen to be domain general
in virtue of taking inputs from a range of domains and having a processor that is not specialized for a
particular domain. Relatedly, there is a derivative sense of domain generality associated with a type of
processing, as opposed to a processing mechanism, where a type of processing counts as domain
general to the extent that it is not specialized for a particular domain.
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successively directed at each of these domains as such when it is processing infor-
mation pertaining to that content domain.

Much more could be said about the notions of domain specificity and domain
generality, but what we have said will suffice to clarify our use of these terms. We
will end this section by introducing a related distinction that is easy to conflate
with the distinction between domain specificity and domain generality. This
related distinction concerns a different sense in which a mechanism may be spe-
cial purpose or general purpose, but unlike the distinction between domain
specificity and domain generality, it doesn’t concern the range of content domains
that the mechanism is directed at. Instead, this distinction has to do with the
range of functions a psychological mechanism has, that is, the range of cognitive
operations or computations it can perform, such as computing the similarity to a
prototype, drawing inductive inferences, or rehearing information in working
memory. When a mechanism only has one kind of function or a small range of
closely related functions, then we will say it is functionally specific, and when it
has more than a small range of functions, especially when they are diverse func-
tions, we will say it is functionally general.””

Mechanisms that are both functionally specific and domain specific have been
central to rationalist theorizing and include mechanisms like the reorientation
system and the approximate number system. And mechanisms that are both
functionally general and domain general have played an important role in
accounts in cognitive science from its earliest days (Newell et al. 1958; Newell and
Simon 1972) to the present (e.g., LeCun et al. 2015).

Crucially, however, the question of what range of functions a mechanism has is
distinct from, and independent of, the question of what range of content domains a
mechanism is directed at. This means that a functionally-specific mechanism
needn’t also be domain specific. A mechanism can be functionally specific and
domain general. To take a simple example, consider a cognitive mechanism that
only performs one type of inference, drawing logical inferences in accordance with
modus ponens (inferring Qs from premises of the form if P, then Q and P). It would
be domain general in that it can perform this kind of computation on content
drawn from any content domain, but that is all that it can do—there are no other
types of inferences it can handle. In that case, it would be a general-purpose
mechanism vis-a-vis content domains (making it domain general) but special pur-
pose vis-a-vis its range of cognitive operations (making it functionally specific).*®

*” This distinction is similar to ideas raised in Barrett (2009), which examines the notion of domain
specificity in connection with a commitment to an adaptationist perspective, and in Sperber (1994)
and Carruthers (2006), which are primarily concerned with offering an account of what modules are.
For our purposes, we can remain neutral as to whether any of the traits in question are adaptations or
what exactly makes a cognitive mechanism a module.

** Carey’s rationalist account of the origins of number concepts, briefly discussed in the previous
section, draws on several functionally-specific domain-general mechanisms. For example, a special-
ized mechanism for keeping track of the positions of items in ordered lists would be functionally
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Box 6

Domain Specific—a domain-specific learning mechanism is one that is
directed at just one or a very small number of domains, especially when these
are closely related in content.

Domain General—a domain-general learning mechanism is one that is
directed at more than just a few domains, especially when these are not closely
related in content. (Such a mechanism is directed at multiple domains not by
collapsing them into a broader domain but by being successively directed at
each of the domains when it is processing information pertaining to that
domain.)

Functionally Specific—a functionally-specific learning mechanism is one that
only has one kind of function or a very small range of closely related functions.

Functionally General—a functionally-general learning mechanism is one that
has more than a small range of functions, especially when these are not closely
related.

Domain specificity and domain generality play a crucial role in the rationalism-
empiricism debate in light of the fact that innate domain-general learning mech-
anisms are prototypical characteristically empiricist psychological structures that
are at the very heart of empiricist accounts, while innate domain-specific learning
mechanisms are prototypical examples of characteristically rationalist psycho-
logical structures that, likewise, are at the very heart of rationalist accounts. As we
noted earlier, there is an asymmetry in the way that rationalists and empiricists
can make use of such structures in their respective accounts. Positing any number
of domain-general psychological structures as part of the acquisition base does
not change a rationalist account into an empiricist account. However, positing
more than a few domain-specific psychological structures as part of the acquisi-
tion base (especially in a local rationalism-empiricism debate) typically means

that an otherwise empiricist account would no longer be empiricist.*”

specific—only encoding and recovering ordinal relations within such lists—but would be domain
general in that it could perform this function for any content domain.

** The relationship between functional specificity and functional generality and rationalism and
empiricism is broadly similar, though whereas positing more than a few domain-specific psycho-
logical structures as part of the acquisition is incompatible with empiricism, empiricists can accept a
larger number of functionally-specific psychological structures as part of the acquisition base without
effectively becoming rationalists.
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2.5 What Makes One Account More Rationalist (or More
Empiricist) Than Another?

Up to this point, we have largely focused on understanding what it is that makes
an account fall within one or the other of the two frameworks of rationalism and
empiricism, and on clarifying key distinctions and terminology needed to fully
understand debates between rationalists and empiricists regarding the origins of
psychological traits. But there are many possible theories within the frameworks
of rationalism and empiricism, both for global and for local debates, and it will
sometimes be useful to be able to compare some of these to determine whether,
and the extent to which, one is more rationalist or more empiricist than another.
In this final stage of developing our account, we will explore how to make these
comparisons.*’

In particular, we will be highlighting a number of factors that effectively pro-
vide independent dimensions along which one account might be more or less
rationalist or empiricist than another. We will also briefly consider how these
dimensions interact and how trade-offs among different dimensions affect the
overall profile of how rationalist or empiricist an account is. The factors that we
identify don’t allow for fine-grained comparisons of the extent to which different
accounts are rationalist or empiricist. But making such comparisons isn’t some-
thing that we see there being much point to doing in any case. Ultimately, the real
value of highlighting and clarifying these factors is that doing so leads to a deeper
understanding of rationalism-empiricism debates and the range of positions
available in such debates. The set of factors that we identify will also allow us to
provide a more precise statement of what makes an account fall within one or the
other of the overall frameworks of rationalism and empiricism.

Dimension I: Quantity. The first factor concerns the number of psychological
structures that an account posits as part of the acquisition base. In some ways,
this is probably the most obvious factor involved in determining how rationalist
or empiricist an account is. Just as positing a highly limited number of innate
psychological structures has long been taken to be the hallmark of empiricism,
positing a greater quantity of innate psychological structures has likewise been
taken to be a paradigmatic feature of rationalism. So variation along this dimen-
sion is clearly a factor for what makes one account either more or less rationalist
or empiricist than another. Other things being equal, a commitment to more
structures in the acquisition base makes a view less empiricist and more

° Up until now, we have been adopting the simplifying assumption that individual learning mech-
anisms are either rationalist or empiricist without qualification. But the considerations that we will
discuss below, which are concerned in the first instance with how different rationalist and empiricist
accounts can vary in the extent to which they are rationalist or empiricist, also provide a framework
for understanding how individual learning mechanisms can vary in the extent to which they are
rationalist or empiricist.
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rationalist, and a commitment to fewer structures in the acquisition base makes a
view more empiricist and less rationalist.

The first point to note regarding the contribution of quantity to these compari-
sons is that quantity alone is typically sufficient to make one view more rationalist
or empiricist than another. Notice that quantity can make a difference even when
the only psychological structures that are being considered are characteristically
empiricist psychological structures. For example, if two accounts are otherwise
alike but one holds that the acquisition base contains just a single domain-general
learning mechanism and another holds that it contains many domain-general
learning mechanisms, the second would count as empiricist to a lesser extent
(and rationalist to a greater extent), even if they are both empiricist accounts.

So, there is clearly a sense in which the quantity of psychological structures in
the acquisition base is an important factor regarding how rationalist or empiricist
an account is. That said, there are complications in assessing the contribution of
quantity in determining the extent to which accounts are rationalist or empiricist.
One reason for this is that even an empiricist might posit a large number of psy-
chological structures as being part of the acquisition base. For example, an
empiricist might posit a great many fine-grained low-level sensorimotor repre-
sentations of different types. In principle, the numbers here might be extremely
large. Estimates of the number of different shades of colours that are discrimin-
able in human vision are in the millions (Pointer and Attridge 1998). And esti-
mates of the number of different kinds of olfactory stimuli humans are capable of
discriminating are over a trillion (Bushdid et al. 2014). These two examples only
scratch the surface of the full range of types of sensorimotor representations that
might be taken to be part of the acquisition base, even by a staunch empiricist.
Moreover, if different theorists were to have different estimates of the number of
discriminable colours but didn’t otherwise differ regarding the acquisition base,
this wouldn’t seem to have very much at all of an impact on where they stand in
the rationalism-empiricism debate. Even if one of these theorists posited twice as
many discriminable colours than the other, this wouldn’t necessarily make their
view substantially more rationalist.

A related issue concerns the fact that different approaches might count what is
effectively the same innate endowment in different ways. For example, two theor-
ists might both suppose that the ability to represent different levels of brightness
is innate, but the first might see this as involving a large number of representa-
tions, each a separate psychological structure in the acquisition base (correspond-
ing to each discriminable level of brightness), while the second might see this
ability as involving a relatively small number of psychological structures that have
different settings (with different combinations of settings representing different
levels of brightness). These theories may not differ in terms of how rationalist
they are in any meaningful way. Still, they might be taken to differ in terms of the
number of psychological structures they claim to be innate for what are essen-
tially book-keeping reasons. In short, while the quantity of psychological
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structures posited as being part of the acquisition base is clearly an important
factor in comparing how rationalist or empiricist different accounts are, quantita-
tive comparisons are not always entirely straightforward.

One way of partially addressing this complication is to recognize the inter-
action between the quantity of psychological structures posited and the types of
psychological structures posited. Other things being equal, increasing the num-
ber of characteristically rationalist psychological structures that are posited in the
acquisition base has a greater effect in terms of making one account more ration-
alist than another than does increasing the number of characteristically empiri-
cist psychological structures that are posited in the acquisition base. Two
accounts that are otherwise alike but where one posits even a small number of
characteristically rationalist psychological structures while the other posits none
at all will generally differ more strongly in terms of how rationalist they are than
other accounts that differ only regarding the number of characteristically empiri-
cist psychological structures they posit. Regardless of differences in the number
of characteristically empiricist psychological structures that the first two accounts
posit, the one that posits characteristically rationalist psychological structures
will not only generally count as more rationalist but may in fact no longer be an
empiricist account at all.

Dimension 2: Complexity. While the quantity of psychological structures in the
acquisition base clearly matters to how rationalist an account is, it is not the only
factor. Another important factor is the internal complexity of the innate psycho-
logical structures that are posited, particularly for characteristically rationalist
psychological structures. For example, there is a notable difference between pos-
iting an innate concept (e.g., the concept or) and positing an innate domain-
specific faculty (e.g., a Chomskyan language faculty). While these both count as
characteristically rationalist psychological structures, one is vastly more complex
than the other. Of course, complexity here will correlate to some extent with
quantity (a language faculty will involve a greater quantity of subcomponents
than a single concept), but it seems clear that even when quantity is controlled
for, greater complexity of the innate structures posited will make an account
more rationalist.

One way to see this is by considering a case involving differences of complexity
associated with competing views of a given type of proposed psychological struc-
ture. For example, a number of different theories might all posit an innate
domain-specific language faculty but differ dramatically in terms of the complex-
ity that they associate with this faculty. One theory might posit a more complex
system with detailed information about numerous syntactic properties and con-
structions, while the other posits a less complex system that embodies just a few
very general linguistic principles. If we compare this to the example we men-
tioned just a moment ago, where different theories take the acquisition base to
contain very different numbers of sensorimotor representations of a given type,
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we can see that things play out very differently in this case than in that one. Even
if theories that posit a language faculty with greater complexity also end up posit-
ing greater numbers of psychological structures in the acquisition base, unlike the
case of quantity of sensorimotor representations, the difference here really does
make a difference for how rationalist the account is. Positing a substantially more
complex innate language faculty makes an account substantially more rationalist.

We should also note that while we have used the example of the language fac-
ulty as an illustration, these points about the complexity of the structures in the
acquisition base are entirely general. They apply not just to language, but to struc-
tures pertaining to memory, vision, emotion, personality, or any other aspect of
cognition. Complexity is a further factor, in addition to quantity, that makes its
own distinct contribution to how rationalist or empiricist a theory is.

Dimension 3: Degree of articulation. Related to the complexity of the posited psy-
chological structures in the acquisition base is a further factor that can affect how
rationalist or empiricist an account is, which we will refer to as their degree of
articulation. To see what we mean by this, it will help to back up a bit first.

In our initial characterization of the rationalism-empiricism debate, we particu-
larly focused on the general contrast between an emphasis on domain-general
learning mechanisms in empiricist theories and domain-specific learning mech-
anisms in rationalist theories. However, as we saw in section 2.3, learning mechan-
isms needn’t be fully formed in the acquisition base. Learning mechanisms,
including rationalist learning mechanisms, can be constructed from a mix of
innate and learned components. The degree to which a given learning mechanism
is preformed in the acquisition base is a paradigmatic example of what we mean by
the degree of articulation of a characteristically rationalist psychological structure.

Notice that degree of articulation is independent of complexity in that, for a
learning mechanism of any given degree of complexity, there is a separate ques-
tion regarding the degree to which it is preformed in the acquisition base. In
order to attain its fully articulated state, a complex learning mechanism might
require anything from needing no further elaboration to a modest amount of
fine-tuning, to acquisition of a few additional critical components, to assembly
from scratch from a mix of components drawn from both the acquisition base
and a pool of previously learned traits. And different theories will posit different
types and different amounts of learning (and other types of psychological pro-
cesses) to achieve the fully articulated learning mechanism based on what they
take it to trace back to in the acquisition base.*!

A related sense in which there can be differences in the degree of articulation
of psychological structures in the acquisition base concerns not the articulation

*! Degree of articulation is perhaps most clearly associated with learning mechanisms, but it’s
worth noting that, in principle, any type of complex psychological structure can come in varying
degrees of articulation.
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of their internal structure, but rather the degree of articulation of their relations
to other psychological structures; that is, the extent to which, in the acquisition
base, they are already embedded in a larger network of structures.** Consider, for
example, a cognitive mechanism for recognizing faces. A rationalist account
might take there to be an innate system of some degree of complexity and
(internal) articulation which will become the mature face recognition system.
This mature system is embedded in a network of structures that includes, among
other things, relations to an information store regarding the identities of known
individuals, a capacity for recognizing emotions based on facial features, a cap-
acity to track and monitor direction of gaze and extract information about what
others are attending to, and much else. If a rationalist account of the origins of
these further capacities was given, this would of course make the overall account
more rationalist. But there is also a question of the extent to which the connec-
tions among these different mechanisms are already established in the acquisition
base. In principle, such connections might be learned or unlearned. To the extent
that they are unlearned, this too would make the overall account more rationalist.

Dimension 4: Diversity of content domains. Another factor which can affect how
rationalist or empiricist an account is has to do with the characteristically rationalist
psychological structures in the acquisition base—not how many of these there are
but how diverse they are in terms of the content domains they are collectively
directed at. Of course, diversity will correlate to some extent with quantity. But they
are distinct factors as can be seen from the fact that one theory might posit a number
of distinct characteristically rationalist structures in the acquisition base that are all
directed at the same content domain (e.g., language), whereas another theory might
involve a comparable number of characteristically rationalist structures of
comparable complexity in the acquisition base that are respectively directed at
content domains concerning quite different contents (e.g., objects, emotions, geom-
etry, and moral norms). Despite having much the same number and kinds of charac-
teristically rationalist structures in the acquisition base, the second kind of theory is
clearly more rationalist than the first as a result of the greater diversity of content
domains its characteristically rationalist structures are respectively directed at.
While the importance of diversity of content domains seems clear as a general
factor that should be taken into account, there are questions about the best way of
understanding content diversity. For example, an account that posits a given
number of characteristically rationalist psychological structures respectively
directed at different but closely related content domains seems like it should
count as less diverse—and less rationalist—than one that posits the same number
of characteristically rationalist psychological structures respectively directed at

> Since connected clusters of structures can be taken to effectively constitute learning mechanisms
in their own right, the distinction between internal and external articulation can’t bear a great deal of
theoretical weight. But it is useful for heuristic purposes to highlight some of the different forms
articulation can take.
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less closely related content domains. So, an account that posits these structures in
the domains of number, morality, and language would be more rationalist that one
that posits them in the domains of propositional attitudes, emotions, and sensations.
Issues like this complicate precisely how diversity should be understood, but the
core idea seems clear enough. For present purposes, all that matters is that diversity
of content domains, understood in broadly the sense we have outlined constitutes a
further dimension in determining how rationalist or empiricist an account is.

Dimension 5: Abstractness. Another dimension of variation concerns the degree
of abstractness of the psychological structures in the acquisition base. In the first
instance, abstractness applies to representations. And while it can be hard to
quantify, for present purposes we can think of it roughly in terms of the semantic
distance between any given representation and the lowest-level sensorimotor
representations that form the mind’s most basic point of contact with the world.
A theory that posits only sensorimotor representations in the acquisition base
minimizes the abstractness of its innate representations. One that posits innate
concepts like INFINITY, GOD, POSSIBILITY, or TRUTH would be abstract to a
considerably greater degree and, other things being equal, would consequently
also be more rationalist than the first type of account.

Like some of the other factors we've discussed, abstractness will also correlate
with quantity to some extent. Theories that posit representations with highly abstract
content as part of the acquisition base will typically posit these in addition to the
representations with less abstract content, which other accounts might be restricted
to. Nonetheless, abstractness is a further factor that goes beyond quantity as such.
Two theories might posit the same overall number of psychological structures in the
acquisition base, with one positing representations that are considerably more
abstract than the other. In that case, the theory positing the representations with
greater degree of abstractness would count as more rationalist.

Dimension 6: Degree of domain specificity. Domain specificity plays a significant
role in determining whether an account is rationalist, since innate domain-
specific mechanisms are paradigmatic characteristically rationalist structures. At
the very least, the number of posited domain-specific psychological structures in
the acquisition base contributes to how rationalist an account is—other things
being equal, the greater the number of such structures in the acquisition base, the
more rationalist the view. But it’s not just the number that matters. Degree of
domain specificity is a factor that affects the degree to which an account is ration-
alist or empiricist as well. In particular, all else being equal, an account that
includes innate domain-specific structures that are domain specific to a greater
extent is more rationalist than an account that also includes domain-specific
structures but ones that are domain specific to a lesser extent.

As an example, consider two hypothetical innate learning mechanisms that
might be involved in acquiring representations of moral norms. Both are domain
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specific, but they differ in one important respect. The first is solely directed to
moral norms. In contrast, while the second acquires moral norms and takes these
norms to form a distinctive category, it also acquires non-moral conventional
norms (e.g., norms about what it is appropriate to eat for breakfast or whether it
is appropriate to wear shoes in the house), taking these to form a separate dis-
tinctive category.*’ Although both of these types of mechanisms are domain spe-
cific, the first is directed solely at the domain of moral norms, whereas the second
is directed at two domains: the domain of moral norms and the domain of con-
ventional norms. Since the second mechanism is directed at just these two
domains, it is still relatively domain specific. But in being directed at two domains
rather than one, it is less domain specific than the first type of mechanism, mak-
ing it rationalist to a lesser degree.

So, degree of domain specificity is a further contributing factor in determining
how rationalist or empiricist an account is. Surprisingly, however, it turns out that
the degree of domain specificity of a psychological structure is less of an import-
ant factor in contributing to the extent to which an account is rationalist or
empiricist than it might initially appear to be.

Degree of domain specificity on our view is, as in the example we just gave, a
matter of the number of domains a mechanism is directed at. The fewer domains
that a domain-specific mechanism is directed at, the more domain specific it is,
where being directed at a single domain is being maximally domain specific. It is
tempting, however, to think of degree of domain specificity not in terms of the
number of domains a mechanism is directed at, but rather in terms of the breadth
of the domain that a mechanism is directed at. On this alternative way of thinking
about degree of domain specificity, a domain-specific mechanism with a nar-
rower domain would be more domain specific than a domain-specific system
with a broader domain. For example, consider again Dehaene’s account of how
concepts of natural numbers are acquired, which is rooted in the approximate
number system. This is a domain-specific system that is directed at the content
domain of approximate numerical magnitudes. One type of alternative to
Dehaene’s account, which is widely understood to be more empiricist, is an
account which is organized around a system that is directed at several types of
approximate magnitudes—spatial, temporal, and numerical—in a way that does
not differentiate among them (e.g., Walsh 2003). This type of spatial-temporal-
numerical magnitude system is directed at a single domain, just as Dehaene’s
approximate number system is, but the domain that it is directed at has a broader
content domain than Dehaene’s, encompassing temporal and spatial magnitudes
in addition to numerical ones, and treating these magnitudes in an undifferenti-
ated way as all spatial-temporal-numerical magnitudes.

** In other words, this mechanism represents moral and non-moral norms as distinct types of
norms and exhibits systematic differences in how it functions when dealing with these two types of
norms; it doesn’t represent them in an undifferentiated manner.
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It may seem that the fact that this alternative system is directed at a broader
domain makes it less domain specific than the approximate number system and
that this explains why it is less rationalist. But as tempting as this view may be, it
can’t be right (Margolis and Laurence 2023). If it were, then a mechanism with a
very broad domain wouldn’t be domain specific; it would be domain general.
However, a mechanism that is directed at, say, the natural numbers—an infinite
domain—isn’t domain general. It needn’t even be more general than some other
mechanism that is directed at a finite domain, such as a mechanism for represent-
ing a finite number of types of emotions (happiness, anger, fear, and so on). In
fact, one domain-specific mechanism can be directed at a domain whose mem-
bers (considered extensionally) constitute only a very limited subset of the
domain that another domain-specific mechanism is directed at without the first
being any more domain specific than the second. For example, although every
tool is a physical object but not vice versa, a mechanism for acquiring just tool
concepts isn’t inherently more domain specific than a mechanism for acquiring
just physical object concepts (that is, concepts like OBJECT or PHYSICAL SUPPORT,
which apply to physical objects in general in virtue of their being physical
objects). Neither of these mechanisms is more rationalist or more domain spe-
cific than the other—they are both directed at a single domain, and so equally
domain specific, even though the domains have very different breadths. So,
something else must account for the difference between the approximate number
system and the spatial-temporal-numerical magnitude system, explaining why
these systems (and those in similar cases) don’t seem to be equally rationalist.
That something is degree of alignment.

Dimension 7: Degree of alignment. The last factor that we will highlight, which
affects how rationalist or empiricist an account is, turns on the relationship
between two domains that are associated with a learning mechanism—its target
domain (the domain that the learning mechanism as a whole is directed at) and
its resource domain (the domain that the innate resource which the learning
mechanism traces back to is directed at). In particular, the more closely related
these two content domains are—or as we will often put it, the more closely
aligned they are—the more rationalist the account is (other things being equal).**

Put in these abstract terms, the notion of alignment can be difficult to grasp.
But we can see how it works by looking at a couple examples. Consider again
Spelke et al’s (2010) learning mechanism for acquiring Euclidean geometrical
concepts, which we discussed in section 2.3. For Spelke et al., possession of
Euclidean geometrical concepts requires the capacity to represent distance, direc-
tion, and angle. Spelke et al’s learning mechanism traces back to two critical
innate domain-specific resources, each of which contributes some, but not all, of

** When there is more than one innate resource that the learning mechanism traces back to, degree
of alignment will be determined by the most closely related resource domain.
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these representational capacities. One is the reorientation system (which applies
to the large-scale navigable environment, which the system represents in terms of
the features of distance and direction). The other is a system for representing shapes
(which applies to smaller and manipulable objects, which the system represents in
terms of the features of distance and angle). Each of these resource systems is a
domain-specific system that is directed at a domain concerning broadly geometrical
phenomena. So the content domains that these innate resources are directed at are
closely aligned with the target domain of the learning mechanism for Euclidean
geometrical concepts. Any mechanism whose domain-specific resource is directed
at a domain that is broader than just geometrical phenomena, or is not directed at a
domain concerning geometrical phenomena per se at all, would not be as closely
aligned. On the other hand, the innate resources in Spelke’s account are not perfectly
aligned with the target domain of Euclidean geometry either, since neither repre-
sents all three features of distance, direction, and angle.

Given the importance of the notion of alignment, it will be useful to briefly
work through a couple more examples, where different learning mechanisms
exhibit different degrees of alignment.** As a first example, consider some different
ways of learning about dangerous animals. One possibility, which we will discuss
in Chapter 14, is that there is an innate system that is specifically geared towards
learning about dangerous animals as such. But putting this possibility aside, there
are other kinds of rationalist learning mechanisms that could be involved in learn-
ing about dangerous animals, ones which trace back to other types of domain-
specific resources in the acquisition base. One is that the innate resource it traces
back to is a system that is directed at the domain of animals more generally (not
the domain of dangerous animals). A different possibility is that the innate
resource it traces back to is a system that is directed at all natural kinds (not just
animals).*® The point of interest here is that mechanisms for learning about dan-
gerous animals that respectively trace back to these two different types of resources
would differ in terms of the degree of alignment between the domains that their
respective innate resources are directed at (animals vs. natural kinds) and the target
domain that the learning mechanisms as a whole are directed at (in both cases,
dangerous animals). The one involving an innate system for representing animals
is clearly more aligned with an overall learning mechanism for learning about
dangerous animals than the one for representing natural kinds is. It is also the
more rationalist account for precisely this reason (see Figure 2.1).

*> See Margolis and Laurence (2023) for a more detailed example and further discussion of
alignment.

¢ A natural kind may be understood here as roughly any category that is conceptualized as having
a hidden essence that supports inductive inferences from one instance of the category to others irre-
spective of how perceptually similar they are. In addition to animals, these include natural phenom-
ena as diverse as other types of living kinds (e.g., plants and fungi), substances (e.g., gold and water),
and processes (e.g., lightning). For more on the psychology of natural kinds and especially work at the
interface of philosophy and developmental psychology, see Keil (1989) and Kornblith (1993).
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Figure 2.1 Variation in the extent of alignment with a target domain. An example of
how learning mechanisms that differ in their degree of alignment differ in the extent
to which they are rationalist. Two schematic models of the acquisition of knowledge
about dangerous animals trace back to different critical innate domain-specific
resources: (a) a system for learning about animals in general, (b) a system for learning
about natural kinds more generally. These postulated resources are equally domain
specific, but they differ nonetheless regarding their degree of alignment to the domain
targeted for learning by the learning mechanisms in question (the target domain
being the domain of dangerous animals in both cases). This difference contributes to
how rationalist the account is—the greater the degree of alignment, the more
rationalist the account.
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Neither of the innate resources in this example (or in the case of Spelke et al’s
learning mechanism for acquiring Euclidean geometrical concepts) are perfectly
aligned with the target domain of the learning mechanism as a whole. There is no
reason why this cannot happen, however, and when it does, other things being
equal, the learning mechanism is more rationalist as a result. Take, for instance,
two learning mechanisms for acquiring language which trace back to different
sorts of domain-specific resources in the acquisition base. In one, the learning
mechanisms for acquiring language traces back to an innate system that incorp-
orates the principles of Universal Grammar (which are specific to natural lan-
guage). In the other, the learning mechanisms for acquiring language trace back
to a general communication system that incorporates principles pertaining to
communication in general (which are not in any way specific to natural language)
(see Figure 2.2). The second of these would be like the other examples we have
considered so far, where the domain-specific resources were closely, but imper-
fectly, aligned with the target domain (which in this case is natural language). But
the first would be a case in which the target domain and the domain of the innate
resource it traces back to are identical—both are the domain of language—
exhibiting the maximal degree of alignment.

Regardless of the further details for spelling out how each of these theories
works, both would be deemed rationalist learning theories in virtue of their com-
mitment to key domain-specific resources in the acquisition base that the learn-
ing mechanisms trace back to. Nevertheless, it would be wrong to suppose that
they are all on par simply because they make use of an innate domain-specific
mechanism. Clearly, the first learning mechanism is a more rationalist account of
how language is learned. What’s more, this can’t be because the first learning
mechanism traces back to a more domain-specific innate resource than the sec-
ond. These are equally domain specific, each being specific to a single content
domain—the first to the domain of language, the second to the domain of com-
munication. What makes the first learning mechanism more rationalist, then,
isn't an intrinsic feature of the resource it traces back to. It’s a matter of how this
resource is related to the domain targeted for learning. The first learning mechan-
ism is more rationalist because the target domain and the domain of the resource
the learning traces back to are in greater alignment with one another.

Where does this discussion leave us? Rationalist and empiricist theories do not
differ from one another in just a single way. Instead, there are a number of dimen-
sions along which such accounts can differ from one another, each of which can
vary independently of the others. One account may be more rationalist and less
empiricist—or more empiricist and less rationalist—than another in light of any
of these factors. But trade-ofts among the different factors are also a possibility,
such that being more rationalist with respect to one dimension can mean that an
account is more rationalist than another overall, even if it is less rationalist with
respect to other dimensions. All of this is true for both rationalist and empiricist
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Figure 2.2 Alignment to an extent vs. perfect alignment. (a) A learning mechanism
for acquiring language which traces back to an innate resource that is also directed at
the domain of language, making the resource domain and the target domain perfectly
aligned. (b) A learning mechanism for acquiring language which traces back to an
innate resource that is directed at the domain of communication, making the resource
domain and the target domain closely, but not perfectly, aligned.

views in any type of rationalism-empiricism debate, local or global. At the same
time, most—perhaps all—of these factors are not amenable to precise, fine-
grained determinations. As a result, they can only contribute in a coarse-grained
manner to the extent to which any given account is rationalist or empiricist.*”

7" As we mentioned earlier, we think that there is little if anything to be gained from trying to make
fine-grained comparisons in any case. The main purpose in distinguishing and characterizing these
factors is to clarify different facets that are in play in the rationalism-empiricism debate and deepen
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Box 7

Dimensions of Variation for Positions in Rationalism-Empiricism Debates

1. Quantity—quantity concerns the number of psychological structures in
the acquisition base (particularly the number of characteristically rational-
ist psychological structures).

2. Complexity—complexity concerns the complexity of psychological struc-
tures in the acquisition base (particularly of characteristically rationalist
psychological structures).

3. Degree of Articulation—degree of articulation concerns the extent to
which psychological structures are already elaborated into their full mature
form in the acquisition base (particularly for characteristically rationalist
psychological structures).

4. Diversity of Content Domains—diversity of content domains concerns the
set of domains targeted by all of the domain-specific psychological struc-
tures in the acquisition base taken together. Each domain-specific psycho-
logical structure in the acquisition base targets just one or a small number
of domains, but collectively these domain-specific structures may target a
wider range of domains. The diversity of content domains is the extent to
which this full set of targeted domains is diverse.

5. Degree of Abstractness—degree of abstractness concerns the semantic dis-
tance between the content of a given representation in the acquisition base
and that of the mind’s lowest-level sensorimotor representations.

6. Degree of Domain Specificity—degree of domain specificity concerns the
extent to which characteristically rationalist psychological structures in the
acquisition base are domain specific.

7. Degree of Alignment—degree of alignment concerns the extent to which
two domains are aligned with one another, namely, the target domain
(the domain that a learning mechanism is directed at) and the resource
domain (the domain that the innate resource which the learning
mechanism traces back to is directed at). The more closely related the
target domain and the resource domain are, the greater the extent of
alignment between them.

our understanding of the various ways in which rationalist and empiricist accounts differ from one
another. We will, however, occasionally use these factors to draw broad and general comparisons
between our own view of concept nativism with other well-known alternative rationalist accounts,
most notably, Fodor’s radical concept nativism (particularly in Chapter 26).
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Although these factors, in the first instance, concern how accounts can vary in
the extent to which they are rationalist or empiricist, they can also be seen as fac-
tors that contribute to making an account simply fall either within the overall
framework of rationalism or within the overall framework of empiricism. Because
there are a number of different dimensions involved and because there are trade-
offs to be made among them, what makes a view count as rationalist or empiricist
overall is somewhat complex. The short story is that a view counts as rationalist if
the combination of weights across different dimensions is sufficiently in the direc-
tion of being more rationalist; likewise, a view is empiricist if the combination of
weights across different dimensions is sufficiently in the direction of being more
empiricist. But these can be spelled out in different ways. For example, a view
might be rationalist in light of there being characteristically rationalist psycho-
logical structures pertaining to many domains even when these are relatively
lacking in complexity, relatively unarticulated, or not especially closely aligned
with the target domains. At the same time, a view might also be rationalist in light
of there being characteristically rationalist psychological structures pertaining to
just a few domains but where these are relatively complex, richly articulated, or
closely aligned with the target domains.

Much the same applies in characterizing what makes a view a version of con-
cept nativism—that is, a rationalist as opposed to an empiricist account of the ori-
gins of concepts. For expository ease, we will often describe what makes an
account a version of concept nativism in an abbreviated (and admittedly less
accurate) way by saying that there is a rationalist account of the origins of concepts
in more than just a few content domains, or by saying that a view holds that con-
cepts in more than just a few content domains are either innate or else acquired via
rationalist learning mechanisms. These ways of describing concept nativism have
the advantage of succinctly conveying the general shape of what concept nativism
claims. However, they sacrifice much of the nuance of the fuller account we have
sketched here, neglecting the many possibilities for trade-offs of various types
among the different dimensions that are relevant to whether, and the extent to
which, a view is rationalist or empiricist. Accordingly, these glosses, which gesture
towards a prototypical form of concept nativism, should not be read as a full and
complete description that captures the entire framework of concept nativist posi-
tions. Whenever we speak this way, it is simply intended to provide a convenient
shorthand for the fuller picture that we have presented in this section, which
embraces the many potential trade-offs among the factors we have outlined that
are consistent with an overall rationalist view about the origins of concepts.

2.6 Conclusion

The purpose of this chapter has been to provide a more detailed version of our
account of what the rationalism-empiricism debate is about and, at the same
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time, to clarify some key distinctions and introduce some terminology that will
be useful throughout the book. At the most basic level, we take the rationalism-
empiricism debate to be about the fundamental psychological structures that
form the ultimate basis for learning. These structures, which aren’t themselves
acquired via psychological processes, comprise what we have called the acquisi-
tion base. Generally speaking, the empiricist vision of the acquisition base is a
frugal one, holding that it is largely restricted to domain-general learning mech-
anisms, sensorimotor representations, and other characteristically empiricist
psychological structures. In contrast, the rationalist vision of the acquisition base
takes it to also include many characteristically rationalist psychological structures,
paradigmatically including domain-specific learning mechanisms, concepts, and
other types of characteristically rationalist psychological structures that rational-
ist learning mechanisms trace back to.

We have seen that rationalist and empiricist views differ along at least seven
dimensions. This is essential to keep in mind since many theorists often end up
being overly focused on a single dimension to the exclusion of all others. The
reality is that the rationalism-empiricism debate is considerably more complex—
and more interesting—than accounts that focus on a more narrow range of
dimensions recognize. More generally, though, the perspective on the rationalism-
empiricism debate that we have presented in this chapter also serves as an anti-
dote to many unproductive ways of understanding this debate that have led those
who see the debate in these terms to think that it should simply be abandoned.
We saw this at the start of this chapter with the views of Goodman and Strawson.
In Chapter 3 we will see that many theorists understand the debate differently
than we do, often, like Goodman and Strawson, taking the debate to be funda-
mentally confused. Comparing these alternative ways of understanding the
debate with our own way of understanding it will help to clarify why we have
framed the debate the way that we have and will put us on a solid footing for
exploring rationalism’s prospects.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis,
Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0002



3

Why the Rationalism-Empiricism Debate
Isn’t the Nature-Nurture Debate

Many theorists see the rationalism-empiricism debate as deeply problematic.
They think that we should not only reject specific views about the origins of par-
ticular traits but that we need to reject the entire rationalism-empiricism debate,
which they see as rooted in confusion. In this chapter, we will argue that this
rejection of the debate as fundamentally confused is misguided and that the
rationalism-empiricism debate should continue to play a major role as theorists
of all stripes try to understand the origins and workings of the mind.

Why is it that the rationalism-empiricism debate is often dismissed? Many of
the arguments against the rationalism-empiricism debate revolve around vari-
ations on the theme that it should be understood as a debate about nature and
nurture, where it is then argued that the nature-nurture debate is fundamentally
untenable and hence so is the rationalism-empiricism debate. But it is a mistake
to equate the rationalism-empiricism debate with the nature-nurture debate.
Instead, the rationalism-empiricism debate should be interpreted in terms of
the account that we elaborated in Chapter 2, where rationalism and empiri-
cism involve competing views regarding the character of the acquisition base.
Given our account of the rationalism-empiricism debate, the arguments that
this debate is untenable because of confusions about nature vs. nurture don’t
raise any substantive difficulties for the debate at all. The fact that our account
of what is at issue in the rationalism-empiricism debate renders it immune to
these challenges can itself be seen as an argument in support for our account
of the debate. And, as we will argue in section 3.2, further support is provided
by consideration of how participants in the rationalism-empiricism debate
understand the debate in practice—when they are engaged in the details of
arguing for or against specific experimental results or particular accounts of
the origins of a given psychological trait—and by the fact that it is only by
interpreting the rationalism-empiricism debate as a debate about the acquisi-
tion base that we can see why it has led to so much productive research in
cognitive science.
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3.1 Is the Rationalism-Empiricism Debate Fundamentally
Confused? Nature, Nurture, and Related Issues

In this section we look at a series of arguments for the view that the rationalism-
empiricism debate is fundamentally confused. Many of these stem from inter-
pretations of the debate which conflate it with the nature-nurture debate, where
nature is understood as concerning the contribution of genes to cognitive and
conceptual development and nurture is understood as concerning the contribu-
tion of the environment to such development.

Everyone is an interactionist. The first of these arguments has to do with the way
that genes and the environment interact in producing phenotypic traits. It appears
less often in scholarly publications than in popular ones, but it is nonetheless an
argument that we have repeatedly encountered in conversations with philosophers
and scientists. The argument begins by noting that everyone has to accept that
genes all by themselves can’t produce an organism or any of its traits, and likewise
that the environment all by itself can’t produce an organism or any of its traits.
Genes and the environment work together; they have to interact. Sometimes this
is put forward as a theory of development dubbed interactionism. But really it is
not so much a theory as it is a truism that no one disputes. In any event, the argu-
ment we have in mind takes this truism to offer a damning perspective on the
nature-nurture dispute and, by extension, on the rationalism-empiricism debate.
The thinking here is analogous to that in the argument from Goodman and
Strawson in Chapter 2. It’s that if everyone must accept that cognitive traits owe
their existence in part to nature (genes) and in part to nurture (environment),
then there isn’t anything for rationalists and empiricists to disagree about.

As before, the conclusion doesn't follow. Just because rationalists and empiri-
cists agree to the truism doesn’t mean that there isn’t anything substantive for
them to disagree about. In particular, they can still disagree about the way that
psychological traits are acquired—that is, about the character of the acquisition
base that is involved in the acquisition of various psychological traits. And if you
look at the sorts of theories of the origins of psychological traits that rationalists
and empiricists actually offer and at the kinds of critiques regarding one another’s
theories that they make in practice—something we will briefly do in section 3.2
and in far more detail later in the book—there can be little doubt that the charac-
ter of rationalist theories of acquisition (and their associated acquisition bases)
systematically differs from the character of empiricist theories of acquisition
(and their associated acquisition bases). Thus, to argue that rationalists and
empiricists have nothing to disagree about because they both accept interaction-
ism only serves to obscure the very real differences between rationalists and
empiricists. Perhaps the truism of interactionism undermines the nature-nurture
debate, but if it does, this would only show that the rationalism-empiricism
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debate shouldn’t be understood in terms of the debate about nature and nurture.
Rather, as we argued in Chapter 2, it should be understood in terms of a highly
substantive disagreement about the character of the acquisition base.

Genes and the environment do not make separable contributions to development.
A related argument begins with the same starting point, the truism of inter-
actionism, but proceeds in a more interesting and sophisticated manner. The
argument is premised on an interpretation of the rationalism-empiricism debate
according to which it should be understood as offering competing stands on the
relative contributions of nature (genes) and nurture (environment) to develop-
ment. On this view, rationalism is seen as claiming that nature and nurture inter-
act but nonetheless nature is more important (at least more important in those
cases where a rationalist account of a given trait is presumed correct), and empiri-
cism is seen as claiming that nurture is more important. Or, if you like, rational-
ists place more weight on genes, empiricists on the environment.' From this the
argument takes it to follow that the debate between rationalists and empiricists is
spurious. This is because, given the way that genes and the environment work
together, it turns out to be impossible for either to make a more significant
contribution than the other to any given trait. As Evelyn Fox Keller explains:

the Swiss primatologist Hans Kummer remarked some years ago—and Frans
de Waal (2002) reminds us—trying to determine how much a trait is produced
by nature and how much by nurture, or how much by genes and how much by
environment, is as useless as asking whether the drumming that we hear in the
distance is made by the percussionist or his instrument. Richard Lewontin
offered another metaphor: “If two men lay bricks to build a wall, we may quite
fairly measure their contributions by counting the number laid by each; but if
one mixes the mortar and the other lays the bricks, it would be absurd to meas-
ure their relative quantitative contributions by measuring the volume of bricks
and of mortar” (1974, 401). (Keller 2010, p. 7)

These metaphors are meant to convey that genes and the environment are equal
partners in development. To even make a single protein requires not just the bits
of DNA that, in some sense, code for the protein but also many other cellular
materials and environmental conditions. The protein building process breaks
down into at least two major subprocesses: a transcription process in which

! Unlike some of the other arguments in this section, the type of view criticized by this argument is
one that is sometimes—confusedly in our view—endorsed by rationalists and empiricists alike. In
some cases, theorists endorse this type of view while simultaneously holding a view somewhat like the
one that we advocate in Chapter 2, without recognizing that the two views aren’t equivalent. More
generally, rationalists and empiricists often indiscriminately and confusedly endorse several different
and incompatible understandings of the debate.
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messenger RNA is created on the basis of a portion of DNA and a translation pro-
cess in which the messenger RNA is then used as a template for forming the pro-
tein (see Chapter 4 for more on how all of this works). Among other things, the
raw materials that RNA transcripts are constructed from must be present together
with many different specific proteins, multi-protein complexes, and other kinds of
cellular machinery, all working together within an intricate series of processes.
And of course the cell’s overall physical and chemical conditions must be such that
they will maintain the integrity of all these elements and support the chemical
transitions involved in all of these processes. In this way, genes are very much like
Frans de Waal’s drummer. A protein-coding segment of DNA (drummer) can only
lead to the production of a protein when the many cooperating and enabling elem-
ents of cellular machinery are present and the cell’s overall physical and chemical
conditions are just right (drum). These further entities and cellular conditions are
just as important to outcomes that are informally said to be genetic.

Moreover, because genes and environmental factors have distinct yet compli-
mentary causal roles in the formation of any particular trait, there is no common
scale to independently measure their relative contributions. This means that it
doesn’t make sense to try to quantify how much of a trait is caused by one and
how much by the other. For example, it doesn’t make sense to say that a person’s
IQ is owing X% to her genes and Y% to her environment (Sober 1988; Block 1995).

If it isn’t obvious that we can’t say that a person’s genes or environment is more
important for a given trait, this is partly because of a common misunderstanding
about the sorts of heritability statistics that are routinely reported in behavioural
genetics and often widely publicized. Heritability statistics concern the degree to
which variation in a trait (e.g., height) in a population correlates with (or in the
language of behavioural genetics, is accounted for by) genetic variation in a given
environment. A high heritability estimate would indicate that, in the population
and environment studied, a considerable amount of the difference in the meas-
ured trait correlates with a genetic difference. In contrast, a low heritability score
would indicate that, in the population and environment studied, this variation
does not strongly correlate with a genetic difference. Suppose, then, that
researchers arrive at a high heritability estimate for a trait, such as height in a
given species of plant. Doesn’t that mean that height in these plants is “more
genetic’, that nature (as opposed to nurture) should be given more credit for
explaining their height? Not at all. Heritability statistics don’t say anything about
what causes a given trait—in this case, what causes the plants’ height. All they do
is measure a correlation regarding the amount of variation in a trait (again, vari-
ation in a population in a given environment).

Moore (2001) offers a nice analogy that illustrates how little a measure of such
correlation says about causation. Snowflakes can only form when both the tem-
perature and the humidity meet certain conditions. There has to be enough
humidity for precipitation to take place, and also, the temperature has to be below
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freezing. Suppose one day that the humidity is high at the North Pole and low at
the South Pole, but in both places it is well below 0° Celsius. Then the variation in
snowfall across these two locations is completely accounted for by the variation
in the humidity—it correlates with this variation 100%. But obviously the tem-
perature isn’t any less important in the causation of the snow. On the contrary, it
is extremely important. If the temperature weren’t below freezing, the North Pole
would only see rain. Indeed, we may suppose that, on the same day, the humidity
at the North Pole is identical to the humidity in a forest in a temperate zone,
where the temperature is well above freezing. In this case, the variation in snow-
fall is entirely accounted for by the variation in the temperature—it correlates
with this variation 100%. But again, that doesn’t make the humidity any less
important regarding what actually causes the snow.

The argument we are considering begins with the fact that, like the drummer
and the drum, genes and the environment don’t make contributions to the
development of traits that can be quantified (X% from the genes, Y% from the
environment) and concludes that there is a deep problem with the rationalism-
empiricism debate, understood as a disagreement about the relative importance of
nature and nurture to development. But the conclusion that ought to be drawn, we'd
suggest, is that this just goes to show that the rationalism-empiricism debate
shouldn’t be identified with the nature-nurture debate or understood in terms of the
relative contributions of genes and the environment to development. Notice that our
own account of what is at stake in the rationalism-empiricism debate in Chapter 2
makes no mention of genes per se. It is framed in terms of a question about the char-
acter of the acquisition base. We take it that rationalists and empiricists can all agree
that the development of the acquisition base depends on interaction of genes and the
environment and that, like the bricks and mortar or the drum and drummer, it
makes little sense to say that one is more important than the other. Still, this doesn’t
mean that there isn’t room for there to be systematic and substantial disagreement
between rationalists and empiricists—in particular, there is room for disagreement
about the character of the psychological structures that are in the acquisition base.

Rationalism (or empiricism) is manifestly wrong. The next argument rejects the
rationalism-empiricism debate—once again understood as a disagreement about
nature and nurture—on the grounds that at least one side in the debate is mani-
festly wrong. On this argument, the relevant side in the debate is thought to be so
off the mark that it shouldn’t be taken at all seriously and that consequently any
debate in which its status is at issue isn’t a debate worth having.

For example, in his Presidential Address to the International Conference on
Infant Studies, David Lewkowicz argues that the rationalism-empiricism debate,
which he identifies with “the nature-nurture dichotomy”, is “biologically implaus-
ible” (Lewkowicz 2011, p. 331). Research into developmental processes, he claims,
“renders simplistic questions such as whether a particular behavioural capacity is
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innate or acquired scientifically uninteresting” (p. 331). The views he rejects are
indeed simplistic. Here is his core argument against rationalism:

the rationalists’ assumption that structure and function are predetermined by
genes is a non sequitur because no organism can possibly develop in a vacuum;
its environment must in some measure contribute to its development. Certainly,
everyone would agree that no organism can develop in the absence of oxygen,
proper nutrition, and the correct temperature, never mind the usual stimulation
that organisms receive from their caregivers. (p. 344)

And here is his argument against empiricism:

The empiricists’ assumption that structure and function are fully determined by
environmental influences is equally problematic in that an organism’s biological
endowment (however, loosely it might be defined) obviously contributes in a
major way to its development. (pp. 344-345)

These doubts are closely related to the first argument we looked at, which aimed
to use interactionism to deflate the rationalism-empiricism debate. However,
rather than taking the truism of interactionism to show that there can be no sub-
stantive difference between rationalism and empiricism (since both must endorse
interactionism), Lewkowicz’s argument takes rationalism and empiricism to be
views that in one way or another reject interactionism.> However, this line of
thought crucially depends on a markedly uncharitable reading of the rationalism-
empiricism debate, as if rationalists and empiricists think that the source of psy-
chological traits can only be credited to one thing, genes or the environment. No
one actually holds such a view; certainly none of the theorists that Lewkowicz
mentions by name do.’

A similar argument to Lewkowicz’s identifies empiricism with the view that the
mind begins as a blank slate in the sense that it has no innate structure whatso-
ever. The problem with this view, as we have already noted, is that a blank slate
cannot learn anything. So if the rationalism-empiricism debate were to turn on
whether or not the mind is initially a blank slate, then it would hardly be worth
pursuing; one side of the debate would be a non-starter. Spencer, Blumberg, et al.
(2009) cite just this rationale for their negative assessment of the debate.

We reemphasize that a developmental systems view [the view they endorse] is
not the classical counterpoint to the nativist [i.e., rationalist] program—we are
not arguing for a return to empiricism and notions of a “blank slate” After all,

* For similar arguments, see Elman et al. (1996) and Moore (2001).
* Lewkowiczs cited rationalists couldn’t be more explicit about rejecting the views that he deems
biologically implausible. See, e.g., Spelke and Newport (1998) and Marcus (2004).



IS THE RATIONALISM-EMPIRICISM DEBATE CONFUSED? 87

the notion of a “blank slate” is just as poorly grounded as claims about “primi-
tives” and “essences”. (p. 84)

They go on to conclude that “it is time to retire the nativist-empiricist dialog and
encourage a new dialog” (p. 85).*

In much the same vein, Newcombe (2002) identifies empiricism with the pos-
ition that the mind is a blank slate and rationalism with the position that the
environment plays no role in development.® She then points out that even the
theorists who are considered to be the most forthright proponents of rationalism
and empiricism don’t actually hold these patently indefensible views and suggests
that this is good reason to abandon the debate:

the more one considers the debate between nativism and empiricism, the more
one concludes that neither extreme possibility is viable. John Locke and Noam
Chomsky are two thinkers often presented as clear examples of empiricist and
nativist approaches to the origins of knowledge. However, Locke recognized
that infants are innately endowed with sensory equipment and a propensity for
forming associations, and Chomsky was certainly aware that exposure to a par-
ticular language in the environment is vital for becoming, for example, a
Chinese speaker rather than a speaker of Swahili. So each man, in his own way,
is a type of interactionist, if interactionism is simply defined as recognizing a
role for both nature and nurture in development. Rather than endlessly replay-
ing the empiricist-nativist debate, researchers need to get on with the detailed
work of proposing exactly how starting points in infancy—stronger than those
postulated by Piaget—are transformed into mature competence—perhaps not
quite in the way Piaget imagined, but nonetheless in generally interactional
ways. (Newcombe 2002, p. 400)

Spencer, Blumberg, et al. and Newcombe, like Lewkowicz, would be right to
dismiss the rationalism-empiricism debate if rationalism and empiricism were the
views they take them to be. There is certainly no interest in a debate about cognitive
development in which one side holds that the environment has no role to play
whatsoever and the other holds that the mind has no innate structure of any kind.
But this is a fundamental misunderstanding of what rationalism and empiricism

* A number of quotes in this chapter employ the term “nativism” or its cognates and refer to the
“nativism-empiricism debate” As we noted in Chapter 1, “nativism” is one of several terms that is used
in a way that is equivalent to our use of “rationalism” (others include “innatism” and “innativism”).

® The view that rationalism (nativism) holds that the environment plays absolutely no role in devel-
opment is nearly as common a misunderstanding of the rationalism-empiricism debate as the view that
empiricism holds that the mind is a blank slate. (For one of many examples of this misunderstanding,
see the popular textbook An Introduction to Developmental Psychology (Slater and Bremner 2017)).
Since the environment plays at least some role in the acquisition of literally every trait, this construal of
rationalism also has the same detrimental effect as the blank slate construal of empiricism, draining the
debate of any possible interest by making one side of the debate unsustainable.
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hold, so any problems these views have don’t argue for abandoning the
rationalism-empiricism debate; they only argue for abandoning these mistaken
understandings of what the debate is about.® As we argued in Chapter 2, a much
better interpretation of the rationalism-empiricism debate is available in which
neither side is committed to such manifestly false views.

The rationalism-empiricism debate (or the rationalist side of this debate) is undermined
by problems with the notion of learning. As we have seen, the rationalism-empiricism
debate is often identified with the nature-nurture debate, particularly by critics. Some
critics take both debates to be undermined by their dependence on a problematic
distinction between psychological traits that are learned and psychological traits that
are not. According to these critics, we should reject this distinction and its attendant
notion of learning and hence we should reject the rationalism-empiricism debate too.

For example, Elman et al. (1996) write that “nature is usually understood to
mean ‘present in the genotype, and nurture usually means ‘learned by experi-
ence’” and suggest that both of these views are faulty:

The difficulty is that when we look at the genome, we don’t really see arms or
legs (as the preformationists thought we might) and we certainly don’t see com-
plex behaviors.

Learning is similarly problematic. We know that learning probably involves
changes in synaptic connections, and it is now believed that these changes are
effected by the products of specific genes which are expressed only under the
conditions which give rise to learning. (p. xi)

Proponents of developmental systems theory often speak of a related problem
with the idea of learning. The criticism, in this case, is that the traditional under-
standing of learning—the one that appears in the rationalism-empiricism
debate—is supposed to be too narrow to do justice to the full range of experiences
that matter to development. Lewkowicz (2011) expresses the point this way:

the learning part of the nativist dichotomy only refers to the traditional concept
of learning that includes classical or operant conditioning, training, practice,
and imitation through observation. It misses all the other forms of external and
internal stimulation and its developmental trace effects that do not qualify as
traditional learning effects but that can have profound effects on organisms and
their development. All of these effects, together with traditional learning effects,
are part of the broader concept of experience. (p. 337)

¢ The views that these critics attribute to rationalists and empiricists don’t sit well with rationalists’
or empiricists’ self-characterizations or with how they argue with one another in practice (see section
3.2). Even without looking at these examples, however, one ought to be deeply suspicious of a charac-
terization of the rationalism-empiricism debate that has the consequence that Chomsky, of all people,
isn’t a rationalist.
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We certainly agree that learning includes much more than conditioning, train-
ing, practice, and imitation. It also includes processes of belief formation through
instruction and reasoning, various types of perceptual learning, and numerous
processes in which the acquisition of a psychological trait is mediated by special-
purpose learning mechanisms. At the same time, we don't think the theoretical
distinction between developmental processes that are involved in learning and
developmental processes that aren’t should be collapsed in favour of a single broad
notion: development that is responsive to experience. Such a notion is so broad
that it would apply equally to human cognitive development and the growth (i.e.,
development) of daffodils. That’s just too broad.

Much the same could be said of an undifferentiated notion of brain activity.
Some processes in the brain psychological the neural computations that are involved
in cognition, while others are non-psychological even if they support cognition in
indirect ways (e.g., cellular respiration). Lewkowicz is of course right to empha-
size that a diverse range of processes at multiple levels of organization influence
development and leave their mark on the brain. These include gene expression
(including cases where gene expression is influenced by the regulatory effects of
other genes), neural activity in response to external stimuli, interneural stimula-
tion, effects of changes in hormone levels, cell growth and cell death, the forma-
tion of new synapses, biochemical reactions to pheromones, immune response to
foreign substances, and so on. No one should deny that these (and many other)
processes are part of the full story about the many changes that take place in
development. But we see no reason to suppose that all such activity must be con-
ceptualized in an undifferentiated way under a “broader concept of experience’.
On the contrary, recognizing that there are potentially important differences
between, say, learning to read and an immune response to meningitis or a brain
haemorrhage caused by a blow to the head is simply to recognize that we need
more than one way of accounting for the diverse effects that comprise all of the
changes that take place in the brain. Rationalists and empiricists aren’t unaware
of the full range of potential causes that contribute to development; they are just
particularly focused on certain types of causes—ones that cluster around paradig-
matic instances of learning and psychologically-mediated developmental pro-
cesses more generally.”

A similar problem affects the concern registered by Elman et al. (1996), noted
earlier. Although they are right to suggest that gene expression may play a crucial
role in the changes that take place in learning, this is hardly a reason to abandon
the notion of learning itself. If anything, it is a reason to not characterize learning
in a way that excludes the possibility of genes playing a role in learning. What’s
more, although rationalists and empiricists don’t often talk about the low-level
physical details that implement learning, most theorists in the rationalism-
empiricism debate—rationalists and empiricists alike—would happily grant that

7 We will return to the question of what counts as a learning process in Chapter 25.
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gene expression plays an important role, just as they would be happy to grant the
significance of such basic neurological processes as myelination and long-term
potentiation. There is nothing in rationalist or empiricist views of cognitive
development that should be thought to discourage their proponents from taking
on discoveries about cellular mechanisms and processes involved in learning.

The objections by Lewkowicz and by Elman et al. represent one type of con-
cern about the notion of learning which is supposed to undermine both rational-
ism and empiricism. But it’s worth mentioning another potential concern about
the notion of learning, one that is directed particularly to rationalism and that is
motivated by the opposite perspective. In this case, it’s assumed that learning is a
perfectly coherent notion and that learning does take place in development. Then
the problem with rationalism is supposed to be that rationalism is inherently
opposed to learned psychological traits.

The problem with this objection is that, as we saw in Chapter 2, what is charac-
teristic of rationalism, as opposed to empiricism, isn’t that rationalism is anti-
learning but rather that rationalism sees some learning as being mediated by
importantly different types of mechanisms than those employed by empiricists.
In particular, rationalist accounts prominently involve what we have been calling
characteristically rationalist learning mechanisms in addition to the types of
learning mechanisms characteristically employed by empiricists. For example, a
rationalist view of language acquisition might hold that the learning process
involves a set of constrained choices that are specific to language, so that much of
what occurs in learning a grammar amounts to choosing between a relatively
small number of alternatives (Yang 2006). In much the same way, and for a wide
range of acquired psychological traits, rationalist theories embody proposals for
how learning unfolds, albeit proposals that may be counterintuitive to theorists
who are fundamentally committed to empiricist principles.

While the compatibility of rationalism and learning may be surprising to some,
it isn’t an idea that is particularly new among rationalists. In fact, one of the foun-
dational documents for contemporary rationalism is C. R. Gallistel’s aptly titled
book The Organization of Learning. In the introduction, Gallistel announces: “My
purpose is to sketch a new framework for the understanding of animal learning
and the investigation of its cellular basis” (Gallistel 1990, p. 3).® The framework he
proposes is plainly rationalist in crediting animals with innate specialized compu-
tational learning systems that underlie such things as navigation and foraging. If
Gallistel is right, it is because animals possess these sorts of innate specialized
learning systems that they are able to learn such things as the way home from their
current location and the optimal strategy for obtaining food in a given region.

® For similar rationalist expressions of the centrality of learning to rationalism which are more
focused on human learning, see, among others, Gelman (1990); Wynn (1992); Cosmides and Tooby
(1997); Pinker (1997); Keil (1999); Spelke and Newport (1998); Leslie (2004); Sperber and Hirschfeld
(2006); Landau (2009); and Marcus (2009).
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Developmental theorists should focus on processes, not origins. Another argument
put forward by critics of the rationalism-empiricism debate is that this debate
gives rise to a problematic focus on the wrong type of explanatory project. The
charge is that these views (rationalism and empiricism, or rationalism in particu-
lar) are too wrapped up with efforts to explain the origins of psychological traits
in development, resulting in a “static” view of the mind. Instead, critics argue
researchers should adopt a more “dynamic” approach by focusing on the more
valuable project of explaining developmental processes.
Lewkowicz (2011) develops this charge particularly with rationalists in mind:

nativists motivate their experiments in terms of the nature-nurture dichotomy
and ask origins-oriented rather than process-oriented questions. The problem is
that the dichotomy ignores the fact that developing organisms are fused systems
wherein organismic and environmental factors are in such continuous inter-
action that it makes no heuristic sense to treat them as separable influences.
(p. 345)

Lewkowicz takes himself to be speaking for a diverse group of theorists who
broadly subscribe to a developmental systems perspective: “I echo the many prior
calls to abandon dichotomous developmental thinking and its focus on the ori-
gins question. It is time to shift our focus to the processes question” (p. 355).”

In an important and influential discussion of how to understand conditions that
result in atypical development, Karmiloft-Smith (1998) offers a related criticism:

For both the strict nativist and the empiricist, the notion of “environment” is a
static one, whereas development (both normal and atypical) is of course
dynamic. The child’s way of processing environmental stimuli is likely to change
repeatedly as a function of development, leading to the progressive formation of
domain-specific representations. (p. 390)

Notice that the charge, put this way, is meant to apply to empiricists as much as
rationalists. In both cases, Karmiloff-Smith would claim that the theoretical
framework is static because it doesn’t take into account the possibility that

° Lewkowicz cites, among others, Lehrman (1953, 1970); Schneirla (1957); Gottlieb (1997);
Oyama (2000); Thelen (2000); Griffiths and Gray (2004); Bateson (2005); Sameroff (2005); and
Overton (2006). The latter two are singled out for presenting their views, like Lewkowicz, in their
own presidential addresses to the International Conference on Infant Studies: “Thelen offered a
framework that enables us to ask how the moment-moment fluctuations in an organism’s sensori-
motor activity are linked to emerging perceptions, actions, and cognitive structures. She offered this
as an alternative to static views of the mind...For Sameroff, outcome depends on the transaction
between the organism and its environment where individuals are constantly being changed by and
changing their environments” (Lewkowicz 2011, p. 357). Similar sentiments are expressed by Lerner
(2015); Witherington et al. (2018); and many others.
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domain-specific systems are formed in response to the particularities of experi-
ence. Karmiloff-Smith maintains that small differences in an infant’s input can
lead to attention being selectively applied in ways that cause significant cognitive
changes, which may feed into cycles of development that amplify these changes
further or set up the possibly of subsequent new types of cognitive processing.
Thus, as Karmiloff-Smith sees it, these small differences in early experience can
result in divergent ways of processing information even if, at a coarse level, people
have what looks like the same cognitive capacity (e.g., people with Williams syn-
drome, who appear to have strong linguistic skills, may have developed ways of
processing language that are very different than those of neurotypical adults,
despite surface similarities). Importantly, this view of development doesn’t deny
the existence of domain-specific cognitive systems. Rather, for Karmiloft-Smith,
domain-specific cognitive systems should be understood to be the product of
domain-general learning and subject to ongoing changes, as learning is itself a
continuous process.

Although Karmiloff-Smith contrasts her view with both rationalism and
empiricism, it wouldn’t be unreasonable to read her as offering an empiricist
framework for modelling development. On our characterization of rationalism
and empiricism, we were careful to note that empiricists needn’t oppose the exist-
ence of domain-specific learning systems as long as, for the most part, they main-
tain that these are acquired on the basis of more fundamental domain-general
systems—in other words, as long as they maintain that the acquisition base is
largely domain general. To the extent that Karmiloft-Smith’s views fit with this
understanding, she may be counted as an empiricist in our sense even if she isn’t
an empiricist in her own sense of the term. Then the question of whether this
brand of empiricism is successful would need to be addressed by looking at par-
ticular domain-specific cognitive capacities on a case-by-case basis. As we will be
examining a range of examples later, for now it will suffice to say that, although
we think Karmiloff-Smith’s proposal is a serious empiricist contender, the weight
of empirical evidence favours a rationalist treatment of many domain-specific
learning systems all the same."

Things are trickier when we turn to the more radical proposal represented in
Lewkowicz’s remarks. This is because it isn’t clear whether rationalism is as static
as critics like Lewkowicz maintain, nor is it clear that it would be so bad if it were.
For one thing, rationalist learning systems do make use of environmental input.
All proposed rationalist language learning systems, for example, are sensitive to
the language in a learner’s environment. There is also no reason why innate
domain-specific learning systems can’t make use of environmental input in highly

1° See Parts II and III below for our case for a rationalist account in many of the domains that
Karmiloft-Smith is concerned with. And see Chapter 20 for a detailed examination of her views and
arguments.
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interactive ways, with feedback loops affecting their development and their
subsequent operations. Critics like Lewkowicz place a lot of weight on the claim
that development and behaviour are dependent on complex causal interactions
operating simultaneously and across different levels of organization, from the
small-scale level of genes and cellular processes, to organs, systems of organs, and
the external environment. But as a general principle, this isn’t anything that
rationalists would deny." And, of course, the rationalist acquisition base itself has
to be acquired; rationalists would certainly agree that this depends on highly
complex interactions between organismic and environmental factors (see, e.g.,
Marcus 2004 for a rationalist perspective on the interactive nature of the pro-
cesses involved in establishing the brain’s wiring). So the charge of stasis really
comes down to the impressionistic claim that rationalist models are insufficiently
interactive. Perhaps. But then, perhaps they identify just the right amount of
interaction regarding the cognitive capacities they aim to explain. Ultimately, this
is a question of which sort of account—rationalist or empiricist—is best sup-
ported by the full weight of empirical evidence. Accordingly, it does not provide
general grounds to dismiss either the rationalism-empiricism debate or rational-
ist accounts independent of a detailed look at the evidence for specific rationalist
and empiricist models.

Still, we think it might be useful to say something about the sorts of examples
that frequently come up in discussions of so-called process-oriented develop-
ment. A representative and widely cited example is Gottliebs (1997) study of the
mallard duck’s imprinting response to maternal calls, which had previously been
found to appear in newborn ducklings that had been deprived of prenatal experi-
ence of adult mallard vocalizations. As Moore (2001) explains, “Gottlieb under-
stood that this does not mean that the environment in general is unimportant in
the development of the trait! So, he began to look for other environmental factors
involved in the trait’s development” (p. 122). The factor he came to focus on was
the vocalizations made by duck embryos themselves in the days that preceded
hatching. Interestingly, he found that when embryos are permitted to hear their
own vocalization, the postnatal response to maternal calls develops normally, but
that embryos that are “devocalized” fail to develop the normal response. Spencer,
Blumberg, et al. (2009), who also claim that we should “no longer...abide the
nativist-empiricist debate and nativists’ ungrounded focus on origins” (p. 79),
explain the upshot of this work by Gottlieb as follows: “self-stimulation from
embryonic vocalizations tunes the auditory system and establishes a bias that
shapes the latter preference for the maternal call” (p. 81).

But why should the mere fact that experience plays a role in development
undermine rationalism? The simple answer is that it doesn’t. What the rationalist

" For example, Steven Pinker, the quintessential rationalist, says that “[t]he development of organ-
isms must use complex feedback loops rather than prespecified blueprints” (2004, p. 12).
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is committed to isn’t the idea that environmental interaction is unnecessary or
unimportant but rather the view that, in addition to the types of psychological
structures empiricists posit, characteristically rationalist psychological structures
also figure prominently in the acquisition base. And, as should be clear from the
discussion in both this chapter and Chapter 2, there is no reason whatsoever why
rationalist domain-specific acquisition mechanisms can’t make use of experien-
tial input as part of a characteristically rationalist story about cognitive develop-
ment. If examples like Gottlieb’s are to be brought to bear on the evaluation of
rationalism, the question shouldn’t be whether experience is somehow involved
in development. It needs to be about the nature of the mechanisms that trans-
form this experience into the traits whose acquisition they support. If, for
example, it turns out that the effect of hearing the self-generated vocalization
does its work through the activity of a very general preference-forming system
that is capable of forming preferences across a wide range of different domains
based on diverse types of sensory inputs, then this would be more congenial to
empiricism. On the other hand, if it does its work through the activity of a special-
purpose system that employs an auditory template that the experience serves to
calibrate and maintain, then this would be more congenial to rationalism."*

Empiricism by another name. Given the numerous calls to abandon the
rationalism-empiricism debate (often conflated with the nature-nurture debate)
and given the widespread sentiment that rationalism and empiricism aren't viable,
one might wonder what sort of alternative these critics would put in their place.
The simple answer is that all too often they want to replace rationalism and
empiricism with...empiricism. True, it’s not empiricism as they understand the
term. But it is, nevertheless, empiricism according to what we have been arguing
is the best way to construe the rationalism-empiricism debate. The situation, in
other words, is that these critics identify rationalism and/or empiricism with a
highly implausible view and then proceed to argue that we should reject both of
these—that we should abandon the rationalism-empiricism debate—in favour of
a far more reasonable alternative. Such alternatives go by a number of names—
constructivism, neoconstructivism, neuroconstructivism, among others—but, in
the end, the position these critics settle on is simply their preferred form of

2 There are other possibilities as well. We mention these two simply to illustrate that the search for
a process in development doesn’t undermine the rationalism-empiricism debate, as there are ques-
tions about the mechanisms involved in these processes, and the rationalism-empiricism debate is
about the character of these mechanisms. As it happens, the true story about what is going on in the
mallard duck example is unclear. We ourselves are struck by the fact that the vocalizations that the
embryos hear are not especially similar to maternal vocalizations. As Moore notes, “there is almost no
resemblance at all between the peeping of unhatched ducklings and the calls produced by mature
mallard ducks” (Moore 2001, p. 122). This would suggest that the mechanism isn’t an instructive
experience-driven empiricist one, but this leaves open many possibilities regarding the nature of
the mechanism and how it operates. See Chapter 10 for further discussion of Gottlieb’s study.
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empiricism, as we understand this term. The trouble is that this isn’t a legitimate
way to argue for empiricism. Showing that a critic’s preferred view is better than
caricatures of rationalism and empiricism hardly shows that it is the best view;
there will be many views that are better than these caricatures. And if empiricism
(properly understood) is still on the table, then so is rationalism and the
rationalism-empiricism debate (properly understood).

An illustrative example can be found in the influential book Rethinking
Innateness (Elman et al. 1996).” As we saw above, Elman et al. argue that the
nature-nurture debate is fundamentally confused since neither the nature nor the
nurture position makes sense (they take nature to entail preformationism and
nurture to exclude genetic influences on learning)."* From this, they conclude
that we should abandon this debate and adopt an interactionist perspective,
which they refer to as constructivism:

The obvious conclusion is that the real answer to the question, Where does
knowledge come from, is that it comes from interaction between nature and nur-
ture, or what has been called “epigenesis” Genetic constraints interact with
internal and external environmental influences, and they jointly give rise to the
phenotype. Unfortunately, as compelling and sensible as this claim seems, it is
less a conclusion than a starting point. The problem does not go away; it is sim-
ply rephrased. In fact, epigenetic interactions must, if anything, be more com-
plicated than the simpler more static view that x% of behavior comes from genes
and y% comes from the environment. For this reason, the interactionist (or
constructivist) approach has engendered a certain amount of skepticism on the
part of developmentalists...In fact, we believe that the interactionist view is not
only the correct one, but that the field is now in a position where we can flesh
this approach out in some detail. (pp. xi-xii)"

In spelling out their positive model of development, Elman et al. make extensive
use of domain-general connectionist networks:

throughout this book we advocate that a developmental perspective is essential
to understanding the end state [the adult mind], and that the connectionist
framework, with its focus on learning rather than on-line steady-state computa-
tions, is especially relevant to that endeavor. (p. 109)

" For other examples of this form of argument, see among others, Dupré (2003); Karmiloff-Smith
(2009b); Spencer, Blumberg, et al. (2009); Stiles (2009); and Churchland (2012).

'* See again the section The rationalism-empiricism debate (or the rationalist side of this debate) is
undermined by problems with the notion of learning.

> We addressed the view that Elman et al. call the “static view” (“that x% of behaviour comes from
genes and y% comes from the environment”) in the section Genes and the environment do not make
separable contributions to development, above.
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The beauty of the connectionist framework, according to Elman et al., is that con-
nectionist networks can achieve their results with only the most general constraints
on their overall organization and the learning environments in which they operate.

In short, Elman et al. argue for what is essentially an empiricist view—in which
domain-general learning mechanisms play a large role in cognitive development—
after mistaking rationalism for a kind of preformationism and empiricism for the
doctrine that genes are irrelevant to development. The problem with this
approach is that rationalism and empiricism (properly understood) are both per-
fectly compatible with Elman et al’s driving motivation, which is to recognize that
theories of cognitive development have to be interactionist. To the extent that their
interactionism allows for domain-general connectionist learning mechanisms, it
allows for domain-specific learning mechanisms too. There may be further reasons to
question whether rationalism offers the better explanation of how particular cognitive
capacities are acquired—we will come to these later—but the present point is that we
have ample reason to reject the claim that the rationalism-empiricism debate itself is
bankrupt and to reject the idea that this should warrant our adopting what is in fact a
version of empiricism (albeit under a different name).

Many philosophers and scientists claim that there is something deeply wrong
with the rationalism-empiricism debate—so wrong that the only reasonable
response is to simply abandon this debate. We have been arguing that this scepti-
cism is not warranted and that these alleged problems with the rationalism-
empiricism debate are often really nothing but artefacts of misguided and
counterproductive ways of interpreting the debate. Fortunately, there is a better
way of understanding the rationalism-empiricism debate—namely, the approach
that we offered in Chapter 2. On this understanding, the rationalism-empiricism
debate is about the character of the acquisition base—the psychological struc-
tures whose acquisition is not mediated by more fundamental psychological
acquisition systems, and which ultimately explain the origins of all other psycho-
logical structures. This interpretation makes clear that rationalists and empiricists
aren’t arguing over truisms (e.g., that infants have the capacity to acquire the cog-
nitive capacities that they acquire, or that genes and the environment interact).
And it offers an illuminating framework in which many of the debate’s critics,
when they aren’t arguing against a straw man, maintain recognizable views within
the rationalism-empiricism debate (i.e., they are actually opposed to rationalism,
not to the coherence of the rationalism-empiricism debate).

3.2 The Rationalism-Empiricism Debate in Practice

Coupled with the discussion in Chapter 2, the arguments in the previous section
show that the interpretations of the rationalism-empiricism debate that its many
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critics take for granted are not mandatory and that there is a perfectly coherent
alternative—the one given in Chapter 2—for which the problems that allegedly
undermine the debate simply don’t arise. This in itself provides strong grounds
for adopting our account of the rationalism-empiricism debate. But are there
other grounds for the interpretation we gave in Chapter 2 which should be at
least briefly noted? In fact there are three: (1) Framing the debate in terms of
competing views regarding the character of the acquisition base does justice to
what rationalists and empiricists actually say about the debate. (2) Crucially, this
way of framing the debate is at the heart of the arguments that rationalists and
empiricists give when evaluating specific theories and experimental results
regarding the origins of any given psychological trait. (3) Finally, framing the
debate in these terms and not as a debate about nature versus nurture (or genes
and the environment) makes sense of why the debate has proven to be so
productive.

Let’s begin with what rationalists and empiricists themselves say about the
debate and about their own positions in this debate. In many cases, both rational-
ists and empiricists are explicit about the key element of the disagreement being
about the nature of the acquisition base. The attention to characteristically ration-
alist psychological structures, such as innate representations and innate domain-
specific learning mechanisms, can be seen in early contemporary discussions of
these matters, particularly in Chomsky’s writings.

For example, in Aspects of the Theory of Syntax, Chomsky says:

The empiricist approach has assumed that the structure of the acquisition device
is limited to certain elementary “peripheral processing mechanisms”...Beyond
this, it assumes that the device has certain analytical data-processing mechanisms
or inductive principles of a very elementary sort, for example, certain principles
of association...A rather different approach to the problem of acquisition of
knowledge has been characteristic of rationalist speculation about mental pro-
cesses. The rationalist approach holds that beyond the peripheral processing
mechanisms, there are innate ideas and principles of various kinds that deter-
mine the form of the acquired knowledge in what may be a rather restricted and
highly organized way. (1965, pp. 47-48)

Steven Pinker, one of the foremost public spokespersons for rationalism, also
writes that:

Everyone [in the rationalism-empiricism debate] acknowledges that there can
be no learning without innate circuitry to do the learning...The disagree-
ments..., though significant, are over the details: how many innate learning
networks there are, and how specifically engineered they are for particular jobs.
(2002, pp. 35-36)
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Contemporary rationalist developmental psychologists express similar thoughts:

nativists and empiricists primarily disagree on the extent to which pre-existing
biases for specific domains of information go beyond those in effect at the levels
of sensory transducers. (Keil 1999, p. 585)

By core cognitive architecture I mean those human information processing sys-
tems that form the basis for cognitive development rather than its outcome
(Leslie 1988). Understanding this core is the primary aim of all theories of cog-
nitive development. One view of the core is that it is essentially homogeneous
and that any differentiation of its architecture is the product of development.
The general all-purpose learning device of classical associationism is an elegant
and influential example of this view. An alternative view of the core is that it
contains heterogeneous, task-specialized subsystems. (Leslie 1994, p. 120)

The substantive issue concerning a given body of knowledge is, “what is the
nature of the built-in mental mechanisms that are responsible for the emergence
of the knowledge?” With regard to this question, the term ‘empiricist’ typically
applies to accounts positing a general-learning mechanism (classically, the laws
of association), while “nativist” applies to accounts involving domain-specific
mechanisms. (Wynn 1992, p. 378)

And rationalist evolutionary psychologists characterize the debate in similar terms:

Historically, there have been two basic conceptions of human nature: the empiricist
conception, in which the brain is thought to comprise only a few domain-
general, unspecialized mechanisms; and the nativist conception, in which the
brain is thought to comprise many, domain-specific, specialized mechanisms.
(Symons 1992, p. 142)

the real nature-nurture debate is between those who believe the human mind
has many psychological mechanisms that are domain-specific and special-
purpose (e.g., mate-choice mechanisms), and those who believe human behav-
ior is the product of a few global, domain-general mechanisms (e.g., the culture
theorists’ hypotheses about culture-learning, norm imitation, etc.). (Tooby and
Cosmides 1989, p. 36)

The genuine disagreement is not about the relative importance of “nature vs.
nurture” in development (an inane formulation that has spectacularly impeded
progress; one might as well ask whether hemoglobin or air is more essential to
human survival). The difference is simply this: Those who derive explicit inspir-
ation from selection thinking commonly expect the evolved mechanisms of the
human mind to be numerous and specialized, whereas most psychologists and
social theorists seem to believe that relatively few general-purpose mechanisms
will do the job. (Daly and Wilson 1988, p. 9)
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Nor is it only rationalists who see the debate in these terms. Here, for

example, is the empiricist philosopher Jesse Prinz’s overall characterization
of the debate:

For Empiricists, the crucial thing is generality. We have innate resources that
help us acquire knowledge, but the very same resources are used to learn about
very different kinds of things...These resources include our senses, some
general-purpose learning rules and perhaps even a few innate concepts, like
those on Kant’s list. For Rationalists, the innate machinery is much more spe-
cialized...In the lingo, these resources are “domain-specific>. (Prinz 2012,
pp- 85-86).

Similarly, empiricist developmental psychologists have highlighted the dis-
agreement regarding domain-specific learning systems. For example, in an art-
icle with the subtitle “Infant Rule Learning Is Not Specific to Language”, Saffran
et al. (2007) write:

A central issue in cognitive neuroscience concerns how the brain is
functionally organized. One view is that discrete systems exist in the human
brain for solving specific problems facing the organism, such as learning
language or processing faces. Alternatively, learning mechanisms may
operate more generally, with similar processes underlying multiple
functions. (pp. 669-670).

Empiricists also explicitly take issue with rationalists in just these terms. For
example:

within the last few years these nativist views increasingly have come under fire,
and alternative explanations are appearing in the literature...In each case, the
newer studies indicate that simpler perceptual and attentional processes can
explain the apparent precocious performance of young infants...The view of
infant cognitive development that we propose depicts infants developing their
knowledge about the world by way of a continuous interplay between a set of
domain-general learning mechanisms and changing environmental experi-
ences. (Cohen et al. 2002, p. 1324)

we suggest that a conventional nativist picture, stressing domain-specific,
innately specified modules, cannot be sustained. (Chater and Christiansen 2010,
p. 1132)

despite using only domain-general constraints, the connectionist model of
semantic learning explains evidence others use to argue that children rely on
innate domain-specific constraints. (McClelland et al. 2010, p. 353)
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In short, rationalists and empiricists both frequently and explicitly describe
the content of the rationalism-empiricism debate and their own views within this
debate in terms that are broadly in agreement with the basic characterization of
the debate we outline in Chapter 1.'

This brings us to the second reason for favouring our interpretation of the
rationalism-empiricism debate. It is not only when they are reflecting on their
respective conflicting general theoretical commitments that rationalists and
empiricists highlight their differing views regarding the character of the acquisi-
tion base. Even more significantly, we think, competing perspectives on the char-
acter of the acquisition base are at the heart of the arguments they use when they
are involved in the nitty-gritty business of evaluating specific theories and experi-
mental results. In domain after domain, rationalists and empiricists can be seen
to be arguing with one another regarding the psychological structures that under-
lie particular aspects of cognitive development, with rationalists claiming that
empiricists’ proposed domain-general mechanisms cannot explain development
in particular domains as well as rationalist accounts that posit innate domain-
specific elements (and characteristically rationalist psychological structures more
generally), and empiricists claiming that rationalists’ proposed domain-specific
mechanisms are not warranted or are otherwise inferior to empiricists’ domain-
general ones.

Later we will see many examples of these types of arguments (especially in
Parts II and III). Here we will point to just a few instances, without elaboration.

« Spencer, Blumberg, et al. (2009) writing about aspects of language acquisi-
tion claim that “statistical learning provides a clear alternative to nativist
views” (p. 82) and that domain-general “connectionist networks can capture
statistics of sequences and contextual dependencies (e.g., Elman, 1990)”
(p. 83).

« Elman et al. (1996) argue that domain-general connectionist models pro-
vide a better account of cognitive development for the representation of
objects than rationalist models, such as Spelke (1991).

o Scarfet al. (2012) argue that simple domain-general processes of association
may explain the data reported in Hamlin et al. (2007), which Hamlin and
her colleagues have taken to argue for a rationalist treatment of social evalu-
ation and the origins of moral judgement in terms of innate concepts and
innate domain-specific learning mechanisms.

' Admittedly, however, as we have noted earlier, it is not uncommon for theorists to also character-
ize the debate in other terms that are incompatible with this understanding, including in terms of the
relative contributions of genes and the environment. But, tellingly, when it comes to actually arguing
for or against particular rationalist or empiricist accounts, these authors focus almost exclusively on
the kinds of considerations that speak to what may or may not be part of the acquisition base (as we’ll
see in a moment).
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« Ray and Heyes (2011) argue against rationalist accounts of imitation and
contrast them with domain-general learning accounts, arguing for the view
that “natural selection has shaped the human mind, not by producing com-
plex, specialized cognitive ‘modules’ (e.g., Cosmides and Tooby 1994), but
by favouring relatively simple behaviour-control mechanisms that channel
the effects of domain- and taxon-general cognitive processes (Heyes, 2003;
Sterelny, 2003)” (p. 102).

+ Rogers and McClelland (2004) argue that domain-general connectionist
models can explain not only how learners detect correlations among a cate-
gory’s features but also which features are more diagnostic for categories in
different domains. They put this forward as one of a number of examples in
which a domain-specific aspect of mature semantic memory can be acquired
on the basis of domain-general principles.

+ Perner and Ruffman (2005) argue that domain-general processes of associ-
ation account for the results in Onishi and Baillargeon (2005), which ration-
alists have cited as demonstrating the ability of infants to represent false
beliefs and have viewed as a key finding in the case for a rationalist theory of
mentalizing abilities in terms of innate concepts and innate domain-specific
learning mechanisms.

These examples are all of empiricists arguing against rationalists, not in
abstract terms, and not in terms of the relative importance of genes or the
environment, but regarding ongoing research and concrete proposed models of
development, where domain-general learning mechanisms are argued to pro-
vide a better explanation of experimental results than competing accounts
involving innate representations or characteristically rationalist learning mech-
anisms. We could give numerous examples of rationalists arguing against empiri-
cists in similar fashion—in this case, claiming that concrete proposed empiricist
models don’t fare well compared to models that make use of innate representa-
tions or characteristically rationalist learning mechanisms. We won’t belabour
the point any further, however, as we will see many examples like this later in
the book.

Finally, there is a third reason for interpreting the rationalism-empiricism
debate as we do. This is simply the observation that it makes sense of the fact that
the rationalism-empiricism debate has been so productive. Consider the case of
the study of language acquisition and understanding. Chomsky’s work in linguis-
tics was not motivated by a view about the relative importance of genes versus the
environment in the acquisition of language. Rather, it was directly motivated by
the perceived inadequacy of existing domain-general theories of language acqui-
sition and their accompanying theories of language. This work, and the subse-
quent rationalist research programme it led to, generated a wealth of new data
and theoretical insights and inspired much further theorizing that made use of
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innate representations and characteristically rationalist learning mechanisms.
It also inspired others to try to find ways to resist these rationalist developments
and the rich rationalist acquisition base that they entailed, leading to the discov-
ery of further invaluable data and the development of new and important con-
trasting empiricist perspectives (e.g., giving rise to significant advances in
connectionist modelling and statistical learning theory). All observers should
agree that these competing perspectives have enormously benefited the study of
language, with each side continually forcing opposing theorists to refine and
elaborate their views about the character of the acquisition base and its relation to
the acquisition of traits to deal with new findings and ever more sophisticated
theories.

Similar dynamics have played out in almost every area of cognitive science
and in relation to an increasingly wide assortment of cognitive capacities—
from face perception and object representation to social reasoning and moral
motivation. These advances have not been driven by general claims about the
importance of genes versus the environment. Instead, in each case, researchers
have been guided by considerations bearing directly on the character of
the innate psychological structures ultimately responsible for the origins of
psychological traits (i.e., the acquisition base)—precisely in line with our
understanding of the rationalism-empiricism debate. And they have responded
to each other’s findings and proposed psychological models with counterpro-
posals that have helped all involved to attain a better understanding of the
cognitive capacities at issue. It would hardly be an overstatement to say that
the rationalism-empiricism debate has been the driving motivation behind
some of the most ingenious and enduring theorizing in cognitive science.

3.3 Conclusion

Many contemporary theorists hold that the rationalism-empiricism debate is
fundamentally flawed and that it should be abandoned altogether. They interpret
this debate as a debate about nature versus nature and argue that the nature-
nurture debate is riddled with confusion. We have seen, however, that the charge
of confusion is misplaced and that the arguments against the rationalism-
empiricism debate don’t undermine the debate once it is understood in the way
that we have suggested it should be, as a debate about the character of the acquisi-
tion base. If anything, their arguments bring out many of the advantages of our
interpretation of the rationalism-empiricism debate since, unlike views that
equate it with a debate about nature and nurture, the interpretation in terms of
the acquisition base is immune to the difficulties these arguments raise. We have seen
as well that further support for our account comes from the way that participants in
the rationalism-empiricism debate understand their own positions, from how they
argue with one another when evaluating specific claims and findings, and from
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the fact that understanding the debate in these terms explains the enormous fruit-
fulness of the debate across the cognitive sciences. The rationalism-empiricism
debate is not fundamentally flawed. On the contrary, not only shouldn't it be
abandoned, it should take centre stage in the vast ongoing interdisciplinary pro-
ject of trying to understand how the mind works.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis,
Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0003



4
The Viability of Rationalism

Chapters 2 and 3 focused on what is at stake in the rationalism-empiricism
debate, presenting a detailed account of what we take the debate to be about and
addressing a variety of challenges that have been taken to undermine it. In this
chapter, we turn to rationalism itself. Rationalism is widely regarded to be an
antiquated and profoundly flawed view that can be safely discarded. Critics have
claimed that it is unscientific and theoretically lazy (in avoiding the real work of
explaining where psychological capacities come from), overly intellectualist (for pos-
iting too many complex psychological processes), and excessively speculative (for its
reliance on evolutionary “just-so” stories)—and that such failings warrant simply
rejecting out of hand the entire rationalist framework (i.e., rationalism in general) as
a way of addressing the origins of psychological traits in any type of rationalism-
empiricism debate, whether local or global. According to such critics, rationalist
accounts are simply non-starters across the board. We disagree. Despite these and
other charges aimed at undermining all forms of rationalism, we think that contem-
porary rationalism is a robust and powerful explanatory theoretical framework and
that rationalist accounts cannot simply be dismissed in this way. However, we are
cognizant of just how widespread these anti-rationalist sentiments are in philosophy
and cognitive science.' For this reason, before we can begin to look at the more spe-
cific issues that arise for rationalist accounts of the origins of concepts, we need to
say something about the viability of rationalism in general. This chapter will argue
that none of the theoretical challenges purporting to undermine rationalism in this
general way are successful. As a result, the merits of rationalist accounts of the ori-
gins of any given type of psychological trait must be evaluated through a detailed
consideration of the arguments and evidence for and against such accounts.

4.1 APreliminary Case for Rationalism

Much of this chapter will be devoted to critically examining a range of objections
that aim to show that rationalism is essentially a non-starter—that rationalism is

! Rationalism has long been out of favour in philosophy. It is noteworthy, for example, that virtu-
ally every major philosopher of the twentieth century who had anything at all to say about psycho-
logical and social phenomena sided with empiricism or adopted theories that are plainly
anti-rationalist. This includes not just philosophers in the analytic tradition (Russell, Carnap, Ayer,
Wittgenstein, Goodman, Quine, Putnam), but also luminaries in the continental tradition
(Heidegger), phenomenology (Merleau-Ponty), and postmodernism (Foucault).
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so deeply flawed that it is not a viable theoretical option. Before we get to those
objections, however, it will be helpful to have some sense of what motivates
rationalism and why it is a position that is at least worthy of detailed critical atten-
tion. In making a preliminary case for rationalism, we should be clear that we are
not arguing for rationalist accounts across the board for every type of psycho-
logical trait. We think that rationalist accounts are highly plausible for a number
of important psychological traits. But empiricist learning mechanisms are also
important and play a role in the acquisition of many psychological traits too. As
should be clear from Chapter 2, rationalism is perfectly compatible with the exist-
ence of domain-general learning. It should also be kept in mind that no rational-
ist accepts every rationalist account, just as no empiricist accepts every empiricist
account. Rationalism and empiricism are broad theoretical frameworks, and for
any psychological trait there will be many possible rationalist accounts of the ori-
gin of that trait and many possible empiricist accounts of the origin of that trait.
And of course, since these accounts are in competition with one another, most of
them, both rationalist and empiricist, will turn out to be mistaken. And as noted
in Chapter 2, global rationalism is perfectly compatible with local empiricism.
With these caveats out of the way, we can begin by taking a brieflook at two of the
most important arguments that rationalists have employed in arguing for ration-
alist accounts of the origins of a range of psychological traits: the poverty of the
stimulus argument and the argument from animals.

The poverty of the stimulus argument is undoubtedly the most famous and
widely cited argument for rationalism. It is important to keep in mind, however,
that it isn’t so much a single argument but a family of arguments. What binds
them together is the observation that, given only general-purpose learning mech-
anisms, the information in a learner’s environment is inadequate to account for
the fact that some type of psychological trait is reliably acquired by learners. Since
the input is inadequate, the difference has to be made up somewhere. According
to the poverty of the stimulus argument, what is required is an acquisition base
for learning that is richer than empiricists suppose—a set of innate psychological
structures that isn’t restricted to domain-general learning mechanisms.

Empiricists have been highly critical of this form of argument. Some of these
criticisms have been based on empirical claims. It is said that proponents of the
poverty of the stimulus argument haven’t provided enough evidence to establish
that the environment is as impoverished as rationalists claim it is (e.g., Putnam
1967; Cowie 1999; Pullum and Scholz 2002). Or considerations are offered that
are meant to suggest that general-purpose learning mechanisms might be capable
of accomplishing the learning task after all, for instance by raising the possibility
that rationalists have underestimated the power of statistical methods (e.g., Lewis
and Elman 2001; Prinz 2002).

Philosophical critics of the poverty of the stimulus argument have also put for-
ward more principled, theoretical objections. One of these is to insist that learn-
ing routinely allows us to go beyond the stimulus (i.e., beyond the evidence
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supplied by experience) and that such learning is undoubtedly accomplished by
general-purpose learning mechanisms of the sort that empiricists endorse. For
example, in learning what a curry is or about a given style of art, we can readily
determine that something is or is not in the extension of the relevant concept
even if we haven’t encountered it before and haven’t been given explicit evidence
about its status. Yet to require a special-purpose mechanism for learning about
vindaloo or impressionist painting is absurd (Cowie 1999; see also Goodman
1967, Sampson 2005). More generally, it is evident that paradigmatic instances of
general-purpose learning, such as inductive inference, are in the business of using
limited, finite data to draw conclusions about a vastly larger range of cases. But if
we don’t need a specialized rationalist learning mechanism for deducing that all
swans are white, why do we need a specialized system for acquiring the rules of
English syntax?

All of these objections are based on what we take to be oversimplified accounts
of the poverty of the stimulus argument.” One of the main problems is the failure
to recognize that poverty of the stimulus arguments specifically contrast the out-
come of general-purpose learning mechanisms with the outcome of the more
specialized learning mechanisms posited by rationalist theories. Poverty of stimu-
lus arguments don’t merely argue that what is learned goes beyond the input to
learning in some way; rather, they argue that what is learned goes beyond the
input to learning in a way that purely general-purpose learning mechanisms can-
not account for. So it is no objection to proponents of the poverty of the stimulus
argument that induction goes beyond the evidence of experience.’

One especially vivid type of poverty of the stimulus argument draws upon the
results of what are known as isolation (or deprivation) experiments. These are
empirical studies in which, by design, the experimental participants are removed
from all stimuli that are related to a normally acquired trait. For example, Irendus
Eibl-Eibesfeldt showed that squirrels raised in isolation from other squirrels, and
without any solid objects to handle, spontaneously engage in the stereotypical
squirrel digging and burying behaviour when eventually given nuts. Eibl-
Eibesfeldt notes that,

? See Laurence and Margolis (2001) for an extended discussion of the logic of poverty of the stimu-
lus arguments and for theoretical and empirical support for the applicability of such arguments to the
acquisition of natural language.

* This point explains why some poverty of the stimulus arguments from the history of philosophy
are less compelling than others. For example, no contemporary theorist would be moved by Descartes’
argument (mentioned in Chapter 1) in which he claims to show that ideas are innate simply by
pointing out that these ideas aren’t found in the sense organs. This is because it does not adequately
argue for domain-specific learning mechanisms over domain-general ones that also go beyond the
input in learning. Descartes’ argument is therefore ineffective as a critique of empiricist models of
concept acquisition even if it is effective as a critique of scholastic Aristotelean views of perception in
which a form is supposed to be literally transmitted from an object to a sense organ.
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the stereotypy of the movement becomes particularly obvious in captivity,
where inexperienced animals will try to dig a hole in the solid floor of a room,
where no hole can be dug. They perform all the movements already described,
covering and patting the nut, even though there is no earth available. (Eibl-
Eibesfeldt 1989, p. 21)

Since the squirrels were kept apart from their conspecifics, they had no exposure
to this stereotypical behaviour prior to exhibiting it themselves—the stimulus was
about as impoverished as can be. Reliable acquisition of such a complex and idio-
syncratic behaviour under these circumstances provides extremely good evidence
against the view that in such cases acquisition is mediated by a general-purpose
learning mechanism.

We should stress, however, that a successful poverty of the stimulus argument
doesn’t require anything as stark as removing learners from their normal envir-
onment. Consider an example from the study of language acquisition (Crain and
Thorton 1998; Crain and Pietroski 2001). It turns out that English-speaking chil-
dren sometimes go through a peculiar stage as they learn how to form certain
types of questions. They insert an extra wh-word (e.g., “what” or “
things like:

who”), saying

(1) What do you think what Cookie Monster eats?
(2) Who did he say who is in the box?

These sentences are, of course, ungrammatical in adult English. But it’s not as if
these children randomly insert extra wh-words any which way. On the contrary,
their speech exhibits a systematic and predictable pattern in which they only
place an extra wh-word in a specific location in a question, they don’t insert extra
wh-phrases in these locations, and they don’t place an extra wh-word in construc-
tions involving subordinate clauses with infinitive verbs. So the following are
ungrammatical both to adults and to children passing through this phase:

(3) *What do you what think is in the cupboard?
(4) *Which Smurf do you think which Smurf is wearing roller skates?
(5) *Who do you want who to win?

What’s more, though adult English speakers don't say any of (1)-(5), the pattern
found in their children’s speech does appear in other natural languages, including
German, Irish, and Chamorro. For example, in German an extra wh-word is
used, but not a wh-phrase, making (6) grammatical but (7) ungrammatical:

(6) Wer, glaubst du wer, nach Hause geht?
Who do you think who goes home?
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(7) *Wessen Buch, glaubst du wessen Buch, Hans liest?
Whose book do you think whose book Hans is reading?

Since the English-speaking children who ask questions with extra wh-words
grow up in perfectly normal linguistic environments, this case isn’t like the isola-
tion experiments we have just considered—they have been exposed to many
English sentences. Nevertheless, it satisfies all the conditions necessary for a suc-
cessful poverty of the stimulus argument. In particular, two facts make it highly
unlikely that the learning process underlying these linguistic patterns is based
solely on general-purpose learning mechanisms, such as ones that rely on
domain-general processes of statistical analysis. First, these English-speaking
children aren’t emulating a linguistic pattern that is present in their linguistic
environment. After all, adult English speakers don’t say things like (1) and (2) any
more than they say things like (3)-(5). So it is highly unlikely that these children
are picking up on a pattern that is data driven. Second, since children’s selective
use of extra wh-words conforms to the (grammatical) pattern for using extra wh-
words in other natural languages—languages these children haven’t been exposed
to—it is also highly unlikely that it amounts to a random deviation of the sort that
would be expected of a general-purpose statistical analysis of a noisy signal.
Rather, it appears to be a principled deviation that reveals certain assumptions
that constrain the learning process. The most natural explanation of these facts is
that principles specific to language are part of the acquisition base, as rationalists
generally maintain. On this approach, in learning language, children are working
with a highly constrained hypothesis space, and this leads some children to tem-
porarily adopt a set of syntactic rules that are laid out in this space even if these
rules aren’t attested to in the data.

The examples so far have been of poverty of the stimulus arguments in which
it is patent that the stimulus is impoverished. But poverty of the stimulus argu-
ments don’t always work in such a blatant manner, where an acquired behaviour
fails to appear in the learning environment altogether. For example, Chomsky
and others have argued for a rationalist treatment of the principles governing
natural languages even though these principles are instantiated in countless utter-
ances that are available to language learners. The key point once again is that the
sense in which the stimulus is impoverished is relative to general-purpose learning
mechanisms. The idea is that such mechanisms cannot reliably produce the
learned outcome on the basis of the utterances that children hear.

One reason why they can’t do this is that the correct hypotheses are not at all
the most natural ones for a learner without domain-specific learning biases
employing only empiricist learning strategies (Laurence and Margolis 2001).
Indeed, there are numerous alternatives that would be more natural to such a
learner but that would lead the learner astray. A related major problem for empiri-
cist models of language learning is that children don’t just need there to be
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suitable examples of a linguistic principle present in their environment. They also
need to be able to represent the examples in the right way (i.e., in terms of their
grammatically relevant properties) to ensure that the utterances they hear can
serve as meaningful data for them (Laurence and Margolis 2001). A poverty of
stimulus argument of this kind doesn’t turn on the absence of a form to be
learned. It relies instead on the reasoning that learners without domain-specific
learning biases who are granted only general-purpose learning mechanisms
would lack the materials that would even allow them to entertain the evidence
that points to the linguistic principles to be acquired. Relevant data may be pre-
sent but inaccessible to learners if learners do not have the cognitive resources to
see the data for what it is.

The poverty of the stimulus argument in its different forms offers a forceful
reason to posit rationalist learning mechanisms regarding a diverse range of psy-
chological traits. But the case for a rationalist approach to the mind doesn’t end
with the poverty of the stimulus argument. Given the characterization of the
rationalism-empiricism debate that we argued for in Chapter 2—focusing on the
disagreement between rationalists and empiricists regarding the acquisition
base—it should be clear that adjudicating between the two, in the most general
terms, takes the form of an argument to the best explanation. So a wide variety of
explanatory factors may come into play. Any type of evidence at all that increases
the likelihood that the acquisition base contains a significant number of charac-
teristically rationalist psychological structures that contribute to rationalist learn-
ing mechanisms would count in favour of rationalism.

One noteworthy implication of this fact—that rationalism is to be argued for
on explanatory grounds—is often lost in philosophical discussions. It is that psy-
chological traits can be rooted in special-purpose learning mechanisms even if
the stimulus is not impoverished, that is, even if there is no poverty of stimulus
argument to be had. Indeed, this situation may be fairly common. Consider again
the nut burying behaviour of squirrels. Though there is an especially compelling
poverty of the stimulus argument regarding its acquisition under experimentally
controlled conditions of isolation, squirrels rarely find themselves in this situ-
ation. Their normal environment isn’t so impoverished, as other squirrels’ nut
burying behaviour is readily observable. So squirrels might acquire knowledge of
this behaviour through observation. Nonetheless, it looks as though they are
equipped with a special-purpose learning mechanism that can operate in the
absence of the sorts of evidence a general-purpose learning mechanism would
require.

Why might there be rationalist special-purpose learning mechanisms even
when the experiences relevant to an acquired trait aren’t particularly impover-
ished? There are a number of reasons. One is that the trait may be important
enough that it can’t be left to a less reliable means of acquisition. In fact, some-
times when a trait is important enough, there may even be multiple independent
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specialized mechanisms involved. This appears to be the case for chicks in how
they are able to come to identify their mother. They have one mechanism for
detecting a large moving object and another that relies on a shape template
(Johnson et al. 1985; Carey 2009).* A second reason for the possession of a spe-
cialized learning mechanism in the absence of an impoverished environment is
the potential benefit of acquiring a trait rapidly. This is the likely explanation of
infants’ instinctive avoidance of visual cliffs. It would be easy enough to learn
about the danger of cliffs through experience, but this way of doing things would
be much slower—and rather more dangerous. Yet another reason why a rational-
ist learning mechanism might be involved in cognitive development even if the
environment isn't impoverished is the cognitive cost of using a domain-general
learning mechanism. For example, less cognitive effort is needed, on average, for
a learner to acquire a principle based on a forced choice of two options (as in
linguistic parameter setting) than having to choose from an immense space of
possibilities (which a truly general-purpose learning mechanism with no
domain-specific biases would face).

Although the poverty of the stimulus argument is the most famous argument
for rationalism, it is just one part of a much larger set of explanatory consider-
ations that argue for rationalism.” The second major argument for rationalism
that we want to discuss here—the argument from animals—further strengthens
the rationalist’s case by placing the rationalism-empiricism debate in a broader
context. The argument from animals is grounded in the fact that animals have a
plethora of special-purpose learning mechanisms. Some of these are shared
across species (even widely shared across distantly related species), while others
are unique to a given species. But human beings are animals too. Hence, the argu-
ment concludes, we should also expect some of the ancient and widely shared
mechanisms to populate the human mind, and we should also expect the human
mind to have other less widely shared mechanisms, including some special-
purpose learning mechanisms of its own—ones that are geared towards our own
particular needs as animals.’

The number of examples of special-purpose learning mechanisms in the ani-
mal kingdom is large and impressive. It includes learning mechanisms associated
with the ability to communicate with conspecifics, to identify which items to treat
as food and which items to avoid eating, to select the location of a defended terri-
tory or a home site, to identify and respond to predators and aggressive animals,

* Carey (2009) uses this example to illustrate that it isn’t problematic to attribute special-purpose
learning mechanisms to animals. We wholeheartedly agree. See the argument from animals below and
in Chapter 10.

° We limit ourselves to two types of arguments here in discussing rationalism as a general approach
to the origins of psychological traits. We will be discussing a broader range of arguments for rational-
ist accounts when we turn to our positive case for rationalism regarding the origins of concepts in
Part II.

¢ For related arguments, see Gallistel et al. (1991) and Carruthers (2006).
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to identify potential mates and make effective mating decisions, to identify and
respond selectively and appropriately to kin, to establish and maintain knowledge
of the dominance relations in one’s group, to determine the time of day that an
event occurs, to determine the temporal interval separating a series of events, to
estimate the numerical quantity of a perceived group or collection, to determine
the numerical order in a series (e.g., in a series of landmarks), to determine which
among alternative foraging locations produces the higher rate of return, to learn
the distance and direction of one’s home location or a point of origin, and
much else.”

However, it is easy to overlook the specialized nature of the learning mechan-
isms that go with these abilities if you don’t attend to the subtle behavioural
details in which they are expressed. For instance, one might suppose that learn-
ing to avoid poisonous food is simply a matter of associating a negative event
(such as becoming ill) to the sensory event that precedes it. The quicker the onset
of the negative event, the easier it is to learn to avoid food of that type. But in fact,
food aversions are not acquired via a general-purpose learning mechanism for
associating sensory events with negative events that closely follow them. Rats that
are rendered ill after ingesting flavoured water learn to avoid that taste, ignoring
equally highly correlated visual or auditory cues, and the association can be
effectively formed after a long latency period—on the order of hours, not seconds.
In contrast, rats that are punished via a shock can learn the visual and auditory
cues, but the punishment does have to occur within seconds of ingesting the
water (Garcia and Koelling 1966; Revusky and Garcia 1970). What’s more, the
predisposition to link illness with taste rather than with visual cues isn’t universal.
Bobwhite quail, whose food choices rely a great deal on vision, favour colour
(Wilcoxon et al. 1971), and Vampire bats, who are monophagous feeders (they
just eat blood), don’t form taste aversions at all, even though closely related bat
species that are food generalists behave much as rats do (Ratcliffe et al. 2003). It
would be easy to miss these patterns regarding the acquisition of food aversions.
But once one attends to these patterns, it is clear that the learning processes that
underlie food aversions are distinct from those that subserve arbitrary learned
associations and that they are subject to different predispositions according to the
feeding strategy of a species.®

7 For overviews of related empirical work, see Gallistel (1990); Olmstead and Kuhlmeier (2015);
and Bueno-Guerra and Amici (2018).

® Ina defence of the role of associative learning in animal cognition, Heyes (2012) uses the example
of learned food aversions to illustrate the power of general-purpose learning and the danger of what
she refers to as “association-blindness” or “the failure to consider associative learning as a candidate
explanation for complex behaviour” (p. 2695). While we agree with Heyes that associative learning
hypotheses should be considered as candidate explanations for behaviours, we don’t share her view
that cognitive science as a field is guilty of association-blindness. In fact, food aversions, in our view,
argue for precisely the opposite moral: researchers face the danger of seeing association everywhere,
and of being all too willing to offer associative accounts of complex behaviour when the full range of
data shows that they are inappropriate.
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Consider another example of a specialized learning mechanism that might
easily be overlooked unless one attends to subtle behavioural details. After mean-
dering in search of food, desert ants can find their way home by following a
straight line back to their nest. Incredibly, the ants are able to do this, in spite of
the fact that their environment is relatively featureless (and so lacking in land-
mark cues), because of a mechanism for path integration (also known as dead
reckoning), that is, one that keeps track of the cumulative changes in their direc-
tion of movement and the distance covered. Determining the position of the nest
is a matter of combining this information periodically, just as sailors compute
their position by noting each change in direction and the speed and duration of
the ensuing segment of their journey (using speed and duration to compute
distance).

The postulation of a special-purpose learning mechanism for path integration
may at first seem unlikely for an animal as primitive as an ant. Couldn’t ants be
using a simpler means, such as a scent emanating from the nest, or a chemical
signal left on the trail? In principle they could be; however, these alternatives
have been tested empirically and found not to work. Experiments reveal that if a
desert ant is displaced from a food source on a foraging run, it will attempt to
return to its nest by following a direct path in the direction that would have led
back to its nest had there been no intervention. After travelling in a straight line
the corresponding distance home, it enters into a characteristic search pattern for
where its nest ought to have been (Wehner and Srinivasan 1981; Gallistel 1990).
Likewise, if an ant’s legs are made longer or shorter (by the addition of stilts or
through partial amputation), it will systematically overshoot or undershoot the
distance to its nest (Wittlinger et al. 2006). Ants are simple creatures, but packed
into their tiny brains is a mechanism for path integration (just one of the many
types of specialized learning mechanisms that insects use for navigation). Once
again, without carefully attending to the behavioural details, it would be easy to
posit a broadly empiricist account of these abilities. But on closer examination,
the behaviours turn out to be far more complex than one might initially have
imagined, and the learning mechanisms underpinning these behaviours need to
do justice to this complexity.

In our initial presentation of the argument from animals, we put the argument
in terms of two equally important claims. The first is that special-purpose learn-
ing mechanisms are a characteristic feature of animal minds. The second is that
humans are animals. Now no one would deny the second claim. But some may be
reluctant to draw any inferences from our being animals, since human beings
may be very different kinds of animals than non-human animals. Perhaps it is not
so surprising that non-human animals have special-purpose mechanisms that
support their limited forms of behaviour, but why think that applies to us? After
all, human behaviour is strikingly flexible and open-ended compared to the
behaviour of all other extant animals. So there may be doubts about whether it
would be warranted to draw any conclusions about the human mind from facts
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about the minds of insects and rodents, or even from closer relatives, such as
monkeys and chimpanzees (Brown 2019). Or to put much the same point in
terms of the evolution of the human mind, it is certainly true that traits are some-
times retained through the course of evolution, but sometimes they are lost as
well (see, e.g., Wilson 2008). Maybe what happened in the case of the human lin-
eage was the disappearance of ancient special-purpose learning mechanisms and,
in their place, one or more powerful general-purpose learning mechanisms
emerged, effectively reconfiguring the organization of the human mind.

This is a possibility, to be sure. Humans are of course a remarkable species.
And there should be no doubt that general-purpose learning mechanisms are a
significant feature of the human mind. Nonetheless, many of the special-purpose
learning mechanisms that appear in other animals would have continued to be of
enormous value to the extent that our ancestors faced the very same problems
these mechanisms evolved to address and that they address with remarkable effi-
ciency and reliability. Thus it is reasonable to suppose that these wouldn’t be
replaced wholesale even if some of their functions could be handled in other
ways by additional general-purpose learning mechanisms (e.g., the learning of a
technology that is dependent on cultural transmission).

Take navigation. There are many ways of navigating in both familiar and
unfamiliar environments, and it turns out that evolution has produced a variety
of special-purpose systems to this end. We have just seen that path integration is
one of these. As long as an animal can keep track of the distance traversed for
each directional change, it is possible to compute a direct path to its starting pos-
ition. This makes path integration particularly valuable in situations where land-
mark information isn’t available or easy to access. Notice, though, that this isn’t a
circumstance that is peculiar to locating a nest in the middle of a featureless
desert. Path integration is potentially valuable in any type of terrain where land-
marks can’t readily be exploited—because of recent changes to the landscape,
because an animal is new to the area and hasn’t had the opportunity to note its
salient stable features, or even for the simple reason that the environment’s fea-
tures are perceptually inaccessible (e.g., it is too dark for them to be seen). Path
integration may also have a role to play even when an animal is in a position to
identify landmarks in that it can support learning about landmark information
(Miiller and Wehner 2010). And it is common for animals to possess a number of
redundant and overlapping systems for navigation. It shouldn’t be all that sur-
prising, then, that a wide range of animal species that inhabit environments very
different from featureless deserts make use of path integration in navigation—
for example, cockroaches, crabs, geese, hamsters, naked mole rats, dogs, and
primates (including humans).’

° See Gallistel (1990) and Etienne et al. (1998) for path integration in animals, and Loomis et al.
(1999) and Smith et al. (2013) for path integration in humans. Wolbers et al. (2007) show that the
cortical system used in path integration in humans is similar to that used by rodents and non-human
primates.
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Another navigational technique, which is associated with a distinct special-
purpose learning mechanism, is one that we saw in Chapter 1. It keeps track of
the geometrical properties of an area’s boundaries and surfaces to assist an animal
in finding its way after becoming disoriented. This too is especially helpful in
cases where landmark information isn’t available, can’t be used, or wouldn't be
expected to be reliable. Like path integration, there are many situations in which
a mechanism of this kind would be valuable if not essential, situations that are
hardly peculiar to non-human animals. As we noted in Chapter 1, this mechan-
ism, too, is widespread among animals and is present in humans.

Other ways of navigating make use of landmarks and feature information. For
example, these can be used as a beacon that an animal can home in on or use to
fix a compass bearing. More interestingly, landmarks can be plotted in a repre-
sentation that also includes the distances and geocentric relationships among dif-
feringlocations in an area, essentially creating a cognitive map of the environment.
Cognitive maps are an especially powerful navigational tool because they allow
an animal to infer a novel and efficient path between previously encountered
locations, as when a bee flies directly from one flower patch to another even if
previously it had only visited those sites on independent excursions from its hive
(Gould and Gould 1995; Cheeseman et al. 2014). Like path integration and
geometry-based reorientation, the use of landmarks in navigation has also been
demonstrated in a wide variety of species, from invertebrates to birds and mam-
mals. Given how widespread all of these navigational resources are among ani-
mals, the widespread presence of multiple and redundant systems of navigation
in animals, and the obvious selection pressures on the formation and mainten-
ance of navigational abilities, it would actually be rather surprising, we think, to
discover that humans alone lack these sorts of mechanisms.

This isn’t to say there aren’t differences of detail. For example, one would also
expect that animals’ navigational abilities and proclivities would be influenced by
particular features of the environment in which they live and forage, by their pat-
terns of migration, their breeding schedule and mating strategies, their lifespan,
and so on. They should also differ according to a species’ sensory systems and
mechanisms of locomotion. For example, a compass bearing can be fixed in vari-
ous different ways including by visually locating the sun (taking into account
both the time of day and the time of year), by responding to the polarization of
the sun’s light (on cloudy days and close to dusk or dawn), by detecting
changes in the earth’s magnetic field, and by locating the Pole point in the
night-time sky. But the claim that humans share some of the same basic
navigational systems as other animals doesn’t mean that they share all naviga-
tional systems that other animals possess—something not true of other
animals either—or that they rely upon them to the same extent, in exactly the
same situations, or that the sensory and perceptual input that they draw upon
has to be the same.
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A lot more could be said on behalf of the poverty of the stimulus argument and
the argument from animals. When we turn to the case for concept nativism
(in Part IT), we will discuss a number of related arguments that pick up on similar
themes. For the moment, however, we hope that this brief sketch indicates some
of the motivations for adopting a rationalist view of the mind in general and why,
at the very least, rationalism is a position worthy of detailed critical attention.
The next step is to examine some of the influential objections to rationalism that
are often cited by its critics.

4.2 Objections and Replies

Many theorists—philosophers and cognitive scientists—hold that rationalism as a
perspective on the origins of psychological traits of any sort is not merely mistaken,
but fundamentally and fatally flawed. The feeling is that there are a number of gen-
eral objections to rationalism that are so basic and so forceful that rationalism can
be rejected without having to take a hard look at the evidence that might be mar-
shalled in its favour. If rationalism’s prospects are as dim as these critics maintain,
then the project of this book—a full-scale defence of concept nativism—would be a
pointless endeavour. For this reason, it is essential for us to address these general
objections and to show why they don’t work. Addressing them will also help to fur-
ther clarify the rationalist framework and the rationalism-empiricism debate.

Rationalism is lazy science. One common complaint against rationalism is that it
exhibits a kind of theoretical laziness for merely postulating complex innate
structures, or an excessively rich acquisition base, rather than taking up the chal-
lenging task of truly explaining where psychological traits come from. For
example, Churchland (2012) characterizes the rationalist tradition as holding that
“since one has no idea how to explain the origin of our concepts, one simply pro-
nounces them innate” (p. 15). In a similar vein, Karmiloff-Smith (2009b) praises
Piaget for stressing “that nativism was a theoretical cop-out” (p. 99).

In our view, this type of criticism of rationalism would be valid if rationalists
blindly and uncritically posited innate representations and rationalist learning
mechanisms to explain the acquisition of cognitive traits. But they don’t. In all of the
examples we have discussed so far—and in numerous examples that we will encoun-
ter in later chapters—rationalists are clearly engaging in a substantial explanatory
enterprise. They aren’t unthinkingly taking psychological structures to be innate.

Notice as well that a similar charge of lazy science would extend to empiricists
who blindly and uncritically suppose that most cognitive traits are acquired by a
small number of domain-general learning mechanisms, that is, empiricists who
“simply pronounce” that concepts or other psychological structures are acquired
by domain-general learning mechanisms without truly explaining how they are
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acquired. Clearly, then, if there is a problem here, it isn’t with rationalism per se
but with any cursory assertions about where concepts and other psychological
structures come from.

Rationalists and empiricists have the same burden of showing that their view
provides the best explanation of the acquisition of given psychological traits. To
put this in the terms laid out in Chapter 2, rationalists and empiricists both need
to show why their view of the acquisition base should be accepted. Good rational-
ists (like good empiricists) take this responsibility quite seriously.

Finally, as also noted in Chapter 2, rationalism isn’t primarily about identify-
ing innate concepts or fully formed innate psychological mechanisms. Much of
what rationalism is about is explaining how concepts, mechanisms, and other
types of psychological traits are the product of rationalist learning mechanisms
and psychological development, where the rationalist learning mechanisms
involved are often themselves the product of learning and development, tracing
back to a mix of characteristically empiricist and characteristically rationalist psy-
chological structures in the acquisition base. These rationalist learning mechan-
isms are accepted precisely because they can explain aspects of development that
are mysterious on empiricist theories (or, more generally, because they otherwise
provide a better overall account of the origins of certain psychological traits than
competing empiricist accounts do). Such work hardly amounts to simple pro-
nouncements. It requires painstaking experimentation. All this objection shows,
then, is that rationalists and empiricists alike must provide arguments and evi-
dence to support their claims, a point that was never in dispute.

Rationalism is unparsimonious. Another common objection to rationalism is that
it is unparsimonious. Many take it to be simply obvious that empiricism is more
parsimonious than rationalism and hold that this has the consequence that
empiricism should be regarded as the default view in the rationalism-empiricism
debate. It is also often assumed that empiricism’s default status means that all
empiricist alternatives need to be ruled out before rationalism can even be
considered a live option. For example, Prinz (2012) says “Empiricism is a more
economical theory. There is no reason to postulate innate machinery without
powerful evidence. Thus, Empiricism should be the default position until
evidence weighs in favour of Rationalism” (p. 90). Prinz further claims that
rationalists “need to show that the kind of knowledge they attribute to infants is
of a type that would be impossible to learn by observation” (2012, p. 110). In much
the same spirit, Haith (1998) writes that rationalists who “pursue high-level cog-
nitive constructs [in explaining developmental data] must play the default game.
That is, one must fend off every possible perceptual interpretation of differences
to entertain default cognitive interpretations,” adding that “even when an imme-
diate perceptual explanation is not obvious, there is the danger that one will come
along” (p. 170).
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This objection raises a number of important issues, and we will discuss it in
greater detail in Chapter 17. Here we will focus on just two questions: (1) Is
empiricism truly more parsimonious than rationalism? (2) Supposing it is, does
this secure empiricism’s default status and give us reason to reject rationalism
without further ado? It turns out that both of these issues are more complicated
than they might first appear.

Regarding the first, there is certainly one sense in which empiricism is more
parsimonious than rationalism: empiricism posits fewer (and fewer kinds of)
innate psychological structures in the acquisition base (see Chapter 2). However,
comparing numbers of innate psychological structures isn’t the only way to meas-
ure the relative parsimony of a psychological theory. In fact, this measure cap-
tures just a single facet of the ontogenetic process—the psychological structures
that psychological accounts of development begin with. But as Spelke (1998)
points out, development is not simply a matter of what’s in the acquisition base;
we need to attend to the full developmental process and ask which account of this
full process is more parsimonious (see Figure 4.1).

Acquisition Developmenta] Processes Developmental
Base Outcomes

INPUT

\_Y_)

Focus of Empiricist
\ Parsimony Claims }

Full Developmental Process

Figure 4.1 Parsimony in cognitive development. When evaluating a theory of
development for how parsimonious it is, empiricists typically focus exclusively on the
psychological traits that are claimed to be in the acquisition base. But the full
developmental process needs to be considered.

For example, we need to compare proposed learning mechanisms in terms of the
quantity of input they require to achieve a learning outcome. An account may be
more parsimonious to the extent its learning mechanisms require less input, a
dimension of parsimony we might call data set parsimony. This opens up the pos-
sibility that rationalism could be more parsimonious in some cases, since rationalist
theories posit domain-specific learning mechanisms that build in assumptions
about the domains in which they operate. As a result, they tightly constrain the
space of options that a learner has to consider and, if successful, promise to get by
with a learner having to make a smaller number of observations. Notice that this
may well reduce demands on a learner’s memory and attention. This, in turn,



118 THE VIABILITY OF RATIONALISM

means that a rationalist account might be more parsimonious in another way. It
might be more computationally parsimonious, requiring fewer computations in
order to achieve a learning outcome than competing empiricist accounts. What’s
more, parsimony in both of these senses might have the further effect of making a
rationalist account more metabolically efficient—fewer observations and a quicker
outcome means fewer expended calories—so that a rationalist account might be
more energetically parsimonious too. Also relevant are considerations having to do
with phylogenetic development, or development on an evolutionary timescale. The
argument from animals suggests that rationalist theories, in some cases, require
fewer modifications leading to particular psychological traits, as certain acquisition
systems may be evolutionarily ancient (e.g., acquisition systems related to spatial
representation and navigation). In this situation, a rationalist account could turn
out to be more phylogenetically parsimonious (see Fitzpatrick 2008 for related
discussion).

Where does this leave us with the question of whether empiricism is more parsi-
monious than rationalism? If considerations having to do with parsimony are going
to be of any use, then we shouldn’t focus on just a single facet of development
(numbers of innate traits, the quantity of data required, etc.); we need to consider
the full developmental process. When we take this broader perspective, there will
inevitably be trade-offs between different types of parsimony. One theory might
be more parsimonious in terms of the number of innate learning mechanisms it
postulates but at the expense of making its learning processes computationally
unparsimonious. Another might be more parsimonious in terms of the quantity
of data its learning mechanisms require but at the expense of postulating learning
mechanisms that are phylogenetically unparsimonious. And so on. Since it is
hardly obvious how to adjudicate between such trade-offs, there simply is no way
to pre-empt having to actually compare competing empiricist and rationalist the-
ories. Considerations of parsimony are no reason for dismissing rationalism out
of hand and forgoing a serious consideration of the arguments and evidence
bearing on particular rationalist and empiricist accounts.

Still, suppose for the sake of argument that empiricists’ theories, in some
instances, are more parsimonious than rationalist theories according to some
agreed upon ideal regarding these trade-offs. Our second question is whether this
fact on its own would constitute good grounds for dismissing rationalism. One
might think so, since parsimony is widely considered a significant factor in the
evaluation of scientific theories. It turns out that even under these circumstances,
parsimony cannot be applied in this way.

One complication is that rationalism and empiricism are not individual theor-
ies, but rather large-scale frameworks for explaining the development of psycho-
logical traits. As a result, it is not clear what it would even mean to say that one of
these frameworks is simpler than the other. Would every empiricist theory have
to be more parsimonious than every rationalist theory? (But why couldn’t there
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be at least some empiricist theories that were less parsimonious than at least some
rationalist theories?) Would it be enough if most empiricist theories were more
parsimonious than most rationalist theories? (But then why prefer the empiricist
theories over their more parsimonious rationalist counterparts in the minority of
cases where the rationalist theory is more parsimonious?)

Even if there were a principled way of answering these questions, there is a
much deeper problem with the idea that empiricist theories being more parsi-
monious than rationalist ones (according to some agreed upon ideal of parsi-
mony) would provide sufficient grounds to accept empiricist theories over
rationalist ones. This is that parsimony considerations are standardly taken to
apply only in cases where the theories being compared are otherwise equally
good at explaining the existing evidence. And there is a good reason why this
is so. After all, it is not hard to find a more ontologically parsimonious theory
to replace almost any current theory if the alternative theory needn’t be equally
good at capturing existing data. This means that parsimony isn’t relevant until
competing explanations prove to be equals in other respects (this is essentially
the moral of the argument from Chomsky discussed in Chapter 1). Parsimony
is not the sort of consideration that can be used to establish that one theory
(or theoretical framework) wins by default; rather, we would need to look
at the relative explanatory merits of competing empiricist and rationalist
theories first.

So even if some empiricist theories were more parsimonious than competing
rationalist theories in some agreed upon sense, and even if the more parsimoni-
ous approach should be accepted (other things being equal), this would still give
us no reason at all to dismiss rationalism prior to a detailed examination of the
evidence to which empiricist and rationalist theories are accountable.

Rationalism is overly intellectualist. Another charge that is often raised against
rationalism is that rationalism overly intellectualizes the mind. This objection
highlights the fact that the rationalism-empiricism debate is linked to a broader
set of issues beyond questions of development. Rationalists and empiricists do
not just differ in how they view psychological development, but also in how they
view the mature mind. In particular, rationalists often take mature cognitive and
behavioural capacities to require complex, sophisticated cognitive mechanisms,
where empiricists take such capacities to involve relatively simpler cognitive mech-
anisms, or no cognitive mechanisms at all (for more on this theme, see
Chapter 12). This difference between rationalists and empiricists makes sense
given that, other things being equal, the richer and more complex the mature mind
is, the harder it is to acquire using only a few, simple, domain-general learning
mechanisms. This difference is one of the reasons why the rationalism-empiricism
debate has been so fervent and difficult to resolve—and why it so important.
In the end, the rationalism-empiricism debate involves very different
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competing pictures of the overall structure the mind (Chomsky 1972/2006;
Samuels 2002).

The empiricist tendency to see the mind as relatively lacking in complexity is
starkly evident in the strands of empiricism that claim there is little more to the
mind than perception and action-governing mechanisms. This tendency can be
seen in behaviourists like B. F. Skinner and his proposal that a person’s verbal
behaviour can be accommodated entirely in terms of a socially mediated history
of reinforcement (Skinner 1957). But the same impulse is alive and well in more
recent work in cognitive science. For example, Rodney Brooks describes the
cornerstone of his subsumption architecture approach to robotics as the realiza-
tion “that the so-called central systems of intelligence—or core Al as it has been
referred to more recently—was perhaps an unnecessary illusion, and that all the
power of intelligence arose from the coupling of perception and actuation sys-
tems” (Brooks 1999, p. viii). On this view, perception doesn’t interface with a dis-
tinct cognitive system that is needed to plan a course of action. Instead, perception
directly leads to action.'® Brooks’ team has succeeded in building robots that can
move about a room without bumping into obstacles, an achievement that he
describes as approximating “simple insect level intelligence” (Brooks 1999, p. 98).
Moreover, Brooks’ claim isn’t that the interest of this work is limited to insect-
level cognition. He takes it to provide a model for understanding intelligent
behaviour in general, suggesting that “the subsumption architecture (or one like
it in spirit) can be expected to scale up to very intelligent applications” (Brooks
1999, p. 175).1

We do not see any reason to suppose that this approach is likely to “scale up” to
explain sophisticated human behaviour. Indeed, we would argue that Brooks has
not even begun to capture the complexity of insect behaviour, much less anything
that approximates human action. Consider the case of path integration discussed
earlier—something that ants can do. Path integration involves combining infor-
mation about changes in distance and direction. At a minimum, this requires
computations that have access to stored representations and hence cannot be
accomplished by action-guiding systems that respond merely to what is immedi-
ately perceived (Gallistel 1990). Or, to take another example, Brooks is likewise in
no position to explain the bee dance system of communication, in which bees
consolidate information about the physical movements of fellow bees with other
information (e.g., about food quality) and use this to determine whether to leave

1% See Chapter 22 for discussion of a strand of research in the embodied cognition framework that
argues for the related idea that there is a direct coupling between perception and action.

' Commenting on the provocative title of one of his papers (“From Earwigs to Humans”), he notes
that it alludes to the title of a paper that was a critical discussion of some of Brooks’ earlier work
(Kirsh’s “Today the Earwig, Tomorrow Man?”). Brooks writes that Kirsh’s title “was meant in a some-
what contemptuous spirit, arguing that behavior-based approaches, while perhaps adequate for
insect-level behavior, could never scale to human-level behavior. The Cog project, and in a little way,
this paper, are my response. Or, more precisely ‘Yes, exactly!”” (Brooks 1997, p. 301).
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the nest and, if so, which direction and distance to fly in, all the while compensating
for changes in the sun’s position owing to the amount of time spent in the nest
(Gould and Gould 1995; Chittka 2023). Moreover, these difficulties just scratch
the surface. In a great many cases, rich cognitive explanations are all but inevit-
able once we begin to look closely at what actual living insects can do.

Take the way that ants select a nest site. Franks et al. (2003) show that ants
(of the species Leptothorax albipennis) are sensitive to a number of factors,
including floor size, ceiling height, entrance size, darkness level, the hygiene of
the cavity, and the proximity of hostile ant groups. The ants exhibit consistent
ranked preferences for a range of such factors, both in pairwise choices between
potential nests, and choices among a larger range of options. Franks et al. were
able to rule out several relatively simple domain-general strategies (a satisficing
strategy, for example, where the nest with the highest value on the top ranking
feature is chosen, with ties decided by the highest value on the second highest
ranking feature, and so on). They conclude that ant colonies are using a weighted
additive strategy, “one of the most thorough, computationally expensive, and
time-consuming, decision-making strategies” (Franks et al. 2003, p. 222)." These
and other examples strongly suggest that Brooks has greatly underestimated real
insect-level intelligence and consequently that approaches like his subsumption
architecture underintellectualize the mind.

Of course, not all empiricists are as opposed to internal representational pro-
cesses as Skinner and Brooks. But even less extreme empiricists are prone to
overlook behavioural complexities that speak to how intricate the innate struc-
ture of the mind may be. Another example, a particularly ironic one for empiri-
cists, is their treatment of learning in terms of strengthened associative bonds.
Take conditioned learning. Empiricists have often maintained that the learning
that occurs (e.g., learning to press a bar after seeing a light) doesn’t require spe-
cialized mechanisms. It only requires a general capacity to strengthen an associ-
ation between seeing the light and pressing the bar (or a corresponding
association in the brain). The bond gets stronger when the interval between the
events is shorter and as the reward increases in intensity. Although this model has
been extremely influential, there is good reason to believe that conditioned learn-
ing is not simply a matter of strengthening an association but involves computing
the rate at which a contingency occurs.

C. R. Gallistel and John Gibbon (2002) show that empiricists have neglected
evidence, often available in the empiricists’ own data, that learned associations
are in fact independent of each of the standard empiricist factors that are sup-
posed to determine strength of association—the temporal closeness of the pair-
ing, the repetition of the pairing, and the strength of the reinforcement. For

" Interestingly, given that ants are not likely to make frequent use of this complex and domain-
specific inference procedure, there is good reason to favour a rationalist account of its acquisition.
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example, in standard bar press reward experiments, the temporal closeness of the
pairing of response and reward is not relevant, provided that the ratio between
(a) the time between trials and (b) the time between stimulus and reward is held
constant. On Gallistel and Gibbon’s rate estimation theory, this is because the
pairing of response and reward is highlighted when the contingency of the one on
the other is made salient by fixing this ratio. Empiricists, under the influence of the
bond strength model of conditioning, failed to consider this possibility. Much the
same applies to the other factors that allegedly determine strength of association.
These and related findings strongly suggest that the psychological mechanism
that supports conditioned learning is a more specialized mechanism than it had
been thought to be, perhaps one with an evolutionary history tied to foraging
behaviour.

Seeing the complexity of behaviour—people talking, ants going about their
business, etc.—is surprisingly difficult. As Chomsky (1972/2006) has noted:

One difficulty in the psychological sciences lies in the familiarity of the phe-
nomena with which they deal. A certain intellectual effort is required to see how
such phenomena can pose serious problems or call for intricate explanatory
theories. One is inclined to take them for granted as necessary or somehow
“natural”...we also lose sight of the need for explanation when phenomena are
too familiar and “obvious” We tend too easily to assume that explanations must
be transparent and close to the surface. (pp. 21-22)"

In responding to the charge that rationalists overintellectualize the mind, we have
pointed to a few instances where empiricists succumb to the opposite error—they
don’t posit enough cognitive structure. There are many further examples that we
could mention along these lines, but this is not the place for that. For present
purposes, our goal is simply to address objections to rationalism that are meant
to undermine the very need to undertake a detailed examination of the evidence
for rationalism. These few examples, we think, are more than enough to show
that an examination of the evidence is essential. Whether rationalists systematic-
ally overintellectualize the mind—or, for that matter, whether empiricists system-
atically underintellectualize the mind—is not a matter that can be settled in
advance of empirical inquiry, and is not really an independent question from the

" Historically, a further reason why philosophers have had trouble recognizing the complexity of
the mind is that they have relied too heavily on introspection. While this is not the case for contem-
porary philosophers whose work is informed by the cognitive sciences, philosophers who are some-
what at a distance from the scientific study of the mind may not realize that there is no longer any
serious scientific dispute about the enormous extent to which unconscious mental processes domin-
ate mental life and consequently about the fact that introspection is often a poor guide to how the
mind works. See, e.g., Searle (1992) for an example of a philosopher failing to appreciate this fact. It is
no coincidence that Searle is sceptical both about the unconscious and about standard rationalist
models of language acquisition.
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question of which type of account, rationalist or empiricist for any given psycho-
logical trait, is best supported by the available evidence.

Rationalism has a gene shortage problem. Another reason that rationalist accounts
have been taken to be not deserving of any real consideration is that they have
been thought to be inconsistent with what we have come to learn about the human
genome. For example, Paul Ehrlich has argued that rationalist views suffer from a
“gene shortage”. “Genes cannot incorporate enough instructions into the brain’s
structure to program an appropriate reaction to every conceivable behavioral situ-
ation or even to a very large number of them” (Ehrlich 2000, p. 124). Paul

Churchland, who has been a forceful critic of rationalist theorizing, agrees:

If we put Almighty God and Plato’s Heaven aside as nonstarters... [rationalism]
confronts the difficulty of how to code for the individual connection-places and
connection-strengths of fully 10'* synapses—so as to sculpt the target conceptual
framework—using the resources of an evolved genome that contains only
20,000 genes, 99 percent of which (all but a paltry 300 of which) we share with
mice, with whom we parted evolutionary company some fifty million years ago.
(Churchland 2012, p. 15)

Tempting as these views may be, they face a number of serious problems. One
issue is that it is simply not known how many genes are required to produce a
neural system that could subserve a given set of innate psychological structures
(that is, a given acquisition base, whether it be a rationalist or an empiricist acqui-
sition base). Churchland tells us that 20,000 genes are not enough. Other critics
running much the same argument (but on earlier estimates of the number of
genes in the human genome) claim that even twice that number still wouldn’t be
enough: “We have literally trillions of synaptic connections in our head. There is
no way even 40,000 genes could code for that exactly” (Buller and Hardcastle
2000, p. 314)."*

One reason for these critics’ confidence seems to be that they are assuming that
rationalists hold that every neuron and every connection between neurons must
be individually coded for by our genes. However, there is no reason to suppose
that rationalists are committed to this implausible view. As we saw in Chapter 2,
the central rationalist claim is about the character of the acquisition base.
Rationalists hold that there are a significant number of innate characteristically
rationalist psychological structures that play an important role in cognitive
development. The innateness claim here is that these psychological structures
are part of the acquisition base, that is, their acquisition is not mediated by

" For further examples of this type of argument against rationalism, see Bates et al. (1998);
Levinson (2003); and Evans (2014); among others.
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psychological-level processes. Since this in no way entails that the neural under-
pinning of these traits (much less the rest of the brain) is genetically specified on
a neuron-by-neuron and connection-by-connection basis, there is no reason why
rationalists must be committed to this view. And given its implausibility, it is
unsurprising that no one—rationalists included—actually supposes that there are
genes that specifically and individually code for each neural connection in the
human brain.

Nonetheless, the core idea behind the worry about a gene shortage is still one
that might be thought to challenge rationalism. Ehrlich, and others, can be read
as being sceptical of the idea that even “a very large number” of psychological
structures (representations, rationalist learning mechanisms, or resources in the
acquisition base that such learning mechanisms trace back to) could be innate
given the paucity of genes, a view that is much closer to mainstream rationalist
thinking. One might naturally suppose that, other things being equal, the richer
the acquisition base, the more difficult it is to explain its development on the basis
of a genome containing only 20,000 or so genes. So it is worth examining the
argument in more detail.

The first point to note is that the estimate of 20,000 genes concerns what we
will refer to as protein-coding genes."> Before we can discuss the significance of
this point, it will be useful to have some background in place. As is well known,
cell function and reproduction is governed by genetic material in DNA stored in
cells. DNA codes for proteins indirectly. DNA produces messenger RNA (mRNA)
through a process known as transcription. The structure of the mRNA molecules
that are produced mirrors the structure of the portions of DNA it is transcribed
from. These mRNA molecules are then used to produce particular proteins in a
process known as translation. In translation, sets of three of the mirrored units in
the mRNA known as codons are read off by cellular machinery, with each type of
codon corresponding to a particular amino acid building block of proteins (one
of the standard twenty amino acids in humans) or to a “stop” signal (which ter-
minates the protein construction process). Different proteins are composed of
different long strands of amino acids in different sequences drawn from this very
small set.

Proteins are of enormous significance in cells and organisms—in fact, it is
almost impossible to overstate their importance. Many key structural components

!> There are a number of reasons why this remains an estimate. Among other issues, small portions
of the genome have been relatively inaccessible to the technology that was used to determine the bulk
of the genome. And though there are reliable ways to predict which portions correspond to protein-
coding genes, the predictions are not yet definitive. A recent study aimed at comprehensiveness puts
the current estimate at 19,969 protein-coding genes (Nurk et al. 2022). In earlier work in molecular
biology, the term gene was exclusively used to refer to protein-coding genes. Today, however, it is com-
monly used in a broader way, which also includes stretches of DNA that code for other kinds of RNA
(besides mRNA) that are discussed below. For this reason, we use the term protein-coding genes—for
clarity—to refer specifically to genes that code for proteins.
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of cells are built out of proteins, and proteins underpin many specialized func-
tions of different types of cells—for example, the protein haemoglobin in blood
allows blood to transport oxygen, the protein rhodopsin in the eyes allows organ-
isms to detect light, and keratin proteins are key structural elements in skin, hair,
and nails. Proteins serve as intra- and intercellular signals. Antibodies are special-
ized proteins. Proteins combine together to form protein complexes that function
as tiny machines within cells with “nearly every major process in a cell [being]
carried out by [such] assemblies” (Alberts 1998, p. 291). Proteins are the primary
catalysts for chemical reactions within cells, being responsible for “almost all the
catalytic functions in” cells (Williamson 2012, p. v). And they are extraordinarily
effective in this role, enabling as much as a one-hundred-trillion-fold increases in
the rate of chemical reactions (Alberts et al. 2015, p. 58).

The core of the gene shortage argument is that 20,000 protein-coding genes is
not enough to support a rationalist account of the origins of the human mind.
Perhaps the thought is that 20,000 proteins just wouldn’t be enough to explain
both the development of our bodies and all the psychological structures rational-
ists take to be innate. However, there are several reasons why it is misleading to
focus on the figure of 20,000 here. First, though the one gene / one protein view
was once the received view, it isn’t any longer. Far more than 20,000 different
types of proteins are produced from our 20,000 protein-coding genes. One
reason for this is due to the phenomenon known as alternative splicing, which
is now thought to occur for 95% of human protein-coding genes. In producing
an mRNA transcript in the process of transcription, a long portion of DNA is
transcribed and then spliced with portions in the mRNA copy being systemat-
ically excised after the initial copy is made. Alternative splicing refers to the
fact that this editing process can be done in different ways, meaning that the
same stretch of transcribed DNA (that is, the same protein-coding gene) can
be used to produce different mRNA transcripts that can then be translated into
different proteins.

Alternative splicing can in principle produce an enormous number of different
proteins from a given protein-coding gene—in some cases, hundreds or even
thousands of different proteins (Alberts et al. 2015). Moreover, any given mRNA
transcript, including variants produced through alternative splicing, can produce
multiple different proteins through processes of post-translational modification,
where a protein that is generated through the process of translation can be modi-
fied after it is produced in a large variety of different ways. All of this yields many
further types of proteins. Indeed, although the total number of different types of
protein variants in humans is not known, when variation across humans is also
taken into account, the total number of protein variants produced by the human
genome is estimated to be in the millions (Twyman 2014; Aebersold et al. 2018;
Timp and Timp 2020). This strongly suggests that we shouldn’t put too much
weight on the number of protein-coding genes.
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A second, and more important, reason why it is misleading to focus on the
estimate of 20,000 genes is the discovery that our 20,000 or so protein-coding
genes account for less than 2% of the human genome (The ENCODE Project
Consortium 2012, p. 58). For many years, it was thought that the so-called non-
coding DNA was useless junk, a harmless but non-functional artefact of our evo-
lutionary history, much like a vestigial tail or appendix. But the monumental 2012
ENCODE study found that at least 80% of the genome is functional (The
ENCODE Project Consortium 2012, p. 57)."° While there is controversy about
precisely how much of the genome is functional (in part, turning on different
ways of characterizing what constitutes being functional), it is not controversial
that protein-coding genes are not the only important elements in DNA and that
significant portions of the genome beyond the 20,000 protein-coding genes are
enormously important to cell function. In retrospect, this is perhaps unsurpris-
ing. After all, the simple nematode worm Caenorhabditis elegans, which has only
302 neurons and (excluding gametes) roughly 1000 cells altogether (as compared
to our roughly eighty-six billion neurons and roughly thirty-seven trillion cells),
has a genome with roughly the same number of protein-coding genes as ours
(approximately 20,000) (The C. elegans Sequencing Consortium 1998). And the
genome of a widely cultivated form of rice (Oryza sativa L. ssp. indica) has more
than double the number in our genome (Yu et al. 2002).

It turns out that, while less than 2% of the human genome is protein coding, as
much 75% of the human genome may be capable of being transcribed, suggesting
that a large portion of the genome is involved in coding for something other than
proteins (Djebali et al. 2012). Much of this DNA seems to be involved in produ-
cing regulatory RNA products. Regulatory RNA plays a key role in gene expres-
sion, helping to determine where (in which cell types), when, how many copies,
and in which combinations transcripts are produced from different segments of
DNA (including protein-coding genes) and can control such processes as alterna-
tive splicing.”

To get a sense of the importance of regulatory RNA, consider how proteins
produce their effects. Proteins do not operate in a causal vacuum. Rather, any
effect they have depends on interactions with cellular machinery of various kinds.
Since a given protein’s effects may vary depending on the presence or absence of
other proteins, its effects may vary as a function of the synchronous activation

'° The Encyclopedia of DNA Elements Project (or ENCODE) aimed to “delineate all functional
elements within the human genome” (The ENCODE Project Consortium 2012, p. 58). Functionality
was operationalized as the participation “in at least one biochemical RNA- and/or chromatin-
associated event in at least one cell type”) (p. 57). As the ENCODE team notes, the 80% figure is likely
an underestimate, since they were not able to examine the activity of the genome in every cell type,
and portions of the genome with no assigned function in the examined cell types may well be func-
tional in unexamined cell types (p. 60).

7 Marcus (2004) emphasized the importance of regulatory genes in an early response to the gene
shortage argument.
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of a large number of genes. This coordinated activity in the genome is also
controlled by the regulatory RNA through selective activation of regulatory RNA
(by other regulatory RNA) in a complex hierarchical network of interrelations.
This network is only just beginning to be understood. But it is clear that by
controlling when, where, and in which combinations protein-coding genes are
activated, regulatory RNA can dramatically affect the impact that protein coding
genes have on cells and organisms.

In light of the major role that regulatory RNA seems to play, it is perhaps
unsurprising that, while the number of protein-coding genes is a poor indicator
of the organism complexity, organism complexity does correlate with the fraction
of the genome devoted to coding for regulatory RNA (Taft et al. 2007). In fact,
together with the phenomenon of alternative splicing, regulatory RNA is now
widely seen as the key to understanding why the number of protein-coding genes
dissociates so dramatically from measures of organismic complexity.'® Many see
the discovery of the major role of RNA produced by non-coding DNA (that is,
DNA that codes for RNA but that isn’t protein-coding DNA) as completely trans-
forming our understanding of the genome. For example, Nobel Prize winner
Thomas Cech and co-author Joan Steitz refer to a “noncoding RNA revolution”
in which “every established ‘rule’ seems destined to be overturned” (Cech and
Steitz 2014, p. 77). In a 2014 review of the role of regulatory RNA, Morris and
Mattick (2014) likewise suggest that we have to completely rethink even our most
basic assumptions about the genetic information:

in retrospect, it seems that we may have fundamentally misunderstood the
nature of the genetic programming in complex organisms because of the
assumption that most genetic information is transacted by proteins. This may be
true to a large extent in simpler organisms but is turning out not to be the case
in more complex organisms, the genomes of which seem to be progressively
dominated by regulatory RNAs that orchestrate the epigenetic trajectories of
differentiation and development. (p. 431)

Given this relatively recent appreciation of the enormous importance of regu-
latory RNA, we should expect to find substantial differences between the regula-
tory RNA of humans and organisms with simpler brains (e.g., mice). And this is
exactly what has been found. While the human genome and the mouse genome
are very similar in terms of protein-coding DNA, they differ dramatically in terms
of regulatory RNA (Yue et al. 2014).

'® 'We should note that at least some of the proponents of the gene shortage argument put the argu-
ment forward before the importance of alternative splicing and the role of regulatory RNA came to be
widely appreciated.
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In sum, the gene shortage argument goes wrong in a number of ways. It is
misleading to focus on the number of protein-coding genes. The one gene / one
protein idea is outdated—in principle many different proteins can be produced
from a single protein-coding gene because of such things as alternative splicing
and post-translational modification. By controlling when, where, how many, and
in which combinations proteins are produced, regulatory RNA has an enormous
impact on behaviour and ontogeny. Moreover, some of the implicit assumptions
connected with the argument are clearly false. For example, rationalism is not
committed to individual genes coding for each and every neuron and synaptic
connection. In addition—and this may well be the most important point here—
since no one knows how many genes or proteins are required to produce any
given acquisition base, claims that a given number of protein-coding genes
doesn’t suffice are groundless. It is crucial to bear in mind that it is very much an
open question how what happens at the level of proteins translates to the level of
psychological structures. Without a clear sense of how protein numbers constrain
varieties of psychological structures that can be produced, it is very much an
open question whether limitations in the number of proteins significantly con-
strain the possible varieties of psychological structures that could be present in
the acquisition base. Nature offers many examples where a relatively small num-
ber of different kinds of basic elements are capable of combining to generate
enormous variety (e.g., as we have noted, a mere twenty amino acids in various
combinations compose all of the myriad different proteins in humans, and just
one hundred or so basic chemical elements in various combinations compose
essentially all visible matter in the universe). So, for all we know, the components
that figure in the biological basis for developing the acquisition base are capable
of producing essentially any number of psychological structures as part of the
acquisition base. Of course, none of this constitutes a positive argument for
rationalism. But what it does show is that the gene shortage argument fails to
establish that rationalism should be rejected out of hand.

Rationalism is anti-developmental. Another objection that is often raised against
rationalism is that rationalists fail to recognize, or downplay to their detriment, the
fact that meaningful conceptual change takes place in development. This charge—
that rationalism is anti-developmental—is sometimes put by saying that when
rationalists find any evidence for the early presence of a target cognitive capacity,
they immediately jump to the conclusion that the full mature capacity is innate.
Haith (1998), for example, criticizes rationalists for using “indications for the earli-
est fragments of a concept as evidence for virtual mastery of the concept” (p. 168).
This hasty inference is said to reflect rationalists’ dichotomous thinking, in which
cognitive abilities are invariably assumed to be either wholly innate or learned.
Rationalists are said to be ignoring the possibility that development is piecemeal.
What may look like evidence for an innate cognitive ability to rationalists may just
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be an initial stage in development; the full cognitive ability might only be learned
over what may be an extended period in childhood. Prinz (2012) also makes this
objection, saying that “developmental psychology has forgotten all about develop-
ment and assumes that knowledge is already in place” (p. 109).

There are a number of problems with this type of objection. First, it is wrong to
associate rationalism with the view that psychological development doesn’t occur,
taking rationalists to suppose that infants are exactly like older toddlers, toddlers
exactly like preschoolers, and so on. Rationalists, just like empiricists, suppose
that development takes place. It is just that the mechanisms of development that
they posit are often different.”” Consider, for example, a rationalist theory of lan-
guage acquisition, in which the acquisition base is thought to incorporate the
principles of Universal Grammar. Such an account takes language acquisition to
be a gradual process and posits numerous distinct stages in the acquisition of
phonology, syntax, the lexicon, and much else. An example we encountered earl-
ier, in section 4.1, was the temporary stage in which some English-speaking chil-
dren adopt a set of linguistic principles that allows for sentences like “What do
you think what Cookie Monster eats?”, producing a pattern of speech that con-
forms to grammatical principles in German, Irish, and a number of other lan-
guages. Rationalists aren’t opposed to developmental changes, developmental
stages, or piecemeal acquisition. However, in rationalist theorizing, these changes
will often have a distinctively rationalist character.

Rationalists also recognize other forms of development, ones in which learning
doesn’t take place but changes in a child’s cognitive processes occur all the same.
One of these is when development is owing to processes of biological maturation.
Some cognitive traits may be innate (that is, part of the acquisition base) yet not be
present at birth. Such traits may not appear until later in life, in the life stage in
which they are needed (e.g., systems for mating or for parental care are of no use to
newborns). Another form of development that rationalists can point to in explain-
ing behavioural change relates to the competence-performance distinction that we
introduced in Chapter 2. This is development in performance factors that interact
with cognitive competences. In such cases, development most definitely occurs, but
what develops isn’t the basic competence. Rather, features of performance change
as other systems (e.g., memory, attention, or motor control) develop. Thus, even
when there are dramatic developmental changes, it remains an open question what
is driving the development: an empiricist learning process, a rationalist learning
process, maturation related to an innate competence, maturation or development
related to performance factors, or some combination of these possibilities.

' And, while they are different, it’s worth noting again that rationalist theories incorporate
domain-general learning mechanisms that operate alongside of rationalist domain-specific learning
mechanisms (see Chapter 2). So rationalists can and sometime do explain aspects of development in
much the same way as empiricists.
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What about the claim that rationalists mistake evidence for an early form of a
cognitive capacity to be evidence for the full-blown capacity? Here too the objec-
tion is misplaced. It is certainly true that in some instances rationalists maintain
that the full capacity is present (perhaps somewhat obscured by limiting perform-
ance factors), but rationalism is in no way committed to this always being the case.
As we have already seen in the examples discussed in Chapter 2 (involving
Euclidean geometrical concepts and concepts of natural numbers) and will see in
many more cases discussed in later chapters, rationalists often maintain that what
is innate simply provides a starting point for learning about a given domain. Such
a starting point might involve an innate rationalist learning mechanism, or one or
more innate resources involved in such a mechanism. It might also involve innate
representations that provide initial access to the domain in question, helping
learners to represent and attend to key objects, events, or properties. Moreover,
these innate starting points for development may not only be immature or incom-
plete. They may even be substantially altered or overridden later in development.
The value of having innate rationalist structures that provide some form of initial
access to a domain isn’t that it gives children a fully articulated adult-like response
to items within the domain. It’s that it gets children past what may be the biggest
stumbling block to development—being able to represent the often abstract and
peculiar items in the first place (things like other people’s mental states, numerical
quantities, and instances of physical causation).*

Rationalism is committed to primitives whose origins are unexplained or even unex-
plainable. Another way in which rationalism has been said to marginalize develop-
ment is by positing developmental primitives that are thought to be inherently
problematic. Lewkowicz (2011) writes that “rationalists believe that evolution has
endowed the human species with something like primitives, core cognitive capaci-
ties, or principles that are directly related to specific domains of knowledge includ-
ing language, object, number, geometry, space, social relations, morality, and
religious belief” (p. 333). According to Lewkowicz, the problem with positing such
primitives is that their origin is left entirely unexplained: “even if one assumes that
primitives exist, their development must be explained too. Instead of doing so,
nativists ask us to take their existence on faith” (p. 356). Likewise, Spencer,
Samuelson, et al. (2009) note that “positing innate building blocks does not inform
our understanding because, as Moore (2009) correctly points out, building blocks
must themselves be built” (p. 104). Indeed, Spencer, Samuelson, et al. go even fur-
ther, taking rationalists to be committed to primitives that are entirely uncaused
and hence inexplicable, writing that “‘primitives’ are not developed or derived from
anything else” (p. 79; emphasis in original).

2 For further discussion of how the need to overcome this stumbling block supports the case for
rationalism, see Chapter 12.
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Are rationalists really committed to primitives with unexplained origins that
must simply be accepted on faith or whose origins are in principle inexplicable?
The answer is “no”. While it is true that rationalist are committed to psychological
structures that are primitive, these primitives are not accepted merely on faith
and they are not primitive in the problematic senses of “primitive” that these crit-
ics are assuming. The only sense in which rationalists are committed to explana-
tory primitives is in the sense of there being innate psychological structures in the
acquisition base, as was explained in Chapter 2. This means that while these
structures are involved in psychological processes that account for the develop-
ment of further psychological traits, there is no psychological explanation for
their origins. But rationalists don’t think that there is no explanation of their
development at all—that the origins of these structures is completely inexplic-
able. The primitives that rationalists posit are part of the acquisition base, which
means that they are primitive relative to the psychological level of explanation
(they are not acquired via psychological-level processes). They are not primitive
relative to all processes of acquisition; they don’t materialize out of thin air.
Instead, they are acquired by biological processes operating within the develop-
ing organism that are not at the same time psychological processes—in particu-
lar, they are not learning processes.

Primitives in this sense are essentially mandatory when explaining the devel-
opment of psychological traits. As we argued in Chapter 2, any theorist at all who
holds that there are psychological traits—whether they are a rationalist or an
empiricist—has no choice but to accept there are psychological traits that are
primitive in this sense, which aren’t acquired via a psychological processes. Given
the importance of this point, it is worth working through the argument for it once
more. Consider a given psychological trait, T. Trait T is either acquired via a
psychological-level process or not. If it isn’t, then T itself is primitive in the rele-
vant sense and we could just stop here—there would be no question about the
existence of primitive psychological traits. So let’s suppose that it is acquired via a
psychological process and that there is a psychological mechanism involved in its
acquisition, which we will call LM1 (for learning mechanism 1). Now we have to
ask whether LM is acquired via a psychological-level process or not. Again, if
it isn’t, then LM1 is primitive in the relevant sense, and we have arrived at the
conclusion that there is at least one psychological primitive. To avoid this, we'd
have to say that LMI is acquired via a psychological process that involves a sec-
ond learning mechanism, LM2. Clearly this process cannot go on forever, with
LM2 being acquired by LM3, LM3 being acquired by LM4, and so on, ad infini-
tum. This would require that before a mind could possess a single psychological
trait, it would already have to possess infinitely many prior learning mechanisms.
(The only other alternative—but not a real possibility since it is viciously circular—is
a situation where something like this occurs: LMI is learned by using LM2, LM2
is learned by using LM3, and LM3 is learned by using LM1.)
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Empiricists, then, are committed to the existence of innate primitives in exactly
the same sense as rationalists and for exactly the same reasons that rationalists
are. Of course, empiricists will not posit the same set of innate primitives as
rationalists. Empiricists will posit primitives appropriate to an empiricist acquisi-
tion base, while rationalists posit primitives appropriate to a rationalist acquisi-
tion base. But the primitives that each type of theorist posits will be primitive in
exactly the same sense. And while the origins of such primitives will not be
explicable at the psychological level, this does not make them mysterious or
unnatural as their origins will be explicable in terms of biological processes oper-
ating within the developing organism (even if the details of such explanations are
not presently known).

Rationalism implies that psychological traits and human behaviour are inflexible.
Another objection often levelled against rationalism is that it does not sufficiently
allow for cognitive and developmental flexibility. This type of objection comes in
a variety of forms, some of which are more focused on the flexibility of mental
faculties and the psychological traits involved in development and others of
which are more focused on the flexibility of human behaviour and social
structures.

As applied to innate psychological traits, the main worry is that rationalist
accounts imply that innate psychological traits are fixed and unchangeable, espe-
cially general traits and aptitudes, such as personality traits, intelligence, or gen-
eral cognitive abilities, such as a talent for science or music. The objection here is
that it is a major mistake to view psychological traits in this way and that rational-
ists are forced to view them in this way. Perhaps the most prominent versions of
this general type of objection, however, focus on the flexibility of human behav-
iour, and charge that rationalist accounts are incompatible with such flexibility.
An especially strong form of this objection claims that because rationalism is
committed to an erroneous picture of the mind in which environmental cues
activate innate domain-specific mechanisms causing them to issue in specific
types of behaviour, this means that once a critical environmental condition is
encountered, the corresponding behavioural outcome is all but inevitable.
This objection has particularly been raised against rationalist theories associ-
ated with evolutionary psychology and evolutionary theorizing about the
mind. The perceived inevitability of the resultant behaviour has been
described as a pernicious form of determinism and reductionism. As Hilary
and Steven Rose (2000) remark, “This new determinism...claims...our
biology is our destiny, written in our genes by the shaping forces of human
evolution through natural selection and mutation” (p. 4). And Steven Rose
(2000) adds that “[evolutionary psychology] offers yet another reductionist
account in which presumed biological explanations imperialise and attempt to
replace all others” (p. 247).
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Related criticisms of rationalism have also been given regarding the societal
implications that critics take to be (or to be seen as) a consequence of such inflex-
ible forms of behaviour. One of these associates rationalism with patriarchy, the
idea being that if rationalism were true, then there would be no way of avoiding a
patriarchal division of labour. For example, Eagly and Wood (2011) remark that
the debate between evolutionary psychology and many of its critics comes down
to a disagreement about “the potential for change in female and male behavioral
patterns” (p. 759). Eagly and Wood take the critics of evolutionary psychology to
hold that these patterns are malleable but take evolutionary psychologists to
deny this:*'

[E]volutionary psychologists...view sex differences, especially male-female
inequality, as inevitable consequences of evolutionary adaptations and therefore
as largely unresponsive to socioeconomic and political changes in society. Their
essentialist explanations of sex differences are rooted in Darwinian sexual selec-
tion theory, which has fostered the view that male dominance and female
dependence derive from inherited dispositions. (p. 759)

In our view, it is a mistake to think that rationalism—including rationalism as
developed in many accounts in evolutionary psychology—entails that human
behaviour is inflexible or that patriarchy (or any other similarly objectionable
social arrangement) is an inevitable feature of human social life.**

' Eagly and Wood frame this as a debate between feminists and evolutionary psychologists. Since
evolutionary psychologists have at times adopted a condescending and dismissive attitude towards
explanations suggested by theorists who have self-identified as feminists, this framing is understand-
able. But as we see it, framing the debate in this way is also unfortunate both because it may discour-
age theorists who see themselves as falling into one of these groups from productively engaging with
theorists taken to be in the other group and because there is no reason why theorists cannot be both
evolutionary psychologists and feminists. In fact, there is now arguably substantial overlap of exactly
this kind, with many evolutionary psychologists considering themselves to also be feminists. In a
report on the number of women working in their field, Frederick et al. (2009) remark: “As feminists
and evolutionary social scientists, we agree that studies of women’s psychology have lagged behind
those of men in the social sciences and that the field of evolutionary social science was historically
male-dominated (as is true of most academic fields)...Today, one third of evolution and human
behavior and human nature authors are women (January 2001-March 2008), as are one third of cur-
rent editors and three of the five chief editors. Among the younger generation, 40% of poster present-
ers (typically graduate students) at the 2007 Human Behavior and Evolution Society were women.
The increasing presence of women in evolutionary social science has coincided with an explosion of
research concerning womenss lives and sexuality” (p. 302).

> Even though rationalism doesn’t entail inflexibility, the belief that a person’s nature is fixed and
immutable can be inimical both to personal development and to improvements in relations among
conflicting groups. There is research suggesting that introducing the idea that people’s psychology is
mutable helps to increase people’s ability to succeed in areas they would otherwise take to go against
their nature (Dweck 2006) and even to increase the extent to which individuals from groups in long-
standing conflicts view compromise as a genuine option (Halperin et al. 2011). This is another reason
why it is important for rationalists to emphasize the fact that rationalism is a thesis regarding the
character of the acquisition base and does not entail fixed or immutable cognitive or behavioural
outcomes.
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Let’s start with the concern about the fixed nature of innate psychological
traits. The easiest way to see that this worry about rationalism is misplaced is to
return to the characterization of rationalism that we developed in Chapter 2. On
this account, rationalism’s central claim is that the acquisition base isn’t confined
to domain-general learning mechanisms and that it also includes many charac-
teristically rationalist psychological structures (such as innate concepts or innate
domain-specific resources that rationalist learning mechanisms trace back to).
These psychological structures in the acquisition base are understood to be innate
in the sense that they aren’t acquired on the basis of more fundamental learning
mechanisms. Rationalism needn’t—and doesn’t—hold that innate psychological
traits cannot be changed, overridden, or even eliminated in the course of devel-
opment. And general traits like intelligence and aptitudes for things like mathem-
atics, science, and music are all demonstrably open to a substantial amount of
change, all of which is perfectly compatible with rationalism. In later chapters, we
will see numerous examples in which rationalist theories of development fully
embrace the fact that innate psychological structures can be altered or supplanted
in the course of development and the fact that psychological traits can undergo
extensive development and can be subject to an enormous amount of cultural
variation.

When the objection to rationalism is developed in a way that implies that both
the psychological traits acquired via rationalist learning mechanisms and the
human behaviour that stems from them are inflexible, it is problematic in other
ways as well. In particular, this way of objecting to rationalism implicitly takes
rationalism to be committed to the view that behaviour is governed by behav-
ioural programmes that operate like reflexes. However, this is an erroneous view
of how rationalists generally explain human behaviour. It is certainly true that
there are cases where animals have psychological mechanisms that lock them into
a fixed behavioural response. For example, Lettvin et al. (1959) explain how feed-
ing behaviour in frogs is grounded in a simple mechanism that is responsive to a
single narrow stimulus condition:

The frog does not seem to see or, at any rate, is not concerned with the detail of
stationary parts of the world around him. He will starve to death surrounded by
food if it is not moving. His choice of food is determined only by size and move-
ment. He will leap to capture any object the size of an insect or worm, providing
it moves like one. He can be fooled easily not only by a bit of dangled meat but
by any moving small object. (p. 1940)

If the psychological traits acquired by innate special-purpose learning mech-
anisms that rationalists postulate all functioned in this way, then human behav-
iour would indeed be inflexible. And perhaps it is understandable that some of
rationalism’s critics who push this type of objection suppose that rationalism’s
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resources are like behavioural reflexes, as these critics’ views are sometimes more
informed by the sociobiology of the 1970s than contemporary rationalist psych-
ology. Sociobiology in its heyday did see much speculation about simple mechan-
isms for controlling behaviour in humans (Laland and Brown 2002). However,
contemporary rationalist theories rarely postulate behavioural programmes of
this kind. Rather, they take behaviour to depend upon the interaction of many
cognitive systems. On this approach, how one behaves isn’t dictated by the activ-
ities of any one of these systems. It emerges from many factors, including which
other systems are operative and how they are related to one another in general
and at the moment at which the behaviour occurs. These further systems will
include, among others, such things as internalized cultural norms, social roles,
and stereotypes, all of which are both changeable and exert an enormous influ-
ence on behaviour (see the discussion below of women in engineering).

Finally, as we have noted a number of times, rationalism isn’t opposed to learn-
ing. On the contrary, rationalist theories incorporate the idea that development
often involves learning and consequently that a developmental outcome is sensi-
tive to the details of a learner’s experience. This means that rationalism allows for,
and in fact predicts, a fair amount of behavioural and cognitive variability across
populations and individuals. Rationalist learning mechanisms may be focused on
a particular domain, but they can be responsive to variations in this domain, so
that different life experiences lead to different behavioural proclivities—ones that
are more suited to the respective environments in which the learning took place.”®
In addition, it is important to remember that rationalism also embraces general-
purpose learning mechanisms; it just holds that these mechanisms don’t on their
own suffice to explain what the mind can do and that many special-purpose
learning mechanisms are needed too (see Chapter 2). So rationalists are free to
accept that much environmental sensitivity arises from the operation of general-
purpose mechanisms that are responsive to variation in the environment, or from
the interaction of rationalist learning mechanisms or the innate characteristically
rationalist psychological structures that they trace back to. We can see, then, that

* There are a number of ways in which a rationalist learning mechanism might work, and this
introduces further respects in which a rationalist cognitive architecture can exhibit environmental
sensitivity. For example, one type of rationalist learning mechanism has much of its basic structure
already in place, and its learning consists in its sampling the environment to select among a small
number of critical innately specified options (e.g., the parameter-setting model in syntax). A rather
different type of rationalist learning mechanism might provide a learner with a schematic cognitive or
behavioural response to items of a certain type, leaving experience to fill in which items in the envir-
onment instantiate this type (see, e.g., the discussion of rationalist mechanisms for responding to
dangerous animals and plants in Chapters 14 and 19). A third type of rationalist learning mechanism
might provide a learner with initial access to a given domain and the motivation to track items in this
domain, but be open to discovering the sorts of information that might be relevant to explaining pat-
terns in this domain (see, e.g., the discussion of how infants learn about physical objects in Chapters
14 and 17). This list isn’t meant to be exhaustive, but merely to convey that there are a number of dif-
ferent types of rationalist learning mechanisms and that each of these offers its own type of behav-
ioural flexibility.
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rationalists aren’t lacking for resources to explain the flexibility of human
behaviour.**

Let’s turn now to the charge that rationalist mechanisms would still restrict
human behaviour in ways that would necessitate contentious forms of interper-
sonal relations—for example, social arrangements like a patriarchal division of
labour. We should first note that it is true that some rationalist theorists, and in
particular some rationalist evolutionary theorists, have advocated theories of
innate sex differences that they have thought are bound to lead men and women
to occupy different positions in social life, including the workplace. For example,
Eagly and Carli (2007) quote Kingsley Browne, a law professor and evolutionary
theorist, as holding that “Across human history, male status has led to greater
reproductive success, leading to a predisposition among males to engage in the
kinds of status competition that today so often have workplace implications”
(Browne 2002, p. 117; Eagly and Carli 2007, pp. 29-30). Elsewhere Browne has
alleged that “men’s temperament gives them an advantage” in the workplace and
that this has the consequence that “women will be forever consigned to lower
status” (Browne 1999, p. 57; quoted in Eagly and Carli 2007, p. 30). Others have
held that evolutionary considerations show that, in light of innate sex differences,
women are unlikely to succeed in specific fields. For example, Ellis (2011) claims
that, even in an environment maximally conducive to developing engineering
skills in women, “only a minority of engineers will be females because few have
brains that are configured for the sort of spatial-mathematic reasoning that will
sustain an interest in such an area of study” (p. 711).

We can certainly see how views like these might lead theorists to be hostile
towards evolutionary theorizing, and perhaps rationalism in general, taking such
theorizing to be more interested in promoting a social and political agenda than
in discovering the truth about the origins of social roles. This makes it all the
more important to recognize that there is no inherent link between rationalism
and views like these. As we have been emphasizing, rationalism is about what is
in the acquisition base. But exactly which structures are in the acquisition base,
whether they lead to sex differences in cognition, and whether such differences

?* Another way of interpreting the objection that rationalism entails behavioural inflexibility—one
that is closely linked to the charge about biological determinism—is as a worry about rationalism’s
reliance on law-like casual generalizations in its explanation of behaviour. It is certainly true that
many rationalists understand human behaviour in such terms. However, this broad orientation is
hardly unique to rationalists; it is just as common for empiricists to understand human behaviour in
precisely the same terms. It should also be noted that taking behaviour to be the product of law-like
casual generalizations does not entail determinism. Rationalism (like empiricism) can be developed
in ways that make behavioural outcomes probabilistically related to stimuli, rather than deterministic-
ally related to them (no doubt, this is how many psychologists view the matter). And regardless of
whether behavioural outcomes are deterministic or probabilistic, rationalists and empiricists can both
avail themselves of the same options regarding the philosophical problem of free will (e.g., both can
adopt a compatibilist metaphysics, or, for that matter, a libertarian metaphysics). For more on the
different philosophical positions in the free will debate, see Kane (2005).
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place significant constraints on human social relations are further issues that are
very much up for debate within rationalist circles. The problem with views like
Brown’s isn’t that they are rationalist views, it’s that they are wrong.

Many rationalists, including many evolutionary psychologists, claim that there
are no innate sex differences that push men and women into different occupa-
tional roles or that imply that men are better equipped to achieve higher status in
the workplace or in other areas of social life. To illustrate this type of rationalist
perspective, we will briefly consider the example of the demographics in the field
of engineering. Despite substantial advances in the representation of women in
many occupations in recent decades, women continue to be greatly underrepre-
sented in this corner of the workplace. Why is that? Ellis’s explanation is that
there are innate sex differences in spatial and mathematical abilities and that
these put women at a disadvantage in areas that depend heavily on spatial and
mathematical reasoning. But a competing explanation—one that many rational-
ists endorse—is that various social factors work together to account for why there
are so few women in this and related fields. We will mention just a few important
social factors, drawing on an analysis given by Elizabeth Spelke, a leading figure
in developmental psychology and herself a noted rationalist (Edge 2005;
Spelke 2005).

One of the key points that Spelke highlights is the fact that in many societies
boys and girls are assumed to have different qualities and aptitudes from the
moment they are born. For example, in one study, parents who had just learned
the sex of their baby described their newborns differently. The boys were
described as being stronger, sturdier, and heavier than the girls. But independent
assessments of these children found no such differences. The boys and girls were
indistinguishable when it came to their true strength, coordination, and weight
(Rubin et al. 1974; Karraker et al. 1995). Spelke also points out that adults con-
tinue to have similar biased perceptions of children as they grow up and that
these biases are commonplace. Although 12-month-old boys and girls have equal
motor abilities, parents don’t see it this way. When asked to predict whether their
child would be able to successfully crawl down a ramp, parents have been found
to be more confident that their child can do this if the child is a boy (Mondschein
et al. 2000). In another study, parents of sixth graders were examined regarding
their views of their child’s mathematical abilities. It was found that sons were
thought to be more talented at mathematics than daughters, contrary to any
objective measure—the boys and girls did equally well on standardized tests,
were receiving similar grades in the classroom, had equal interests in mathemat-
ics, and so on (Eccles et al. 1990).

Other work has confirmed that parents’ and educators’ beliefs about children’s
mathematical abilities directly influence children’s self-perceptions of their own
abilities (Tiedemann 2000). Given widespread stereotypes about gender and
mathematical ability, these self-perceptions can lead to stereotype threat, a
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cognitive phenomenon where performance is impaired in light of a stereotype
that one’s group performs poorly in a given domain (Inzlicht and Schmader 2012;
Spencer et al. 2016). For example, in one study, women underperformed on a dif-
ficult math test when they thought that the test was likely to show sex differences
in performance (the usual negative stereotype), but when they were told in
advance that men and women do equally well on this type of test, the underper-
formance vanished (Spencer et al. 1999). The impact of stereotype threat on
women’s performance in mathematics has been replicated many times in numer-
ous circumstances (Spencer et al. 2016). What this work shows is that women are
at a disadvantage in many settings that lead up to a career in engineering—not
because of a difference in aptitude for mathematics, but because of mistaken
expectations that women aren’t well suited to this kind of work.

Stereotype threat exists in part because of the prevalence of a negative stereo-
type. Another social factor that differentially affects men’s and women’s career
prospects is the widespread prevalence of implicit bias, a form of prejudice that
largely operates at the unconscious level and that is present even in people who
have no conscious explicit prejudices against a given group.”® Implicit bias can
hold women back from awards, jobs, promotions, and other forms of career
advancement. In one study, professors were asked to evaluate CVs of candidates
for a tenure-track position, where the name on a CV was randomly varied to indi-
cate that the candidate was male or female (Steinpreis et al. 1999). It was found
that when comparing average CVs, male and female professors rated a CV more
favourably if the candidate was thought to be a man. For example, the same num-
ber of publications was considered to indicate a high level of productivity when
the candidate’s name was “Brian’, but was considered insufficient when the candi-
date’s name was “Karen”°

There can be little doubt that all of these social factors have a cumulative
impact.”” As Spelke has remarked, “From the moment of birth to the moment of

** Implicit bias even operates in people who are members of the group that is the object of bias. For
example, female academics (who generally hold no explicit biases against women’s academic ability)
are subject to the judgement biases we describe below just as much as their male counterparts.

*¢ Fortunately, there has been some progress on the question of how to mitigate the harmful effects
of stereotype threat and implicit bias. For example, it has shown that strong positive role models are
helpful in reducing stereotype threat (McIntyre et al. 2003), and that teaching women about stereo-
type threat helps to reduce its effects during mathematics examinations (Johns et al. 2005). Policies
such as anonymous marking and anonymous reviews of CVs, writing samples, and so on, can also go
some way towards eliminating the harmful effects of implicit bias. For work addressing these issues in
philosophy, see Antony (2012) and Saul (2013).

¥ An interesting example of the complexity of interacting social factors can be found in work on
why there have historically been fewer women than men studying computer science and why women
who have studied computer science have often left the field. Margolis and Fisher (2002) have docu-
mented many ways in which women were deprived of essential precollege experience with computers
and discouraged from pursuing computer science before and during college. Moreover, this discour-
agement came from all directions—from parents, teachers, and peers—and was exacerbated by the
structure of the standard computer science curriculum. These negative experiences often led young
women to have unwaranted doubts about their capacity for doing a computer science degree.



OBJECTIONS AND REPLIES 139

tenure, throughout this great developmental progression, there are unintentional
but pervasive and important differences in the ways that males and females are
perceived and evaluated” (Edge 2005). For present purposes, what we want to
emphasize is that this likely alternative explanation for why women aren’t as well
represented as men in certain occupations is perfectly compatible with rational-
ism. As we noted earlier, Spelke’s own rationalist views includes a commitment to
innate representations and innate domain-specific systems for representing and
reasoning about physical objects, agency, numerical quantity, geometry, and lan-
guage (Spelke 2003, 2022). But this commitment doesn’t prohibit her from hold-
ing that social factors, not innate sex differences, are the key to explaining why
there continue to be relatively few female engineers.

We can also see from Spelke’s analysis that the goal of achieving the sort of
positive social change that is associated with feminist social critiques doesn’t turn
on the rejection of rationalism and that such concerns shouldn’t be at issue when
taking a stand on the rationalism-empiricism debate. As the feminist—and
rationalist—philosopher Louise Antony has remarked,

I believe that the fear that any concession to nativism can and will be used
against [feminism] largely explains the unfortunate bias of many feminist and
progressive theorists toward radically empiricist, social constructivist views of
language and the mind, and their correlative hostility toward nativist accounts
of the sort proposed by Noam Chomsky in linguistics and by many in cognitive
psychology. The result, in my opinion, is a truly unfortunate disjunction
between empirically well-grounded work in cognitive science and feminist dis-
cussions of language and the mind. (Antony 2000, p. 10)

Spelke’s analysis of why women aren’t as well represented as men in engineer-
ing highlights how a rationalist cognitive architecture doesn’t force any particular
social outcome. There is nothing about rationalism per se that says that society
has to recognize that people are bound to be more suited to certain occupations
because of their gender. More generally, rationalism does not entail that innate
psychological structures in the acquisition base or the products of rationalist
learning mechanisms—or behaviours that are dependent on either of these
things—are inflexible. Rationalism is perfectly compatible with both change and
variable outcomes. This is a good thing as there is overwhelming reason to sup-
pose that both mundane psychological traits and many of the psychological traits
that are the most highly valued and closely associated with being human, from
musical or artistic ability to intelligence and abstract reasoning ability, can be
dramatically affected by environmental factors, practice, and training (Dweck
2017; Nisbett 2009). Our focus in this book is not with the origins of such general
capacities or with how these lead to differences in individuals’ aptitudes, but rather
with the origins of human concepts. However, the moral here is the same in both
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cases. Human behaviour, and the psychological traits that underpin it, are indeed
flexible, but this fact in and of itself is just as compatible with rationalist accounts
of the mind as it is with empiricist accounts.

Rationalism is undermined by the explanatory failures of adaptationist theorizing.
The last objection to rationalism that we will consider in this chapter stems from
the association of evolutionary psychology and evolutionary theorizing about
adaptive features of the mind with rationalism.?® This association is seen by some
as a major strike against rationalism because the field of evolutionary psychology
has been taken by many to be riddled with theoretical confusion.

For those who are opposed to any connection with evolutionary theorizing, it
should be noted that rationalism does not require accepting an evolutionary or
adaptationist perspective, and in fact some rationalists have shown a great deal of
scepticism about adaptationist theorizing about psychological traits (e.g., Fodor
2000). And evolution and adaptationism play no direct role in our characteriza-
tion of rationalism (or empiricism) (see Chapter 2). So evolutionary approaches
and adaptationist theorizing aren’t essential to maintaining a rationalist position.
Nonetheless, in our view, evolutionary theorizing can be a valuable tool in gener-
ating hypotheses about the mind and suggesting productive avenues of research.
Our aim here is not to provide a full evaluation of evolutionary psychology or
evolutionary theorizing about the mind, but instead just to address some com-
mon charges that have been made against this work that have been taken to bear
on the status of rationalism. In particular, we will focus on three recurrent charges
that claim that, in one way or another, such theorizing is fundamentally flawed
and can simply be dismissed without careful consideration of individual claims
or hypotheses.

The first is that theories in evolutionary psychology are nothing more than
just-so stories—fanciful, purely speculative hypotheses that aren’t supported by
any evidence. This charge, which we mentioned in Chapter 1 as a worry in con-
nection with the example of geometrical concepts, derives from Gould’s critique
of sociobiology: “Rudyard Kipling asked how the leopard got its spots, the rhino
its wrinkled skin. He called his answers ‘Just So stories. When evolutionists study
individual adaptations, when they try to explain form and behavior by recon-
structing history and assessing current utility, they also tell just-so stories” (Gould
1978, p. 530). As we noted in Chapter 1, much the same criticism is now routinely
made against evolutionary psychology.”” What this comes to is the charge that it
is a trivial matter to devise an account that postulates an innate psychological

?* For overviews of the field of evolutionary psychology, see Buss (2015, 2019) and Barrett (2015).

* Recall from Chapter 1 that Fodor alluded to “the outpouring of just-so stories by which the
mainstream of evolutionary cognitive psychology is very largely constituted” (Fodor 2001, p. 627).
For further examples of this charge, see S. Rose (2000) and Richardson (2007).
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trait and an accompanying “explanation” of its adaptive function, or to come up
with multiple accounts with no serious way to choose between them. Often this
same point is made by saying that evolutionary psychology’s theories are untest-
able, since they make substantial assumptions about inaccessible features of the
distant past regarding the environments in which much of human evolution took
place, the environment of evolutionary adaptiveness (or EEA). As Gould puts it,
“claims about an EEA usually cannot be tested in principle but only subjected to
speculation...how can we possibly know in detail what small bands of hunter-
gatherers did in Africa two million years ago?” (Gould 2000, p. 100).

Second, evolutionary psychologists are said to see adaptations everywhere, or
to be panadapatationists who hold that nearly every psychological trait is an
adaptation. Critics see this as meaning that evolutionary psychologists thereby
ignore the significance of evolutionary processes other than natural selection
(e.g., genetic drift) and the possibility that any given trait could turn out to be a
byproduct of selection rather than one that was selected for as such. Gould has
even suggested that, for all we know about the evolution of the mind, very few
psychological traits may turn out to be adaptations: “Natural selection made the
human brain big, but most of our mental properties and potentials may be
spandrels—that is, nonadaptive side consequences of building a device with such
structural complexity” (Gould 2000, p. 104).

Finally, the third charge is that explanations in evolutionary psychology are
really pseudo-explanations because they are so flexible that they can accommo-
date nearly any behavioural outcome. Dupré (2001) voices this objection using an
example taken from the study of human mating behaviour. He notes that evolu-
tionary psychologists have attributed to women a mating psychology for long-
term pair bonding, and that, at the same time, they have attributed to women an
evolved mating psychology for short-term mating outside of a long-term partner-
ship. The result is that, however a woman behaves, there is a mechanism that can
be invoked to accommodate the behaviour. Thus “the theory is almost infinitely
malleable and consequently empirically empty” (p. 64). Likewise, H. Rose (2000)
mentions an example in which evolutionary psychologists have postulated sys-
tems that dispose a mother to be protective of her newborn and also systems that
promote abandoning an infant in certain extreme conditions. “Used like this
selection explains everything and therefore nothing” (p. 123).

What should we make of these criticisms? Let’s start with the allegation that
evolutionary psychology is little more than a collection of just-so stories. In our
view, this objection can be seen to be misplaced once one is clear about the stand-
ard methodology that guides much of the research in evolutionary psychology.
This research proceeds by using evolutionary thinking to devise hypotheses
regarding the innate structure of the mind, hypotheses that are informed by cur-
rent views about the conditions in which humans lived for the vast majority of
the existence of our species. Once a hypothesis is on the table, it is then subject to
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experimental testing in exactly the same way that any other psychological theory
is tested. As David Buller (a staunch critic of evolutionary psychology) puts it,
evolutionary psychology proposes “to discover our universal human nature by
analyzing the adaptive problems our ancestors faced, hypothesizing the psycho-
logical mechanisms that evolved to solve them and then testing those hypotheses
using standard-fare psychological evidence” (2009, p. 76).>°

Given this methodology, it should be clear that the charge that evolutionary
psychology’s theories are merely just-so stories doesn’t hold up. After all, they are
tested in exactly the same way that other psychological theories are tested. Hence
they aren’t any more speculative or fanciful than psychological theories that
aren’t grounded in evolutionary thinking (e.g., standard psychological theories of
memory, attention, or decision making). Many of evolutionary psychology’s
hypotheses may well turn out to be false—a likely outcome given that many
hypotheses in any area of science will turn out to be false—but they shouldn’t be
discounted simply because they derive from views about the evolution of our spe-
cies. In evaluating a hypothesis, the origin of the hypothesis shouldn’t matter.
What we need to focus on is the evidence for or against the hypothesis, regardless
of why the hypothesis was initially proposed.”

The contention that we aren’t in a position to know anything about the EEA—
and that this makes theories in evolutionary psychology untestable—is also
unwarranted. Gould and others talk as if we can’t make any reasonable conjec-
tures about the physical and social environments of our ancestors, that views
about the EEA are nothing but pure speculation. But while it is true that we lack
direct evidence regarding many important details, information from different
disciplines can be combined to form a reasonable picture of some of these condi-
tions, including information from behavioural ecology, evolutionary biology,
genetics, palaecoanthropology, hunter-gatherer archaeology, primatology, and
the anthropology of living hunter-gatherers (Tooby and Cosmides 2005). For
example, there is little question that our ancestors were omnivores. The
fossil record includes evidence of sites where ancestral hominids extracted
animal products, and this is consistent with practices found in contemporary

% See Buss (2019) for many specific examples of psychological experiments that have been used to
test hypotheses about psychological traits that have their origins in evolutionary thinking.

*' Precisely the same point holds for hypotheses that reflect a theorist’s social values and political
viewpoint, for example, hypotheses that have been put forward by theorists hoping to promote gen-
der equality. As Eagly and Wood note: “One avenue to defusing nonproductive name-calling is to
accept that the source of hypotheses should not be a central issue in science. Whether ideas come
from political preference, observations of everyday life, intuition, or prior science, they should be sci-
entifically tested, subjected to methodological critique, and replicated to test their generalizability
beyond the initial demonstration. Therefore, the argument should not be about whether feminists
and evolutionary psychologists possess values that influence their scientific activity. Surely they do.
Scientists’ values influence their choice of hypotheses and research methods as well as their interpret-
ations of their findings. Nevertheless, debates should properly focus on the reasoning and research
offered by these scientists, regardless of their political persuasions” (Eagly and Wood 2011, p. 760).
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hunter-gatherers. Similarly, there is little question that ancestral hominids faced
exposure to dangerous toxins and pathogens (including meat-borne bacteria and
fungi) and that ancestral hominids, like other animals, had to deal with danger-
ous predators. Such facts about the ancestral world—and there are many like
this—can guide psychological research by helping researchers to form valuable
hypotheses about psychological systems that may then be tested for and exam-
ined in greater detail.*

What about the charge that evolutionary psychologists are panadaptationist in
that they hold that nearly every psychological trait is an adaptation? In criticizing
evolutionary psychology, it is common to point out that the fact that a hypothesis
deriving from evolutionary thinking about the mind is supported by standard psy-
chological tests does not by itself show that the psychological trait in question is an
adaptation (Lloyd 1999; Downes 2018). This is true. For our purposes, however,
what matters most about evolutionary theorizing about the mind is its role in gen-
erating rationalist hypotheses about the contents of the acquisition base, not
whether the psychological structures posited through such theorizing are taken to
be adaptations. What rationalism cares about is what psychological structures are
in the acquisition base, not whether such structures are adaptations or not. Once a
proposal that is based on evolutionary theorizing has been tested and has been
found to be well supported using the same types of tests that are used to evaluate
any other psychological hypothesis, the additional claim that the trait is an adapta-
tion doesn’t add anything to the case for a rationalist account of the trait.

If evolutionary psychologists have been prone to advance adaptationist
hypotheses, it is not because they have failed to recognize that there are other
processes besides natural selection that have had an influence on the innate struc-
ture of the mind. For example, an early and influential overview of evolutionary
psychology’s basic theoretical commitments includes the observation that
“in addition to adaptations, the evolutionary process commonly produces two other
outcomes visible in the designs of organisms: (1) concomitants or by-products of
adaptations (recently nicknamed ‘spandrels’; Gould and Lewontin 1979); and (2)
random effects” (Tooby and Cosmides 1992, p. 62). And evolutionary psycholo-
gists have at times actively favoured alternatives of these types. For example,
Pinker (1997) holds that music cognition is a byproduct, Boyer (2003) that con-
cepts of supernatural agents in religious and spiritual thought are byproducts,
and Kurzban et al. (2001) that racial thinking is a byproduct.*® In any case, the

** For discussion of some examples, see Chapters 14 and 15.

** We will return to Kurzban et al’s work on racial cognition later (see Chapter 15). For the
moment, we will merely note that part of the reason to suppose that racial thinking isn’t an adaptation
is that ancestral conditions wouldn’t have given rise to selection pressure for racial classification. This
is because ancestral hunter-gatherers wouldn’t have travelled sufficient distances in their lifetimes to
encounter individuals with the type of systematically different superficial physical characteristics
associated with being considered to be of a different race—another example of a reasonable
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key point for us is that whether a hypothesis that posits a particular type of psy-
chological structure as being part of the acquisition base sees this structure as an
adaptation is simply irrelevant from the perspective of the rationalism-empiricism
debate. All that matters is whether there are good independent grounds to sup-
pose that the structure is in fact part of the acquisition base.

This leaves us with the charge that explanations in evolution psychology are so
flexible that they can accommodate nearly any behavioural outcome. This last
criticism rests on a misunderstanding of how evolutionary psychologists explain
human behaviour. Evolutionary psychologists quite reasonably postulate systems
that can produce different reactions, including contrary reactions, depending on
contextual factors. These context-sensitive reactions are part of what make the
cognitive architecture flexible, reflecting the differing pressures on fitness that
ancestral hominids would have faced. A disposition for long-term pair bonding
(given the right conditions) along with a disposition to seek sex outside of long-
term partnership (given the right conditions) is no less explanatory than, say, a
disposition to eat in some circumstances (one is hungry and the meat is fresh)
and a disposition to not eat in others (one is hungry but the meat shows clear
signs of being rotten, and so is dangerous to eat) (Kurzban 2002).

Finally, we should note that while we think that what really matters for ration-
alism isn’t whether a given psychological trait is an adaptation but just whether it
is part of the acquisition base, we think that adaptationist thinking can neverthe-
less be a valuable research tool, and the claim that a given psychological trait is an
adaptation can sometimes be quite compelling. Consider again the case of
species-specific food aversions, which came up in connection with the argument
from animals. The claim that certain animals possess cognitive adaptations for
acquiring a food aversion isn’t needed to draw useful (rationalist) conclusions
from the food-aversion studies reviewed in section 4.1. However, the overall pat-
tern in the data makes an adaptationist explanation very plausible all the same—
one that can be used to guide further research. And this is exactly how the
research has played out. Insightful early commentators noticed that both the dif-
ferential emphasis on taste in rats and the potentially long durations that pass
between the “association” of stimulus and punishment make perfect sense from a
biological and ecological perspective (see, e.g., Rozin and Kalat 1971). As general-
ist eaters, rats have to figure out which foods to avoid, and since the toxins in a
food might not have an immediate impact, rats have to learn to avoid foods they
may have eaten some time ago and not focus on the most immediate stimulus.
A food-aversion system that functions in this manner would have considerable
adaptive value. But notice that it would be useless for monophagous
feeders—animals that eat only one type of food and consequently have little

evidence-based inference about the EEA that informs an evolutionary hypothesis but which plays no
role in the testing of the hypothesis.
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choice in the matter. This reasoning subsequently led researchers to make predic-
tions about species that should, and species that shouldn’t, be able to acquire
food aversions, predictions that have held up under experimental testing
(Ratcliffe et al. 2003).>* Later, we will come across a number of similar examples
that pertain to human psychology—examples in which evolutionary thinking has
had a substantial payoff in vindicating rationalist views of the acquisition base.

Evolutionary psychology and evolutionary theorizing about the mind have
been the subject of much acrimonious debate. Our conclusion here is not that all
work under these banners is unproblematic—it is not—but only that such work
isn't systematically undermined by the sorts of objections that we have been dis-
cussing and consequently that theorists should evaluate particular rationalist
arguments and claims which involve an element of evolutionary theorizing using
the same criteria as apply to rationalist or empiricist hypotheses that are not tied
to evolutionary theorizing.

4.3 Conclusion

In this chapter, we have considered a range of fundamental challenges to rational-
ism as an approach to the origins of different sorts of psychological traits. These
challenges are often thought to show that rationalism is so flawed that it can be
rejected without having to examine in any detail particular rationalist theories or
the evidence that proponents have offered on behalf of such theories. We have
argued that none of these challenges systematically undermine rationalist
accounts in this way. In fact, many of these arguments involve mistakes and con-
fusions and in the end don’t actually raise any substantive difficulties for rational-
ism at all. We have also seen that a strong preliminary case can be made for
rationalism built around the poverty of stimulus argument and the argument
from animals. The upshot of these considerations, we would argue, is that ration-
alism is not only a viable general theoretical framework, but one that is deserving
of serious attention.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis,
Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0004

** As we saw in section 4.1, the monophagous feeders (vampire bats) weren’t directly compared to
rats in these experiments. They were compared to other species of bats, ones with varied diets. As a
result, the adaptationist explanation made two substantive and correct predictions—that the vampire
bats wouldn’t develop the taste aversion and that the other species of bat would.
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Abstraction and the Allure of Illusory
Explanation

Our aim in Part I is to comprehensively rethink the rationalism-empiricism
debate regarding the origins of cognitive traits. So far, in Chapters 2 through 4, we
have outlined our positive account of how to understand rationalism and empiri-
cism, we have addressed concerns about the coherence and value of the debate
between rationalism and empiricism (particularly with reference to the global
debate about the origins of psychological structures in general), and we have
addressed a series of concerns regarding the viability of rationalist accounts
within this global debate. Our discussion in these chapters has been aimed at
establishing a theoretical framework for understanding the rationalism-
empiricism debate that can make space for and encourage a productive debate
between rationalists and empiricists regarding the origins of cognitive traits while
addressing some of the biggest misunderstandings responsible for resistance to
such productive engagement with the debate and to rationalist accounts in
particular.

This chapter begins our shift toward focusing on the rationalism-empiricism
debate as it applies to the origins of concepts in particular. The central aim of this
chapter is to highlight and address a type of resistance to rationalist accounts that
differs from those that we discussed in the previous chapter in that it tends to
operate below the surface. The resistance stems from a cognitive bias that can
illicitly lead to empiricist accounts seeming to be obviously correct. When this
bias is active, rationalist accounts are often not seriously entertained as compet-
ing alternatives. The underlying bias responsible for this dynamic has to do with
what we call the allure of illusory explanations. This refers to the tendency
for explanations that are essentially vacuous to fail to be recognized as such in
certain contexts.

Ilusory explanations that paper over the complexity of a psychological cap-
acity can often seem to be perfectly satisfactory in the context of the rationalism-
empiricism debate, making alternative accounts appear to be needless and
extravagant. We will see that historically this tendency has been a major factor in
fostering an unwarranted presumption in favour of empiricism. To illustrate this
point, we will work through a case study involving one of the most enduring ideas
about conceptual development—the idea that much conceptual development is
grounded in a process known as abstraction. We will show that historically
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influential empiricist accounts of the origins of general representations—accounts
that rely heavily on the process of abstraction—turn out to be illusory explan-
ations. The chapter then turns to a brief digression from the main line of argu-
ment in Part I. Having argued that traditional accounts of abstraction offer only
illusory explanations, we sketch the outlines of a new framework for understand-
ing abstraction in which abstraction can offer a substantive account of conceptual
development. We also briefly explore the question of what theories in this frame-
work might tell us about the origins of concepts. One of our main conclusions is
that the process of abstraction, once it is reimagined in this way, isn’t uniquely
suited to empiricist theorizing; it turns out to be equally compatible with
rationalism.

5.1 Illusory Explanations of Cognitive Capacities

To get an initial sense of the problem of the allure of illusory explanations before
we turn to its application in conceptual development, we will begin by looking at
the problem in the context of the intellectual climate at the origins of the cogni-
tive revolution and the beginning of contemporary linguistic theory. A persistent
theme in much of Chomsky’s early theoretical work involved highlighting the
inadequacies of empiricist explanations of the origins of knowledge of language
that were formulated in terms of linguistic habits being the product of processes
seen as involving something like training, instruction, or conditioning.

Chomsky noted that although this type of account was held by many of the
most prominent theorists of the time in linguistics (Bloomfield), philosophy
(Quine, Wittgenstein), and psychology (Skinner), it was not really an explana-
tory account grounded in observations so much as a set of “a priori assumptions
about what [these theorists] believe must take place” (Chomsky 1966, p. 144).
Though this approach to explaining the origins of language was widely seen as
being obviously correct, even truistic, Chomsky argued that, at best, the accounts
offered were explanatory placeholders which, when subjected to scrutiny, turned
out to be either clearly wrong or completely empty. Many of these explanations
used quasi-technical terms like “generalization”, “analogy”, “habit structures’, and
“dispositions to respond” which gave the appearance of a substantive explanation,
but such explanations were manifestly false when they were understood using the
official meanings of the terms. Chomsky noted that one could attempt to salvage
such claims by reinterpreting them so that they effectively say nothing more than
that language is acquired through some process or other involving experience
with language. In that case, the claim that language is acquired via training or
instruction is essentially vacuous.

In perhaps the most famous discussion of these issues—in his (1959) review of
Skinner’s book Verbal Behavior—Chomsky showed that even the most detailed
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and sophisticated attempt to develop this general approach to language faced this
type of problem. Skinner’s account was framed using the terminology of scientific
behaviourism (“stimulus control’, “response strength’, “stimulus generalization’,
“history of reinforcement”, and so on) which ostensibly picks out purely objective
physically describable variables for explaining behaviour. However, Chomsky
pointed out that if these explanations were understood in terms of the official
account, the theory has no chance at all of explaining even the most basic facts
about our knowledge of language. And in practice, the terms were used in so
loose a manner that they had no substantive connection with either their tech-
nical or their ordinary uses. As a result, the explanations offered by the theory are
simply illusory.

By way of illustration, consider Chomsky’s discussion of a hypothetical case
where a person is shown a painting by a Dutch artist. On Skinner’s account, the
painting acts as a stimulus that elicits a verbal response, and the utterance that
ends up being produced depends on the speaker’s prior history of reinforcement.
This response is said to be under the control of the stimulus. In this situation, one
might respond by commenting on the style of the painting, saying something like
Dutch! But as Chomsky notes, one might equally instead say any of the following:
“Clashes with the wallpaper, I thought you liked abstract work, Never saw it before,
Tilted, Hanging too low, Beautiful, Hideous, Remember our camping trip last
summer?” (Chomsky 1959, p. 31) or any of a multitude of other things.

The point is that, in any given situation, there is an enormous range of differ-
ent things a person might say and consequently there is no substantive sense in
which what is said can be understood as being controlled by the stimulus. The
obvious way to see the situation is that what is said depends on what the speaker
believes (about the painting, the situation, etc.), what the speaker’s goals, prefer-
ences, and desires are, and of course the speaker’s understanding of language. But
understanding the situation in these terms is simply abandoning any pretence of
understanding what is said as being in accordance with stimulus generalization,
response strength, the speaker’s history of reinforcement, or the other variables
that Skinner’s theory officially has at its disposal.

Similarly, Chomsky notes that on the model that one’s utterances of the word
“chair” are under the stimulus control of chairs, one might equally hold that
utterances of “Eisenhower” and “Moscow” are under the stimulus control of
Eisenhower and Moscow—despite the fact that most of us make such utterances
without ever having any direct contact with either Eisenhower or Moscow. But if
an utterance can be under the control of a stimulus that one has never encoun-
tered, and if (as we just saw) one might make pretty much any utterance in
response to a given stimulus, then the terms “stimulus” and “response” are being
used in a way that is completely disconnected from the scientific theory they
derive from and that is ultimately supposed to account for linguistic behaviour.
So, while these sorts of explanations were not only taken very seriously but, in
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broad outlines, were taken to be obviously correct by the leading theorists of the
time, they weren’t really explanatory at all. They offered only an alluring but
ultimately illusory form of explanation.

Although Chomsky’s central concern was with the origins of language, similar
issues arise for other aspects of cognition, including, as we will see, the origins of
concepts. While work in psychology (including contemporary work in cognitive
science) has not been immune to the allure of illusory explanations, this allure
has been especially problematic in philosophy, particularly in approaches that
rely heavily on introspection in developing explanations of psychological
phenomena.' One consequence of this overreliance on introspection is an inability
to recognize the complexity of the very phenomenon at issue and therefore to
even attempt to capture this complexity in explanations of the phenomenon. The
resulting superficial explanations can create the illusion of fully accounting for
those aspects of cognition that are at issue.

An overreliance on introspection is problematic in developing explanations of
psychological capacities because introspection provides essentially no access to
most of the psychological activity that is involved in such capacities. Introspection
is largely blind to the internal working of psychological capacities like vision,
memory, language, decision making, reasoning, and categorization, as well as
those involved in cognitive and conceptual development.

Consider, for example, the process of segmenting a spoken sentence into its
constituent words. Introspection doesn’t tell us anything about how we manage to
do this. In fact, to the extent that it does tell us anything at all, what it tells us is
very misleading. A common and natural supposition outside of cognitive science
is that, just as there are spaces between words in a typed sentence, so there are
spaces between spoken words in the stream of sound when people speak. But
normally there are no such spaces. One way to see this is to listen to someone
speaking in an unfamiliar language. Their speech will often sound like it is in
“high speed” mode with no gaps at all. This is because spoken language isn’t like
the words on a page; there are no drops in acoustical energy to mark the word
boundaries. So how do we manage to pick out each word? From the perspective
of an ordinary speaker, relying only on introspection, the most that can be said is
“Tjustdoit”

As a statement about the phenomenology of language, this is unobjectionable.
But comparable “explanations” have been given by some philosophers who have

! Unsurprisingly, lay explanations of cognitive development are also subject to the allure of illusory
explanations. For example, a common type of lay explanation takes children to be like sponges “soak-
ing up” information around them. In light of this kind of explanation, rationalist accounts can seem
implausibly complex. But without an account of the sponge-like quality of young minds, we aren’t
actually being told anything more than that children are prodigious learners. The appearance of
explanation here is merely illusory. Moreover, for all that such accounts say, it could be that the reason
why children are able to soak up information so easily is precisely because they have a rich innate
endowment that guides their learning in particular ways in a variety of domains.
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taken them to be fully satisfactory, as if nothing more needs to be said. Striking
examples of this kind can be found in Wittgenstein, one of the most influential
thinkers of the last century. A major recurring theme in his writings is his disdain
for efforts at explaining ordinary psychological phenomena by positing inner
states and processes. In the opening section of the Philosophical Investigations, he
famously says “Explanations come to an end somewhere’, implying that we
shouldn’t suppose that psychological abilities (categorizing, reading, attributing
thoughts to others, etc.) have explanations in terms of inner states and processes
(Wittgenstein 1953, p. 2). He advises us to “try not to think of understanding as a
‘mental process’ at all” (Wittgenstein 1953, p.61). Later in the Philosophical
Investigations, Wittgenstein considers and rejects the possibility of there being
mental processes underlying memory and recollection. ““There has just taken
place in me the mental process of remembering... means nothing more than:
T have just remembered...” (p. 306; ellipses in original). Wittgenstein isn’t merely
remarking on what it is like to experience remembering something, the feeling
that it just happens. In passages like these, he is warning readers not to be tempted
by the desire for a deeper account—really, any account—as there is nothing
further to say about the matter.” But, of course, if the explanation of cognitive
development amounts to no more than “you just do it”, accounts that posit a rich
rationalist acquisition base and rationalist learning mechanisms (whose existence
and operations are invisible to introspection) will seem excessive and extremely
implausible.

One might have thought that these sorts of objections to scientific psycho-
logical explanations would no longer have much sway. However, contemporary
philosophers in a number of influential philosophical traditions continue to be
attracted to remarkably superficial explanations of psychological abilities.
Consider John McDowell’s remarks on cognitive development, which arise in the
context of his influential and highly regarded views on concepts (McDowell
1994).> McDowell maintains that prelinguistic children do not have genuine con-
cepts and thoughts and cannot engage in reasoning, since, in his view, these

? To the extent that Wittgenstein has an argument for this view, it’s that the absence of conscious
access to an internal process shows that such processes aren’t real (e.g., at another point in the
Philosophical Investigations, he writes: “I said that when one reads the spoken words come ‘in a spe-
cial way’: but in what way? Isn’t this a fiction?... Read the letter A.—Now, how did the sound come?—
We have no idea what to say about it” (1953, p. 67)). However, it can hardly count as evidence against
postulated unconscious mental states and processes that we have no conscious experience of them. If
unconscious mental states and processes exist, then by their very nature, we shouldn’t have conscious
access to them. Wittgenstein is essentially in the same position as someone who rejects the existence
of microscopic organisms on the grounds that they can’t be seen by the naked eye. Given that the
theories that postulate their existence are themselves telling us that microscopic organisms aren’t vis-
ible to the naked eye, the fact that they can’t be seen in this way is hardly a reason for concluding they
don’t exist.

> When McDowell makes these claims about concepts, he is adopting a different philosophical
account of concepts than the one that we are using. However, this doesn’t affect our criticism here. We
discuss his alternative view of concepts (which takes concepts to be the meanings of natural language
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require natural language.* So how then do infants make the transition from their
prelinguistic condition to become rational adults with genuine concepts and
thoughts? According to McDowell:

This transformation risks looking mysterious. But we can take it in our stride if,
in our conception of the Bildung that is a central element in the normal matur-
ation of human beings, we give pride of place to the learning of language. In
being initiated into a language, a human being is introduced into something
that already embodies putatively rational linkages between concepts, putatively
constitutive of the space of reasons, before she comes on the scene. This is a
picture of initiation into the space of reasons as an already going concern; there
is no problem about how something describable in those terms could emanci-
pate a human individual from a merely animal mode of living into being a full-
fledged subject, open to the world. (p. 125)

In short, McDowell’s answer is that the rational relations between concepts that
need to be acquired appear in language itself.

But this view is highly problematic. The explanation that McDowell’s reply
offers is essentially an illusory one as he fails to recognize that it immediately
raises the question of how children are able to be “initiated into a language” in the
first place (Laurence and Margolis 2012a). McDowell’s account requires that chil-
dren come to grasp the rational linkages in language despite not having any con-
cepts or the ability to reason. But how could a child come to appreciate these
rational linkages without engaging in some form of reasoning? The mere fact that
language itself “embodies putatively rational linkages between concepts” cannot
explain this accomplishment, since pet hamsters and potted plants—even ones
whose human caretakers talk to them on a daily basis—do not learn language. If
the noises, marks, and gestures in language convey reasons or exhibit aspects of
rationality, they do so only for beings who are able to understand and appreciate
these things.

Although McDowell claims otherwise, his account does nothing at all to
remove the mystery of how children can learn language when it is assumed that
they come to this task without genuine concepts, thought, and reasoning abilities.
What’s missing is any recognition that something has to be said about learners’
minds and how they are able to appropriately process the purported rational
linkages in language.” Any substantive explanation of how this is accomplished—or
of how reading, memory, or virtually any cognitive capacity works—has to go

words and not mental representations) in Chapter 6 and show how the psychological issues about
conceptual development can be reformulated given an alternative view of concepts of this type.

* McDowell is not alone in this view. See also Davidson (1975); Dummett (1993); and
Brandom (2000).

® Similar issues in related philosophical work have been highlighted by Rey (2001).
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deeper by providing an explanation of how these processes actually work. And
since these workings are not accessible to conscious introspection, this means
that they will invoke unconscious states and mental processes.

As it turns out, there is overwhelming reason to accept that much of the mind
is inaccessible to conscious introspection. In cognitive science, unconscious men-
tal states and processes function as theoretical posits that play crucial roles in
detailed explanations of a wide range of everyday psychological abilities. It is no
exaggeration to say that without unconscious states and processes, cognitive sci-
ence as we know it would not be possible. Virtually every substantive explanation
of a cognitive ability relies extensively and ineliminably on the supposition of
unconscious mental activity.® As Dehaene (2014) notes regarding the unconscious
processes underlying visual experience:

what we experience as a conscious visual scene is a highly processed image,
quite different from the raw input that we receive from the eyes. We never see
the world as our retina sees it. In fact, it would be a pretty horrible sight: a highly
distorted set of light and dark pixels, blown up toward the center of the retina,
masked by blood vessels, with a massive hole at the location of the “blind spot”
where cables leave for the brain; the image would constantly blur and change as
our gaze moved around. What we see, instead, is a three-dimensional scene,
corrected for retinal defects, mended at the blind spot, stabilized for our eye and
head movements, and massively reinterpreted based on our previous experience
of similar visual scenes. All of these operations unfold unconsciously—although
many of them are so complicated that they resist computer modelling...At a
glance, our brain unconsciously infers the sources of lights and deduces the
shape, opacity, reflectance, and luminance of the objects [we see]. (p. 60)

With the discovery and acceptance of the cognitive unconscious, the study of the
mind was revolutionized in much the same way that astronomy and geology were
revolutionized by the discovery and acceptance of deep space (the fact that the uni-
verse is vastly larger than prescientific thinkers supposed) and deep time (the fact
that the Earth and the universe are vastly older than prescientific thinkers supposed).

In some ways it is surprising how long it took the unconscious to enter into the
intellectual mainstream and why it has received so much resistance in philosophy.
Philosophers are known for their theoretical imagination and their willingness to
entertain highly speculative conjectures in an effort to explain perplexing phe-
nomena. The history of philosophy is replete with extraordinary theories—for
example, that physical objects are really mental (Berkeley 1713/1975), that souls

¢ See, for example, standard textbooks discussing vision, language processing, learning, memory,
categorization, and so on, such as, Frisby and Stone (2010); Gleitman et al. (2010); Gilovich et al.
(2015); Schacter et al. (2017); Gazzaniga et al. (2019); and Baddeley et al. (2020).



ILLUSORY EXPLANATIONS OF COGNITIVE CAPACITIES 153

and bodies function independently but in parallel in a “preestablished harmony”
(Leibniz 1714/1965), or that there is a distinct non-physical realm where the eter-
nal and unchangeable ideals of beauty and goodness exist as abstract entities
(Plato 360 BCE/1992).

And yet despite this openness to unusual new ideas and to theories that are
hardly commonsensical, the postulation of unconscious phenomena has often
been deemed beyond the pale. For example, Locke (1690/1975) clearly thought
that inaccessible psychological states verge on incoherence, a factor that played a
major role in his argument against innate ideas:”

it seeming to me near a Contradiction, to say, that there are Truths imprinted on
the Soul, which it perceives or understands not; imprinting, if it signifies any
thing, being nothing else, but the making certain Truths to be perceived. For to
imprint any thing on the Mind without the Mind’s perceiving it, seems to me
hardly intelligible. If therefore Children and Ideots have Souls, have Minds, with
those Impressions upon them, they must unavoidably perceive them, and neces-
sarily know and assent to these Truths, which, since they do not, it is evident
that there are no such Impressions... To say a Notion is imprinted on the Mind,
and yet at the same time to say that the mind is ignorant of it, and never yet took
notice of it, is to make this Impression nothing. No Proposition can be said to be
in the Mind, which it never yet knew, which it was never yet conscious of. (L.ii.5)

Likewise, consider Berkeley’s dismissive response to Descartes’ proposals
regarding depth perception. In the Optics, Descartes made the prescient sugges-
tion that perceived distance in vision is based on a form of geometrical reasoning
“quite similar to that used by surveyors when they measure inaccessible places by
means of two different vantage points” (1637/1985, p. 170). In this case, the two
vantage points are given by the positions of the eyes: “When our two eyes A and
B are turned towards point X, the length of the line AB and the size of the two
angles XAB and XBA enable us to know where the point X is” (1637/1985, p. 170).
Berkeley would have none of this. The problem, as he saw it, was that no one is
aware of the processes of geometrical reasoning that Descartes claimed to be
involved in visual distance perception:

I appeal to any one’s experience, whether, upon sight of an object, he compute
its distance by the bigness of the angle made by the meeting of the two optic
axes? Or whether he ever think of the greater or lesser divergence of the rays,
which arrive from any point to his pupil?... Every one is himself the best judge
of what he perceives, and what not. In vain shall all the mathematicians in the

7 See De Rosa (2004) for an argument that Locke’s case against innate ideas is unsuccessful pre-
cisely because he fails to take seriously the possibility of unconscious mental states.
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world tell me, that I perceive certain lines and angles which introduce into my
mind the various ideas of distance; so long as I myself am conscious of no such
thing. (Berkeley 1709/1975, p. 10)

In hindsight, however, there is no question that Berkeley got this wrong and that
the source of his error was the fact that he readily inferred that these representa-
tions couldn’t be involved in computing distance if they weren’'t consciously
accessible in introspection. There is now overwhelming evidence that depth per-
ception is resolved, in part, by the sorts of factors that Descartes had identified.
As Carey (2009) has remarked in discussing this exchange between Berkeley and
Descartes, “there is hardly any classical debate from the history of philosophy of
mind that has been more conclusively settled” (p. 31).

Scepticism about unconscious states and process among philosophers never
fully dissipated. In some ways, it only intensified in the twentieth century in reac-
tion to Chomsky’s rationalist proposals regarding unconscious rules of grammar.®
And while most philosophers of mind and cognitive science today are happy to
acknowledge the existence of unconscious states and processes, there remains
continued resistance to theories that postulate them among some very influential
contemporary philosophers.

Much of our discussion in this section has focused on philosophy and on his-
torical examples of the allure of illusory explanation. Such examples can be par-
ticularly useful ones to consider because it can be easier to recognize this bias in
hindsight with the benefit of some additional theoretical distance and because
some of these examples offer especially clear illustrations of the bias. This is not
to say, however, that contemporary scientific accounts in cognitive science are
immune to this bias. They aren’t.

One place where we take these kinds of issues to be in play is in connection
with the way that the technical concept of an affordance sometimes gets used. An
affordance is a potential way that an organism can interact with an object owing
to both the features of the object and the organism’s body (Gibson 1979). For

® For example, in a discussion that strongly echoes Locke, Goodman (1967) offered a scathing cri-
tique in which he proclaimed that the very idea of mental states that can’t be brought to conscious
awareness is unintelligible:

A:...Now I gather that the theory here proposed is that certain ideas are implanted in the mind as
original equipment.

J: Roughly that.

A: And being ideas, they are in consciousness?

J: No, not necessarily; not even usually.

A: Then they are in the subconscious mind, operating upon cognitive processes, and capable of being
brought into full consciousness?

J: Not even that. I may have no direct access to them at all. My only way of discovering them in my
own mind may be by the same methods that someone else might use to infer that I have them, or
I to infer that he does.

A: Then I am puzzled. You seem to be saying that these innate ideas are neither innate nor ideas.
(pp. 27-28)
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example, a chair has the affordance of sitting-on (being sitting-on-able) for most
adults, given the shape, size, and sturdiness of typical chairs and the normal
range of motion and postures that people can comfortably undertake. There is
nothing wrong with this notion of an affordance in itself. However, there is a dan-
ger in relying on affordances in explanations of cognition, given how easy it is to
slip from the affordance being present—in the sense that this type of organism-
object interactions is biomechanically possible—to a much more loaded sense in
which the presence of the affordance means that such interactions are recognized
for what they are simply by virtue of the objects themselves being perceived.

A young child’s shoelace may have the affordance of being tie-able, and the
child may want to secure her shoe and have the biomechanical potential to draw
the lace ends together to form a knot. But that doesn’t mean that she can mentally
represent the tie-ability of the laces or that she knows how to tie them. Likewise, a
juvenile chimpanzee may want the termites that are encased in a log and have the
biomechanical potential to retrieve them using a twig. But that doesn’t mean that
the termite-extraction affordance of a twig is part of its psychology, since juvenile
chimps haven't yet figured out how to use them in this way. Affordances of these
types are often seen as explaining how an agent comes to possess a cognitive
capacity, but on their own, they don’t explain anything at all. The illusory explan-
ation here is fundamentally of the same type as that involved in McDowell’s illu-
sory explanation of language learning. An agents ability to recognize an
affordance that an object offers cannot be substantively explained merely by the
fact that the object has that affordance. The real explanation only begins when an
account is given of how such affordances come to be recognized and appreciated.’

To be clear, we are not saying that the problem of illusory explanations is a
problem for all empiricist accounts. It isn’t. And we will be discussing many sub-
stantive empiricist explanations later in the book. However, the allure of illusory
explanations has historically been a persistent issue affecting empiricist accounts,
and has been a significant factor when it comes to understanding why rationalist
explanations of many cognitive phenomena haven’t been given serious consider-
ation.'” Given how easy it has been for even the most gifted philosophers to fall
prey to the allure of illusory explanations, it is important to consider an example

® In later chapters, we will see further examples of seemingly explanatory accounts which in real-
ity only provide illusory explanations in connection with a number of current large-scale empirical
research programmes in cognitive science (see Chapters 12 and 21).

1% It’s worth noting there are also contexts outside of the rationalism-empiricism debate where illu-
sory explanations have proven to be tempting. One of these is in the context of explanations that
incorporate neuroscientific details. When people are given a choice between two explanations for a
psychological phenomenon only one of which includes neuroscientific details, the explanation that
includes them is often found to be more satisfying—even when the neuroscientific details are com-
pletely irrelevant and so don’t contribute substantively to the explanation (Weisberg et al. 2008).
A similar pattern has been found regarding people’s assessment of other types of scientific explanations,
including ones in biology and chemistry. More reductionistic explanations are often preferred even
when the reductive information does not contribute substantively to the underlying logic of the
explanation (Hopkins et al. 2016).



156 ABSTRACTION AND THE ALLURE OF ILLUSORY EXPLANATION

that is more directly connected with the origins of concepts, the main question in
this book. The example we will discuss is of both historical and contemporary
interest—offering an especially clear case in the history of empiricist thought,
while at the same time, involving a type of psychological process that can be
reimagined in a way that is directly relevant to ongoing research in cognitive
science.

5.2 Abstraction as a Theory of the Origin
of General Representation

Our central case study of an illusory explanation of conceptual development
involves what is perhaps the single most important type of positive empiricist
account of conceptual development in the history of philosophy. It has domin-
ated philosophical thinking about conceptual development for centuries, with
variants having been proposed by virtual every major empiricist philosopher,
including John Locke (1690/1975); Bishop George Berkeley (Berkeley 1710/1975);
David Hume (1739/1978); Thomas Reid (1785/2002); John Stuart Mill (1882);
William James (1890); and Bertrand Russell (1912), among others. The fact that
the key features of this account have persisted through generation after gener-
ation of leading philosophers, and the fact that it was absolutely central to their
empiricism, highlights just how difficult it can be to recognize an illusory explan-
ation for what it is and how strong the allure of such explanations can be.

The account in question is that certain core aspects of conceptual development
are made possible through a process known as abstraction. What is abstraction?
Roughly speaking, it is a form of perceptual learning that is supposed to explain
how general representations can be learned through observation. For example, it
might be thought that a colour concept like RED is acquired via abstracting the
concept from perceptual experiences of a number of red objects.

Arguably the most important discussion of abstraction is in Locke’s (1690/1975)
An Essay Concerning Human Understanding. As we will see, Locke’s account is
deeply flawed, but his discussion is nonetheless singularly illuminating and high-
lights issues of continuing contemporary relevance. Distinguishing general ideas
(representations that denote types of objects or events) from particular ideas
(representations that denote specific individuals), Locke famously claims that
abstraction doesn't just explain where some general representations come from. It
is meant to be the source of all general representations."

" In this section, we will often use the term general representation in place of Locke’s term general
idea. This term is intended to capture both conceptual and nonconceptual general representations
(and likewise, we will extend our use of the small caps notation to cover all general representations for
this section). We discuss the distinction between conceptual and nonconceptual representations in
the next chapter. The conceptual/nonconceptual distinction is not one that Locke made, and
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According to Locke, abstraction is the power of mind that involves “separating
[Ideas] from all other Ideas that accompany them in their real existence; this is
called Abstraction. And thus all its General Ideas are made” (1690/1975, IL.xii.l).
Locke gives several examples that are meant to illustrate the workings of abstrac-
tion. Regarding the origins of the general representation wHITE, he writes:

the same Colour being observed to day in Chalk or Snow, which the Mind yes-
terday received from Milk, it considers that Appearance alone, makes it repre-
sentative of all of that kind; and having given it the name Whiteness, it by that
sound signifies the same quality wheresoever to be imagind or met with; and
thus Universals, whether Ideas or Terms, are made. (11.xi.9)

The claim is that a general representation for a simple quality is formed by (in
some sense) leaving out specific details about where and when it originated, as
well as other ideas that may have initially accompanied it. Later, Locke discusses
a different kind of example—the formation of a complex idea. He suggests that
children may acquire MAN by first attending to particular individuals, such as
their nurse or mother, and later observing that other things resemble them. This
leads children to:

frame an Idea, which they find those many Particulars do partake in; and to that
they give, with others, the name Man, for Example. And thus they come to have
a general Name, and a general Idea. Wherein they make nothing new, but only
leave out of the complex Idea they had of Peter and James, Mary and Jane, that
which is peculiar to each, and retain only what is common to them all. (IILiii.7)

There is debate as to how best to interpret Locke’s remarks about the nature of
abstraction and even whether he has a single account. This is understandable,
since there is some unclarity about whether Lockean general ideas are formed by
retaining the full representations associated with the particular objects that an
agent perceives. To some readers, it sounds like the full representations are
retained and that abstraction involves attending to certain features as opposed to
others. However, to other readers, there is the suggestion that an abstract idea
may involve the construction of a new representation, one that takes some
features from the representations of particular objects while omitting others.”

unsurprisingly his use of the notion of a general idea blurs the distinction as it is variously understood
by contemporary theorists. For present purposes, the key point is that Locke sought to explain the
origins of all general representations via abstraction. For Locke, as for many other empiricists,
generality—that is, the ability to represent what particular things are taken to have in common—is not
something that is built into the mind. It must be learned.

2 See Mackie’s (1976) description of abstraction as selective attention and Dancy’s (1987) contrast-
ing claim that abstraction is subtraction.
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Regardless of what the right story is about Locke, it is clear that he views abstrac-
tion as a process that is grounded in perception and that operations on the repre-
sentations resulting from contact with particulars are the source of the ability to
represent far more than the items that were originally perceived—not just this
white paper but all white objects, not just this man but all human beings,
and so on.

But how exactly can abstraction be the source of literally all general ideas? To
see the force of this question, we need to step back and consider more carefully
what input gets the process going. If abstraction is to explain the origins of all
general representations, what kinds of representations can it draw upon and how
do they depict the particular objects that an agent perceives? We will argue that
there are four models of the representational input that are available to Locke,
but that when these models are fleshed out, it is clear that none of them can pro-
vide a satisfactory account of the origins of all general representations—and that
reflection on these models shows how accounts like Locke’s, despite their enor-
mous influence, turn out to provide nothing more than the illusion of
explanation.”

To simplify the discussion, we will suppose that the general representation
whose acquisition we are trying to understand is wHITE and that the experience
from which it is abstracted is the visual perception of a snowball (or a number of
snowballs). We can now rephrase the issue as identifying how the snowball is
initially represented so that WHITE can be acquired via abstraction from the
experience. We will consider the four potential models in turn.

1. Individual-representations and feature-representations. The first model takes as
input a combination of individual-representations (i.e., representations which
function like names or demonstratives and represent individuals as individuals)
and representations for each of the salient features of the experienced particular.
Thus the snowball might initially be represented with such representations as
THAT, COLD, SPHERICAL, and SOLID.

This model faces a number of problems, but the most serious is that it simply
presupposes that the process of abstraction takes as input general representations.
This clearly won't do if the goal is for abstraction to explain the acquisition of all
general representations, as the supposition that there are prior general represen-
tations will lead to a regress. Moreover, colour will undoubtedly be among the

' As we will see, these considerations also suggest that not only is it the case that abstraction can-
not plausibly be the source of all general representations, but that it is highly unlikely that any learn-
ing process could be the source of all general representations. If an organism has any general
representations at all, then, in all likelihood, some of these must be innate. We should emphasize that
our argument for this claim is intended as an inference to the best explanation, not a proof. We do not
claim that it is logically impossible for all general representations to be acquired without there being
some innate general representations. Rather, our point is that exceedingly austere empiricist models
incur prohibitive explanatory costs.
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salient general features of the snowball that would comprise the input to the
acquisition process, and it would presumably be the perception of its colour that
would support the acquisition of WHITE. But then the process of acquiring WHITE
would depend upon prior representations that include, among others, the repre-
sentation WHITE. The model is plainly circular. It ends up saying that wHITE is
the product of a process that takes WHITE as its input.

2. Individual-representations only. In order to address the problem with the previ-
ous model, one might suppose instead that particulars are initially represented
only by individual-representations without any general representations coming
into it until abstraction has taken place.

We don’t know of any empiricists who have proposed a model of this kind,
however, and for good reason. The problem is that individual-representations
alone don’t provide enough information to get the process of abstraction going. If
particular objects are represented simply as individuals, without representing any
of their features, then the input just isn’t rich enough. After all, with the paradig-
matic individual-representations—demonstratives—the whole idea is that they
represent their referents directly, conveying no information about what the repre-
sented objects are like. But if all the mind has to go on in representing two white
objects is THIS and THAT, it would have no basis for cognitively grouping the two
together and certainly no basis for bringing them under a specific general repre-
sentation such as WHITE. By only representing the individual objects as such, the
initial representations would effectively leave the agent representationally cut off
from all the features of the objects.

Suppose, however, that we overlook the question of why different individual-
representations get grouped together cognitively and simply allow that they are.
Then a number of individual-representations could be combined, yielding a rep-
resentation like THIS AND THIS AND THIS (with each ‘THIS referring to one of
three different white snowballs). Still, the resulting representation wouldn’t do for
two reasons.

First, it lacks the representational breadth of wHITE. WHITE covers the full
scope of white items and has open-ended application (including application to
the many white objects that the agent hasn’t and won’t ever encounter), whereas
the conjoined individual representations only pick out the particular objects that
have been encountered. Second, it fails to single out the relevant feature that
these objects have in common (whiteness, as opposed to, for example, spherical-
ity, coldness, snowballness, etc.). It’s one thing to represent whiteness (or to rep-
resent white things in general) and quite another to represent a number of
perceived objects that happen to be white. But it’s the general representation
WHITE that we are after, not a representation of several things that, as it turns out,
happen to be white. No finite conjunction of individual-representations of white
things would constitute a general representation of whiteness. And, of course, if
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abstraction requires an infinite conjunction of individual-representations, then
it is not the type of process that finite creatures like ourselves could ever
accomplish—no general representation would ever actually be acquired.

3. Tropes. The third possibility for what the input might be to a process of abstrac-
tion that is taken to be the source of all general representations is that this input
consists of representations of what in contemporary philosophy are called tropes
(Daly 1994)."* Tropes are somewhat counterintuitive for many people, but we can
get at the basic idea in the following way. There are two aspects to what makes
something a property (e.g., the property greenness, which a given leaf might
have). One aspect is that properties constitute features of the object that have
them (the leaf’s greenness). The other aspect is that properties are the kind of
thing that are in principle shareable. Other objects (another leaf, a grape, a blade
of grass, etc.) might also have the same property. Tropes have the first aspect of
properties in that they constitute features of particular objects, but they lack the
second in that, by their very nature, they cannot be shared or possessed by differ-
ent objects. On the trope view, where the greenness of a particular leaf is a trope,
this trope constitutes the feature of the leaf’s being green, but the trope that is the
leaf’s greenness is a feature that cannot—even in principle—be something that
any other object has. This is not merely because no other particulars happen to
have that feature (that particular shade of green), but because by its metaphysical
nature a trope just is the kind of thing that can only be possessed by a single
individual—tropes aren’t multiply instantiable. So, on the trope view, when there
are two green leaves, each possesses a trope which makes it green, and the
trope that each possesses is utterly unique. It’s not something that is (or could be)
instantiated by any other leaf.

Returning to the snowball example, the proposal is that the input to the pro-
cess of abstraction includes a representation of the snowball’s whiteness, where
this is taken to be a trope that is inherent to the snowball; no other object can
share this very whiteness. This model might be thought to combine the best elem-
ents of the previous two models without having any of their drawbacks. This is
because this model restricts the input to the process of abstraction to representa-
tions of individuals and contains no representations of general features of objects
(tropes being abstract individuals). At the same time, however, it offers the hope
that the agent is no longer cut off from representing the features of the particulars
she perceives, since it does in a way represent the features of objects. It is just that
these features are not general features in that they can be possessed only by the
single individual that has them (tropes being property-like entities). In this way,
the proposal aims to ground abstraction in the representation of features while

'* Historically, perhaps the most famous advocate of abstraction as grounded in the representation
of tropes was Reid (1785/2002).
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at the same time avoiding any general representations being illicitly smuggled
into the foundations of the acquisition process.

Unfortunately, promising as this suggestion may initially appear, tropes don’t
help. The problem is that the whiteness of a given snowball is constituted by its
possession of a trope that constitutes the whiteness of this snowball and no other.
A second snowball’s whiteness is constituted by something else entirely—its pos-
session of a different trope constituting its whiteness (even if the two snowballs
are the very same shade of white). So, to represent the whiteness of two white
objects, an agent would have to deploy two distinct representations, wHITE, and
WHITE,, to represent these two whiteness tropes as such. Because these represen-
tations are essentially of individuals (namely, the two tropes), this gives rise to
exactly the same sorts of difficulties that arose for the previous model. In particu-
lar, there is a question about why these individuals (the two whiteness tropes) are
to be grouped together and how representing them together yields a fully general
representation as opposed to one that merely picks out the individuals that have
been encountered thus far."” And, just as with representations of conjunctions of
particulars in the previous model, any representation of the form WHITE AND
WHITE, (for any finite number of conjuncts of this sort) will always fall short of
representing the open-ended character of wHITE. Once again, it looks as if we
need a richer source of input if we are going to explain how general representa-
tions are acquired.

4. Generality without discrete representations. Thus far, we have considered
three general approaches to the question of what representations might ground
the process of abstraction: (model 1) approaches that take a combination of
representations of individuals as such and representations of features as such
as input, (model 2) approaches that take only representations of individuals
as such as input, and (model 3) approaches that take as input representations
of particularized properties (tropes) as such. These come close to exhausting
the options that ought to be considered. However, one further possibility
is that more complex metaphysical entities than individuals and features

' It may be tempting to think that some headway can be made on the question of why tropes are
grouped together by holding that the agent also represents the similarity among these tropes.
However, this approach flounders as soon as one considers the question of how this similarity would
be represented. If it is represented through employing a general representation of the feature of simi-
larity, this would make the approach circular (as it would be taking general representations to be part
of the input to the abstraction process, as in the first model we considered). On the other hand, if it
instead employed further trope representations—for example, a trope representing the similarity
between the trope constituting the whiteness of the first snowball and the trope constituting the
whiteness of the second snowball—then we would again fall short of representing anything approach-
ing the open-ended character of WHITE, instead merely representing the particular feature of the simi-
larity of these two tropes. And, further iterations of this type of strategy (e.g., attempting to represent
the similarity of this similarity trope to another similarity trope) would only lead to a pernicious
regress of trope representations (Laurence and Margolis 2012b).
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figure in the input and are represented as such—something akin to events or
states of affairs.

The initial representations that form the input to the abstraction process in
this case might be taken to be unstructured representations that manage to pick
out these more complex entities without any components representing any
objects, properties, or tropes that are present in the event. For example, a snow-
ball might be represented as being cold, spherical, and white but without separate
representations corresponding to each of these features. The snowball’s being
cold, spherical, and white would be represented by a single unstructured repre-
sentation (THIS-IS-COLD-SPHERICAL-WHITE), not by a structured representation
composed of distinct representations capable of independently representing the
object and these several features (THIS, COLD, SPHERICAL, and WHITE). In this
way, WHITE wouldn’t have to be a precursor to abstraction, nor would there have
to be prior access to any other general representations corresponding to a par-
ticular’s features.'

Although this model isn’t obviously circular or inherently problematic for rely-
ing on input that is manifestly too austere, it won’t do either. One problem with
the model stems from the productivity of human cognition—the fact that our
minds can represent an indefinite number of distinct combinations of features.
The best explanation of the productivity of human thought is that discrete mental
representations are combined and recombined in accordance with a compos-
itional semantics, where the meanings of complex representations are a function
of the meanings of representations that they are composed of and their manner of
combination.”” However, the model under consideration (generality without dis-
crete representations) is built on the assumption that the representational system
doesn’t have the compositional structure that this explanation requires. Instead,
for each new combination of features attributed to an object there would have to
be a corresponding new and unique primitive (that is, unstructured) representa-
tion. Taking such representations to be foundational, however, is singularly
implausible given the sheer number of such representations that would be
required to represent even a very small sample of what we can represent. Since
for any n features there are 2" possible combinations of these features, this means
that in order to represent a single object and just one hundred basic features
and their combinations which it might possess—a grossly simplifying
assumption—there would have to be 2! distinct representations. That’s roughly
1,250,000,000,000,000,000,000,000,000,000 distinct representations—about
2.5 trillion times more representations than there have been seconds in the

' An account involving something like this kind of model seems to have been suggested in
James (1890).

17 See Chapter 6 for further discussion of productivity and compositional semantics in relation to
theories of concepts.
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history of the universe." The truly staggering number of primitive representations
at play is enough to undermine any model that relies wholly on unstructured
representations.

But the problem with this model isn’t just the sheer number of primitive repre-
sentations that it would require. The real problem is with how it could account
for our ability to acquire WHITE from such representations as THIS-IS-COLD-
SPHERICAL-WHITE without a representational basis for homing in on just the
whiteness in the experience. To mentally focus on whiteness itself would seem to
require the prior ability to represent whiteness as such, but this amounts to help-
ing ourselves to the general representation WHITE. Once again, the account in
question turns out to be circular. It cannot explain how the system could derive a
representation of WHITE from the input without presupposing that the system
already has the ability to represent whiteness.

Locke took it to be simply obvious that abstraction explains conceptual develop-
ment and that it is the source of all general representations. “That this is the way,
whereby Men first formed general 1deas, and general Names to them, I think, is so
evident, that there needs no other proof of it, but the considering of a Man’s self,
or others, and the ordinary proceedings of their Minds in Knowledge” (1690/1975,
I11.iii.9). But by attending to the details of how such a process might work, we can
see that it is anything but obvious how abstraction could play such a role. While
abstraction may seem to offer an explanation for the origin of all general repre-
sentations, it turns out that all four of the options for how abstraction might actu-
ally work abysmally fail to explain how it could do this. The failure is so profound
that while it initially appears as if abstraction can provide such an explanation,
this appearance turns out to simply be illusory. In each case, the account either
presupposes elements that it claims to explain the origin of, or it simply does not
have the resources to even begin to provide a substantive explanation of the
explanatory target.

While our discussion has focused on Locke’s account, it is important to note
that Locke was not alone in failing to appreciate the sorts of difficulties that we
have been pointing to in which the explanation involving abstraction turns out to
be illusory. It is just a particularly illuminating example to consider. Famously,
Locke’s account of abstraction was rejected by Berkeley, and by Hume as well
(largely based on Berkeley’s vigorous criticism of the account). However, Berkeley
and Hume did not reject Locke’s account for the sorts of reasons that we have
been pointing to. In fact, despite their spirited critique of Lockean abstraction,
the alternatives to abstraction embraced by Berkeley and Hume turn out to face

'® This comparison is based on the supposition that the universe is around fourteen billion years
old (which is roughly 450,000,000,000,000,000 seconds).
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much the same sorts of problems as Locke’s account regarding the input to the
process of abstraction and thereby the vacuity of the resulting account.”

Consider Berkeley’s own theory of the origins of general representations.
According to Berkeley, a general representation arises as an image becomes used
to represent a range of particulars that are similar to the one that the image ini-
tially picks out. In this way, a representation that is initially particular can become
general. Berkeley gives as an analogy a drawing of a line in a geometrical proof.
Although the line may be 1inch long, it comes to represent all lines, not just 1 inch
lines, because the proof doesn’t turn on its particular length:

And, as that particular line becomes general by being made a sign, so the name
line, which taken absolutely is particular, by being a sign, is made general. And
as the former owes its generality, not to its being the sign of an abstract or gen-
eral line, but of all particular right lines that may possibly exist, so the latter
must be thought to derive its generality from the same cause, namely, the vari-
ous particular lines which it indifferently denotes. (Berkeley 1710/1975, intro-
duction, §12)

Hume described Berkeley’s treatment of general representation as “one of the
greatest and most valuable discoveries that have been made of late years in the
republic of letters” (1739/1978, 1.i.7). But despite this high praise, it’s hard to see
how Berkeley’s account is any improvement at all on Locke’s. Basically, we are
told that an image achieves generality because it is used as a general representa-
tion. An agent starts out with an image of a particular and goes on to enlist it to
reason about other things by ignoring irrelevant aspects of the image and focus-
ing on just the relevant ones. The problem with this account becomes apparent
when we ask how the mind manages to achieve this feat.

' Though it is not relevant to the main point that we are making here, it is worth pointing out that
from a contemporary perspective, Berkeley’s criticisms don’t cut very deep in any case, since an advo-
cate of abstraction can simply drop the assumptions that these criticisms turn on. Berkeley attacks
Locke’s construal of ideas as mental images and the view that these images can only represent what
they resemble (Berkeley 1710/1975). Among other things, Berkeley points out that images are deter-
minate in ways that bar them from achieving the generality that Locke requires. For example, you
can’t have an image of a generic man that represents men in general. To be recognizable as an image
of a man, it would have to include specific details (e.g., size, shape, and colour) that might be true of
some men but not of others. However, a contemporary advocate of abstraction needn’t be committed
to the view that concepts or ideas are mental images or to the view that resemblance explains repre-
sentation, not even for the representations that subserve perceptual processes. We mention this in
part because in the next section we will argue that there is a way of reconceiving abstraction, or at
least an account that we think is still deserving of the name of abstraction, which can provide an
important type of mechanism for the acquisition of at least some concepts—though, as we will see,
this type of account would necessarily have to abandon Locke’s explanatory project and it would no
longer be distinctively empiricist. Nonetheless, given the view we will defend in the next section, it is
useful to see that Berkeley’s criticisms of abstraction lose their force when the assumptions they turn
on are rejected.
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Suppose the image is of a specific snowball that a child has just seen and that
she ignores the depicted shape and texture, among other things, in the service of
thinking about white things in general. To do this, she needs to selectively attend
to the colour in the image. Yet Berkeley tells us nothing about how he proposes to
account for the ability to selectively attend to certain aspects of an image while
ignoring others. In order to psychologically focus one’s attention on whiteness,
one must, in effect, represent whiteness. But in order to do this, the options are
essentially those we considered above for the Lockean account. Representing
only particulars, whether concrete particulars or tropes, doesn’t allow one to
attend to whiteness as such. Employing a general representation of whiteness
would of course allow one to attend to whiteness, but that would require prior
possession of the general representation wHITE and hence reintroduce the prob-
lem of circularity. And general representations aren’t really an option for Berkeley
anyway, since the whole point of his treatment of generality is that it is supposed
to do away with fully abstract general ideas.

The situation for Berkeley isn’t relevantly different than the situation for
Locke.?® What’s remarkable about all of this is that such explanations have been

*° Is there any type of account that could provide a substantive psychological-level account of the
origins of all general representation? Our view is that such an account is unlikely and that a large part
of the problem with the accounts of abstraction that we have been discussing—and the fundamental
reason why they fail to provide substantive accounts of the origins of all general representations—is
that at least some general representations have to be available to get any such acquisition process
going. In other words, some general representations should be supposed to be innate.

Of course, there is always the possibility that there might be some further model of how abstraction
gets started that we have not considered, one that can (somehow) account for the origins of all general
representations. One possibility, for example, is an Aristotelean model where sensible forms are taken
to be literally transmitted from an object through a perceiver’s sense organs into the mind. Adams
(1975) succinctly describes such a view as follows: “Perception was interpreted as a transaction in
which a form (the sensible form) is transmitted from the perceived object to the perceiver... There is
something (the sensible form) which literally comes into the mind from the object. This theory of
perception is the basis for the Aristotelian empiricist answer to the question, how we get our ideas”
(p. 73). For contemporary theorists, this approach isn't at all attractive as it treats perception as a
nearly magical process. And in addition, it also faces a number of potent objections (Annas 1992). For
example, if the shape of an object is literally transmitted from the object to the mind, why do objects
exhibit perspectival differences in appearance (as when a coin has a circular appearance when viewed
from above but an elliptical appearance when viewed from the side)? Why don’t we see the true
colours of objects in dim lighting? And why do we sometimes mistakenly take an object of one type to
be of a different type?

There is also, of course, the option of abandoning the idea that the acquisition process is represen-
tational, taking all general representations to be acquired via a wholly non-psychological process. If we
do that, then the input needn’t include any representations at all, much less general ones. All that is
required are causal interactions with property instances. We will see later that a proposal along some-
thing like these lines has been made by Fodor (2008) as a general account of the origins of concepts.
As theories of the origin of all general concepts, we think that such non-psychological accounts are
decidedly unattractive. They effectively postulate mysterious neurological processes that inexplicably
yield content-appropriate general representations simply on the basis of causal contact with the
world. To explain the origin of all general concepts in this way is extremely implausible (see Chapter
26 for discussion of Fodor’s proposal and the difficulties it faces). On the other hand, it seems entirely
reasonable that there should be a non-psychological account of the origins of at least some general
concepts—indeed this is effectively what it means to say that some general concepts are innate on the
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put forward as though they were providing substantive developmental accounts
of the origins of general representation and have been endorsed—and lauded—by
generation after generation of empiricist philosophers who simply failed to notice
that in fact such accounts only create the illusion of an explanation. And while the
example of abstraction as an explanation of the origin of all general representa-
tions allows for a particularly nice illustration of this phenomena, we saw in the
previous section that illusory explanations are not restricted to this case study.
The targets of Chomsky’s critique were just as eminent and just as susceptible to
illusory developmental explanations as the advocates of abstraction we have dis-
cussed here.

5.3 A New Framework for Theories of Abstraction

While the accounts of abstraction that we have just been looking at offered noth-
ing more than the appearance of explanation, we don’t think that this means that
the idea of explaining aspects of conceptual development by a process something
like that of abstraction is completely misguided or that it should just be aban-
doned altogether. In fact, we think that abstraction can actually be turned into a
powerful account of conceptual development that can explain the origins of an
important class of concepts. However, doing this—developing an account of
abstraction that provides a substantive developmental explanation—requires
shedding many of the details that empiricist advocates of abstraction have found
most attractive about abstraction. In particular, we need to abandon some of the
empiricist aspirations that have long been associated with abstraction, along with
the claim that it can provide an explanation of the origin of all general
representations.

In this section, we will present a new way of understanding abstraction that
does just this. We believe that accounts based on this new understanding are still
worthy of the name “abstraction” and that they can provide an important part of
the story of how concepts are acquired. Spelling out this new understanding of
abstraction and exploring some of its consequences will involve a small digression
from our main line of argument in Part I. But the digression is of direct relevance
to contemporary theories of conceptual development and is valuable both for the
light it sheds on the space of options available in the rationalism-empiricism debate
and for its instructive contrast with the illusory explanations provided by traditional
accounts of abstraction. Rather than develop any particular version of abstraction
based on this new understanding, our aim instead will be to sketch the broad
outlines of a framework in which many specific accounts can be developed.

account we gave in Chapter 2, as such representations would be part of the acquisition base in virtue
of not being acquired via a psychological-level acquisition process.
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The core idea behind our framework is that abstraction-based accounts involve
a developmental process of moving from relatively specific—but nonetheless
general—representations as input (e.g., a representation for a given shade of
colour or a narrowly circumscribed type of shape) and delivering representations
with a greater degree of generality as output (e.g., broader colour or shape repre-
sentations such as RED or TRIANGULAR). The relative specificity of the input rep-
resentations is able to capture the particularity of the represented qualities in
experience—what is often called the fine-grainedness of perceptual experience.
While the output representations can be seen as “abstracting” away from the par-
ticularities of the individually experienced colours, shapes, and so on, through
being comparatively more general representations. This general approach to how
the process of abstraction works is based on a suggestion that we take from
W. V. O. Quine’s treatment of learning in his paper “Natural Kinds” (Quine
1969b). Though we reject many elements of Quine’s account of learning, we think
that it contains an important kernel that can be adapted and expanded in various
ways to provide a promising basis for understanding abstraction. For this reason
we will refer to the framework we develop as a neo-Quinean framework for
understanding abstraction.” This framework makes it possible to explain how
abstraction can account for the origins of many concepts without falling prey to
the difficulties associated with the accounts of abstraction discussed in the previ-
ous section.

Let’s start by looking at Quine’s account, which is couched in terms of an
account of word learning rather than as an account of concept learning. His
account has three main components. First, Quine assumes that the learner can
innately discriminate a range of fine-grained properties in the learning domain,
for example, different shades of colour in learning colour words like “white” and
“green”. These fine-grained discriminatory capacities provide the input to the
process of abstraction. By building generality (albeit fine-grained generality) in
from the outset in the form of general capacities for discriminating shades of
colour, Quine dramatically limits the scope of his account in comparison with the
empiricist philosophers we discussed in the previous section. He doesn’t take
abstraction to explain the origin of all general discriminatory capacities.
Nonetheless, for Quine abstraction can explain how a general word like “white”
could be learned on the basis of the fine-grained discriminatory capacities associ-
ated with particular shades of colour.

The second component of Quine’s account is a similarity metric. Quine
assumes that the fine-grained discriminatory capacities are innately ordered in
terms of similarity (an innate “spacing of qualities”), which he interprets behav-
iouristically. “A standard of similarity is in some sense innate. This point is not

' 'We should note, however, that Quine doesn’t describe himself as offering a theory of abstraction.
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against empiricism; it is a commonplace of behavioral psychology” (1969b,
p. 123). Quine’s innate similarity metric incorporates a further element of innate
generality, but it also facilitates learning, allowing the account to avoid the
difficulties that earlier empiricist accounts of abstraction had in capturing the
similarity in the input without any innate general representations.

The third and final component of Quine’s account is a selection process. Quine
assumes that learners engage in hypothesis testing, where overt behaviours (e.g.,
calling a colour sample “white”) are selected through positive and negative feed-
back in accordance with the principles of conditioning. The selection process
operates in tandem with the innate quality space to isolate a region within that
space corresponding to a conventional term (e.g., the white region within the
innate similarity space). In this way, the innate similarity space can come to be
partitioned in culture-specific ways.”

The structural features of Quine’s basic account—a set of innate fine-grained
general discriminatory capacities, an innate similarity space, and a selection pro-
cess to isolate regions within that similarity space—provide the foundation to
develop a workable theory of abstraction. However, the details of Quine’s account
are problematic in various ways. The most serious difficulties stem from his
behaviourism. Consider his explanation of the innate similarity space. Quine’s
account of what it is to have an innate similarity space is essentially that we are
innately disposed to respond to certain stimuli in a similar manner. “A response
to a red circle, if it is rewarded, will be elicited again by a pink ellipse more readily
than by a blue triangle” (1969b, p. 123). This explanation is little more than a
restatement of the phenomenon to be explained. It is no better than saying that
we tend to respond to certain stimuli similarly (thing to be explained) because we
are innately disposed to respond to those stimuli similarly (proposed explan-
ation). True enough, but what we need to know is why people have the same
response to the stimuli. This requires at least the outlines of an underlying
psychological mechanism.

For this reason, a better account would be one that explains the innate
sense of similarity in terms of an innate computational process operating over
an innate class of fine-grained mental representations, where features of the
representations and the computational process produce the similarity effects.
Many computational-representational systems are possible, and this is not
the place to try to adjudicate between such accounts. We will assume that
some such account of similarity is the right way to proceed, as an account
that sticks purely to behavioural dispositions isn’t substantive. This is the
first step in developing the neo-Quinean framework for understanding abstrac-
tion. And once a computational-representational system is used to explain the

> Quine also envisions more radical changes to the similarity space through further language
learning, formal education, and the impact of science.
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similarity space, it is only natural to adopt representational versions of the other
components of Quine’s account—the fine-grained discriminatory capacities and
the selection process. So, our neo-Quinean framework will also include innate
fine-grained general representations and a selection process that is a computa-
tional process—one that operates over a quality space of representational states,
not a field of behavioural dispositions.”

The most important aspect of Quine’s account that needs to be addressed,
however, is the character of the selection process. Quine narrowly focuses on a
single type of selection process (hypothesis testing guided by conditioning). This
is really only the tip of an iceberg of possibilities, however. Though a representa-
tional version of this suggestion can account for the acquisition of general per-
ceptual representations, accounts based on this idea constitute only one of the
many possibilities for how a selection process might function, and the neo-
Quinean framework should be taken to encompass the full range of such possi-
bilities. And while there are many ways the selection process may work that do
not involve hypothesis testing, even among those that do, there will be differences
in the assumptions they make.

Here we will just briefly mention some of the variables in terms of which such
accounts might differ. (We will consider some examples of these different
approaches in the next section.) At one end of the spectrum, the way that a region
in the innate quality space is isolated might involve a relatively unconstrained
process (e.g., it might involve a simple summation of positive instances, a min-
imal subspace including all positive instances, or simple regularly shaped regions
containing all positive instances). At the other end of the spectrum, the way that a
region in the innate quality space is isolated might involve a highly constrained
process (e.g., it might involve selection from a prespecified and highly circum-
scribed hypothesis space, or a hypothesis space that evolves in an innately speci-
fied manner). In delimiting regions in the quality space, the abstraction process
might also begin with a set of default regions that is broadened, narrowed, or
otherwise altered through the selection process. The important point for present
purposes is that a wide variety of options are available for the selection process,
each of which isolates a region of the innate quality space in response to the fine-
grained general representations that are taken as input in its own way.

** Without a representational account of the selection process, we would need an explanation of
why reinforcement has its effects on overt behaviour and would face difficulties arising from the fact
that the principles of conditioning don’t apply to many instances of learning, including word learning
(Chomsky 1959). Citing only external factors (the impingement of stimuli, the imposition of rewards,
etc.) is inadequate, since these clearly don’t have the same effects on every physical system. There has
to be something about the intrinsic character of the learning system that explains why conditioning
shapes its responses. The best account that psychology has to offer is that, in many cases, the mechan-
ism is deeply cognitive. It’s because of the way that the contingencies of rewards and punishments are
represented that the principles of conditioning have any purchase on changes in behavioural regular-
ities (Gallistel 1990; Gallistel and Gibbon 2002).
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There are also a number of other important sources of potential variation in
accounts within the neo-Quinean framework that Quine himself does not discuss
but which ought to be included in the neo-Quinean framework. For example, the
fine-grained representations that form the basis of abstraction needn’t always be
innate. In some cases, they might be learned. Likewise, the innate quality space
might not be developmentally fixed. The size of this space or the number and
types of similarity dimensions might be altered. There is also no reason to have
only one quality space in play. There could be multiple distinct quality spaces,
and quality spaces that stand in different relations of psychological accessibility to
one another. And, of course, another variable is the class of concepts that might
be acquired by such a process. This is likely to include standard perceptual con-
cepts (e.g., concepts for colours, textures, and odours). But it might also include
concepts for bodily sensations (pleasure, pain, heat, etc.) as well as concepts for
amodal categories such as shape concepts and concepts for spatial relations,
among others. Taken together, these and the previously mentioned sources of
variation introduce considerable flexibility within the neo-Quinean framework.
Since our aim is simply to sketch the general outlines of a framework for learning
by abstraction, we won’t attempt to systematically explore all these different
possibilities.”*

In sum, the neo-Quinean framework that we are proposing takes the following
form. Abstraction is a computational-representational learning process that oper-
ates over one or more quality spaces of fine-grained general representations that
are ordered by one or more similarity metrics. These similarity metrics needn’t be
simple. In fact, they might be quite complex and multifaceted. Abstraction
involves a selection process which delimits or carves out regions of a quality
space. This selection process can take many different forms. Despite the variation
across these accounts, all accounts in the neo-Quinean framework have in com-
mon the fact that they build in sufficient structure as input to the process—some
general representations organized in terms of a suitable similarity metric—to
avoid the criticisms that were so damaging to the theories of abstraction discussed
in the previous section.

If we return to the example of the general concept WHITE, there are numerous
alternative models for how such a representation might be acquired in the neo-
Quinean framework. Just to get the feel of the framework, one possibility is a
model much like the computational-representational analogue of Quine’s own
account of colour words. In this case, a learner comes equipped for the task with
general representations for different shades of white (among other colours), as

** However, see the next section for discussion of a small selection of possible models for the
acquisition of colour concepts within the neo-Quinean framework and for their implications regard-
ing the rationalism-empiricism debate.
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well as an innate similarity metric that organizes her colour space. Then upon
encountering different instances of white things (snowballs, paper, milk, etc.), she
would represent the particular shades of those encountered objects, and through
a process of positive and negative feedback, develop a representation that incorp-
orates all of the shades that received a positive signal and none of the shades that
received a negative signal.

This is just one example, but notice that such a model avoids the difficulties we
raised in the previous section for Locke and others, specifically by abandoning
the Lockean ambition of trying to explain the origins of all general representa-
tions via abstraction. Instead, the model works by supposing that some general
representations are innate (e.g., the fine-grained but still general representations
of particular shades of white). Abstraction, according to the neo-Quinean frame-
work, can’t account for all general representations, but that doesn’t matter, since
no framework can account for the ability to learn all general representations.
What this new framework does do, however, is very much in the spirit of earlier
theories of abstraction in that it explains how certain concepts can be learned on
the basis of fine-grained perceptual experience.

5.4 Why Our Framework for Understanding Abstraction Is
Compatible with Rationalism as Well as Empiricism

The neo-Quinean framework has profound implications for the rationalism-
empiricism debate. The first of these, which will be the topic of this section, is
that abstraction as it is understood on the neo-Quinean framework is not a
distinctively empiricist account of conceptual development. Although abstrac-
tion has historically been seen as an account of development that vindicates
empiricism, as it is understood in the neo-Quinean framework, there is noth-
ing about abstraction per se that limits it to an empiricist psychology.
Abstraction is equally compatible with rationalist views of the mind. Of course,
abstraction is a learning process, but as we have emphasized in earlier chap-
ters, rationalists and empiricists do not disagree about whether learning is
critical to development—they both agree that it is. Instead, their disagreement
is about the character of the acquisition base (or what they take to be innate)
and how learning takes place. In this section, we will consider some sample
rationalist and empiricist accounts of abstraction for the domain of colour
concepts.

Let’s begin with a sample account towards the empiricist side of the spectrum.
Consider the following description provided by Regier and Kay (2009) of a view
that should sound familiar:
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Debi Roberson and colleagues...[concluded] that “color categories are formed
from boundary demarcation based predominantly on language”...subject to the
constraint of “grouping by similarity”: namely, that categories must form con-
tiguous regions of color space. The implication is that apart from that rather
loose constraint, category boundaries are determined exclusively by local lin-
guistic convention. (Regier and Kay 2009, p. 442)

Put in these terms, Roberson et al’s position bears a striking resemblance to
Quine’s (minus the behaviourism).

In support of their view, Roberson et al. point to cross-cultural evidence dem-
onstrating significant variation in colour concepts. For example, an important
study reports that the Berinmo of Papua New Guinea use five basic colour terms
that cross-cut the basic colour terms in English (Davidoff et al. 1999). One
Berinmo term covers both yellow (i.e., what’s called yellow in English) and
numerous shades that English speakers think of as green. On Roberson et al’s
account, colour concepts are learned by identifying different culturally salient
regions within a common initial similarity space. Since there are only weak
internal constraints on the learning process, colour concepts end up varying
significantly across cultures.

This model is certainly more empiricist than many. While it does posit an
innate set of fine-grained representations, an innate similarity metric, and an
innate constraint on the selection process (which selects only continuous regions
in the similarity space), the model employs a domain-general selection mechan-
ism, namely conditioning.

In contrast, what might a broadly rationalist account of concept learning via
abstraction look like for colour concepts? One possibility would be a model that
is based on the idea that certain portions of the innate colour space are innately
privileged, creating an innate domain-specific bias in the selection process. One
way that a view like this might be developed is suggested by a landmark cross-
linguistic and cross-cultural study examining colour naming in over one hundred
non-industrialized societies around the world (Regier et al. 2005). This study
showed that the best examples of colours picked out by colour terms across all of
the languages in these societies tended to cluster around the best examples of
colours picked out by the English terms “black”, “white”, “red”, “yellow”, “green’,
and “blue” A best example of a colour for a given colour term—also known as a
focal colour—is a shade that is taken to be paradigmatic for the broader colour
category denoted by the term. For example, a shade like fire engine red is gener-
ally considered to be the best example for the English term “red” It is highly
unlikely that the best examples of colours should cluster in this way across such
diverse societies on an empiricist model. If there are no built-in ways to group
colours, why should people from such different cultures wind up with highly
similar best examples of colour terms, especially when their colour terms pick out
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different regions in colour space? Importantly, this study also compared the best
examples of colour terms to the centre points of the extensions of these terms
(a centre point being the shade that represents the mean of all of the points in the
extension of a colour term). What was found was that the best examples of colour
terms across these many languages were more closely clustered than the centre
points across these languages. This suggests that the best examples of colour cat-
egories are not simply derived from the colour fields associated with the terms by
taking the best examples to be the centres of the colour category extensions.
Instead, it suggests that it is the best examples of colour categories that are pri-
mary and that they function as privileged elements in the colour space—and so
colour concepts may be generated by colour fields forming around focal colours,
albeit in different ways in different cultures.

The upshot of these findings is that colour concepts may be learned via an
abstraction process that takes the selection process to be influenced by innate
representations of the best examples of colour categories, making the selection
process more domain specific. Note that while this type of model is clearly more
rationalist, this does not mean that it is insensitive to cultural input. A rationalist
model along these lines could explain the strong universalist tendency Regier et al.
found, while at the same time allowing for cases where there is substantial cross-
cultural variation, as in the Davidoff et al. study. This point can be seen even
more clearly if we consider another type of rationalist account of abstraction for
colour concepts.

On this second sort of rationalist account, the selection process involved in
learning colour concepts might be taken to be influenced not by focal colour rep-
resentations but by a preliminary set of innate colour concepts. Mature colour
concepts might then develop through a process that adjusts the borders on the
colour categories represented by this initial innate set of colour concepts in a way
that is sensitive to cultural factors, resulting in different sets of colour concepts
for different cultures. While our aim is not to defend any of the rationalist
accounts we are offering as illustrations of rationalist accounts of abstraction, it is
useful to develop a fuller sense of this sort of model to consider some of the evi-
dence that might be offered in favour of it.

One source of evidence for a model like this comes from studies of colour cat-
egorization in infants. In an important early study, Bornstein et al. (1976) showed
4-month-old infants different samples of the same shade of a primary colour
until the infants began to lose interest in the new samples, and then showed them
novel shades of the same colour as well as equally novel shades of a new colour
(one that was equally different from the original shade but that crossed the colour
boundary).”® For example, infants were repeatedly shown a shade of blue

** The general experimental method being used here is called the habituation method. See
Chapters 8 and 9 for more on this and related ways of investigating infants’ representational abilities.
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(480 nm light, i.e., 480 nanometre light) and then subsequently shown a novel
shade of blue (450 nm light) and an equally novel shade of green (510 nm
light). The result was that the infants looked significantly longer at the novel
shade of the new colour (green) but not at the novel shade of the old colour
(blue). Since the infants responded differently to the two shades—shades that
were objectively equally similar to the shade of the original samples they were
shown—this suggests that they represented them differently. In particular, it sug-
gests that they represented the shade in which they showed renewed interest as a
new colour relative to the original samples and that they represented the shade to
which they showed reduced interest as the same colour as the original. That is,
they didn’t merely represent the shades as being particular fine-grained colours,
but also represented them in terms of more general colour categories.*
Subsequent work with infants has provided a more comprehensive picture of
infants’ colour categorization. The most important study of infant categorization
to date systematically explored infants’ colour categorization using evenly spaced
shades across the full colour spectrum (Skelton et al. 2017). This study used
essentially the same methodology as Bornstein et al’s study, but by sampling the
full colour spectrum in this way, they were able to get much more detailed infor-
mation about infant colour categorization. What they found was that infants par-
tition the colour spectrum into five general colour categories: red, yellow, green,
blue, and purple. Infants sharply distinguish minimal colour differences at the
boundaries of these categories while treating different colours within them as
equivalent. This is so even though it was also shown that infants are perfectly
capable of discriminating colour differences within these colour categories, too.””
How might this work bear on rationalist accounts of abstraction? If infants
possess innate colour concepts, these initial concepts would not be learned, and
so would not be learned via abstraction. But a process of abstraction might still
explain the origins of adult colour concepts, which are known to vary across cul-
tures. While Regier et al’s massive survey of colour terms across non-
industrialized societies shows that such variation is subject to some constraints,
we also know that in at least some cases the variation can be quite dramatic, as
in Davidoff et al’s study of Berinmo colour terms. A rationalist model of abstrac-
tion could explain the results from both of these studies, as well as the studies on
infant colour categorization. On the sort of model we have in mind, rather than
starting with an innate similarity space that lacks category boundaries, the
abstraction process would start with a similarity space that comes with its own
innately bounded regions that are modified in light of later experience. The

*¢ The representation of broader regions of colour space as general colour categories (as opposed
to just sensitivity to the different fine-grained colours) isn’t unique to humans. For related findings
with birds, see Caves et al. (2018) and Zipple et al. (2019).

%’ For related neurological evidence supporting infant colour categories, see Clifford et al. (2009)
and Yang et al. (2016).
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selection process would involve adjusting these boundaries in light of evidence
regarding the colour categories that are represented by words in the learner’s lin-
guistic community, leading to the innate colour concepts being replaced by new
ones during the course of development.

A variation on this rationalist model might take both initial colour concepts
and focal colours to be innate. A model of this sort would mean that there is an
initial innate partitioning of the colour space into colour categories, which might
subsequently be modified or overridden. The fact that there are also innate focal
colours might mean in addition that some types of subsequent changes in devel-
opment would be more likely than others. For example, adjustments to colour
boundaries might be biased towards ones where the new boundaries continued
to include a focal colour over ones which exclude focal colours. Rationalist
models of abstraction of any of these types—focusing on innate focal colours,
innate bounded regions in the similarity space, or both—would be able to explain
the findings on infant colour categorization and would also be fully compatible
with the cross-cultural variation in adult colour concepts that has motivated
broadly empiricist models like the proposal by Davidoft et al. (1999).

The compatibility of rationalism with variation in colour categories is useful in
highlighting a crucial point that we emphasized earlier, particularly in Chapter 4,
namely that rationalist accounts of the origins of concepts don’t entail that innate
psychological structures can’t be changed or overridden in development. A psycho-
logical structure’s being part of the acquisition base is perfectly compatible with
its being altered or eliminated in subsequent development. This point is easy to
miss, particularly as it is obscured within the debates that are often used to frame
the sorts of experimental results that we have just mentioned. Work such as the
study by Davidoft et al. or the study by Regier et al. is typically presented in the
context of a debate between universalist accounts and accounts involving linguis-
tic relativity. This debate is often characterized in terms of a question of whether
elements of colour concepts or colour cognition are either universal or vary with
language.® It is now common to reject this whole debate, noting that colour con-
cepts and colour cognition are influenced both by linguistic and cultural factors
and by universal aspects of human psychology or biology.

While we agree that both of these types of influences are important, we think
that it is a mistake to simply dismiss the debate on these grounds. We will be
discussing arguments based on universality in Chapter 11, but for now the
important point is that the debate about whether colour concepts or colour
cognition is universal or influenced by cultural factors is essentially a proxy for

*® Many different factors have been explored to explain apparent constraints on the pattern of vari-
ation (Lindsey and Brown 2021). One factor that has played an important role in recent discussions
in this debate has been the role of communicative needs when making use of categories in a social
setting (see, e.g., Gibson et al. 2017; Zaslavsky et al. 2019).
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the rationalism-empiricism debate regarding the origins of these traits. So the
situation here is analogous to the one in which rationalism-empiricism debates
are rejected on the grounds that we should reject the nature-nurture debate—
since both nature (i.e., genetic factors) and nurture (i.e., environmental factors)
contribute to development. As we emphasized in Chapter 3, while the fact that
genetic factors and environmental factors both contribute to development may
undermine the nature-nurture debate, it leaves the rationalism-empiricism debate
perfectly intact. The moral regarding the debate between universality and linguis-
tic relativism is similar. The larger issue that the controversy about universality
and linguistic relativity regarding colour categories was getting at is how to think
about the origins and development of colour concepts vis-a-vis the acquisition
base—in effect, a local rationalism-empiricism debate focusing on colour con-
cepts. This is not resolved by broad agreement that the development of colour
concepts is subject to both linguistic and cultural factors and universal aspects of
human psychology or biology; there is still a question of whether the best account
of how colour categories develop is rationalist or empiricist.

The rationalist models of abstraction for learning new colour concepts that we
have sketched so far have largely focused on making the selection process more
rationalist. But it’s also worth noting that there are ways in which the similarity
space might be made richer and more rationalist as well. One way to see this is to
consider the phenomenon of colour constancy, in which the colour of an object
or different parts of an object are experienced to be the same across different
lighting conditions. While it may be tempting to suppose that applying a colour
concept is a simple matter of detecting the different wavelengths in the light cor-
responding to a given region, the phenomenon of colour constancy shows that
the situation is actually rather more complicated than that.

Consider, for example, the two squares labelled “A” and “B” in the left-hand
side image of a checkerboard in Figure 5.1. These are readily categorized by our
visual systems as being of contrasting colours (square A being blackish or dark
grey, and square B being whitish or light grey), while at the same time, B looks
like it is the same colour as the light square on the bottom right of the checker-
board. Incredibly, however, in terms of luminance, not only is B not the same
colour as the bottom right corner square, it is actually exactly the same colour as
square A! It only appears otherwise because our visual system is making assump-
tions about the levels of illumination over the checkerboard, taking into account
the shadow cast by the cylinder.”

How does colour constancy bear on the issues we have been discussing? If
colour concepts apply to a colour space that incorporates colour constancy, as

?* Given the importance of colour as diagnostic of the value of real-world objects, it is unsurprising
that colour constancy isn’t unique to humans. For evidence of colour constancy in non-human
animals, see Neumeyer (1998); Chittka et al. (2014); and Olsson et al. (2016).
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Square A

Square B

Figure 5.1 Checkerboard image illustrating colour constancy. Colour constancy
allows us to see a coloured object as being the same colour in different illuminations.
In the image on the left, the two squares A and B are seen to have contrasting colours
due to colour constancy, which causes B to be seen as considerably lighter than A,
compensating for the fact that B is in the shadow of the cylinder. In fact, these two
squares are precisely the same shade of grey, as can be seen when the squares are
viewed independent of context; see squares A and B on the right, where the

context is removed. (Figure credit: image by Edward H Adelson, CC-BY, https://
creativecommons.org/licenses/by/4.0/. The checkerboard image on the left is the
original except that the image credit has been removed and put in the caption; the
image of the two squares on the right is the same as the one on the left but with
everything except the two squares masked by white overlay; the labelled red arrows
have also been added for clarity.)

seems to be the case, then they don’t just carve out regions of a representational
space that is organized around the different amounts of light of different wave-
lengths that are reflected off of a surface. Instead, it seems that they apply to a
colour space that involves richer and more sophisticated representations of
colours that factor in different assumed levels and types of illumination, based on
such things as representations of the relations among surfaces, orientations of
light sources, and the presence of shadows. This means that the fine-grained gen-
eral representations and their similarity relations (all of which constitute the
input to the selection process in abstraction) are likely to be far richer and more
abstract than they would be on a simpler account which doesn’t factor in colour
constancy.

And, if, as is widely assumed, the processes underpinning colour constancy are
themselves innate (and specific to the domain of colour), then this means that all
of the models of abstraction that we have briefly sketched in this section are likely
to be more rationalist than has been noted so far. Even an account as seemingly


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

178 ABSTRACTION AND THE ALLURE OF ILLUSORY EXPLANATION

empiricist-friendly as the one we attributed to Roberson et al. would need to
involve sophisticated innate domain-specific machinery that plays a key role in
concept learning. Their account would still be more empiricist than the other
models we have mentioned, but the initial description of the model we gave omits
a significant innate domain-specific element that results in their model being
considerably more towards the rationalist side of the rationalism-empiricism
spectrum than it would otherwise be.

Other models could be considered as well, but the models we have mentioned
are sufficient to illustrate how abstraction is compatible with both empiricist and
rationalist accounts of the origin of concepts. We should emphasize that our aim
has not been to argue for a rationalist account of the origins of colour concepts,
but only to show that there is nothing that ties our framework for understanding
abstraction to an empiricist psychology, even though abstraction is usually asso-
ciated with empiricist accounts of conceptual development. Rationalists and
empiricists can both help themselves to the process of abstraction.

5.5 Abstraction, Conceptual Structure, and the ABC Model
of Conceptual Development

In this section, we consider a second important implication for the rationalism-
empiricism debate stemming from the neo-Quinean framework. This implication
concerns a less familiar issue than the question of whether abstraction is compat-
ible with rationalist accounts of conceptual development, and so it requires us to
back up a little bit to introduce the issue involved.

One of the most widely held assumptions concerning conceptual development is
that semantically primitive concepts—concepts that are not themselves composed of
other representations—cannot be learned and therefore must be innate. This assump-
tion about primitive concepts is widely accepted by both rationalists and empiricists.
In fact, it is closely tied to a standard way of thinking about conceptual development,
which we will call the Acquisition by Composition model (or the ABC model) of con-
ceptual development.*® According to this way of thinking about conceptual develop-
ment, concept learning requires a complex concept to be formed from a compositional
process drawing on its semantic constituents. These semantic constituents might
themselves be learned in a similar way, but eventually development has to bottom out
in the semantic primitives that are the basis for all complex concepts. For this

% In early work, we referred to this model as the building blocks model of conceptual development.
We now prefer “Acquisition by Composition”, which does more to convey the nature of the process. In
calling this book The Building Blocks of Thought, we aren’t endorsing the ABC model of conceptual
development. Rather, we have adjusted our terminology to co-opt the image of a building block as a
picturesque way of talking about concepts in general.
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reason, the ABC model takes them to constitute a fixed stock of innate representa-
tions and maintains that they set a fixed limit on the expressive power of the concep-
tual system.

Steven Pinker conveys much of the spirit of the ABC model in a discussion of
the rationalism-empiricism debate:

On the nurture side, empiricists tend to make do with the abstemious inventory
of sensori-motor features, invoking only the process of association to build more
complex ones. On the nature side, nativists argue that a larger and more abstract
set of concepts, such as “cause,” “number,” “living thing,” “exchange,” “kin,” and
“danger,” come ready-made rather than being assembled onsite.

Both sides, if pressed, have to agree that the simple building blocks of
cognition—Ilike the keys on a piano, the alphabet in a typewriter, or the crayons
in a box—must themselves be innate. Type on a standard typewriter all you
want; though you can bang out any number of English words and sentences,
you'll never see a single character of Hebrew or Tamil or Japanese. (Pinker
2007, p. 93)

In other words, rationalists and empiricists agree about one thing: primitive con-
cepts are the fundamental semantic units that learning draws upon, so a theory of
how they in turn are learned is not just improbable—it is downright impossible.

While a full evaluation of the ABC model will have to wait until later, we will
argue here that the neo-Quinean framework for understanding abstraction pro-
vides a possible model for how some primitive concepts might be learned. In this
way, the neo-Quinean framework casts doubt on the ABC model and the wide-
spread assumptions that only complex concepts can be learned and that primitive
concepts must be innate.”

To see how the neo-Quinean framework allows for learned primitive concepts,
consider again colour concepts like WHITE, which are often taken to be primitive
representations. Given the neo-Quinean framework, we can take the input to the
process of abstraction to be a set of representations of various specific shades
within a similarity space (particular shades of white, each corresponding to the
colour of an experienced white object). A selection process operating on this
input results in the demarcation of a field within this similarity space (a region in
the colour space corresponding to whiteness is delimited). Let’s suppose that this
process also generates a new concept, WHITE, which is linked to each of the repre-
sentations in the selected field such that the activation of any element in the field
brings about the activation of this new higher-level representation. We can now

*' We will return to this issue when we take up the question of why rationalists should reject
Fodor’s case for his claim that concepts can’t be learned (see Part IV).
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ask whether this new concept should be understood as primitive or complex.
(Our discussion in the remainder of this section will draw on some ideas about
mental representations and their meaning or content which will be more system-
atically introduced and explained in the next chapter. Readers who are less famil-
iar with philosophical thinking about concepts and theories of mental content
may want to return to this section after reading Chapter 6.)

Complex concepts are concepts that are composed of simpler concepts accord-
ing to the principles of a compositional semantics. For example, BROWN cow is
composed of BROWN and cow, and WHITE HAIR is composed WHITE and HAIR,
where, in each case, the complex concept’s content is a function of the contents of
the concepts that it is composed of. There has been much debate concerning the
question of whether lexical concepts (concepts associated with individual words)
might also have a compositional structure that isn’t manifest in language.’ At the
same time, colour concepts like WHITE and BROWN are examples of concepts that
have seemed unlikely to possess such an internal structure, even if many other
lexical concepts do.

Supposing that colour concepts are primitive, how should we think about their
content? What could make it the case that they represent what they do? This is a
difficult question and one for which no one has a fully satisfying answer. One
option, which we will make reference to for illustrative purposes, is that the con-
tent of the representation is determined by the environmental conditions that it is
causally dependent on and that it has the function of responding to (Dretske
1995). On this type of account, the concept WHITE represents whiteness because
there is a systematic causal dependence between occurrences of the concept
WHITE and instances of whiteness, and the concept has the function of respond-
ing to whiteness.*® Then the role of the representations for specific shades of
white would simply be that they serve to mediate the mind-world link between
external conditions (whiteness) and the concept wHITE. Elsewhere, we have
called such mediating factors sustaining mechanisms (Margolis 1998; Laurence
and Margolis 2002). A sustaining mechanism doesn’t directly determine a con-
cept’s content—and, in particular, doesn’t underwrite a compositional semantics
for the content of the concept. Rather, it makes its contribution indirectly,
by establishing the mind-world relation that directly determines the concept’s
content. On such an account, the products of the process of abstraction—concepts
like WHITE, CIRCULAR, SMOOTH, etc.—would not have their content determined
compositionally but rather by the mind-world relations established by sustaining

*? See Laurence and Margolis (1999) and Murphy (2002) for discussion.

** What makes the concept wHITE have this as its function, on this type of account, is ultimately
the fact that the concept is the product of an evolutionary selection process, where the selection for
the concept depended on the concept’s having been responsive to whiteness. This general approach to
functions is due to Wright (1973).
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mechanisms.>* Hence, in this case, abstraction would provide a mechanism
whereby new primitive concepts could be learned.

So, there is at least some reason to suppose that abstraction, as it is understood
in the neo-Quinean framework, provides a direct challenge to one of the most
widely held views regarding the origins of concepts, a view embodied by the ABC
model that is endorsed by most rationalists and empiricists alike and that implies
that primitive concepts cannot be learned and must be innate. The reason that we
are being tentative about our claim here—saying only that it provides some rea-
son to call into question the ABC model and its associated claim that primitive
concepts cannot be learned—is that the model of content determination for
colour concepts that we have just outlined isn’t mandatory. There are other
approaches that are consistent with the neo-Quinean framework that would treat
the output of the process of abstraction as a complex representation, not as a
primitive one.

How might an account like this go? How might we understand the output—in
this case the concept wHITE—as a complex representation? As before, we can
take the input to abstraction on the neo-Quinean framework to be a set of repre-
sentations of various specific shades within a similarity space, and a selection
process will result in the demarcation of a field within the similarity space. This
time, though, we will suppose that this process also generates a new concept that
is a highly disjunctive representation whose many disjuncts are just the represen-
tations that appear in the demarcated field—that is, a representation of the form
SHADE, OR SHADE, OR...SHADE , where each of these disjuncts represents a differ-
ent shade of white. On this model, the semantics of the abstracted concept is
plainly compositional. The content of WHITE is a function of the contents of its
constituents and their compositional structure.

Both the compositional model and the sustaining mechanism model are com-
patible with the neo-Quinean framework. Abstraction could produce complex
concepts that incorporate the fine-grained representations that are the input to
the process through a compositional semantics, or it could produce simple con-
cepts that are activated by sustaining mechanisms that incorporate the fine-
grained representations. Nonetheless, a number of considerations suggest that
the sustaining mechanism model may be preferable in many cases. We will briefly
mention some of these in closing.

** Unlike BROWN and cow in BROWN cow, the representations of the various fine-grained shades
of white aren’t constituents of the concept wHITE. Theorists who opt for sustaining mechanisms rather
than constituency relations often do so specifically because it weakens the relationship between the
representations in the sustaining mechanism and the concept whose content is indirectly established,
thus allowing for the possession of a given concept despite a great deal of perceptual and cognitive
variability across agents in how the mind-world link is established and maintained (see Dretske 1981;
Fodor 1987; Laurence and Margolis 1999). Different agents can possess very different sustaining
mechanisms for the very same concept, provided that each agent’s sustaining mechanism supports
the same general content determining relations.
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One consideration in favour of the sustaining mechanism model concerns the
computational load for processes that occur at the level of the abstracted concept.
If these processes have to operate on a highly complex structured representation
and deal with each of its numerous constituents, this is likely to place a heavy
processing burden on the system. On the other hand, if the processes can stick to
an unstructured concept and ignore all of the structure that is inherent in its sus-
taining mechanism, the computational load would be considerably eased.

Presumably this type of consideration is a large part of the reason why we pos-
sess so many different general concepts—it is significantly easier on processing
systems to work with the thought ANIMALS NEED ENERGY TO SURVIVE than to
work with the thought AARDVARKS, ALLIGATORS, ANTEATERS, ... AND ZEBRAS NEED
ENERGY TO SURVIVE. There may also be advantages in the informational loss that
is inherent to the employment of an unstructured concept. If what matters in
applying a learned rule is the more general category white, then a representation
that focuses attention on just that category (and not on various particular shades)
puts the emphasis just where it should be. When it doesn’t matter which precise
shade is at issue, it is important not to fixate too strongly on any particular shade.

For these reasons, we think it isn’t merely possible that abstraction produces
primitive concepts. It seems like this should be the preferred account in this case.
At the same time, it is only natural to suppose that the bar should be high when it
comes to overturning something as deeply entrenched as the ABC model and its
associated claim that primitive concepts cannot be learned. However, as we will
see in Part IV, there are other learning mechanisms in addition to our recon-
ceived process of abstraction which can also explain how some types of primitive
concepts can be learned. After looking at those in detail and how they comple-
ment the considerations we have just given, we will see that there is ample reason
to call the ABC model into question.

5.6 Conclusion

This chapter had two primary aims—one was to highlight the phenomenon of
illusory explanations and how they can illicitly impede serious consideration of
rationalist theories, and the other was to explore how we might move beyond
illusory explanations in the case of a particular type of psychological process that
has been especially influential in the history of empiricism (namely, the process
of abstraction). In the first part of the chapter, we showed that illusory explan-
ations can be remarkably hard to see for what they are and argued that this has
led to an unwarranted presumption in favour of empiricism. And we have high-
lighted how this tendency has been fostered, in certain philosophical circles, by
the assumption that the inner workings of the mind must be accessible to con-
sciousness. In the second part of the chapter, we presented our new neo-Quinean
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framework in which abstraction is reconceived in a way that drops many of the
details that empiricists have associated with abstraction but retains the idea that
abstraction provides a mechanism for learning new general concepts on the basis
of fine-grained perceptual experience. These changes allow particular theories
based on abstraction in the neo-Quinean framework to provide substantive
accounts of conceptual development. Finally, we ended the chapter by highlight-
ing two important implications that this new framework for understanding
abstraction has for the rationalism-empiricism debate concerning the origins of
concepts. The first is that this framework isn’t inherently empiricist. Abstraction
within this framework is perfectly compatible with rationalism as well; concept
learning mechanisms based on abstraction provide a useful tool for understand-
ing conceptual development for empiricists and rationalists alike. The second
implication is that the neo-Quinean framework arguably provides an account not
only of how new concepts can be learned, but of how new primitive concepts can
be learned, thereby calling into question the ABC model of conceptual development
and its associated claim that primitive concepts must be innate.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis,
Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0005



6
Concepts, Innateness, and Why Concept

Nativism Is about More Than Just Innate

Concepts

The central aim of this book is to offer a systematic defence of the rationalist
framework for understanding the origins of concepts and to make the case for
our own version of concept nativism. Our main focus in Part I, however, has
been on the closely associated secondary aim of comprehensively rethinking
what the rationalism-empiricism debate is about and introducing and clarifying
the theoretical notions that we take to be central to understanding this debate.
This chapter serves as a bridge between Part I and the remainder of the book. In
it, we outline how the account that we developed for understanding the
rationalism-empiricism debate applies specifically to the origins of concepts. We
begin, in section 6.1 and section 6.2, by exploring in greater detail two funda-
mental questions: the question of what innateness is and the question of what
concepts are. Although we have argued that the rationalism-empiricism debate
can be framed without relying on the notion of innateness, we think the notion
still has a role to play in the debate. To make clear why, we explain our own
understanding of what innateness consists in and why we think much recent
scepticism about this notion is misguided. Our discussion of what concepts
are is meant to help readers navigate a complex set of questions and issues that
are naturally entwined with the question of how concepts are acquired. But
more importantly, it will help us address a common but deeply mistaken view
about rationalist accounts of the origins of concepts—the view that these just
claim that there are innate concepts. We argue that this is simply wrong.
Building on our explanation of the rationalism-empiricism debate in Chapter 2,
which highlighted the diversity of views within the rationalist framework as it
applies to any type of psychological trait, we show that there is a similar diversity
of rationalist accounts of the origins of concepts, and that the extent to which
an account is rationalist depends on a number of factors and is not simply a
matter of how many innate concepts it posits. As we turn to our positive case
for concept nativism in Part II, this clarification of what concept nativism
does, and does not, entail will be essential for fully appreciating what counts
as a successful argument for concept nativism.
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6.1 What Is Innateness?

In this section, we begin by taking a closer look at the question of what innateness is.
Rather than provide a comprehensive survey of the many different accounts on offer,
we will focus on the account that we favour, briefly explaining some of its advantages
and comparing it to two close alternatives.! These comparisons are meant to high-
light several key features of our account, to help clarify the sorts of constraints on the
notion of innateness that we think matter most, and to illustrate the advantages of
our general approach. In addition, we will address the increasingly common charge
that the notion of innateness should be abandoned altogether on the grounds that
there are so many different conceptions of what innateness is and that this is bound
to foster confusion among theorists who have very different ideas about what it
means to say that a trait is innate. Our own view is that this concern about the con-
tinued use of the notion of innateness is overstated and that there is nothing wrong
with—and a lot to be gained by—its continued use.

So, what is it for a psychological trait to be innate? In Chapter 2, we suggested
that a psychological trait’s being innate essentially comes down to whether the
trait is part of the acquisition base. Our own account of innateness is based on the
core idea behind an account in the literature known as primitivism. The most
carefully worked out version of primitivism is due to Richard Samuels (2002; see
also Cowie 1999). Samuels’ primitivist account takes the form of a set of necessary
and sufficient conditions for innateness according to which a psychological trait
is innate just in case the following two conditions hold.

(i) The psychological trait is psychologically primitive in the sense that it is
not acquired by a psychological process.
(i) The psychological trait is acquired in the normal course of development.?

In our view, condition (i)—the core of the account—is basically the right way to
understand innateness. This is because, on our understanding of the rationalism-
empiricism debate, what is at stake in the debate comes down to the composition
of the acquisition base, and this in turn is a matter of which traits are psychologic-
ally primitive in Samuels’ sense (i.e., which psychological traits aren’t learned or
otherwise acquired via psychological processes).

! For other accounts of innateness that we won’t be able to discuss here, see Stich (1975); Ariew
(1996); Sober (1998); Quartz (2003); Khalidi (2007); and O’Neill (2015).

* This formulation is based on Mallon and Weinberg’s (2006) friendly modification of Samuels’
characterization of primitivism. On Samuels’ original account, clause (i) makes reference to explana-
tory considerations (“there is no correct scientific psychological theory that explains the acquisition”
of the trait (Samuels 2002, p. 246)), whereas Mallon and Weinberg’s formulation is helpfully framed
directly in terms of the facts regarding the acquisition of the trait.
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However, while we endorse what we take to be the core claim of primitivism,
we can't simply adopt Samuels” account as it stands. In particular, we take excep-
tion to his condition (ii) and have doubts about the driving motivation for adding
a second clause in the first place. This will take some explaining.

As we read his proposal, Samuels begins with the core claim of primitivism,
according to which a psychological trait’s status as an innate trait has to do with
its being a psychological primitive. But then he points out that this condition
taken by itself is too broad. It classifies quite a few traits as innate that clearly are
not innate—Samuels calls this the overgeneralization problem. He mentions the
hypothetical case of acquiring the ability to speak and understand Latin by taking
a futuristic pill that produces knowledge of Latin without having to go through
the usual mental exertions (Fodor 1975). Since it is stipulated in the example that
the pill produces knowledge of Latin without mediating psychological processes,
this knowledge would be psychologically primitive. Nonetheless, it seems wrong
to say that this knowledge would be innate. Likewise, Samuels discusses a case in
which infection by the Ross River virus leads its victims to hallucinate that build-
ings are crashing down around them. Here too the psychological trait at issue—
the tendency to hallucinate in this way—is presumed to be psychologically
primitive, but it seems wrong to say that it is innate. Samuels’ condition (ii) is
brought in to address cases along these lines. It allows for a trait to be psycho-
logically primitive without being innate only so long as the trait isn’t acquired in
the normal course of development.

While Samuels’ condition (ii) may help him to deal with these particular
examples, we don’t think this is the best way to respond to the threat of overgen-
eralization. For starters, it isn’t sufficiently clear what counts as “the normal
course of development” Consider, for example, the case of Toxoplasma gondii
infection. T. gondii is a protozoan parasite with a complex life cycle. Felines,
including domestic cats, are its primary host, and T. gondii can only reproduce in
the feline gut. But prior to reaching this life stage, it finds its way into cat faeces
(i.e., the faeces of previously infected felines) and then the soil, where it is
ingested by other animals, including mice, rats, and livestock. Humans, too, can
be infected by the parasite by eating uncooked meat from an infected animal
(e.g., raw beef) or, like other animals, through contact with cat faeces or soil. The
impact of the parasite on intermediary host animals includes a number of pecu-
liar psychological effects. Mice and rats lose their normal fear of cats and aversion
to the smell of cat urine (Berdoy et al. 2000), perhaps even becoming sexually
aroused by the scent (House et al. 2011).° There seem to be psychological effects
in humans, too, with differential consequences for men and women. As Flegr
(2007) reports, in psychological tests, infected men “were more likely to

* This is presumably adaptive for the parasite, leading to more mice and rats being eaten by cats,
and so to more cats infected with T. gondii.
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disregard rules and were more expedient, suspicious, jealous, and dogmatic [rela-
tive to uninfected controls]...[infected women] were more warm hearted, out-
going, conscientious, persistent, and moralistic [relative to uninfected controls].
Both men and women had significantly higher apprehension...compared with
the uninfected controls” (p. 757).

Supposing that these various acquired psychological traits in mice, rats, and
humans are psychologically primitive, they provide another apparent counter-
example to primitivism, as it is intuitively implausible to say that they are innate.
Unlike Latin pills and Ross River Fever, however, T. gondii infection is not at all
uncommon. In many countries, it is estimated that more than 50% of the popula-
tion is infected and estimates of global human infections range from 20% to 60%
(Tenter et al. 2000; Lindova et al. 2006). The problem for Samuels, then, is that
this looks exactly like the sort of case that he would deem a potential counter-
example to (i) taken on its own, but also it isn’t ruled out by (ii), since this para-
site is part of the normal course of human development in many communities if
not globally.*

However, we don’t want to rest our case against adopting Samuels’ normalcy
condition with the charge that his primitivism still overgeneralizes. Rather, we'd
suggest that this whole way of approaching the issue of explaining innateness—
with the aim of providing a set of necessary and sufficient conditions that are
immune to all potential counterexamples—is misguided. This is because it makes
Samuels’ account of innateness hostage to cases that have no bearing on what is
actually at stake between rationalists and empiricists. Notice that the various
“counterexamples” we have just been discussing—Fodor’s Latin pill, Ross River
virus, T. gondii infection—have in common that they aren’t the least bit germane
to the contemporary rationalism-empiricism debate. No rationalist or empiricist
theory turns on the details of such cases. And no rationalist or empiricist takes
any of these (or similar cases) to provide an important test case for deciding
between rationalism and empiricism. For this reason, we think it is a serious mis-
take to let one’s account of innateness be guided by such cases and by our intu-
itions about them. There is absolutely nothing to be gained by arguing about how
to exclude them in crafting a definition of “innate”. What we need isn’t a formula
that precludes all possible overgeneralizations—including overgeneralizations
into territory that is irrelevant to the debate between rationalists and empiricists—
but rather a serviceable characterization of innateness that illuminates the com-
peting claims of rationalists and empiricists regarding what mental traits
are innate.

* Even if it weren't, there are possible situations in which it would unquestionably be part of the
normal course of human development. Much the same is true of the Latin pill example, assuming that
such a pill were possible. One can imagine its active ingredient being administered to the water sup-
ply, as fluoride is in some countries, with the population as a whole coming to acquire knowledge of
Latin without any psychological processes mediating its acquisition.



188 CONCEPTS, INNATENESS, AND CONCEPT NATIVISM

Our view of innateness, then, is that we should take the insight at the heart of
primitivism—that innate traits are psychologically primitive—and stop there.
There is no need and no benefit to grappling with Samuels’ overgeneralization
problem where it has no bearing on the origins of traits that rationalists and
empiricists dispute.® This stripped-down account is all that is needed to make
sense of the rationalism-empiricism debate and the role that innateness plays in
rationalist and empiricist theories of psychological development. If we focus on
this role, we can even dispense with using the term “innate” altogether—as we
largely did in Chapter 2—and instead simply characterize the disagreement
between rationalists and empiricists directly in terms of their competing views of
the acquisition base. Rationalists and empiricists agree that many psychological
traits are acquired via psychologically-mediated processes. On pain of an infinite
regress, they also agree that not all psychological traits are acquired in this way.
So both rationalists and empiricists must take there to be psychological traits that
are part of the acquisition base—traits that are not themselves explained by more
fundamental psychological traits and processes. Still, while it is possible to avoid
using the term “innate” in this way, we see no drawback to retaining the term, and
much to gain, as it emphasizes the similarity in outlook across different fields and
different research traditions that have used this terminology and appropriately
links current debates to the traditional philosophical debate about innate ideas.

In order to highlight the virtues of our version of the primitivist account of
innateness, we want to briefly look at two related competing accounts of innate-
ness. The first of these incorporates and emphasizes an evolutionary constraint in
characterizing innateness.® The simplest way to do this would be to adopt an
account that says that innate psychological traits are psychologically primitive, as
ours does, but that has a further condition that also requires them to be biological
adaptations—products of natural selection.” This type of adaptationist version of
primitivism might be seen as a friendly variation on both our account and
Samuels.

Is an account of this sort an improvement over our own stripped-down ver-
sion of primitivism? It could certainly handle the examples of overgeneralization
that Samuels mentions, as well as the changes in human psychology that are

* Moreover, adding an additional constraint like Samuels’ has the unfortunate consequence of pro-
hibiting innate traits that are part of the acquisition base but that are not acquired in the normal
course of development—ruling out the possibility of statistically uncommon traits that are part of the
acquisition base for only a minority of individuals being innate traits (e.g., psychological structures
involved in or contributing to such traits as perfect pitch, synaesthesia, tetrachromacy, and the like).

¢ See, e.g., the characterization of innate cognitive mechanisms in Tooby and Cosmides (1992),
in which they are understood to be “universal evolved psychological mechanisms” (p. 37;
emphasis added).

7 For those who are committed to the project of providing necessary and sufficient conditions for
innateness, substituting an adaptation condition for Samuels’ normalcy condition might be thought to
be a better way of handling Samuels’ overgeneralization problem. Alternatively, another possibility
would be to keep Samuels’ normalcy condition and add the adaptation requirement as a third
condition.
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brought about by T. gondii infection, since none of these would count as human
adaptations. Moreover, many traits that are taken to be innate are widely thought
to be adaptations. Even empiricists who credit the acquisition base with little
more than domain-general statistical learning mechanisms are likely to take such
mechanisms to be adaptations for learning that have been shaped by natural
selection. Nonetheless, requiring innate traits to be adaptations may well be too
strong in that it can lead to an inability to distinguish between theories that
clearly fall on different sides of the rationalism-empiricism continuum.

Consider the status of language. The typical rationalist view about language is
that language acquisition is grounded in an innate acquisition system that is spe-
cific to language. But within rationalist circles, there is debate about whether the
language acquisition system is an adaptation, with Chomsky and some other
prominent rationalists having claimed that it is a byproduct of selection for other
abilities (see, e.g., Chomsky 1972/2006, 1988). In this case, the sharp contrast with
empiricist theories of language is still there; it just doesn’t come down to the
question of whether language is ultimately an adaptation. Likewise, as we noted
in Chapter 4, rationalists can and do point to other domain-specific systems in
the acquisition base that they take to be byproducts, or perhaps the result of
genetic drift. An account of the mind that postulated many systems like this
would still be considered rationalist by rationalists and empiricists alike. So if we
want to respect the way that the terms rationalism and empiricism are used in the
rationalism-empiricism debate, it is better to opt for an account of innateness that
is neutral about natural selection, as our stripped-down version of primitivism is.

The second alternative theory of innateness we will consider is due to Mallon
and Weinberg (2006). Their account rejects condition (i) of Samuels’ primitivist
account but retains his condition (ii), and so constitutes a more radical departure
from our version of primitivism. On Mallon and Weinberg’s account,

a trait t is innate in an organism O to the extent that

(i) O would develop ¢ across the range of normal environments (invariance
condition); and

(if) The proximal cause of O’s development of f is by a closed process or pro-
cesses (closed process condition). (2006, pp. 339-340)

Condition (i) of their account, the invariance condition, is largely equivalent to
Samuels’ normalcy condition. We will focus here, however, on condition (ii) of
their account, the closed process condition, which holds that the proximal cause of
the development of an innate trait in a given organism is governed by a closed
process (or set of processes).®

# See Quartz (2003) for a related account.
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For Mallon and Weinberg, a process is closed to the extent that it generates
relatively few different types of traits in response to environmental variation; con-
versely a process is open to the extent that it generates a relatively large number of
different types of traits in response to environmental variation. For psychological
traits, the core idea of a closed process is similar to that of the process of acquir-
ing a psychological trait via a special-purpose learning mechanism, while the
core idea of an open process is similar to that of the process of acquiring a psy-
chological trait via a general-purpose learning mechanism. We will discuss how
their account deals with some sample traits in a moment, but before we get to
that, we want to briefly highlight some key features of their account.

By design, Mallon and Weinberg’s account applies not only to psychological
traits but also to non-psychological traits, such as eye colour or height, and it
doesn’t require an innate trait to be acquired by a non-psychological process—it
only requires that the process be sufficiently closed. This feature of their account
distinguishes it from both our account and Samuels, which by design are exclu-
sively directed to psychological traits and aren’t meant to cover non-psychological
traits. One interesting and important consequence of this feature of Mallon and
Weinberg’s account, which we will return to shortly, is that their account allows
for the possibility that psychologically primitive traits can fail to be innate. (This
would happen whenever a psychologically primitive trait is acquired by relatively
open non-psychological processes.) One motivation for having an account of
innateness that applies to both psychological and non-psychological traits is that
it wouldn’t require that there be a principled distinction between psychological
and non-psychological phenomena. This motivation dovetails with one of
Mallon and Weinberg’s main criticisms of primitivism, which is that psychological
traits and processes are too heterogenous and don’t constitute a well-defined
domain—and consequently that there is no principled distinction between the
psychological and the non-psychological. Another potentially attractive feature of
their account is that it also paves the way for a graded notion of innateness, since
acquisition processes can be closed (or open) to varying degrees. Some theorists
might see this as an advantage over approaches—like ours—that are limited to
saying that a trait is either innate or not.

What should we make of Mallon and Weinberg’s account of innateness? Let’s
first consider some of the general features of their account that distinguish it from
our own. It is an open question how heterogenous the psychological domain is,
but we do not think that such heterogeneity is problematic for our account and
for others that are only directed at providing an account of innateness for psycho-
logical traits.” Nor is it problematic that there will be phenomena at or near
the border of any reasonable dividing line between the psychological and the

® See Chapter 25 for further discussion of the issue of what distinguishes psychological phenom-
ena from non-psychological phenomena.
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non-psychological, phenomena for which it isn’t particularly clear whether they
are psychological or not. Much the same issues arise for other perfectly respectable
scientific domains—for example, even the physical sciences, including disciplines
like biology and chemistry, admit a certain amount of vagueness concerning the
phenomena they encompass. If primitivism inherits some vagueness because of a
little unclarity regarding what exactly counts as a psychological primitive, so be it.
A certain amount of unclarity around the edges is perfectly acceptable. Not only
are there many cases where there is simply no question that the traits or processes
in question are psychological, but as we argued above (and will illustrate through-
out the book), the core of the contemporary debate between rationalists and
empiricists concerns just such cases where rationalists and empiricists disagree
about the character of the psychological processes involved in the acquisition of
paradigmatic psychological traits.

What about the fact that Mallon and Weinberg’s account provides a graded
notion of innateness? Some theorists may welcome being able to make compari-
sons regarding the extent to which different traits are innate. But even on an
account that has a categorical conception of innateness, there are ways of achiev-
ing much the same effect. Our own account of the rationalism-empiricism debate
takes innateness to be an all-or-nothing notion, but as discussed in Chapter 2, it
is graded in terms of the extent to which different theories of development are
rationalist (or empiricist). For example, it says that one theory of development is
more rationalist than another to the extent that it postulates a greater quantity of
characteristically rationalist psychological structures, characteristically rationalist
psychological structures across a greater diversity of content domains, character-
istically rationalist psychological structures of greater complexity, or more richly
articulated characteristically rationalist psychological structures than competing
theories (see Box 7 in Chapter 2)."° So while our account has no place for a graded
notion of innateness, it offers a natural and straightforward way to capture the
idea that the difference between rationalism and empiricism isn’t all or nothing
all the same.

Let’s turn now to the core of their account, the closed process condition. It turns
out that this condition is problematic. To begin with, it is not at all clear which
processes should be seen as open (or relatively open) and which should be seen
as closed (or relatively closed). One of the examples that Mallon and Weinberg
give to illustrate this distinction is the Chomskyan view that language acquisition
depends on a domain-specific system that incorporates the principles of Universal
Grammar. Mallon and Weinberg refer to this Chomskyan view as an example of
an open process, since variation in the environment (whether children hear

'° As explained in Chapter 2, however, it is also necessary to take into account the possibility of
trade-offs among these and related factors in assessing the extent to which one account is more ration-
alist than another.
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French, English, Japanese, etc.) leads to considerable variation in the psycho-
logical outcome (speaking French, English, Japanese, etc.). But this is rather awk-
ward given that the Chomskyan view of language acquisition is a paradigmatic
example of a rationalist account of cognitive development. So if the core pro-
cesses involved in this case are illustrative of open processes, this would suggest
that paradigmatically rationalist accounts of cognitive development imply that
the trait being acquired is not particularly innate.

Then again, although Mallon and Weinberg do take the Chomskyan account
of language acquisition to be illustrative of an open process of development, it’s
not clear that they should. In fact, there is a good case to be made that this sort of
account is actually a better illustration of a closed process. After all, while Mallon
and Weinberg are right that Universal Grammar allows for the acquisition of a
wide range of different languages, the range of psychological traits that the envi-
sioned developmental processes can produce is highly restricted. They can’t
produce the ability to see the world in three dimensions, recognize faces, reorient
oneself in an environment following disorientation, and so on. In fact, they can
only produce one type of cognitive ability—the ability to speak a natural lan-
guage. Moreover, the languages they are capable of acquiring are limited to those
that are compatible with Universal Grammar. Taken together, these facts strongly
suggest that language acquisition, as it is envisioned in the example, is actually a
highly closed process. They are also the very reasons why Chomskyan accounts of
language acquisition are usually taken to involve innate domain-specific learning
mechanisms. In this respect, if it turns out that this example is taken to involve a
closed process, contrary to Mallon and Weinberg’s own claim that it involves an
open process, this could help them somewhat regarding the overall case for their
account of innateness." Nevertheless, what this example shows is that it isn’t particu-
larly clear what makes a developmental process open or closed or how to apply the
open/closed distinction even in what ought to be a fairly straightforward case.

A bigger problem for Mallon and Weinberg’s account springs from the fact that
their account allows that the psychologically primitive traits that comprise the
acquisition base needn’t be innate. Mallon and Weinberg’s account of innateness
notably drops the condition that links being psychologically primitive with being
innate—a link that is central to both our account and to Samuels. Since their

" On the other hand, if the Chomskyan account of language acquisition is taken to involve a closed
developmental process, this leads to a different sort of awkward result for their account. It suggests
that a language like French is both learned and innate. It is learned because it is acquired by a
language-specific acquisition system that is sensitive to the features of the child’s linguistic environ-
ment; at the same time, on their account it is innate, or substantially innate, because the developmen-
tal process is taken to be closed. In contrast, our account of innateness wouldn’t say that French is
both learned and innate on this sort of account of language acquisition. Instead, it simply says that
French is learned and not innate. What’s innate are the elements of the domain-specific acquisition
system for learning a natural language that are part of the acquisition base. Our account captures the
graded rationalism here not by saying that French is innate to some given extent, but rather by saying
that French is acquired via a rationalist learning mechanism that is rationalist to some given extent.



WHAT IS INNATENESS? 193

account of innateness turns on how open or closed the developmental process is
that’s responsible for a trait, the question of whether the primitive psychological
traits in the acquisition base are innate comes down to whether the biological
processes that are responsible for their acquisition are themselves open or closed.
To see what this means, consider again the sort of Chomskyan account of lan-
guage acquisition in which language acquisition depends on a psychologically
primitive domain-specific system that incorporates the principles of Universal
Grammar. Typically on such accounts, Universal Grammar is taken to be part of
the innate foundation for the acquisition of natural language and hence part
of the acquisition base. Now on Mallon and Weinberg’s account, Universal
Grammar would still be part of the acquisition base (given the assumption that
the language acquisition system is psychologically primitive), but it is not at all
clear whether it would be counted as innate. It’s possible that the biological
processes that lead to the development of Universal Grammar, or to other elements
of the acquisition base, are closed processes. In that case, these traits would
be innate. But equally it’s possible that the biological processes that lead to the
development of Universal Grammar, or to other elements of the acquisition base,
are open processes. In that case, these traits wouldn’t be innate. As things stand,
Mallon and Weinberg’s account is completely neutral about whether such traits
are innate, and it may well be that many psychologically primitive traits wouldn’t
count as innate on their account of what innateness is.

This gives rise to an even bigger concern for their account. If the process of
development leading to the acquisition of Universal Grammar turns out to be
relatively open while the process of acquiring a natural language on the basis of
Universal Grammar is relatively closed, Universal Grammar could turn out to be
less innate than the natural language one acquires on the basis of Universal
Grammar (e.g., less innate than the ability to speak French). More generally, it
seems entirely possible that the non-psychological processes that lead to the
development of a psychological acquisition mechanism, M, could be more open
than the acquisition process mediated by M. Hypothetically, the psychological
acquisition mechanism M might allow only two possible outcomes, A and B,
which are triggered by specific environmental stimuli, and yet the non-
psychological processes involved in the development of mechanism M could be
considerably more open, allowing for far more than two possible outcomes in
response to environmental variation. In that case M would be less innate than its
product A, even though A is acquired on the basis of M. For all we know, such
cases could in fact be common.

Much the same situation could also occur sticking just to the psychological
level. That is, a relatively open psychological acquisition process could be the
proximal cause of a subsequent acquisition mechanism that implements a relatively
closed psychological acquisition process for acquiring a further psychological
trait. Consider, for instance, the suggestion made by Fiona Cowie (1999) that
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language learning might depend on there being a domain-specific “helping hand”
for language learning to proceed, but that this domain-specific learning mechan-
ism is itself learned via domain-general processes. This is clearly an empiricist
model, since language is ultimately acquired through an empiricist learning
mechanism—a domain-general mechanism—even if this empiricist mechanism
does its job by first creating a domain-specific acquisition system that is involved
in language acquisition. But given Mallon and Weinberg’s account of innateness,
the aspects of our knowledge of language that this domain-specific learning
mechanism produce would turn out to be substantially innate on this empiricist
account, since the proximal cause involves a closed acquisition process.

This general pattern could turn out to be quite a common one—an empiricist
view proposes an initial domain-general process that produces a domain-specific
mechanism, which in turn is involved in the acquisition of further psychological
traits. Another example along these lines is Karmiloff-Smith’s (1992) claim that
many psychological modules (which for present purposes we can think of simply
as domain-specific processing mechanisms) are not innate and are instead
acquired through a relatively domain-general psychological process, which she
refers to as a process of representational redescription. On this approach, although
the psychological process of module building is supposed to be quite flexible, the
further development that an acquired module supports may be relatively closed.
But then Mallon and Weinberg’s account would end up classifying Karmiloff-
Smith’s view about products of this further development as one in which they are
substantially innate, despite the fact that the whole point of tracing the develop-
mental process back to an underlying process of representational redescription
for Karmiloff-Smith is to provide a non-rationalist theoretical framework
(see Figure 6.1). The difficulty here goes right to the heart of Mallon and
Weinberg’s proposal. In the rationalism-empiricism debate, it isn’t the proximal
cause of a trait that matters. What matters is the full psychological-level cause,
going all the way back to the acquisition base. If this full psychological account
traces back to solely domain-general learning mechanisms in the acquisition
base, it is simply not plausible to take that trait to be substantially innate, regard-
less of what the more proximal psychological causes of the trait are like.”

2" Another issue for Mallon and Weinberg is how the two conditions in their account (the closed
process condition and the invariance condition) should be weighted. A trait might be invariant to a
very low degree (e.g., the trait might only be triggered by a single rare type of environmental stimulus)
but be acquired via a highly closed acquisition process (one that has just one or a few outcomes). Such
traits would typically be considered the result of rationalist acquisition mechanisms, at least when the
acquisition process for such traits is part of the acquisition base. In contrast, a trait may be highly
invariant (e.g., nearly universal), but be acquired via a very open acquisition process (one with
numerous potential outcomes). Such traits would typically be considered the result of empiricist
acquisition mechanisms. On Mallon and Weinberg’s account, it is unclear which of these should be
considered more innate or why.
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domain-general open process domain-specific closed process output of
psychological module module
mechanism (highly non-innate) (highly innate)

Figure 6.1 A problem for the closed process invariance account of innateness. On
Mallon and Weinberg’s account, an open process implemented by the operation of
one psychological mechanism can produce another psychological mechanism that
implements a closed process. For example, on Karmiloff-Smith’s model for acquiring
learned modules, a general learning process (known as representational redescription)
is responsible for creating new domain-specific modules of many different types. This
process is an open process, so the domain-specific modules that it produces count as
highly non-innate. However, these modules implement further, highly constrained
learning processes, each of which produce only a very narrow range of psychological
traits, making them closed processes whose products are highly innate. Accordingly,
Mallon and Weinberg’s account of innateness would imply that highly innate traits
can be acquired on the basis of highly non-innate traits, which in turn trace back to
an empiricist acquisition base.

These arguments highlight how Mallon and Weinberg’s account struggles pre-
cisely because it abandons the core primitivist condition that we take as the basis
for our own account of innateness. Because they abandon this condition, they
open themselves up to the very real possibility that unlearned psychological traits
that are part of the acquisition base might not come out as innate. At the same
time, learned psychological traits may turn out to be more innate than the learn-
ing mechanisms that are involved in acquiring them, and learned psychological
traits that are acquired via domain-specific learning mechanisms may turn out to
be innate even if their acquisition ultimately traces back to wholly domain-
general learning mechanisms. By contrast, our stripped-down version of primi-
tivism has none of these problems. It is also worth noting that our account can
also maintain the association of relatively closed processes with rationalism, and
relatively open processes with empiricism, when a process has one of these prop-
erties in light of the domain specificity or domain generality of psychological
structures in the acquisition base.

Before closing this section, we should say something about the widespread
view that the existence of a large variety of different accounts of the nature of
innateness leads to confusion and argues for abandoning innateness as a theoret-
ical notion. It has become increasingly popular to argue for eliminativism regard-
ing the notion of innateness on just these grounds. On this view, the theoretical
construct innateness only leads to confusion because different theorists have very
different ideas about what it means for something to be innate. Further, it is
claimed that the term “innate” in ordinary language will not help as a guide, since
this term similarly conflates a number of distinct ideas (present at birth, univer-
sal, genetically determined, etc.). Given all of this variability, the argument
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continues, we should expect that different theorists may be talking at cross-
purposes or that individual theorists, not fully recognizing the many different
ideas that have been packed into the same term may formulate arguments that
aren’t sound because they equivocate between these different meanings. As a
result, we would be better off abandoning the notion of innateness altogether
(Bateson 2000; Griffiths 2002; Mameli and Bateson 2006; Mameli 2008; Cowie
2009; Shea 2012).

One list of the different meanings of “innate”—a fairly typical one—teases
apart no less than sixteen distinct meanings, many of which have variants that
also can be teased apart, giving us as many as twenty-five distinct accounts of
what it means to say that a trait is innate (Cowie 2009, pp. 82-83):

1 Tisinnate if T is present at birth.

2 Tisinnate if T emerges in the normal course of development.

3 T is innate if T’s external or experiential causes are inadequate to explain
its existence or properties.

4 T isinnate if T is acquired as a result of the operation of a highly special-
ized, or domain-specific, mechanism of learning.

4a T is innate if T was acquired by means of a developmental mechanism
designed by natural selection reliably to produce T at the appropriate point
in the organism’s development.

5 T is innate if the processes responsible for T’s development are inexplic-
able given the explanatory apparatus and concepts of psychology
(‘Primitivism’).

5a T is innate (by the lights of some science, S) if the processes responsible for
T’s development are inexplicable given the explanatory apparatus and con-
cepts of S.

6 Tisinnateif T is genetically determined.

6a T is innate if T is caused by the genes alone.

6b T is innate if T is genetically influenced.

6¢ T isinnate if T is appropriately caused by the genes.

6d T is innate if (i) T has been selected for and (ii) the architecture of the
part(s) of the brain responsible for the acquisition of T developed under
the control of genetic factors together with merely ‘permissive’ environ-
mental factors.

7 Tisinnate if T is genetically encoded.

7a T is innate if all the information required for T’s development is encoded
in the genes.

8 T isinnate if T is generatively entrenched.

T is innate if T is highly canalized.

10 T isinnate if T is highly heritable.

11 Tisinnate if T is species typical.
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12 Tisinnate if T is an adaptation.

13 T isinnate if T is “produced by internal causes”.

14 Tisinnate if T is not caused by the environment.

15 T is innate if T is not environmentally alterable (i.e., if changes in the
environment cannot produce alternative phenotypes T”).

15a T is innate if T is not alterable in normal environments (i.e., if alternative
phenotypes T’ cannot occur in normal environments).

16 T isinnate if T is unlearned.

16a T is innate if T does not result from mechanisms designed to produce
plasticity.

Put this way, as a list of so many possibilities, it may seem that the very idea of
an innate trait is deeply problematic. However, in identifying the different possi-
bilities, we need to take into account that the number of distinctions one makes
in a list like this is in part a function of one’s tendencies to see differences as
opposed to similarities among different views. “Splitters” will naturally come up
with a larger number than “lumpers”. In this case, a lumper could easily argue
that items 2, 8, 9, 11, and 15 are all more or less the same, as they are directed at
some type of invariance idea.”® Likewise, 3, 6, 7, 13, and 14 are all more or less the
same, as they are directed at the idea that innateness involves an explanation that
references a type of cause that is, in some sense, internal to an organism.
Collapsing these minor differences drastically reduces the number of claimed
alternatives to be considered. In addition, some can be eliminated for being com-
ponents of accounts of innateness rather than accounts in their own right (4 and
12). And others obviously are not serious candidates at all (1 and 2);'* they may
inform how “innate” is used in ordinary speech and outside of a scientific con-
text, but the rationalism-empiricism debate isn’t about ordinary language or
common-sense views of the mind. Factoring in all of these considerations leaves
us with just a few genuinely different theories to contend with, rather than a
daunting sixteen to twenty-five.

The situation for innateness turns out to be not that different than what one
finds with any other philosophically interesting term. Consider “knowledge”.
A splitter might easily generate a long list of apparently competing accounts and
caution people from continuing to use the term:

1 Sknows p if S has a true belief that p.
2 S knows p if S has a justified true belief that p.

" For invariantist accounts of innateness, see, for example, Ariew (1996) and Sober (1998).

" Virtually every list of potential accounts of innateness given by advocates of the “confused con-
struct” argument is padded in this way with a number of obvious non-starters—accounts that no
contemporary theorist who accepts the notion of innateness actually adopts as their own understand-
ing of what innateness amounts to.
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9a

10

11

11a

11b

12

12a

12b

12¢

13

14
15

16

S knows p if S has a true belief that p, and p is part of a maximally coher-
ent set of beliefs.

S knows p if S has a true belief that p, and S’s belief that p is grounded in
foundational beliefs that are non-inferentially known.

S knows p if p is a justified true belief, and if S has ruled out all relevant
alternatives to p.

S knows p if S has a true belief that p was caused by the fact that p.

S knows p if p is a justified true belief, and S’s belief that p is not inferred
from any false belief.

S knows p if p is a justified true belief, and S would not believe p if p
were false.

S knows p if p is a justified true belief, and if were S to believe p, p wouldn’t
be false.

S knows p if p is a justified true belief, and in all nearby worlds where S
believes that p, p is not false.

S knows p if p is a justified true belief, and S’s belief that p is not true
merely by luck.

S knows p if S has a true belief that p and S’s reasons for believing that p
are a reliable indication that p is true.

S knows p if S has a true belief that p and S’s reasons for believing that p
necessitate p.

S knows p if S has a true belief that p and S’s reasons for believing that p
make the probability that p is true very high.

S knows p if S has a true belief that p that was produced by a reliable cog-
nitive process.

S knows p if S has a true belief that p that was produced by a cognitive
process that is reliable in normal worlds.

S knows p if S has a true belief that p that was produced by a reliable cog-
nitive process and S has no reason to believe that p wasn’t reliably caused.
S knows p if S has a true belief that p that was produced by a reliable cog-
nitive process where the relevant cognitive faculties are functioning prop-
erly in an appropriate environment.

S knows p if S has a true belief that p, which is true in a way that manifests
S’s skill in believing.

S knows p if S’s total evidence includes the proposition that p.

S knows p if p is true and no epistemic weakness vis-a-vis p prevents S
from properly using p as a reason for action.

S knows p if p is true and S is justified in believing p, relative to standards
of justification appropriate to the context in which S believes that p.*®

' See Goldman and Beddor (2015) and Ichikawa and Steup (2017) for an overview of some differ-
ent proposals regarding the analysis of knowledge.



WHAT IS INNATENESS? 199
The same could be said about “morally right™

la T is morally right if T maximizes net pleasure (versus pain).

1b T is morally right if T maximizes desire satisfaction or preference fulfilment.

lc T is morally right if T maximizes a plurality of values.

1d T is morally right if the total set of consequences of T is better than the total
set of consequences of not doing T.

le T is morally right if T maximizes respect for rights.

2 T is morally right if T maximizes foreseeable good consequences.

3 T is morally right if T maximizes likely good consequences.

4 Tis morally right if T is in accord with rules whose acceptance would result
in the greatest happiness for the greatest number.

5 T is morally right if T produces consequences with the highest average
utility.

6 T is morally right if God commands us to do T.

7a T is morally right if T is in accord with a principle that could be willed to
be a universal law.

7b T is morally right if doing T involves acting in such a way that you treat
humanity not merely as a means to an end, but at the same time as an end.

8a T is morally right if T is the virtuous (honest, charitable,...) action.
8b T is morally right if T is the action that a virtuous person would do.*®

In our view, worries about there being too many alternative meanings associ-
ated with the term “innate”, or there being widespread confusion over the idea of
innateness, are overblown. It is true that fallacious inferences are occasionally
drawn in the literature on rationalism and empiricism because of different ideas
about innateness. But as we saw earlier, there are equally fallacious inferences
drawn in this literature by people who explicitly disavow the idea of innateness
(see Chapter 3). We do have some sympathy with the suggestion that is often
associated with this type of eliminativism—that to avoid confusion, rather
than talking in terms of “innateness’, theorists should talk directly in terms of
whatever account of innateness they are using. It is for this reason that we framed
our characterization of the rationalism-empiricism debate in Chapter 2 directly
in terms of the acquisition base. However, as we noted there, we also think that
there is nothing wrong with, and much to be gained by, continuing to use the

' See Hursthouse (2013), Alexander and Moore (2015), and Sinnott-Armstrong (2015) for an
overview of some different proposals regarding the analysis of moral rightness.
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term “innate”, as this links the contemporary debate about the character and
contents of the acquisition base with the traditional philosophical debate about
innate ideas. We just need to recognize that the understanding of this term should
be grounded in what is at stake in the contemporary rationalism-empiricism debate.

6.2 What Is a Concept?

In this section, we shift our focus from the nature of innateness to the question of
what concepts are. As we briefly noted in Chapter 1, there are a number of debates
surrounding the nature of concepts and no widely agreed upon account of what
concepts are. Our aim here is not to discuss all of the issues at stake in these vari-
ous debates, much less to attempt to resolve them all."” Rather, our aim is simply
to set out some essential background regarding a number of these issues so that
we can consider how disputes about the nature of concepts interact with the
debate between rationalist and empiricist accounts of the origins of concepts and
what implications different theories of concepts might have for our case for con-
cept nativism. To some readers, it may seem obvious that the first order of busi-
ness in a book about concept nativism should be for the authors to state their
own theory of concepts. We have not done this because we don’t want our case
for concept nativism to be hostage to any particular account of the nature of con-
cepts. We want our case for concept nativism to be robust in the face of different
theories of concepts. If our case turned on the particular account of concepts that
we ourselves favour, it would only matter to other theorists who held the same
account of concepts as we do. But if our case for concept nativism is consistent
with any of a broad range of approaches, as we will argue it is, then it should be of
interest to theorists with very different views about the nature of concepts, as well
those who may not be committed to any particular theory of concepts. In light of
this, we will proceed first, in this section, by providing a brief overview of theor-
ies of concepts in order to convey some of the key theoretical options. Then, in
the next section, we will show why our case for concept nativism doesn’t depend
on adopting any particular account of the nature of concepts.'®

' For a range of different views on concepts and discussion of some of the many debates surround-
ing the nature of concepts, see Margolis and Laurence (2019) and the papers in Margolis and
Laurence (1999, 2015).

'® Some of the issues that we discuss in this section are ones that we have already touched on to
some extent in earlier chapters. But we want to say a bit more about them here, particularly for readers
who may be new to debates about concepts and mental representations. For those interested in read-
ing more about our own views on many of these issues regarding the nature of concepts, see particu-
larly Laurence and Margolis (1999); Margolis and Laurence (2007a); and Laurence and Margolis
(2012a). But again, we should note that we will largely be putting our own views on these issues to the
side in this book, since our defence of concept nativism is meant to be consistent with any of a broad
range of different theories of concepts.
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To begin, concepts are often understood to be mental representations that are
the constituents, or building blocks, of thoughts—the components that make up
thoughts and that are shared among different thoughts that have overlapping
meanings or contents. Take, for example, the thought that polar bears are large
carnivorous animals. This thought is made up of the concepts POLAR BEAR, LARGE,
CARNIVOROUS, and so on. These same concepts can also be part of other thoughts.
For example, the concept POLAR BEAR is also a component of the thought that polar
bears are powerful swimmers, and the concepts LARGE and ANIMAL are also com-
ponents of the thought that blue whales are large animals. The similarity of these
thoughts to the thought that polar bears are large carnivorous animals is due to
the fact that they share conceptual components—the concept POLAR BEAR, the
concept LARGE, and the concept ANIMAL.

In characterizing concepts as mental representations that are the constituents
of thoughts, we are relying on an intuitive understanding of what a thought is.
This notion can be spelled out further by noting that paradigmatic thoughts are
complex representations that are involved in the exercise of psychological capaci-
ties that are often described as “high level” cognitive capacities—things like cat-
egorization, recalling facts, forming explanations, analogical reasoning, problem
solving, and planning a course of action. For example, in deciding what to do
about that animal that you see in the distance, it may matter that you first cat-
egorize it as a coyote, allowing you to infer that it may be dangerous and that you
should leave it alone. In contrast, if you were to categorize it as your pet dog, then
youd have reason to act in a completely different manner—to call its name or to
walk right up to it. The difference here has to do with whether your thoughts
involve the conceptual component COYOTE or MY DOG. Representations of this
sort feed into psychological processes involved in remembered events in our
lives, our general understanding of related situations, inferences we are prepared
to draw about these entities, decision making, and ultimately action. And the
complex representations involved in all of these types of processes—from mem-
ories of walking your dog to decisions about what to do when you encounter a
coyote—all count as thoughts.”

Just as thoughts are composed of concepts, some concepts are themselves com-
posed of other concepts. The concept FIVE-LAYER CHOCOLATE SPONGE CAKE
WITH CHOCOLATE BUTTERCREAM FROSTING TOPPED WITH DARK CHOCOLATE
FLAKES incorporates the concepts FIVE-LAYER CHOCOLATE SPONGE CAKE and
TOPPED WITH DARK CHOCOLATE FLAKES, among others, and these are composed
of simpler concepts (FIVE-LAYER and DARK CHOCOLATE FLAKES), which in turn
are composed of even simpler concepts (LAYER and