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1
Urban Lives

A Micro- Level Approach to Economic and Demographic 
Change in the Twentieth Century

Martin Dribe, Therese Nilsson, and Anna Tegunimataka

The Big Picture

The past 200 years have witnessed revolutionary changes in living conditions for 
most people in the Western world. Nutrition, consumption, and overall quality 
of life improved dramatically, and the demographic constraints and behaviors 
that shape people’s everyday lives were entirely transformed (Broadberry and 
O’Rourke 2010; Deaton 2013; Fogel 2004; Galor 2011; Goldin 2021). While 
the broad outline of these processes is well known through extensive research 
at the macro level, we still know very little about their micro- level foundations, 
largely because of the scarcity of appropriate data in most countries. This volume 
addresses highly relevant research questions using a unique data infrastructure 
that allows a detailed investigation at the micro level, covering most of the twen-
tieth century and the beginning of the twenty- first.

Industrialization led to dramatic improvements in living standards by 
bringing in completely new ways of organizing society, wider access to high- 
quality consumer goods, a secure food supply, comfortable and hygienic housing, 
expeditious and inexpensive transportation, greater representation in polit-
ical processes, and many other changes that have shaped the society we take for 
granted today (Broadberry and O’Rourke 2010). One of the most significant and 
enduring effects of industrial growth in the nineteenth and twentieth centuries 
was the rapid urbanization that accompanied it (Bairoch 1988). The relocation of 
the rural population to the cities was a common trend across Europe and North 
America, and it ushered in the most profound changes in normal working life 
since the Neolithic Revolution. For the first time in history, a majority of the 
working population was not relegated to manual farm labor but was instead 
given work in factories and offices in urban settings. The transition from a rural 
to an urban society not only had significant economic implications but also was 
a catalyst for sociopolitical change directly related to the great labor movements 
of the era and crucial in securing many of the fundamental conditions enjoyed in 
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modern welfare states, such as access to high- quality healthcare, childcare, and 
schooling, as well security in old age or in cases of disability (e.g., Baldwin 1990; 
Magnusson 2007; Olsson 1990).

In conjunction with these enormous societal transformations, more un-
derstated but nonetheless radical changes also emerged. These were changes 
in individual life courses, particularly in the ways individuals experienced 
basic demographic events: birth, death, marriage, and migration (Davis 1945; 
Demeny 1968; Notestein 1945). Improvements in health and declining mortality 
at all ages have considerably prolonged human life (Oeppen and Vaupel 2002). 
The mortality of infants and young children, once an anticipated reality, has be-
come a nearly incomprehensible rarity in only three generations (see, e.g., Viazzo 
and Corsini 1993). Adults of all ages have experienced persistent increases in 
longevity and nowadays remain active and healthy up to and beyond retirement. 
Methods of preventing, diagnosing, and treating disease have made tremendous 
progress thanks to the scientific, social, and institutional breakthroughs of the in-
dustrial era and thereafter, and have all contributed to great improvements in life 
expectancy (Easterlin 1999; Kunitz 2006). The reduction in the number of births 
per woman and the transition to smaller families also changed living conditions, 
especially for women and young children, and had important ramifications for 
the age structure of the population (Lee 2003). This in turn has had far- reaching 
modern- day implications for public spending, labor supply, savings, and, ul-
timately, economic growth (Lindert 2004). Following the decline of fertility, 
family forms and formation changed and new life course patterns emerged, es-
pecially because married women were entering the labor force at an accelerating 
pace (Goldin 2021; Stanfors and Goldscheider 2017). The role of marriage has 
gradually become more marginalized as nonmarital cohabitation has become 
an increasingly important route toward family formation and as divorce has re-
ceived ever greater social and institutional acceptance and support (Lesthaeghe 
1983, 2010; Stanfors et al. 2020; Van de Kaa 1987). These changes have provided 
entirely new conditions for labor supply, educational investment, and economic 
decision- making within families.

Changes in the direction and volume of the flow of people also characterized 
Western countries in the twentieth century. Many transitioned from being em-
igrant countries to immigrant countries, and Sweden exemplifies this phenom-
enon. Industrialization gave people their first opportunity to travel further to 
seek work and a better life, and about 1 million Swedes did so by going to North 
America (Hatton and Williamson 1998; Runblom and Norman 1976). Then, as 
living standards improved and converged with those in North America, emigra-
tion flows slowed to a trickle (Taylor and Williamson 1997), and, in the 1950s 
and 1960s, the golden age of Swedish economic performance, the tide turned 
and attracted workers from the rest of Europe. Stagnation in the 1970s saw this 
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strong pull factor disappear, and, at the same time, immigration laws became 
stricter, but immigrants continued to arrive in even greater numbers as refugees 
and family reunification migrants (Lundh and Ohlsson 1999). This posed new 
challenges to society in terms of the labor market and social integration of these 
immigrants, but it offered opportunities, too (Bevelander and Lundh 2007; 
Lundborg 2013).

Migration can have significant economic impacts on the countries and re-
gions that attract these individuals, including enhanced innovation (Hunt and 
Gauthier- Loiselle 2010; Moser et  al. 2014; Sequeira et  al. 2020), lower con-
sumer prices (Bound et al. 2017; Cortes 2008), increased trade (Burchardi et al. 
2019), and greater specialization in the labor market (Foged and Peri 2016). 
International migration also has important implications for the origin coun-
tries through, for example, remittances (Gibson et al. 2018), the transmission 
of know- how (Khanna and Morales, 2017; Khanna et al. 2022), and the transfer 
of cultural and political values that promote better governance (Docquier et al., 
2016; Tuccio et al. 2019).

The most recent chapter in this long- term development has been the ero-
sion of the traditional industrial society that served as the engine for these 
transformations. In recent decades, the relative importance of the manufacturing 
sector has declined, giving way to the rise of the service and knowledge economy. 
While this new development has generally been beneficial, it has placed a strain 
on many cities whose economies were dependent on manufacturing. Previously 
wealthy cities fell into stagnation, while others were able to leverage their posi-
tion by creating a more modern, service- based economy.

Despite extensive previous research, these processes are still poorly under-
stood due to a lack of suitable micro- level data. Even though we know the basic 
outline of these fundamental societal changes in the twentieth century, we lack a 
detailed picture of much of the process, especially for the pre- 1970 period.

Aim and Scope

In this volume, we look at economic and demographic change at the micro level 
of individuals and families to contribute to a better understanding of the soci-
etal transformations that profoundly changed people’s lives during the twentieth 
century. We study these vital transformations in Sweden through the lens of an 
industrial city— Landskrona— and its rural hinterland. Landskrona, founded 
in 1413, evolved from being a port and military town in the pre- industrial pe-
riod to becoming a medium- sized industrial city (Jönsson 1993, 1995) that later 
experienced serious deindustrialization (Jönsson 1997). Sweden was a country 
with limited urbanization, and its cities were small by international comparison. 
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Landskrona had a population of 14,000 in 1900, which grew to about 40,000 in 
the 1970s, reaching 45,000 in 2015, after a period of both stagnation and decline 
and, after the year 2000, growth. As well as being subject to the fundamental 
demographic processes occurring everywhere else, Landskrona experienced 
considerable immigration and bears evidence of many of the present- day soci-
etal challenges of both economic stagnation and transformation as well as immi-
grant integration.

The research presented in this volume is based on a unique data infrastruc-
ture, the Scanian Economic- Demographic Database (SEDD), which contains 
economic and demographic longitudinal data at the individual level for the en-
tire twentieth century. Each chapter answers research questions related to health, 
family, migration, and residential segregation, combining demographic and 
socioeconomic information for all individuals who were born in or moved to 
Landskrona. Individuals present in the historical population registers have been 
linked to the complete national population registers in Sweden for the period 
1968– 2015. Thus, the book offers a concise, yet comprehensive, examination of 
economic and demographic processes connected to modern economic growth 
and profound societal transformation in a city transitioning from the industrial 
to the post- industrial era.

The unique data have given us entirely new opportunities to study 
individuals and families from a long- term historical perspective, to follow 
individuals across individual life courses and generations, and to situate 
individuals and families in their social, institutional, and environmental 
contexts. The volume provides novel insights into the micro- level foundations 
of economic- demographic processes over the long run. A conceptual advan-
tage of using individual- level instead of aggregate data is that the patterns cor-
respond more closely to individual- level decision- making, and a micro- level 
perspective allows for an improved understanding of underlying mechanisms 
regarding the relationships studied. More importantly, a micro- level approach 
does not suffer from the confounding from compositional differences over 
time inherent to aggregated data.

Another approach common to several of the chapters is to view the findings 
identified for individuals and their household members residing in the city in re-
lation to those in nearby rural settings. These comparisons are relevant not least 
for understanding urban– rural divides and potential shifts therein during the 
transition from a rural to an urban society. The different chapters unite around 
four main economic- demographic processes: inequality in health and mor-
tality, changing family patterns and gender relations, social and economic mo-
bility, and migration. Each chapter addresses research questions connected to 
the research frontier in these respective fields to improve our understanding of 
these fundamental societal processes. The analyses in the chapters are based on 



Introduction 5

a common periodization reflecting the long- term social, economic, and demo-
graphic development of Swedish society.

Periodization: The Rise and Fall of the Industrial City

The “rise of the industrial city” began as early as the nineteenth century and 
continued until the 1950s. Rationalization in industry in the 1960s led to con-
tinued rapid growth in some sectors (e.g., the shipyard industry) but to a down-
turn in others (e.g., sugar production and, to some degree, textiles and clothing 
manufacturing). In the 1970s, this development resulted in a structural crisis and 
ultimately in the “fall of the industrial city,” which culminated in the 1980s. From 
the 1990s onward, there has been renewed expansion in many industrial cities 
in terms of innovation and sectors (hi- tech, knowledge- intensive, services, etc.). 
This has fundamentally changed the old industrial cities, including Landskrona, 
even though the upturn here has been somewhat weaker than in some of its 
counterparts such as nearby Malmö, the third largest city in Sweden. We iden-
tify four broad periods of “rise” (1905– 1949), “culmination” (1950– 1974), “fall” 
(1975– 1994), and a “new rise” (1995– 2015). The first period can be subdivided 
around 1930, demarcated by the deep economic crisis connected to the Great 
Depression. The first period also covers the two world wars. Sweden was neu-
tral and nonparticipating in both World War I and World War II, but, given the 
importance of international trade in a small open economy, ongoing war and 
related blockades meant shortages and rationing together with increased price 
levels (Torregrosa- Hetland and Sabaté 2022). This periodization fits well with 
the periodization of Swedish industrial history as outlined by economic histo-
rian Lennart Schön (e.g., 2010), and it also fits with major elements of Sweden’s 
social and political development during the twentieth century (e.g., Magnusson 
2007; Olofsson 2007; Stanfors 2007). Below, we characterize the different periods 
in terms of economic, social, and political development and also look at the na-
tional and international developments in relation to Landskrona specifically (see 
also Chapter 2).

1905– 1929

The period 1890– 1930 saw rapid economic growth following the real break-
through of Swedish industrialization. During 1910– 1930, gross domestic product 
(GDP) per capita grew by about 2 percent per year, which was the fastest in the 
Western world. The new development blocks created around manufacturing, 
textile, paper, transportation, and mass media (newspapers) were linked to 
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electricity and electric power. The transformation phase lasted until about 1915 
and was followed by structural rationalization and a structural crisis in the early 
1930s. The period saw growth in real wages and an expansion of services related 
to industrialization (e.g., banking), while employment in agriculture declined, 
from 58 percent in 1890 to 34 percent in 1930 (Schön 2010). This was similar 
to developments in other industrial economies during this Second Industrial 
Revolution, when growth and rapid technological change were increasingly 
connected to electrification and oil (the combustion engine) (Landes 1969), 
as well as to new organizational forms of the market and businesses (Chandler 
1977). This phase of industrialization began in the late nineteenth century and 
continued well into the next period as well.

In Landskrona, industrial expansion lasted until the early 1920s, when a crisis 
hit the shipyard, although expansion continued in the other industries. The share 
of industrial workers increased until 1920, and then declined somewhat between 
1920 and 1930. Industrial expansion led to continued urbanization and city 
growth both in Sweden and elsewhere. In the United States, the share of popu-
lation in urban areas grew from around 35 percent in 1900 to more than 50 per-
cent in 1930 (Boustan et al. 2018). The investment in urban infrastructures such 
as water and sewerage culminated in this period (e.g., Helgertz and Önnerfors 
2019), but there were still the considerable problems of poverty and poor living 
conditions among the working class (Elmér 1971). Access to higher education 
beyond the basic seven years of schooling remained highly selective.

This period saw the establishment of the male breadwinner model, whereby 
most married women did not participate in the labor force (Stanfors and 
Goldscheider 2017). As in many other countries in Europe, fertility decline 
started around 1880 and continued until the early 1930s, when it reached a 
below- replacement level (Coale and Watkins 1986; for Sweden, see Hofsten 
and Lundström 1976). Mortality had declined since the late eighteenth century, 
and, in the early twentieth century, it dropped sharply in the case of infectious 
diseases following improved knowledge about disease transmission and the de-
velopment of new vaccines and, subsequently, effective medical drugs (Easterlin 
1999). Quite possibly, improved diet and nutrition also contributed to the decline 
in mortality in this period (see Dribe and Karlsson 2022; Molitoris and Dribe 
2016). Emigration to North America was still significant in the first decades of 
the twentieth century but diminished at the end of the 1920s.

Universal suffrage for men and women was only fully implemented in 1921, 
after decades of gradual expansion and a raging political conflict around the 
issue (e.g., Lewin 1989, Chapter 3). This was a period of weak governments and 
frequently shifting majorities in parliament. The working class was mobilized 
politically through both the Social Democratic Party, founded in 1889, and the 
nationwide trade union for blue- collar workers, Landsorganisationen (LO), 
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founded in 1898. Social policy was also expanded, with reforms in both social 
insurance and pensions (Elmér 1971; Olsson 1990). In Landskrona, the Social 
Democrats gained a majority of the city council in 1919, which they maintained 
until 1991 (see Chapter 2).

1930– 1949

The 1930s began with an economic crisis (including the “Kreuger Crash” in 
19321), a knock- on effect of the international crisis of the Great Depression. The 
turbulence of the latter had a strong negative impact on the Swedish economy, 
with a sharp decline in real income, industrial production, employment, and 
prices. Yet compared to the United States and many other European countries, the 
recession in Sweden, which brought about minor disruption and failures in the 
banking sector, was milder and of shorter duration, and this was of importance 
to the industrial sector and investment in general (Jonung 1981). Until 1950, 
Swedish economic growth was faster than in other industrial countries: produc-
tivity grew by 2.5 percent yearly between 1931 and 1935 and between 1951 and 
1955 (Schön 2010). The crisis was followed by a new transformation period, one 
based on previous innovations related to electricity and the motor vehicle. As in 
other industrial nations, production was now geared toward standardized mass 
production and increased specialization (“Fordism”) and toward creating a mass 
market for consumer products. Meanwhile, in Landskrona, the share of indus-
trial workers in the workforce continued to increase.

Investment in improved housing continued in alignment with function-
alism, but the problems of inadequate housing and low living standards in the 
poorer segments of the population remained. After the culmination of the fer-
tility decline in the early 1930s, marriage and fertility rates increased sharply 
in the mid- 1940s during the baby boom (e.g., Stanfors 2003). This was not a 
specifically Swedish phenomenon; similar increases in marriage and fertility 
took place in most Western countries at about the same time (Easterlin 1961; 
Van Bavel and Reher 2013). The increase in marriage and family building 
spurred the demand for new housing. The labor market saw a major institu-
tional change in the form of the establishment of the “Swedish Model” through 
the so- called Saltsjöbaden Agreement. This set a new standard for centralized 
negotiations between the national blue- collar trade union, LO, and the Swedish 
Federation of Employers (Svenska arbetsgivareföreningen) in an effort to re-
duce the level of conflict in the labor market and create favorable conditions 
for the development of Swedish industry (Lundh 2009). In Landskrona, there 
was a net in- migration from other parts of Sweden during this period of indus-
trial expansion.
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Politically, the 1930s meant the emergence of social democratic hegemony 
at the national level. The Social Democrats led the governments in power 
between 1932 and 1976, except for one short spell in 1936. In this period, 
early family policy was introduced, such as the extension of unpaid maternity 
leave from 6 weeks to 6 months, an allowance for mothers with small chil-
dren, and a universal child allowance in 1948 (Stanfors 2003, appx. 2). A new 
Keynesian economic policy was introduced to address the development and 
crisis of capitalism. It gave the government a greater role in the economy but 
without the socialization of private enterprise, and it led to short- term budget 
deficits, public work programs, and the abandonment of the gold standard 
(Schön 2010).

As already mentioned, the Social Democrats had governed Landskrona since 
1919. Municipal government had the main responsibility for social welfare, 
childcare, and basic education— areas that also saw the first significant reform ac-
tivity in this period. Programs targeting young children’s health involved trained 
health workers who provided information, support, and monitoring through 
home visits and local clinics, with a particular emphasis on nutrition and san-
itation (Bhalotra et al. 2017, 2022). These initiatives were part of a broader in-
ternational infant welfare movement at the time (Fildes et al. 2013), one fueled 
by concerns about population decline and exacerbated by World War I (Davis 
2011). This period also saw major reforms in primary education. In 1842, the 
first statute of compulsory education provided a foundation for a thoroughly or-
ganized school system whereby every parish had to offer six years of schooling by 
an approved teacher to all children (Slunga 2000).2 Yet, in the 1920s, there were 
large differences across urban and rural areas in terms of school quality and total 
period of instruction. When benchmarking with other Western European coun-
tries, which offered seven or eight years of compulsory education, politicians and 
teacher organizations were also concerned that Sweden was lagging behind re-
garding the amount of time children spent in school. As a response, compulsory 
education was extended by one year and school terms were extended and also 
harmonized across the country (cf. Fischer et al. 2020, 2021). These different so-
cial reforms constituted a significant first step in the development of the modern 
welfare state.

1950– 1974

The period after the end of World War II has been labeled the “golden years” 
of the Swedish economy, a time of stable economic growth with no major 
downturns. Real wages and living standards improved dramatically— for the 
working class, too— and this included the introduction of new consumer goods 
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such as television and various household appliances. A similar development took 
place throughout the Western world (see, e.g., Crafts and Toniolo 2010; Gordon 
2016). Several large investment programs in housing, electric power, and infra-
structure were launched with strong government backing. Energy use (oil and 
electricity) increased sharply, and there was large- scale mechanization and au-
tomation of production processes as well as the rationalization of distribution 
and trade. At the same time, there were early signs of difficulties in the textile and 
clothing industries in the face of increased competition from abroad. In agricul-
ture, further rationalization led to a drastic fall in employment.

In Landskrona, rationalization of the sugar industry led to the closing of 
the sugar refinery in 1960, followed by the closure of the sugar factory in 1962. 
Despite this, manufacturing increased for most of the period, but the textile in-
dustry was severely affected by the national crisis and most factories closed either 
during this period or shortly after 1975. The shipyard grew during the 1950s and 
1960s, but the number of employees was reduced during the 1970s. The share of 
industrial workers increased until 1960, but then declined for the rest of the pe-
riod (see Chapter 2).

There were, moreover, major investments in housing throughout the period, 
which culminated in the “million homes program” (miljonprogrammet) in 1965– 
1975. Investment in housing was driven by ongoing urbanization through large- 
scale in- migration to cities from rural areas, and homes were built using public 
funding, with the overall goal of combating housing shortages and modernizing 
the housing stock. Sweden was the only Western country to carry out a public 
building program on this scale in the post- war period,3 and, in most cities, in-
cluding Landskrona, this program resulted in new housing estates being added 
to the built- up areas on the urban periphery (Andersson et al. 2010). In 1950, 
for the first time in history, half of the Swedish population lived in urban areas, 
although many of the places defined as urban were quite small and based on 
town privileges dating far back. In 1950, only three cities had a population of 
more than 100,000, with the most densely populated being the capital city of 
Stockholm with 750,000 residents. Increased labor migration from Finland and 
southern Europe further contributed to this development. The public sector ex-
panded greatly following investment in education, healthcare, and social provi-
sion, an expansion which also meant increased bureaucratization that provided 
employment in white- collar jobs in this sector. One landmark reform was the 
introduction of a new and more generous pension system in 1959 (e.g., Elmér 
1971; Olofsson 2007). In this period, the traditional male breadwinner model 
began to erode as a result of the increasing labor force participation of married 
women in the first phase of the “gender revolution” (Goldscheider et al. 2015; 
Stanfors and Goldscheider 2017). These developments affected Landskrona, 
too, in terms of educational expansion, such as the establishment of compulsory 
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nine- year basic comprehensive schooling in 1962 and the construction of several 
large new housing areas on the outskirts of the old city.

During this post- war boom, the Social Democrats ruled without interrup-
tion and with the same Prime Minister, Tage Erlander, serving between 1946 and 
1969. State involvement in the economy increased and social policy expanded. 
Important reforms where Sweden was clearly a forerunner compared to many 
other Western countries included paid maternity leave (3 months in 1955, ex-
tended to 6 months in 1963), parental leave (1974), and the separate taxation of 
spouses (1971).

1975– 1994

The oil crisis of 1973 set off a long period of industrial decline and economic 
crisis which hit energy, industry, and public finances at the same time and af-
fected the entire industrial world, Sweden included (see, e.g., Crafts and Toniolo 
2010; Schön 2010). Despite strong rationalization during the 1960s, the Swedish 
economy expanded until 1973, when the oil crisis led to higher energy prices. 
However, even without the oil crisis there would have been a structural crisis 
followed by a new period of structural transformation. From the second half 
of the 1970s onward, the transformation of industrial society was connected to 
electronic technology (the “Third Industrial Revolution”), the rise of the knowl-
edge economy, and the increased importance of skills and education (Schön 
2010; see also Goldin and Katz 2010).

The crisis in the steel and shipyard industries continued until the early 1980s, 
when they were all but closed down. From the mid- 1980s, there was an eco-
nomic boom following economic “liberalization” (removal of regulations and 
tax reforms) and expansive monetary policy, including several devaluations of 
the Swedish krona. As in other countries across Europe, productivity growth was 
slower than before (Crafts and Toniolo 2010), but, over the period as a whole, the 
Swedish economy grew by 1.8 percent per year (Schön 2010). Due in part to pre-
vious deregulations and expansive monetary policies, Sweden was hit by a finan-
cial crisis in the early 1990s that spilled over to the economy at large in the form 
of a crisis in the real estate and housing markets and high unemployment in both 
construction and other sectors. This crisis had severe effects on the economy and 
employment in Landskrona, where most of the jobs in textile production and 
ship manufacturing disappeared. By the end of the period, the deindustrializa-
tion of the city was more or less complete, and the share of its industrial workers 
was in continuous decline.

Economic difficulties and new dominant political ideologies (neo- liberalism) 
meant that this period also saw the culmination of the expansion of the public 
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sector and the welfare state. Nationally, the Social Democrats lost power to a 
center- right coalition in 1976, but there were frequent changes in government 
until the Social Democrats regained power in 1982 and ruled thereafter until 
1991, when a new center- right coalition government was formed which lasted 
until 1994. Economic policy took a new direction, with a less Keynesian orienta-
tion and the deregulation of financial markets and tax cuts. During the financial 
crisis of the early 1990s, the fixed currency regime was abandoned for a free- 
floating exchange rate, which in effect led to a further devaluation of the krona. 
Large- scale government support to industry was terminated in the second half 
of the 1980s, forcing a restructuring of the economy. In 1995, Sweden joined the 
European Union, which led to a further convergence of Swedish economic de-
velopment and economic policy with that in the rest of Europe, as well as to new 
conditions for the movement of goods, capital, and labor (Schön 2010).

Married women’s labor force participation continued to increase, and impor-
tant family policy reforms were enacted to facilitate the combination of family 
life and work for both men and women. These reforms concerned both the ex-
pansion of parental leave and more affordable and universally available pre-
school childcare (Stanfors 2003, 2007). Together with the other Nordic countries, 
Sweden was a forerunner in this development, as well as in changes in family 
demography that have been labeled “the Second Demographic Transition” 
(Lesthaeghe 1983, 2010; van de Kaa 1987). This transformation had its roots 
in the preceding period, and it gained speed and prominence in the 1970s and 
1980s (Stanfors and Goldscheider 2017).

1995– 2015

The crisis of the early 1990s was followed by a new period of economic growth 
in the industrial world. This development was linked to the increasing impor-
tance of services, the increasing demand for higher education, and also to the ex-
pansion of lower- grade occupations in services. Technological change involving 
electronics— especially the computer and the internet— was important in this 
period, and continued globalization brought with it a more pronounced divi-
sion of labor between different parts of the world and an increase in trade flows 
(Crafts and Toniolo 2010; Gordon 2016; Schön 2010).

Landskrona saw some improvement in the early 2000s in terms of labor market 
and population development. This was especially visible in the transportation 
and welfare sectors at a time when industrial activity and employment continued 
to decline. However, the service sector did not expand as much as in several other 
former industrial cities, thus leaving Landskrona with higher unemployment, a 
lower education level among its workforce, and lower productivity than in the 
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rest of Sweden. Migration to the city increased and so did the population, but 
the problems of segregation and low income, especially among the city’s foreign- 
born inhabitants, remained throughout the period (see Chapter 2).

This period also saw the beginning of the second phase of the gender revolu-
tion, in the form of a government subsidy for childcare for families and increasing 
male involvement in the private sphere. There was an almost full transition to a 
two- earner model, even though there were still more women with small children 
in part- time work than there were men (Stanfors and Goldscheider 2017).

After twelve years of Social Democratic government at the national level, a 
center- right coalition government came to power in 2006 and remained in office 
until 2014. The same happened in Landskrona, which has been governed by a 
Liberal- led coalition since 2006. While there has been expansion in some parts 
of the welfare sector, such as programs related to family and gender equality, 
there have been cutbacks in other areas such as pensions and levels of compensa-
tion in various social security programs.

Area, Data, and Methods

The empirical analyses presented in this volume are based on data for an area in 
western Scania in southern Sweden, consisting of the port town of Landskrona 
and five rural or semi- urban parishes: Hög, Kävlinge, Halmstad, Sireköpinge, 
and Kågeröd (see Map 1.1.). The localities are in relative proximity to each other 
and still show considerable variations in historical landownership, production 
structure, and geographical conditions.

This study design offers the advantage of examining economic- demographic 
interactions while minimizing the introduction of confounding factors related 
to regional or cultural differences. While the population of the study area is not 
statistically representative of Sweden or Europe as a whole, it is not atypical ei-
ther, and it shows long- term patterns of economic and demographic develop-
ment similar to those in other contexts (see, e.g., Bengtsson and Dribe 2021 for a 
review of previous research on the same area in the context of the more general 
historical development).

Taken together, the five parishes had a population of about 6,000 at the be-
ginning of the twentieth century, 5,000 mid- century, and 9,000 at the end of the 
century (Dribe and Quaranta 2020). Over the entire twentieth century, the pop-
ulation declined in the four largely rural parishes while it increased in the semi- 
urban area of Kävlinge and in Landskrona. In 1900, Kävlinge made up 30 percent 
of the population of the five parishes, and, in 1990, this was 66 percent. The pop-
ulation of Landskrona increased from 14,000 in 1900 to 45,000 in 2015, but part 
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of that expansion was related to the inclusion of surrounding parishes into the 
municipality (see Chapter 2).

The main focus of this volume is on the city of Landskrona and a compar-
ison between the city dwellers and those living in Landskrona’s rural hinterland. 
Chapter 2 provides a detailed description of its social, economic, demographic, 
and political development over the twentieth century and compares this devel-
opment with that of other cities in Sweden.

The five parishes, located 20– 30 kilometers east/ southeast of Landskrona, 
were originally all rural with different geographical conditions and owner-
ship structures. Halmstad, Sireköpinge, and Kågeröd are neighboring parishes 
located in the transition area between the agricultural plains and more forested 
areas. They were dominated historically by land owned by the nobility and 
farmed by noble tenants or agricultural laborers working for the estates. Hög 
and Kävlinge are neighboring parishes about 20 kilometers south of the other 

Map 1.1 The study area in western Scania, southern Sweden.
Source: Map by Finn Hedefalk, Lund University. This material is not covered by the terms of the 
Creative Commons license of this publication. For permission to, reuse please contact the rights holder
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three parishes. They are located on the plains and were dominated by freeholding 
peasants and tenants on Crown land (see Bengtsson 2004 and Dribe 2000 for 
more detailed descriptions of the parishes in the nineteenth century). At the 
end of the nineteenth century, Kävlinge was transformed into a small town with 
small industries mostly related to food processing and textiles. This transforma-
tion was to a large extent driven by the building of the main railway line between 
Malmö and Göteborg, one station being Kävlinge, and this was connected to 
other regional railway lines (Hellborg 2017).

The Scanian Economic- Demographic Database

The SEDD is a longitudinal data resource including a wide range of variables 
on demography, occupation, income, landholding, etc. (Bengtsson et al. 2021). 
It contains data for all individuals who lived in the study area from 1905 to 
1967: more than 175,000 individuals. Income is available for each year from 
1946 onward, and between 1905 and 1945 for at least every five years, while data 
on occupation are available on a continuous basis (Dribe and Quaranta 2020, 
Helgertz et al. 2020). These historical data have been linked to different contem-
porary national registers from 1968 to 2015.4 These registers include information 
on a large number of demographic, health, and socioeconomic variables. The 
links made were based on unique personal identification numbers which were 
introduced in 1947 and are available for all individuals present in the historical 
registers after this date. Individuals originating in the study area and for whom 
we have their unique personal identification number, as well as their children 
and grandchildren, were followed in the national registers regardless of place of 
residence in Sweden. The linked data make it possible to study socioeconomic 
and demographic outcomes from a full life- course perspective at the individual 
level between 1905 and 2015. This is a unique feature of the data and hence of the 
research presented in this volume.

An additional significant contribution is that the longitudinal micro- data 
have been geocoded at the address level, providing the residential histories of 
the full population (Hedefalk and Dribe 2020). This allows us to take a long- term 
perspective of the importance of nearby neighbors as well as employing spatial 
perspectives and analyses related to economic- demographic change and to life in 
a city undergoing transformation.

The core data come from the continuous population registers, which have 
their origin in the nineteenth- century catechetical examination registers (see 
Dribe 2000, Dribe and Quaranta 2020 for a more detailed description of this 
source material). Individuals are entered in these registers according to place of 
residence, indicated either by a housing unit, farm or similar, or with an explicit 
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address. Nuclear families are grouped together with husband, wife, sons, and 
daughters declared in the source. Usually, the individuals from different nuclear 
families living together in one household can also be identified (e.g., servants 
and lodgers). For all individuals in the registers, there is information on name, 
date of birth, place of birth, occupation, time of in- migration (including moves 
within the parish), place of previous residence, date of marriage, date of death, 
date of out- migration, place of out- migration, and father’s occupation at birth of 
the individual. Data from the population registers have been cross- checked with 
data from vital event registers (births, deaths, and marriages).

Information on different sources of income as well as occupation has been 
retrieved from income and taxation registers. For the period 1905– 1946, in-
come for husbands and wives is usually merged, meaning that only family in-
come can be calculated. From 1947 onward, income is reported separately for 
husbands and wives even though there was joint taxation of spouses until 1971 
(see Helgertz et al. 2020). The incomes reported in the registers are based on 
individual tax returns (see Chapter 3 for a more detailed description of the in-
come data).

Occupation and Social Class

Several chapters of this volume use social class to measure socioeconomic status. 
These social classes consist of people with similar opportunities in life in terms 
of economic well- being and social status. We measured social class based on oc-
cupation as noted in the sources. Occupations are registered in the vital events 
registers (births, deaths, and marriages), the population registers, the poll- tax 
registers, and the income and taxation registers. Information from all these 
records was used to create a time- varying indicator of social class.

For the period before 1968, information about occupation is available on a 
regular (and often annual) basis in different sources, meaning that an individual 
could have more than one occupation registered for the same year, in which case 
the occupation with the highest status was chosen. For the period after 1967, oc-
cupational information is available in the censuses of 1970, 1975, 1980, 1985, and 
1990. We interpolated occupational status for the years between censuses.5 From 
2001 onward, occupation has been recorded annually in the occupation registers 
based on information from employers, which means that the unemployed and 
the self- employed who had no employees are not included.

Occupational notations have been coded in an internationally comparable 
coding scheme for historical occupations using the Historical International 
Standard Classification of Occupations (HISCO; Van Leeuwen et  al. 2002). 
HISCO is an adaptation of the 1968 version of ISCO, developed by the 
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International Labor Organization (ILO). The coding system distinguishes 1,675 
different occupational categories and categorizes these using a five- digit hierar-
chical code, describing sector and more specific tasks. HISCO has been applied 
to occupational titles from different sources in a large number of countries, span-
ning the period from the late sixteenth to the twentieth century (Van Leeuwen 
2020). In addition to the occupational codes, there are two variables defined on 
the basis of the occupational titles to reflect status (e.g., noble titles) and relation 
(e.g., wife, retired).6

While occupational notations in SEDD (before 1968) were coded directly into 
HISCO, data from 1968 onward in the censuses and occupational registers from 
Statistics Sweden (SCB) were available in two different occupational schemes, 
the NYK7 and SSYK.8 These codes were transcoded using different crosswalks, 
being converted first into ISCO- 88, then into ISCO- 68, and finally into HISCO 
(see Dribe and Helgertz 2016).

These standardized occupations in HISCO have subsequently been coded into 
the Historical International Social Class Scheme (HISCLASS), a 12- category 
occupational classification scheme based on skill level, degree of supervision, 
whether manual or nonmanual, and whether urban or rural (Van Leeuwen and 
Maas 2011). In our analyses, we mostly used a six- class version of the scheme. It 
includes the following classes:

 • Higher white- collar workers (HISCLASS 1– 2)
 • Lower white- collar workers (HISCLASS 3– 5)
 • Skilled workers (HISCLASS 6– 7)
 • Lower- skilled workers (HISCLASS 9– 10)
 • Unskilled workers (HISCLASS 11– 12)
 • Farmers (HISCLASS 8)
 • NA

The NA category consists of individuals without a registered occupation, a very 
heterogeneous group that varied substantially over time. Farmers are also a 
heterogeneous group, including large- scale farmers, the workers employed on 
their farms, and also small- scale farmers working on other farms. This is why 
it is problematic to fit farmers into the class scheme at any time, a problem 
exacerbated by the dataset encompassing such a long period. Furthermore, this 
group was already tiny by the 1950s, and it is practically absent in Landskrona.

The remaining five classes, which we focus on, broadly reflect a status hier-
archy from lowest (unskilled workers) to highest (higher white- collar workers). 
HISCLASS is frequently used in historical studies of social stratification and is 
very similar to other commonly used class schemes in the stratification literature 
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(e.g., the Erikson, Goldthorpe, and Portocarero [EGP] scheme (see Erikson and 
Goldthorpe 1992).

For married women, their own social class is unlikely to be a valid indicator of 
their actual social position since the share of those in gainful employment outside 
the family business was very low well into the twentieth century. Consequently, 
we sometimes used the highest class within the couple to indicate social class, 
taking what has sometimes been called a “dominance approach” (Erikson 1984).

Social class was measured at both the individual and family levels (occupation 
of family head, usually the father/ husband). In some analyses, we also used in-
formation about the social class of husband and wife. In addition, we used infor-
mation from all different sources in giving priority to current observations and 
then choosing the highest social class (lowest HISCLASS) to represent the social 
class for the observation.

Statistical Methods

The SEDD is structured according to the Intermediate Data Structure (IDS), 
developed by George Alter and Kees Mandemakers for historical longitudinal 
micro- data (Alter and Mandemakers 2014; see Dribe and Quaranta 2020 for a 
more detailed description of the data structure of the SEDD). The information 
in the IDS version of SEDD has been used to construct a number of more spe-
cific analytical variables (e.g., occupation of family head and number of chil-
dren in the family; Quaranta 2015) and to produce an extraction of all events 
and variables which could be transformed into an episode file used for statistical 
analysis (Quaranta 2016). This episode file contains time spans for each indi-
vidual, during which the values of all variables are constant. It includes start date, 
end date, individual ID number (a simple running number to protect the iden-
tity of the research person when analyzing the data), birth date, and values of all 
variables in the data reflecting individual, family, and household contexts. Most 
of the analyses in this book are based on this data file.

The longitudinal nature of the data makes them highly suitable for event- 
history analysis, where the likelihood of an event is modeled as a function of a set 
of explanatory variables. There are several statistical models which can be used, 
but in this book most chapters use either the continuous- time Cox proportional 
hazards model or the discrete- time logit model, depending on the nature of the 
analysis.

In Cox regression, the hazard rate of an event for an individual (e.g., death) 
is modeled as a function of a set of variables, or covariates, assuming a constant 
multiplicative (proportional) difference over the duration time of the hazard 
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rate between individuals with different values on the covariates.9 Results are 
presented as hazard ratios, which are the exponentiated parameter estimates. 
The hazard ratio expresses the hazard rate of an event in the group under con-
sideration relative to the reference category. For example, a hazard ratio of 1.2 
means that the hazard rate of an event for the category is 20 percent higher than 
that for the reference category.

The data in the discrete- time analyses are annualized to include one obser-
vation per individual and year. Hence, instead of comparing risks at exact time 
points, there is only one observation each year for an individual. Results can 
be presented as odds ratios, which are defined as the exponentiated parameter 
estimates. They are similar to the hazard ratios in the Cox regressions but indi-
cate the odds10 of an event in the group under consideration relative to those in 
the reference category. An odds ratio of 1.2 means that the odds in the category 
are 20 percent higher than in the reference category. As well as odds ratios, the 
estimates can be presented as marginal effects and thus indicate the impact of 
the variable on the probability of the event, evaluated at the means of the other 
variables in the model.

Outline of the Volume

This volume is organized into nine substantive chapters, discussing various im-
portant aspects of the social, economic, and demographic development of the 
industrial city over the period 1905– 2015.

Chapter 2 provides core insights regarding overall advancements in twentieth- 
century Sweden and in the study setting of Landskrona. It delves into the ques-
tion of how generalizable the developments in the city are, and, specifically, it 
provides a comparative analysis of the economic, demographic, and political de-
velopment of the city over 100 years compared to ten other cities of a different 
character in Sweden, and the chapter also provides details regarding the city’s 
economic history.

Chapter 3 analyzes the development of economic inequality and social mo-
bility in the city and makes comparisons with the development in Sweden as a 
whole, as well as with the more general development of other Western societies 
in this period.

Chapter 4 focuses on the inflow and outflow of people to and from the city 
over the course of 100 years, examining migrant heterogeneities as well as the 
interrelationship between migration, economic growth, and recession, respec-
tively. The chapter also provides descriptive evidence regarding the role of eco-
nomic conditions as an important factor in internal and international migration.
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Chapter 5 examines how residential segregation developed in Landskrona 
over the twentieth century, with the aim of understanding where certain social 
classes resided and how residential patterns developed over time and whether 
the city’s present- day segregation emerged during the study period. The anal-
ysis in this chapter is based on a detailed geocoding of all individuals living in 
Landskrona from 1905 to 1967.

Chapter 6 adds a gender frame to the ongoing story of industrialization and 
family change. It describes trends in family demographic behavior against the 
backdrop of economic structural change and welfare state expansion, important 
not least when it comes to gender relations and female independence.

Chapter 7 adopts a long- term perspective in an analysis of the relationship 
between marital status and health, focusing on differences in adult mortality be-
tween never married, currently married, and previously married during a pe-
riod when marriage patterns underwent substantial changes at the same time as 
health improved and the welfare state evolved.

Chapter 8 examines the development of maternal and infant health during 
the twentieth century and how it is interrelated with institutional and medical 
changes, such as the expansion of hospital facilities, infant care, and the availa-
bility of antibiotics.

Chapter 9 provides insights into the socioeconomic health differences across 
rural and urban areas, adding to recent research on the emergence of the health 
gradient.

Chapter 10 focuses on the relationship between income, income inequality, 
and health in the city, with a specific focus on the role of long- term exposure to 
economic conditions for individual longevity.

Chapter 11 summarizes the findings of the chapters and discusses overall 
conclusions.

Notes

 1. The Kreuger Crash refers to a financial collapse in the early 1930s, which was tied to 
the fraudulent activities of Swedish industrialist Ivar Kreuger, known as the “Swedish 
Match King.”

 2. Compared to other European countries, the Swedish population was remarkably 
literate right from the early nineteenth century (Sandberg 1979), as a result of reg-
ular home visits made by the local priest to test parishioners on their knowledge of 
the Bible (Lindmark 2011; Paulsson 1946). However, primary education was only 
formalized in 1842.

 3. Public building programs of comparable size were only implemented in the socialist 
countries in Eastern Europe where there were no private construction companies.
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 4. The collection of personal data and linkage to the contemporary registers were both 
made within the project “Economic Demography in a Multigenerational Perspective,” 
approved by the Regional Ethical Review Board in Lund (2010/ 627) in accordance 
with the EU’s General Data Protection Regulation (GDPR) and the Swedish Law on 
the Ethical Review of Research on Humans (Lagen om etikprövning av forskning som 
avser människor).

 5. For example, the occupational information available in the 1980 census was used for 
1978, 1979, 1980, 1981, 1982, and the same applies to the 1985 census, which was 
used for 1983, 1984, 1985, 1986, 1987.

 6. The coding of occupations in SEDD has been harmonized with other historical 
databases in the Swedish infrastructure project SwedPop (www.swed pop.se).

 7. Näringslivets yrkesklassifikation.
 8. Standard för svensk yrkesklassificering.
 9. The hazard rate is the instantaneous probability of an event as the time interval 

approaches zero. It is used in survival analysis to model the probability of events in a 
continuous time scale.

 10. The odds are defined as pi/ (1 − pi), where pi is the probability of the event under 
consideration.
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Landskrona

The Industrial City

Martin Dribe and Patrick Svensson

Introduction

Landskrona was founded in 1413, as a mercantile port town with a deep natural 
harbor (Jönsson 1993). Later in the sixteenth century it also became an impor-
tant fortified military town, a role it mostly lost after Sweden gained control of the 
province of Scania (Skåne) in 1658. In 1700, the town had barely 500 inhabitants, 
but this number increased to almost 3,300 in 1800, making Landskrona second 
only to Malmö in population size among the Scanian towns. As of the mid- 
nineteenth century factories and financial institutions began appearing (Jönsson 
1995). The city was a pioneer in the new sugar (beet) industry. Its development 
was similar to that of other cities, as exemplified by the emergence of newspapers, 
schools, a hospital, institutional poor relief and old- age care, a municipal board 
and governance, and a railway line. The port was used for shipping grain from 
its hinterland, supporting the region’s role as the country’s breadbasket. The 
last quarter of the nineteenth century saw the founding of mechanical factories 
and a shipyard; the latter would come to play an important role in the city’s 
economy and also for its identity for nearly a century. These developments to-
gether transformed Landskrona from a military and agriculturally based town to 
a modern industrial city. New factories and companies were established, and the 
number of industrial workers increased considerably.

In 1863, during the formation of the Swedish municipality system, Landskrona 
became a separate unit consisting of the town itself (Landskrona stad). This unit 
remained unchanged until 1959, when the rural municipality of Sankt Ibb (the 
island of Ven) was incorporated into it, and expansion continued from 1967 
to 1974 by incorporating further parts of the surrounding rural municipalities 
(landskommmuner). In 1971, the City of Landskrona was formally renamed 
Landskrona Municipality (Landskrona kommun), although since 2009 the two 
terms have been used interchangeably.

 

 



Landskrona: The Industrial City 27

During the early twentieth century, the town’s transition into an industrial city 
continued (Jönsson 1997), and investments in infrastructure and services pro-
vided an increasingly better quality of life for the inhabitants. In 1900, the mu-
nicipality acquired the first regular bus service in the country, saw the building 
of a new county hospital, and became a pioneer in sickness insurance when a 
number of small insurance associations joined together to form a central associ-
ation in 1910. Educational support was provided by the founding of the first mu-
nicipal high school in Sweden. To secure housing for the wave of new industrial 
workers, large- scale construction plans were laid out by the municipality during 
the first half of the twentieth century.

As well as undergoing economic transformation, Landskrona took part in 
the early foundation of the socialist movement, and, in 1894, the local Social 
Democratic party (Landskrona arbetarekommun) was formed. The city was ruled 
by the Social Democrats for 72 years, from the first democratic election (uni-
versal suffrage) in 1919 until 1991, reflecting the strong presence of industry and 
the clout of the working- class movement. As in much of industrial Sweden, the 
post- World War II period was a time of expansion and progress that witnessed 
the establishment of several new factories in Landskrona. The high demand for 
labor in the local economy made the city an attractive destination for immigrants 
and also enabled women to enter the labor force.

After the recession of the 1970s following the oil crises, Landskrona experi-
enced widespread deindustrialization. Some factories were rationalized and 
reduced their workforces while others closed altogether. Industrial closures 
resulted not only in unemployment but also in out- migration and an oversupply 
of housing. The earlier influx of labor migrants came to be supplanted by the in- 
migration of refugees from the Balkan Wars in the early 1990s. The negative ec-
onomic and social development following deindustrialization has been difficult 
to stop and has led to persistently high levels of unemployment, fiscal strain, and 
cuts in public spending as well as social problems which arose around the year 
2000. The city has also become increasingly segregated along ethnic lines, with 
negative sentiments being shown toward immigrants in parts of the population 
(Wallengren 2014).

In this chapter, we analyze the demographic, economic, social, and polit-
ical development of Landskrona and compare this with the development of ten 
other Swedish cities that vary in character. These are Stockholm, Göteborg, and 
Malmö, the three largest cities; Borås, Gävle, and Norrköping, other Swedish 
industrial cities larger than Landskrona; and Halmstad (Halland),1 Sundsvall, 
Trelleborg, and Uddevalla, which are of a similar size. These cities are spread 
throughout the country and have different initial industrial profiles. The location 
of the cities are shown in Map 2.1.



28 Urban Lives

Population Development

In 1900, Landskrona had a population of about 14,000. It grew rapidly up to about 
1920, when it reached the 20,000 mark, followed by a decline during the 1920s 
and then an increase again between 1930 and 1960, reaching almost 30,000. 
Administrative changes meant the population jumped to 37,000 in just a few 
years, after which followed a long period of stagnation and even decline during 
the 1970s and 1980s in conjunction with a period of major industrial crisis. Not 

Map 2.1 The location of the eleven cities in Sweden.
Source: Map by Finn Hedefalk, Lund University . This material is not covered by the terms of the 
Creative Commons license of this publication. For permission to,  reuse please contact the rights holder
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until the early 2000s did the population start to increase again, reaching 45,000 
in 2015 (see Figure 2.1). This development is a good illustration of the rise and 
fall of Landskrona as an industrial city.

A comparison of the population development to that in other Swedish cities 
(Figure 2.2) reveals considerable similarities, indicating that Landskrona was not 
alone in experiencing first an expansion and then a contraction of its population. 
Most cities saw growth for much of the period up to 1970, after which followed 
a period of stagnation and, in some cases, considerable decline. Since then, from 
the late 1990s onward, a new period of urban growth has taken place. There 
are also some cases that are exceptions. Stockholm, the largest city in Sweden, 
peaked as early as around 1960 and then saw a sharp decline in its population 
until the mid- 1970s, after which a new period of expansion began. The decline 
in the 1960s and 1970s was connected to the expansion of the Stockholm metro 
area, which, to a large extent, took place in the adjacent towns and municipalities 
that grew at the expense of the city. A similar process of suburbanization took 
place in Göteborg and Malmö, second and third in terms of population size, but 
not to the same extent. More urban construction took place within their city 
limits than was the case in Stockholm.

The population development in Gävle, Sundsvall, and Halmstad also differed 
somewhat from the general picture. It stagnated in Gävle and Sundsvall in 

Figure 2.1 The mean population of Landskrona, 1910– 2017.
Source: Swedish Official Statistics (SOS) Befolkningsrörelsen 1911– 2017. 1911– 1961 is the city of 
Landskrona, from 1962, it is Landskrona municipality.
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the early twentieth century due to problems facing the main industries and to 
low fertility and increasing migration south to Stockholm (Statens offentliga 
utredningar [SOU] 1949, 7). The population in these towns showed no substan-
tial growth until after World War II. Gävle and Halmstad experienced little stag-
nation in the 1970s and 1980s.

Age and Sex Structure of the Population

We now turn to the age structure of the population, which is intimately connected 
to the development of population growth and its components: mortality, fertility, 
and migration (to which we return below). A population that is growing at a 
moderate rate because fertility exceeds mortality (natural growth) will have an 
age structure resembling a pyramid as more people are added at the base. Very 
high rates of growth (about 3 percent per year) mean that the age structure will 
start to resemble a Christmas tree. Conversely, when the population stagnates 
the age structure will become more rectangular.

Table 2.1 displays the proportion of children (younger than age 15) in the pop-
ulation, starting at 16 percent in 1910, when fertility was still in decline. As a 

Figure 2.2 The mean population of the eleven cities, 1911– 2017. Landskrona is 
represented by the thick line.
Stockholm, Göteborg, and Malmö are plotted on the right- hand scale. 1911– 1961 
refers to the towns, from 1962 to the municipality.
Source: Swedish Official Statistics (SOS) Befolkningsrörelsen 1911– 2017. 1911– 1961 is the city of 
Landskrona, from 1962, it is Landskrona municipality.
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comparison, the proportion younger than 15 in Sweden as a whole was 32 percent 
in 1910. The lower share of children in Landskrona and other cities is explained 
by the high proportion of young adults and lower fertility, at least partly because 
rural areas lagged in the fertility decline (Dribe 2009). Over time, the proportion 
of children further declined to 10 percent in 1945 and then increased rapidly to 
21 percent in 1960, before returning to levels around 15 percent in the 1980s. 
In relation to other cities, Landskrona was at neither extreme but positioned in 
the middle. Compared to Sweden as a whole, the cities continued to have lower 
shares of young people, but the differences were smaller than in the beginning of 
the century.

If we now look at the proportion of those older than 65 in Table 2.2, this 
increased dramatically over the twentieth century, reflecting the general aging 
process of the Swedish population. Starting at 3 percent in 1910, it increased 
to 24 percent in the 1990s. From being a rarity in 1910, those older than 65 
constituted a quarter of the population in 1990. Initially this was due to falling 
fertility, but, from the mid- twentieth century onward, decreasing mortality 
among the elderly was the main factor, and the same development took place in 
other cities with some variation in magnitude. Also, when we look at Sweden as a 

Table 2.1 Share of the population younger than 15 years (percent) in the eleven 
cities and Sweden as a whole.

1910 1930 1945 1950 1960 1970 1980 1990

Borås 16.4 11.5 10.6 14.3 22.1 19.6 15.3 13.8

Gävle 16.0 10.7 9.4 11.0 21.8 20.3 17.5 15.8

Göteborg 14.6 10.8 9.7 10.7 20.9 18.2 15.1 14.8

Halmstad 15.7 10.7 10.4 11.4 21.5 19.1 16.5 14.6

Landskrona 15.6 11.3 10.3 11.5 20.9 18.5 15.5 14.6

Malmö 15.1 10.0 9.9 11.0 20.8 18.3 13.6 13.9

Norrköping 13.7 10.4 10.0 11.1 20.6 19.1 16.6 15.6

Stockholm 10.8 7.6 8.6 10.1 19.0 14.5 12.5 14.4

Sundsvall 13.6 10.5 9.9 11.1 21.1 21.3 16.8 14.6

Trelleborg NA 12.5 10.4 11.4 21.2 21.6 17.6 16.3

Uddevalla 16.6 11.1 10.1 11.3 24.5 22.1 15.9 14.8

Sweden 31.7 24.8 21.6 23.4 23.7 22.0 20.6 19.1

Source: SOS Folkräkningen 1910– 1960 and Folk och Bostadsräkningen 1970, 1980, 1990.
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whole, the share of those older than 65 increased sharply from 8 percent in 1910 
to 18 percent in 1990.

Table 2.3 shows the sex ratios in the different cities (men vs. women, all ages). 
As well as Trelleborg and, in certain years, Uddevalla and Gävle, Landskrona had 
a fairly high sex ratio even though it was lower than for the country as a whole 
(96 percent in 1910 and 98 percent in 1990).

Migration

Net in- migration rates to Landskrona in 1910– 2016 (in- migrants minus out- 
migrants divided by the mean population) contain two periods when there was 
a distinctly positive migration balance: 1930– 1950 and the 2000s (see Appendix, 
Table A2.4). These were also periods of considerable population growth, while 
the 1960s and 1970s saw population stagnation, if we discount the artificial in-
crease due to boundary changes (see Figure 2.1). In Figure 2.3, net in- migration 
to Landskrona is compared to that for the other cities. The expansion periods 
1930– 1950 and the 2000s can be seen in most cases but to a varying extent. In 

Table 2.2 Share of the population 65 and older (percent) in the eleven cities and 
Sweden as a whole.

1910 1930 1945 1950 1960 1970 1980 1990

Borås 2.4 3.1 3.5 4.6 8.8 12.5 19.9 22.6

Gävle 2.9 4.0 4.8 4.6 10.3 12.9 16.0 18.2

Göteborg 2.8 3.4 3.8 4.2 10.8 13.5 18.2 19.7

Halmstad 3.1 4.1 4.4 4.4 10.8 14.0 18.5 21.4

Landskrona 3.0 4.2 4.3 4.5 11.3 14.5 20.9 24.0

Malmö 2.2 3.3 4.2 4.6 10.8 13.0 20.1 22.7

Norrköping 3.7 4.3 4.8 4.9 11.9 14.9 19.6 21.5

Stockholm 2.9 3.6 4.1 4.6 11.9 16.1 21.5 21.3

Sundsvall 2.8 3.9 3.6 4.0 10.3 11.2 15.2 18.4

Trelleborg NA 3.5 4.4 4.5 9.8 11.7 17.4 20.4

Uddevalla 3.8 4.5 4.4 4.1 7.8 10.8 17.7 21.6

Sweden 8.4 9.2 9.9 10.2 12.0 13.9 16.6 17.9

Source: SOS Folkräkningen 1910– 1960 and Folk och Bostadsräkningen 1970, 1980, 1990.
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Table 2.3 Sex ratios (M/ F) in the eleven cities and Sweden as a whole.

1910 1930 1945 1950 1960 1970 1980 1990

Borås 80.9 83.4 88.1 89.6 88.2 89.1 88.5 87.9

Gävle 90.3 88.3 89.4 87.5 93.6 96.1 94.3 94.0

Göteborg 86.4 88.9 91.7 93.5 95.1 97.4 94.0 93.6

Halmstad 91.6 88.0 91.8 92.3 92.9 92.8 91.6 91.4

Landskrona 92.4 89.5 95.1 94.7 99.8 99.5 94.4 93.3

Malmö 87.0 84.8 88.3 89.8 92.9 93.9 90.4 89.5

Norrköping 80.9 84.3 89.7 91.4 92.4 94.0 91.1 91.5

Stockholm 81.8 80.4 83.0 85.9 87.9 88.1 87.0 88.1

Sundsvall 86.0 83.5 88.7 89.2 91.7 97.8 94.8 94.0

Trelleborg NA 96.9 99.3 99.3 99.9 102.2 96.7 95.2

Uddevalla 82.9 82.9 91.3 95.2 98.6 95.8 94.5 92.7

Sweden 95.6 96.8 99.0 99.2 99.5 99.8 98.2 97.6

Source: SOS Folkräkningen 1910– 1960 and Folk och Bostadsräkningen 1970, 1980, 1990.

Figure 2.3 Net in- migration (per 1,000 population) to the eleven cities, 1911– 2017. 
Landskrona is represented by the thick line.
Source: Swedish Official Statistics (SOS) Befolkningsrörelsen 1911– 2017. 1911– 1961 is the city of 
Landskrona, from 1962, it is Landskrona municipality.
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Table 2.4 Distribution of foreign- born in Landskrona (percent).
A. 1946– 1965

Country of origin 1946 1950 1955 1960 1965

Denmark 33.0 33.6 32.8 36.4 28.4
Estonia 15.6 6.8 4.1 3.1 2.6
Finland 4.0 3.8 5.2 9.7 20.6
Italy 0.5 0.4 0.2 3.0 2.0
Yugoslavia 0.2 0.0 0.1 1.0 6.7
Norway 7.2 5.9 6.0 4.6 3.4
Poland 8.6 15.6 6.5 2.7 3.0
Czechoslovakia 1.1 4.9 4.0 3.4 2.8
Germany 16.8 16.1 31.6 21.7 18.5
Hungary 0.2 0.9 0.1 5.3 3.9
Austria 0.9 1.1 1.5 2.5 1.9
Other 12.0 10.8 8.0 6.6 6.1
Total 100 100 100 100 100
N 649 1,301 1,378 1,752 2,209

B. 1970– 2015 (country groups)

Country of 
origin

1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Africa 0.3 0.5 0.5 0.5 0.8 2.2 2.1 2.4 3.0 3.1
Asia 0.7 1.0 3.1 5.4 11.4 11.8 12.1 15.5 20.8 27.7
EU28 excl. 
Nordic 
countries

30.4 29.0 29.5 30.7 29.6 19.4 17.7 16.4 19.6 18.3

Europe excl. 
EU28 and 
Nordic

16.5 16.9 18.9 17.9 16.4 38.2 45.7 44.0 38.8 35.7

North America 1.1 0.9 1.2 1.2 1.1 0.9 0.7 0.7 0.8 0.8
Nordic 50.3 50.7 45.3 42.6 38.7 25.9 20.2 19.6 15.4 13.0
Oceania 0.1 0.2 0.1 0.0 0.1 0.1 0.1 0.1 0.1 0.1
USSR 0.5 0.5 0.6 0.5 0.5 0.4 0.4 0.2 0.2 0.2
South America 0.1 0.2 0.9 1.1 1.4 1.1 1.0 1.0 1.2 1.1
Total 100 100 100 100 100 100 100 100 100 100
N 3,386 4,197 3,846 3,613 4,281 6,540 6,958 8,250 10,082 11,412

Note: Panel A is based on data from population registers, panel B on data on country of birth (grouped) 
from Statistics Sweden.
Source: The Scanian Economic- Demographic Database (Bengtsson et al. 2018).
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the first of these, Landskrona’s position comes in the middle, but, during both 
the 1995 peak (connected to the flow of refugees from former Yugoslavia) and 
the 2000s, it experienced comparatively high rates of in- migration. It is also clear 
that the stagnation period in the 1960s and 1970s affected Landskrona more than 
the other cities, showing the highest net out- migration at this time. Immigration 
(in- migration of foreign- born) to Landskrona began in earnest after World War 
II, although a number of Jewish refugees came during the war as well. During 
1945, about 2,800 refugees mainly from Poland, Czechoslovakia, Hungary, and 
Romania came with “the white buses” (a relief effort organized by the Red Cross 
under Count Folke Bernadotte (see, e.g., Jönsson 1997). Over the coming years, 
a large number of refugees entered Sweden in Landskrona, to be moved on to 
other places at a later date. In total, 20,000 refugees were housed at the old for-
tress between 1945 and 1949.

Table 2.4 panel A shows the distribution of the foreign- born population in 
1946– 1965 in Landskrona. In the 1940s and early 1950s, immigrants from 
Denmark predominated together with refugees from Germany, Poland, and 
Estonia. The crisis in Hungary in 1956 created the next major flow of immigrants, 
as this was a time of high demand for labor. After the instruction in 1954 allowing 
free movement of persons in the Nordic countries, immigration from Denmark 
and Finland increased, and, as of the mid- 1960s, the flow of labor migrants from 
southern Europe (especially Yugoslavia) and also Finland increased.

Panel B shows the distribution of foreign- born by country groups between 
1970 and 2015. In 1970, those from the Nordic countries predominated in the 
foreign- born population, but their numbers have fallen dramatically since then. 
Instead, the proportion of immigrants from other parts of Europe has increased, 
as has the share coming from outside Europe, especially from Asia but also from 
Africa. In the mid- 1970s, Syrians from Turkey and Lebanon came as refugees. 
The oversupply of housing at the time made it attractive for the municipality to 
welcome immigrants to fill the empty apartments. Then, in the early 1990s, the 
Balkan Wars produced a great influx of refugees, especially from Bosnia and 
Kosovo. During 1994 and 1995, 2,000 refugees arrived in the city. In 1996, the 
municipality had 4,300 foreign citizens, about 2,000 of whom were from former 
Yugoslavia, 800 from Denmark, and 200 from Finland. In addition, there were 
also foreign- born who had become naturalized and obtained Swedish citizen-
ship (Jönsson 1997).

Industrial Development

A first characteristic of an industrial city is that a substantial share of the working 
population works in manufacturing. Looking at our sample of eleven cities, it is 
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clear that most of them show an increasing share of industrial workers during 
the early twentieth century (except Borås, which already had a very high share 
by 1900; see Figure 2.4). The highest shares appeared during the golden age of 
Swedish industry in the 1950s and 1960s, and the general trend shows that these 
increased until the 1960s and then decreased. Landskrona fits the overall pat-
tern but is at the high end of the distribution peak in 1960, by which time it had 
the highest shares of those cities where more than 60 percent of the workforce 
were in industry. Even after undergoing deindustrialization, as all the cities did, 
Landskrona still had a higher share employed in manufacturing in 2000 than did 
the others.

Employment in Landskrona was thus dominated by industry all through the 
twentieth century. Even so, in an industrial city, people also worked in other 
professions, although many of them were of course related to the industrial 
sector. In the early 1900s, the transport sector was the second largest, together 
with services (BiSOS A: Befolkningsstatistik 1900). Transports encompassed the 
railways but above all the port and the shipping of both goods and passengers. In 
the 1930s, Landskrona had the eighth largest port in Sweden (Jönsson 1997, 49). 
Industrial products and food were shipped, and passenger ferries to Denmark, 
Germany, and Norway went on a regular basis. However, due to competition with 
surrounding larger cities, the transport sector never succeeded in developing 

Figure 2.4 Share of workers in industry of all workers, 1900– 2000, in the eleven 
cities (percent). Landskrona is represented by the thick line.
1910 is interpolated using the mean of 1900 and 1920.
Sources: SOS Folkräkningen 1910– 1960 and Folk och Bostadsräkningen 1970, 1980, 1990. For 
2000: Registerbaserad arbetsmarknadsstatistik (RAMS).
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into the leading Scanian hub, although short periods of success existed. Instead, 
over time the commercial sector and retail and public services grew faster than 
transports. In the final decade of the twentieth century, the public sector alone 
accounted for more than a third of all employment. Still the industrial sector was 
the largest also by that time (Folk och bostadsräkningen 1990).

Sweden’s early industrialization was characterized by a relatively high degree 
of rural industry. A large real wage gap between urban and rural areas was poten-
tially an important factor behind this (Lundh 2012). Even so, at the same time as 
the wage gap increased there was an increasing tendency for manufacturing to be 
located in urban areas. This trend speaks in favor of other factors being more im-
portant. The location of industry during late nineteenth- century industrializa-
tion depended on a number of factors such as human capital, natural resources, 
and geographies of trade and communication. Furthermore, some branches of 
industry grew rapidly at the beginning of the second half of the nineteenth cen-
tury and constituted an important part of overall industrial production— these 
branches were directed toward the domestic market and particularly those 
within food production and processing (Schön 2010, 143).

This implies that, in general, Swedish industrial production relied on both the 
traditional industries of the Industrial Revolution, textiles and iron workshops, 
and on industries producing foodstuffs and other items directed toward the 
growing internal demand that came from the middle class and, as of the 1860s, 
the working class as well. It also suggests that the nature of early industrialization 
could differ between towns and cities depending on location, communications, 
and proximity to natural resources.

In 1910, our eleven cities do indeed show a variety of ways in which industries 
predominated. However, as industrialization matured and transportation and 
communications improved, access to resources and markets became more uni-
form, which also reduced the differences between the cities in terms of their 
industrial structure. By 1990, Borås, with its textiles, and Trelleborg, with its 
rubber industry, formed outliers in a general structure where the metal/ machine 
and paper/ pulp industries were predominant (see Figure 2.5).

So how well did Landskrona fit into this picture? Since Landskrona was a port 
town with a natural harbor surrounded by some of the best soils in Sweden, we 
would expect it to be based on its geographical advantages, with its food and 
metal industries directed toward agriculture and with shipping forming its base, 
and indeed it was.

In 1850, there were thirteen recorded factories in Landskrona. According 
to the factory statistics, the largest workplace was a textile factory with 105 
employees, which depended on a workforce consisting of inmates serving life 
sentences at the local prison. The second largest workplace was the sugar factory, 
which based its production on locally produced sugar beet. It employed only 
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Figure 2.5 Industrial structure of the eleven cities (shares of workers per sector).
Sources: For 1910 and 1960, SOS Industri; for 1990, Folk-  och Bostadsräkningen, part 5, table 22.
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twenty- six workers but had a much higher production value than the textile fac-
tory. The remaining factories had fewer than ten employees each and consisted 
of a shipyard, a rope- maker, a number of tanning factories, and a dyeing factory, 
all with a connection to the natural harbor and the supply of inputs; in addition, 
there was a factory that made musical (brass) instruments and a clock- making 
“factory” with two employees. That industrialization was in its early phase is 
shown by the fact that the number of people engaged in work at artisan shops 
was substantially larger than those engaged in the factories.

Twenty years later, a new element seen in the industrialization of Landskrona 
was the foundries and mechanical workshops. These workshops melted pig iron 
and metal scrap to produce iron suited for different specialized purposes. Thus, 
these can be seen as alternatives to the massive iron foundries located in cen-
tral Sweden, and these city foundries were often directly linked to a mechan-
ical workshop (Schön 2010, 88). The foundries and workshops in Landskrona 
produced ovens, agricultural tools, and machines.

In 1890, the industrial structure of Landskrona relied on the sugar refinery, the 
mechanical workshops, and a brush factory. Together these employed around 

Figure 2.5 Continued
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75 percent of the town’s industrial workers. In addition to these four factories, 
there were eighteen others recorded for this year, including a coke factory, five 
chemical- technical factories (producing fertilizers, mineral water, soda, and 
sulfuric acid), a shipyard, a brick factory, two breweries, a cloth factory, a to-
bacco plant, and two leather tanneries. The number of workers was small within 
these industries, and, except for the leather tanneries— an industry in which 
Landskrona was the second largest producer in Sweden— production was rather 
limited in Swedish terms.

Thus, from 1850 to 1890, the number of factories had grown from thirteen to 
twenty- two and the number of workers from 145 to more than 900. This period 
constitutes the early industrialization phase of Landskrona. From then on, the 
town turned into an industrial city. This is shown not only by the domination of 
industry in providing an occupation for the inhabitants but also by the way this 
domination is reflected in the town structure.

The new series published by Statistics Sweden and starting with the year 
1911 provides the grouping of industries by goods produced. In Landskrona, 
the chief industries in this year were food (e.g., sugar) and tobacco followed by 
textiles, the mechanical industry, the leather tanneries, and the chemical in-
dustry. The number of factories had almost tripled to fifty- seven since 1890, the 
number of workers had more than doubled, and, apart from the establishment 
of a new large textile factory with 233 workers and a large number of recently 
started small industries, the industrial structure rested on the same businesses 
that formed the core of the town’s early industrialization. The sugar refinery was 
still the largest with 385 workers, followed by three mechanical workshops (in 
all, 365 workers), two brush factories (100), two tobacco plants (97), and five 
foundries (94 workers). Artisan shops still existed but their share of the workers 
was only around 19 percent.

Over time, the metal/ machine sector increased and became predominant 
as early as in the 1940s and onward. Other sectors that increased their share 
of the industrial workforce in Landskrona were the paper/ pulp and chemical 
industries, and these replaced food and textiles as the main employers of indus-
trial workers.

Overall, major changes took place in the period around 1920 and in the 1970s 
and 1980s. The first period saw the establishment of the shipyard and its closure 
in 1922, while the second saw a major industrial crisis whereby the textile fac-
tory, shipyard, and largest mechanical workshop all closed down within a period 
of fifteen years. Moreover, the decline of the share of workers in the food industry 
was partly related to the sugar mill closing down in 1960. In the next section, we 
look at this development in more detail.
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Landskrona’s Main Industrial Employers

In 1900, Landskrona was the twelfth largest industrial town in Sweden in terms 
of the absolute number of industrial workers. Over time it fell to thirteenth place 
in 1920, fifteenth in 1930, seventeenth in 1950, and twenty- first in 1960. Looking 
at the census years, the number of workers in industry increased continuously 
from 1910 to 1980, except for in 1930. Thereafter the absolute number declined. 
The relative and absolute development of industry was connected to certain large 
companies and their expansion and demise.

The Shipyard Industry
The shipyard industry shaped much of Landskrona’s industrial development, par-
ticularly from the 1910s right up to the early 1980s. However, since Landskrona 
was an important port, the shipyard industry had a prehistory before the 1910s. 
As early as 1850, the factory registers note the existence of a shipyard with nine 
people engaged in the business. It was clearly stated that the work of the shipyard 
(Landskrona Warfsaktiebolag) was to repair ships rather than build them, and 
the total cost that year amounted to 1,000 riksdaler banko, indicating a very small 
business.2

The real breakthrough for the shipyard industry came in 1915, with the 
foundation of the shipyard Öresundsvarvet. Its establishment meant there 
was an imminent need of labor and housing for the workers and their families 
(Varvshistoriska föreningen i Landskrona). That same year, the shipyard 
estimated that an influx to the city of 1,000– 2,000 workers was needed for the 
shipyard to fulfill its production goals. In both 1920 and 1921, there were re-
peated concerns over the scarcity of labor, particularly skilled labor. The immi-
gration of German workers covered some of the needs to a degree, but far from 
all of them. In 1920, the shipyard was the largest in the Nordic countries, and the 
total workforce amounted to more than 1,100 workers.

The establishment of Öresundsvarvet in Landskrona in the 1910s was part 
of a general trend in shipyard expansion in Sweden which also encompassed 
shipyards in cities such as Göteborg and Malmö (Schön 2010, 269). In contrast 
to the development of the shipyards in these two cities, which had several new 
orders coming in during the late 1910s, Öresundsvarvet was severely hit by the 
economic crisis of the early 1920s. This crisis had already started in 1920 and was 
at its most severe in 1921, when gross domestic product (GDP) fell 5 percent in 
Sweden and production volumes in industry around 15 percent. The crisis was 
international in scale and the result of new capacity being built after the war at 
a time of falling demand (Schön 2010, 246– 248). With large outstanding debts 
incurred by investment in the new shipyard and with no new orders for ships, 
Öresundsvarvet had started cutting the number of workers as well as their wages 
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during 1921. In early 1922, after the construction and delivery of a large steamer 
had been completed, the lack of new orders meant all the staff and workers had 
to be laid off, which necessitated a reconstruction of the company. A month later 
it went bankrupt.

The bankruptcy of the shipyard was a major setback for the city of Landskrona 
in terms of its industrial development and also its substantial investment in the 
shipyard area and the general measures taken to invest in the town’s infrastruc-
ture. Furthermore, laying off a large part of the industrial working class had far- 
reaching effects on the city as a whole in terms of supplying food, clothing, and 
housing for them and their families.

Already in 1923, a new shipyard was established, Nya Varvsaktiebolaget 
Öresund, but this was significantly smaller than the previous one, employing less 
than a third of the workforce in 1925 as compared to the number employed in 
1920. It was renamed Öresundsvarvet in 1935, and from then on it expanded, 
bringing the workforce back to the 1920 level in the early 1950s.

In 1940, Götaverken, a shipyard in Göteborg, took over the ownership of 
Öresundsvarvet. The 1950s saw a new period of expansion including extending 
the area for the plant, building new production facilities, and establishing 
a three- year workshop school for training skilled workers for the shipyard. 
Swedish shipyards saw their highest level of production in 1967, and, in 1975, 
Öresundsvarvet employed around 3,500 workers.

Increased international competition during the 1970s led to fewer orders, and 
this together with large interest payments put the Swedish shipyards in a precar-
ious position. The Swedish state took over control of Götaverken and thereby 
Öresundsvarvet as well in 1976. It came up with a number of propositions to 
solve the shipyard crisis: cuts in the number of employees, state loans for produc-
tion costs, and eventually the closing down of at least one of the major shipyards.

In the late 1970s, the number of workers at Öresundsvarvet was reduced, and, 
in 1980, the state- owned company Svenska varv decided to close down the ship-
yard. Large- scale protests against the decision took place in Landskrona, with 
the local factory management on the same side as the workers. Even though a 
majority in the Swedish Parliament voted against the closure, Svenska varv 
stood firm and the shipyard eventually closed its doors in 1983 (see Sources, 
Öresundsvarvet).

After this, attempts were made to use the premises for similar business 
purposes. Small firms whose main business was repairing ships were located 
there, including Cityvarvet AB with around 200 workers and Bruces shipyard 
with approximately the same number.
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The Sugar Industry
In 1850, the sugar industry boasted the second largest factory in Landskrona, 
employing twenty- six laborers and based on the production of sugar beet in 
the surrounding rural areas. Twenty years later, the old sugar factory had been 
replaced by a new one and had more than thirteen times as many employees as 
in 1850. The production process used eight steam engines, and a large part of the 
workforce— 205 out of 341 employees— were seasonal laborers employed during 
the 4 months of autumn and early winter when the cropping of the sugar beet 
took place.

The combined sugar factory and refinery in Landskrona was destroyed by a 
fire in 1875, and the refinery was rebuilt close to where the old factory had been 
located and where it started up again with 164 workers as soon as 1877. The sugar 
refinery was one of a total of seven in Sweden. In 1883, a new sugar factory was 
built at Säbyholm, outside the town, where the company had already established 
its sugar beet farm by 1853. Thus, from then on there was a refinery inside the 
town and a sugar factory right outside it.

The company was part of a larger company, Skånska sockerfabriksaktiebolaget, 
and during this period some industries started forming cartels to prevent compe-
tition from new companies. This was most common among industries with large 
investments in fixed capital, where production was directed toward the domestic 
market and, in many cases including the sugar industry, protected from interna-
tional competition (Schön 2010, 227– 228). In 1907, twenty- one sugar factories 
and eleven refineries merged into one company, Svenska sockerfabriks AB.

The first half of the twentieth century saw an expansion of the sugar industry 
in terms of area devoted to sugar beet, total sugar production, and workers em-
ployed by the industry. Still, a large part of the workforce— up to 40 percent— 
consisted of seasonal labor. Nationally there was a slight decline during the 
1930s, but for Landskrona there was a sustained increase in workers until 1940, 
when their number reached 775.

The sugar industry in Sweden underwent a major rationalization after World 
War II. Between 1948 and 1963, four of the five existing sugar refineries closed 
and twelve of the nineteen sugar factories went the same way (Kuuse 1982, 192). 
There were multiple reasons for this rationalization. After the war prices abroad 
fell below those in Sweden, forcing producers down this route to meet compe-
tition from abroad on the rather restricted Swedish market. Moreover, Swedish 
production facilities were underused in the sense that the sugar beet season was 
quite short, and prolonging it required fewer facilities. The seasonal aspect was 
supplemented by the increased use of cars and tractors to transport the beets, 
making rail access from producer to facility less important. Finally, the ration-
alization of the sugar industry was one small aspect in an overall government 
strategy to rationalize both agriculture and industry in the post- World War II 
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period. One important reason for this strategy was the need for more workers in 
high- productivity sectors facing a shortage of labor (Kuuse 1982, 188– 191).

For Landskrona, rationalization meant that the sugar refinery closed in 1960, 
followed two years later by the sugar factory in Säbyholm, the fourth largest in 
Sweden at the time.

The Metal Industry
Small workshops and foundries played an important role in the early industri-
alization of Landskrona (see above). Over time they became fewer, and the gen-
eral development of the sector can be studied by looking at one of the largest 
firms: AB Landsverk.

The 1911 statistics show that five different firms were engaged in the metal 
industry. By far the largest was Landskrona Nya Mekaniska Verkstad with 317 
workers. The firm was founded by two industrialists in 1872 as Petterson & 
Ohlsen but changed its name in 1876. Its main business was manufacturing agri-
cultural tools, ovens, and railway coaches. It was hit hard by the crisis of the early 
1920, and half of its shares were sold to a German company, GHH. The German 
influence became a major factor in its development during the 1920s and ’30s. It 
changed its name to Landsverk, and, in addition to making railway coaches and 
harbor cranes, it started on the research and development of military tanks. This 
was one way for the German military to sidestep the ban in Germany, introduced 
after World War I, on developing tank technology.

After World War II German interests were replaced by Swedish ownership, 
and, from 1947, Landsverk was owned by Kockums, a major shipyard and a 
railway coach manufacturer in Malmö. Landsverk gradually replaced its pre-
vious production, now focusing on excavators and dump trucks. In 1965, the 
company had 1,300 employees.

The foundry was closed in 1967 and during the 1970s the company, owned as 
it was by Kockums, was hit by the shipyard crisis. The state took over ownership 
and the number of workers was gradually reduced. In 1991, the new owner, VME 
Industries, decided to close the factory and laid off the remaining 117 workers.

The Textile Industry
Landskrona became home to Sweden’s first clothing industry when Schlasbergs 
factory for men’s clothing was established in 1896 (Jönsson 1995, 237). The firm 
started out as a domestic industry (see Marx 1887, ch. 15, section 8) with one 
tailor and a dozen seamstresses working from home but then successively ex-
panded and transformed into a factory with 250 employees around the time 
of World War I and 400 in the 1950s. Its first location in the city center was 
supplemented by another at the old aircraft factory during the expansion. After 
World War II the company recruited workers among refugees and also from 
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Denmark, and, in 1950, a new factory was built close to the new housing area of 
Sandvången in the east. In the 1970s, Schlasbergs was one of Sweden’s leading 
clothing companies.

In the 1920s, two other clothing companies were formed (Carl Emond and 
Emil Emond), making various items of clothing for not only men but also women 
(suspenders, stockings, dresses, etc.). They placed their factories in the southern 
industrial district on the site of the former aircraft factory. However, their textile 
production was exposed to the emissions from Supra, a major chemical plant 
situated next door. The workers were affected, too, and both they and the com-
pany protested against this during the 1950s. Carl Emond moved its production 
to the northern part of the city in the 1950s, while Emil Emond remained in the 
southern part. The two companies expanded from the 1930s onward and em-
ployed more than 800 workers, mostly women.

A fourth company, Stinson, made bathrobes, braces/ suspenders, etc. It was 
smaller than the previous three but expanded production from its founding in 
the 1940s to the 1960s and built its factory in the northwestern part of the city 
in 1958.

International competition, first from Eastern Europe and subsequently 
from Asia, became a major challenge to Sweden’s textile industries from the 
1950s onward. It hit the major textile cities of Borås and Norrköping hard 
and severely affected the industry in other cities as well. All the companies in 
Landskrona closed one after another during the crisis: Carl Emond in 1970, 
Emil Emond in 1974, and Schlasbergs in 1978 (Jönsson 1997, 403– 410), while 
Stinson moved its production elsewhere. This was the third of several indus-
trial crises to hit Landskrona in the 1970s, and, whereas the closing down of 
the shipyard and metal industries mainly affected men, the textile crises af-
fected women.

Other Industries
As we have discerned from Figure 2.4, the manufacturing industry in Landskrona 
was, in common with other Swedish industrial cities, fairly diversified in the 
early part of the twentieth century, and, while the industries mentioned above 
formed its core, other industries came and went during the century.

As regards the metal workshops, one important business was Thulinverken. 
The pilot and pioneer Enoch Thulin developed the aircraft factory, which at its 
peak had 800 employees and built about 100 airplanes and 700 engines between 
1915 and 1919. Thulin died in a plane crash over Landskrona in 1919, and, in 
1920, the company went bankrupt. It was reconstructed to build automobiles 
but faced too stiff competition from both newly started Volvo and foreign 
cars. It began making automobile parts instead, such as brakes, but also made 
mechanized weaving machines (Jönsson 1997).
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Other companies combined metal with electrical goods, one such being 
Järnkonst, which was founded in 1946. It produced electric light fittings and 
had around 1,000 employees when it was sold to ASEA in 1969. The company 
still exists, now under the name of CEBE. Another company in a similar field 
is BESAM, founded in 1962. It produces automatic doors, has around 300 
employees, and is part of ASSA ABLOY.

A third industry, the chemical sector, had already appeared in the early stages 
of industrialization with soda and fertilizers as its main products. A fertilizer 
factory was built on the reef Gråen outside Landskrona harbor in the 1880s. 
The company also built housing for its workers on the premises. Their tasks in-
cluded handling phosphate, which meant poor working and living conditions. 
Production increased, and, in the early twentieth century, there were more than 
100 workers and a new factory was built in the southern industrial area close 
to the railway. A major fire burned down the factory in 1924 and also damaged 
Thulinverken and Öresundsvarvet. The factory was rebuilt, and production 
increased further. In 1931, the leading fertilizer companies throughout Sweden 
were merged into one company, AB Förenade Superfosfatfabriker. The 1950s 
saw further expansion and the Landskrona factory became one of the largest in 
Europe with more than 400 workers. In the 1970s, it changed its name to Supra, 
and in 1981, there were 525 workers in the factory and 175 employed at the head 
office. The company is now named Yara; it moved to Malmö in 2016.

Finally, other companies related to agriculture were established in Landskrona 
and its outskirts as well, such as Weibull seeds and plant breeding. Landskrona 
is also home to Bergsöe, which specializes in the recycling of lead from car 
batteries. This company is the only one of its kind in the Nordic countries.

The Industrial Workers

The factory statistics enable us to study the employment of men and women 
in Landskrona during early industrialization. In 1870, 15 percent of its factory 
workers were women. Almost all of these worked in the sugar factory, with a few 
in the tile and chalk factory and the salt refinery. The largest employer by far of 
men was the sugar factory but a substantial number also worked in the textile 
factory, all of them convicts serving life sentences.

Of the 903 factory workers in Landskrona in 1890, 164 (18 percent) were 
women. The biggest employers of women were the sugar refinery and the brush 
factory; 92 percent of the women worked here, with an almost even split. The two 
biggest employers of men were the foundries and the sugar refinery. In addition 
to the foundries, the coke, fertilizer, leather, and brick factories and the shipyard 
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and gasworks had only male workers. The small textile and tobacco factories em-
ployed men and women to almost the same extent.

For 1911, we can compare Landskrona to the other cities and see that at that 
time around 28 percent of its workers were women (Figure 2.6). This is close to 
the average for our eleven cities. Three cities have much higher shares whereas 
the one for Trelleborg is extremely low. Overall, the textile industry was impor-
tant for the employment of women, an indication of this being that the share 
of women workers in the industry in 1911 was highest in Borås (54 percent) 
and Norrköping (50 percent) where textiles predominated in both. Another 
industry with a high share of women was the tobacco industry (Eriksson and 
Stanfors 2015).

In 1990, the share of women employed in the industry was evenly spread across 
the eleven cities, including Landskrona at around 30 percent. In Landskrona, 
this was at the same level as seventy- nine years earlier: 29 percent as compared 
to 28 percent in 1911. The textile cities showed the largest decrease in the share 
of women employed during this period after Swedish textiles were forced out 
of business from the 1950s onward. In addition, the outlier Trelleborg had now 
come in line, with women constituting around 30 percent of its workers.

Figure 2.6 Women as share of total industrial workforce in the eleven cities, 1911 
and 1990.
Sources: For 1911, Kommerskollegium, Avdelningen för näringsstatistik, Hiaaa: 210; for 1990, SCB, 
Folk-  och bostadsräkningen, part 5, table 22.



48 Urban Lives

Looking in greater detail at Landskrona in 1911, the largest employer of women 
was Schlasbergs, which manufactured clothing and mainly employed seamstresses 
(in total 179 women), the sugar refinery (72), the brush factory (64), and a cigar 
and tobacco factory (58). All the textile factories and tobacco producers employed 
more women than men.3 The largest employers of men were Landskrona Nya 
Mekaniska Verkstad (a metal workshop with 317 men), the sugar refinery (313), 
another metal workshop (99), and the fertilizer factory (94) (BiSOS D).

Eighty years later, in 1990, the largest industrial employer of women in 
Landskrona was the mechanical workshops with more than 55 percent of the 
total number of women in industry. In second and third place came the chemical 
and the pulp industries, with the same ranking as for the employment of men in 
the city. This pattern, showing that large industries employing women were the 
same as for men in absolute terms, is apparent across the eleven cities.

However, the share of women in the total workforce followed another pattern 
and was highest in textiles. In eight of the eleven cities (including Landskrona), 
women constituted more than half of the workforce in this industry, which is also 
the only one where women constituted more than 50 percent of the workforce in 
any city except in the wood sector in Trelleborg. Other sectors employing a rela-
tively high share of women in 1990 were food and pulp.

Table 2.5 Mean income for employed men in the eleven cities 
in 1920 and 1930. Landskrona =  1.

1920 1930

Borås 1.00 1.03

Gävle 1.04 1.09

Göteborg 1.28 1.30

Halmstad 0.99 1.03

Landskrona 1.00 1.00

Malmö 1.12 1.19

Norrköping 0.92 0.98

Stockholm 1.38 1.68

Sundsvall 1.14 1.21

Trelleborg 1.05 1.07

Uddevalla 0.95 0.97

Source: SOS Folkräkningen, 1920, 1930.



Landskrona: The Industrial City 49

Figure 2.7 Mean income (1970– constant prices), 1970– 2010, in the eleven cities. 
Landskrona is represented by the thick line.
Calculations based on micro- level register data from municipalities (kommuner) for 
cohorts born 1930– 1980, age 20– 64.
Source: Statistics Sweden, The Swedish Interdisciplinary Panel, Centre for Economic Demography, 
Lund University.



50 Urban Lives

Turning to earnings, Table 2.5 shows mean income for men in our sample of 
cities relative to Landskrona in 1920 and 1930. In both years, Landskrona was 
clearly at the bottom, together with Borås, Halmstad, Norrköping, and Uddevalla. 
In 1920, average earnings for men was 38 percent higher in Stockholm than in 
Landskrona, while the corresponding figure in 1930 was no less than 68 percent. 
In Göteborg, men earned about 30 percent more than those in Landskrona, and 
in Malmö 12– 19 percent more.

There are several different factors explaining these results. Comparing income 
within the same industry, Stockholm stood out with higher annual incomes than 
in other Swedish cities in, for example, the metal and mechanical workshop sector 
and in the tobacco factories. Differences between Landskrona and, for example, 
Malmö and Göteborg were on the other hand small and, if anything, incomes were 
higher in Landskrona in these branches (Arbetsstatistik, A:2, 119; Arbetsstatistik, 
A:3, 136). Generally, besides the higher income level in Stockholm, it was in-
come differences between branches that were large rather than between cities 
(SOS: Lönestatistisk årsbok 1930, 90). This points to the industrial structure being 
one important cause for different income levels. Another factor affecting the mean 
income of the employed was the overall employment structure in the cities. Over 
the period 1900 to 1960, Landskrona had, together with Borås, the highest share 
of the population employed in industry of the eleven cities. Having a large share of 
industrial workers and thereby a large group of unskilled or lower skilled workers 
was another explanation for the relatively low mean income.

From 1970, we can look at income using micro- level register data. Figure 2.7 
shows mean income for men (panel A) and women (panel B) in 1970 at constant 
prices at the municipality level. Throughout the period Landskrona is among 
those cities with the lowest mean income for both men and women, showing 
that the differences observed early in the twentieth century persisted into the 
twenty- first.

Industrial Location

In the late nineteenth century, the city of Landskrona was quite small and most 
factories were located within the city center. Starting with the harbor, the ship-
yard was strategically located immediately opposite its entrance beside the toll 
offices. Located not far from there, in the inner harbor, was the sugar refinery 
with its own quay. The same block housed the brush factory. In the very center 
of the city, we find mechanical workshops and a steam mill. And further east, 
north of the railway line which entered the city from the east and ended imme-
diately south of the harbor, we also find a concentration of industries: the leather 
factories, a wool spinning factory, and a steam saw. South of the railway were 
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several blocks not yet named, where a soda factory was located. The general pic-
ture this gives us is that during the early industrialization phase of the late nine-
teenth century most factories were located at the heart of the towns and therefore 
close to where people lived.

The 1918 map reveals that a few years later industries had moved out of 
Landskrona’s city center and were mainly located in the newly developed area 
south of the railway (Map 2.2). Here we find the mechanical workshop, fertilizer 
factory, a new aircraft factory, a rubber factory, and an oil factory. Further east 
along the south side of the railway track were the city’s gas and electricity works. 

Map 2.2 Landskrona of 1918, with industries marked with circles and housing 
projects with squares.
Source: Karta över Landskrona stad upprättad år 1918 av stadsingenjören, Göteborgs Litografiska 
AB. Stadsbyggnadsförvaltningen, Landskrona stad. This material is not covered by the terms of the 
Creative Commons license of this publication. For permission to, reuse please contact the rights holder
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South of these newly occupied industrial districts and right by the sea was the 
new shipyard, Öresundsvarvet, which covered a large area including a dry dock. 
Still, some industries remained at their old locations, such as the sugar refinery 
and the old, smaller shipyard.

Social Development

Housing

The industrial expansion of the early twentieth century led to a shortage of 
housing, meaning that many workers had very poor- quality accommodation. 
Already in 1915 the city council brought up the question of housing in connec-
tion with the establishment of Öresundsvarvet, and, in 1916, the shipyard started 
to plan the construction of four apartment houses for their workers and families 
east of the city center. In 1917, the shipyard asked for permission to build more 
housing nearby, and a year later the persistent demand for more labor meant 
the shipyard had sought to attract workers by building housing for almost 600 
families. In 1920, the shipyard established a health insurance fund and was 
poised to build six large new apartment houses. All this housing meant that the 
workers lived in the city close to the industrial part of the town but still had quite 
a long way to go to the shipyard at its southwestern location (see the squares in 
Map 2.2). By now the shipyard owned housing for 600 workers, and construction 
was under way for a further 200. In 1922, when Öresundsvarvet went bankrupt, 
it owned sixty- eight buildings worth more than 1.3 million SEK.

As in most other Swedish cities, there were periods of marked expansion in 
construction in the 1920s, 1940s, and 1960s. The 1920s saw, for example, the 
building of 1.5- storey family homes for people of limited means under the so- 
called Own Home movement (Egnahemsrörelsen). There was also a severe 
shortage of small one-  or two- room apartments at the time, which prompted 
the municipality to speed up the building of new apartment houses. Landskrona 
was, together with Nyköping and Västerås, a pioneer in municipality- led 
housing construction. In 1917, a rental association (hyresgästförening) was 
formed to safeguard the interests (including rent control) of the tenants in these 
apartments. Such associations were later to become an important part of the 
Social Democratic labor movement.

During the 1920s and 1930s, most apartment houses were built in the central 
parts of town. In 1933, the first HSB association (a cooperative housing associa-
tion) was formed, but it ran into problems initially with unsold apartments. Not 
until 1939 were thirty- two apartments ready.
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During World War II a municipal housing company was formed, 
Landskronahem, which built a large number of houses between 1950 and 1970 to 
address the pressing problem of mostly very poor- quality housing or no housing 
at all in the early 1940s.

In the 1950s, a new and large housing area, Sandvången, was built, offering a 
total of 810 apartments and other amenities including central laundry facilities 
with washing machines, ninety- nine garages, and a facility with sixty- eight 
freezers. There were also local shops and facilities for organizations and hobby 
purposes. Other similar though smaller areas were developed, too. During this 
period, some of the industries previously located in the industrial district, such 
as the textile factories, were moved closer to the homes of their workers in the 
northeastern part of the town.

In the central parts of the city, many old houses were demolished to make 
room for new construction and a new city, a movement which ultimately met 
with resistance. Despite these changes, the sugar refinery would remain located 
in the city center until 1960.

The 1960s saw the construction of even larger housing projects during the 
“million homes program” (Miljonprogrammet), a plan to build 1 million new 
apartments in Sweden during the period 1965– 1975 to alleviate the housing 
shortage. In 1965, there were 2,400 individuals queuing for an apartment in 
Landskrona. There were still the problems of cramped housing, too, with families 
of five children living in two- room apartments and families of two to four chil-
dren living in one- room apartments. This was also a period when the industry 
faced a shortage of labor and promoted both immigration and in- migration 
from throughout Sweden. By the second half of the 1970s, times had changed, 
and there was now an excess supply of housing, leaving empty many apartments 
in areas of new development. There was also increasing criticism of the new res-
idential areas and the destruction of the old city. Many of these “million homes 
program” areas would face increasing segregation and social problems in the pe-
riod to come, in both Landskrona and elsewhere.

Health and Mortality

In 1900, a county hospital (Länslasarettet) was opened in Landskrona. There was 
also a nursing home (sjukhem) which took care of the elderly and the chroni-
cally ill who could not be cared for in the county hospital, and this had room 
for seventy- six patients. The capacity of the county hospital gradually increased 
from 60 beds when it opened to about 120 in the late 1920s. In 1900, the hospital 
provided 6,600 care days with an average stay of 32 days (!). By 1910, this number 
had increased to 18,600, while the average stay had been shortened to 24 days.
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In 1950, the county hospital provided 54,500 care days, with an average hospi-
talization time of 14 days (Jönsson 1997, 15). Its expansion had continued with 
a maternity ward in the 1930s and a children’s hospital in the 1940s, and now 
came further expansion through the 1960s, ’70s, and ’80s. In 1972, the maternity 
ward was closed, but the antenatal unit remained open for a time until it, too, was 
closed in 1981.

The city was considered by the Swedish medical authority (Medicinalstyrelsen) 
to have the healthiest (i.e., least sick) population among the larger cities (with 
a population of more than 10,000), and, in 1910, the sickness and burial fund 
Solidar was founded, establishing Landskrona as one of the country’s pioneers in 
sickness insurance (Jönsson 1997, 9).

The first known water pipe system in the city was made of wood and connected 
to open freshwater in the city. In 1868, it was 4 kilometers long and provided 
131 wells with water (Jönsson 1997, 55). This water was not really suitable for 
drinking, however; drinking water was collected from wells on the outskirts of 
town. In the 1870s, the water system was further developed with iron pipes and 
new wells. Pipes were drawn under all the streets in the city and were connected 
in some cases directly to houses and in other cases to outdoor water pumps. At 
the beginning Landskrona was the only city in Sweden that relied exclusively on 
groundwater, hence the city had drinking water of very high quality. Toward the 
end of the nineteenth century the increased demand for water and lack of pres-
sure in the system required the construction of a water tower, which was ready 
in 1904. In 1883, heated public baths were built but were soon deemed to be in-
sufficient, and, in the first decade of the twentieth century, they were expanded. 
In 1913, a newly built public bathhouse was opened. These baths were important 
because they were not mainly used for recreational swimming but for washing.

During World War I there were food shortages and rationing in Landskrona 
as in other Swedish towns, despite the fact that Sweden was neutral and did not 
take active part in the war. The fact that the town had professional fishermen 
meant its population of 17,000 had access to local produce, which was quite an 
advantage over some other cities. Even so, in April 1917, the so- called “hunger 
demonstrations” meant that 3,000– 4,000 protestors converged here as well.

The mortality development as measured by the crude death rate (CDR) was 
fairly uniform across the cities (Figure 2.8).4 The peak in 1918 was caused by the 
Spanish flu and is the last epidemic that can be clearly detected in aggregate mor-
tality statistics. The Spanish flu hit Landskrona in August of that year, and the 
spread of the epidemic accelerated from September onward. To stop it spreading 
the decision was taken to close the cinemas and the theater as well as forbid 
lectures and dance events in places where people congregated. Later in the fall, 
a further decision was taken to close the schools. The epidemic had weakened 
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considerably by the end of October, and, in early November, the restrictions were 
lifted. In early December, it looked as though it had completely vanished, only to 
reemerge shortly before Christmas of 1918. After early February 1919, it finally 
disappeared (Jönsson 1997, 122– 124).

After the end of the pandemic total mortality declined until about 1960, when 
it began to increase again— a result of the population growing older, not of an 
increase in age- specific mortality. A particular feature in Landskrona’s case was a 
peak in mortality in 1931.

If we look at infant mortality (the number of children younger than 1 year 
dying divided by the number of births), there is a more or less continuous de-
cline throughout the period 1875– 1935, and this pattern is also fairly uniform 
across cities (Figure 2.9). The series is slightly erratic due to the small number 
of child deaths, which creates some random fluctuations in the measure. The 
series begins as early as in 1875, when infant mortality in Landskrona was about 
15 percent. In the early 1880s, it peaked at 25 percent, the prevailing level for 
Sweden as a whole a hundred years earlier (Statistics Sweden 1999). This peak 
appears to be related to epidemic outbreaks in measles and diphtheria, but also 
in outbreaks in diarrhea.5 In 1935, the figure was down to 3 percent. There are 
no city- level data after this time, but for the country as a whole infant mortality 

Figure 2.8 Crude death rates (per 1,000 population) in the eleven cities, 1911– 2017. 
Landskrona is represented by the thick line.
Source: Swedish Official Statistics (SOS) Befolkningsrörelsen 1911– 2017. 1911– 1961 is the city of 
Landskrona, from 1962, it is Landskrona municipality.
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around 2000 was roughly 3 or 4 per thousand (Statistics Sweden 1999), a spec-
tacular improvement in life expectancy over the course of the twentieth century.

Child mortality (age 1– 4) shows a similar improvement from 1875 to 1935 
(Figure 2.10), and also in this case the development is fairly uniform across cities. 
We also see a reduction in the variability of mortality, which in itself is an im-
portant sign of improvement in the well- being of the population. The pattern in 
Landskrona does not deviate much. The development for boys and girls, respec-
tively, in Landskrona is also highly similar, with no noticeable difference in the 
mortality level between the sexes either.

Figures 2.11 and 2.12 show adult and old- age mortality for men and women 
separately for the period 1875– 1935. For adult men (age 40– 59) there is a decline 
from around 20 per thousand to 10 per thousand over this period. Except for the 
quite high mortality rate in Stockholm, the patterns are quite similar across the 
cities, placing Landskrona in the middle or the lower half. For women, mortality 
in this age group declined from around 15 to 5– 10 per thousand. Looking at the 
gender differences in mortality in Landskrona, male adult mortality was some-
what higher than female for most of the period up until 1935, but after the 1890s 
the difference is quite small (Appendix, Table A2.5).

Figure 2.9 Infant mortality (IMR, per 1,000 births) in the eleven cities, 1875– 1935. 
Landskrona is represented by the thick line.
Source: BiSOS A Befolkningsstatistik, BiSOS K Hälso-  och sjukvården (1875– 1910), SOS 
Befolkningsrörelsen, Allmän hälso-  och sjukvård (1911– 1935). See Helgertz and Önnerfors (2019).
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Figure 2.10 Child mortality (age 1– 4, per 1,000 population) in the eleven cities, 
1875– 1935. Landskrona is represented by the thick line.
Source: BiSOS A Befolkningsstatistik, BiSOS K Hälso-  och sjukvården (1875– 1910), SOS 
Befolkningsrörelsen, Allmän hälso-  och sjukvård (1911– 1935). See Helgertz and Önnerfors (2019).
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Figure 2.11 Adult mortality (40– 59 years, per 1,000 population) in the eleven cities, 
1875– 1935. Landskrona is represented by the thick line.
Source: BiSOS A Befolkningsstatistik, BiSOS K Hälso-  och sjukvården (1875– 1910), SOS 
Befolkningsrörelsen, Allmän hälso-  och sjukvård (1911– 1935). See Helgertz and Önnerfors (2019).
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Figure 2.12 Old- age mortality (60+  years, per 1,000 population) in the eleven cities, 
1875– 1935. Landskrona is represented by the thick line.
Source: BiSOS A Befolkningsstatistik, BiSOS K Hälso-  och sjukvården (1875– 1910), SOS 
Befolkningsrörelsen, Allmän hälso-  och sjukvård (1911– 1935). See Helgertz and Önnerfors (2019).
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Family Patterns

Looking first at childbearing, the crude birth rate (CBR) gives a summary pic-
ture of the number of births in relation to the size of the population.6 Figure 2.13 
shows the CBR for the selected cities. Overall, it is clear that fertility followed 
a similar development in all cities. From 1910 to about 1930, it declined in the 
final phase of the fertility transition, during which time the total fertility rate in 
Sweden declined from more than 4 children per woman before 1880 to fewer 
than 2 in the 1930s. This development was part of the demographic transition 
taking place throughout the Western world during the nineteenth and early 
twentieth centuries. Landskrona did not deviate from the general trend except to 
show somewhat lower fertility in the late 1980s and early 1990s, when the pop-
ulation of the city had aged quite a lot as a result of its earlier decline, and then 
it showed somewhat higher fertility in the early 2000s following its recovery. 
The three biggest cities had a much higher fertility level after 1995; this was 
connected to their demographic expansion, with a greater number of younger 
people moving in and having families.

Fertility, as measured by the CBR, also shows strong short- term variations, 
which is a well- known phenomenon in Swedish fertility history (e.g., Stanfors 

Figure 2.13 Crude birth rates (per 1,000 population) in the eleven cities,  
1911– 2017. Landskrona is represented by the thick line.
Source: Swedish Official Statistics (SOS) Befolkningsrörelsen 1911– 2017. 1911– 1961 refer to the 
towns, from 1962 to the municipalities.
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2003). Soon after the end of its decline in the 1930s, fertility rebounded, creating 
what is commonly known as the baby boom of the 1940s. This boom is also 
clearly visible in Landskrona, with 1945 as the top year. After the baby boom, 
fertility declined slightly although it did not go down to the previously low levels. 
In the second half of the 1960s, it increased again, creating a second baby boom 
before the real baby bust of the 1970s and 1980s. Around 1990 came a further 
increase, followed by a decline and historic low levels of fertility in 1999. In 
the 2000s, fertility began increasing again, more so in Landskrona than in the 
country as a whole, but it should also be noted that the CBRs are sensitive to 
rapid changes in the population age structure, such as the large- scale immigra-
tion of those of childbearing age.

Figure 2.14 shows the general fertility rate for the census years 1910– 1990 
(births per 1,000 women aged 15– 49 years), a rate less sensitive to changes in 
population age structure. It corroborates the previous picture of a decline in fer-
tility up to 1930, then an increase up to 1950, a slight decline up to 1960, and 
another increase up to 1970. Of course, most of the short- term variations are lost 
when one looks only at the census years. It is also clear that Landskrona had quite 
high fertility until 1950, but since then it has been at a more average level.

In 1867, daycare for young children aged 2– 6 years was established through 
an institution called Asylen. It was open 14 hours per day on weekdays. Fourteen 

Figure 2.14 General fertility rate (per 1,000 women 15– 49 years) in the eleven 
cities, 1910– 1990. Landskrona is represented by the thick line.
Source: SOS Folkräkningen 1910– 1960 and Folk och Bostadsräkningen 1970, 1980, 1990.
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years later, in 1891, 111 children were cared for there, and food was included. 
The facility was run by the Landskrona Women’s Organization (Landskronas 
fruntimmersförening). It was expanded in 1909 and 1937; ten years later 
the municipality took over, and the facility was still active in the late 1990s 
(Jönsson 1997).

In 1918, Annie Weibull opened a school for homemakers (housewives). She 
was also part of the establishment of Vita Bandets Mjölkdroppe in Landskrona, 
in 1916, which aimed to promote breastfeeding and child and maternal health. 
In the same year, she started a childcare facility (barnkrubba) with room for six 
children initially. In 1943, there were twelve children and an additional eighteen 
in the kindergarten (barnträdgårdsavdelningen).

Family formation in the late 1990s and early 2000s was higher in both 
Landskrona and the three biggest cities, and, in Figure 2.15, the crude marriage 
rate (number of marriages divided by the mean population) is shown. In the pe-
riod before 1965, Landskrona was much in line with other cities in terms of mar-
riage. Unfortunately, there are no city- level data on marriages between 1965 and 
2000. Nonetheless, the increasing propensity to marry during the baby boom 
is clearly visible in all cities. It is an often- cited fact that the baby boom was to 

Figure 2.15 Crude marriage rates (per 1,000 population) in the eleven cities, 1911– 
2017. Landskrona is represented by the thick line.
Source: Swedish Official Statistics (SOS) Befolkningsrörelsen 1911– 2017. 1911– 1961 refer to the 
towns, from 1962 to the municipalities.
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a large extent a marriage boom even though marital fertility increased as well 
(Sandström 2014; Van Bavel and Reher 2013).

Figure 2.16 displays the proportion of married individuals of all ages for 
both sexes. It clearly shows the increase in the proportion of the population 
in Landskrona who were married from 1910 to 1970. Between 1940 and 1970, 
Landskrona was also the city with the highest proportion of married people in 
the population.

Poor Relief

Swedish industrialization led to a sharp social transformation, and for poor relief 
new challenges appeared. A growing number of poor and increasing municipal 
costs led to a new poor relief act, in 1871, introducing a stricter definition of 
poverty than previously (Engberg 2005, 65). Over time, the reform met criticism 
from many social layers, and, in 1918, requirements were eased, support became 
larger, and some of the old forms of support were prohibited, such as auctioning 
out of poor children and rotational boarding (Gerger 1992, 31). The poor houses 
would be transformed into homes for the elderly, and support was also given to 

Figure 2.16 Proportions married (percent) of men and women all ages, in the 
eleven cities, 1910– 1970. Landskrona is represented by the thick line.
Source: SOS Folkräkningen 1910– 1960 and Folk och Bostadsräkningen 1970, 1980, 1990.
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people in their homes. However, although the old requirement of having to work 
to receive support was eased, workhouses still existed.

The new Act had a direct impact on the poor relief system. Already in 1925, 
the people in workhouses constituted less than 1 percent of those who received 
poor support in Sweden. From 1925 to 1937, further changes took place: the 
share of people receiving aid through indoor relief in poor houses decreased 
from 13 percent to 8 percent of all poor support receivers, while outdoor relief to 
people in their own homes increased at almost the same rate (from 59 to 70 per-
cent of the total receivers of poor support). Poor people in need of healthcare, in 
hospitals or other facilities, also introduced in the 1918 Act, increased slightly, 
from around 12 percent to 15 percent (Bonniers konversationslexikon 1949, 
1114). With the extension of the welfare state all elderly had a right to a place 
at an elderly home, so this was no longer seen as part of poor relief although 
some of the residents could receive pecuniary support. In 1948, poor houses still 
existed although people admitted to these facilities were few. Most of the support 
came through home support. In 1960, almost all poverty relief was in the form of 
direct support to families or individuals, in cash and in kind, a model still applied 
(SOS: Fattigvården 1918– 1956 and SOS: Socialhjälpen 1957– 1960).

In 1910, the city of Landskrona had one poor house that could keep up to 
180 individuals. In addition, there was a smaller one for nine people (BiSOS 
U: Kommunernas fattigvård och finanser, 1910– 1914, 1). Because 1918 was 
a difficult year given the shortage of food (the result of a bad harvest in 1917 
combined with the war preventing trade), Öresundsvarvet started a small food 
court, the “root crops restaurant.” In 1920, the town still had one poor house for 
180 people and a smaller one for six people.

In 1910, a total of 1,394 people received poor relief in the city, and these 
constituted 8.7 percent of the total population in Landskrona. The average for 
ninety- four Swedish cities was 6.5 percent, and, of the eleven cities in our study, 
Norrköping had the highest share with 9.2 percent, followed by Halmstad, 
Sundsvall, and Landskrona. We are able to compare the development in the cities 
for 1920, 1950, and 1960 as well (see Table 2.6). Generally, Landskrona was at the 
higher end until 1960, when the shares between the cities were fairly equal.

Education

Schools, either privately funded or maintained by the local community, existed 
in Sweden long before the twentieth century. During the nineteenth century, 
their organization began to be regulated by the state but was run by the local 
municipalities, starting with the 1842 act decreeing mandatory primary schools 
in every parish. This was followed by the establishment of pre- primary schools 
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(småskolor, encompassing the first two years of the primary school) in the 1880s. 
At the same time secondary education and vocational training were on the rise.

As for primary education, in 1900, Landskrona had four primary schools 
(folkskolor) and three pre- primary ones (småskolor), with teaching taking place 
in five schoolhouses. All the teachers in the pre- primary schools were women, 
whereas those in primary schools were both women and men (thirteen vs. seven-
teen, respectively) (BiSOS P: Undervisningsväsendet: Berättelse om folkskolorna 
för år 1900).

In 1897, a new middle (secondary) school (realskola/ femklassigt läroverk) 
was built in Landskrona, and its pupils did five years of study. In the autumn 
term of 1900, a total of 124 pupils attended the school (eighty in the first three 
grades which followed a common curriculum, and forty- four in the final 
two grades). The teachers were the headmaster, five adjunct teachers, and 
three other teachers (drawing, music, gymnastics, and handicrafts) (BiSOS 
P: Undervisningsväsendet. Berättelse om statens allmänna läroverk för gossar. 
Läsåret 1900– 1901). In 1910, there were 149 students spread relatively evenly 
across what were now six grades. As of 1880, Landskrona also had a technical 

Table 2.6 Share of population subject to poor relief, ten cities as compared to the 
level in Landskrona, 1910, 1920, 1950, and 1960.

1910 1920 1950 1960

Borås 79 88 70 115

Gävle 58 68 64 91

Göteborg 73 55 82 100

Halmstad 103 112 49 99

Landskrona 100 100 100 100

Malmö 73 79 73 98

Norrköping 106 125 97 109

Stockholm 95 79 100 114

Sundsvall 102 80 64 61

Trelleborg 35 35 na Na

Uddevalla 77 87 na 112

Landskrona (level %) 8.7 8.1 6.0 4.9

Sources: BiSOS U: Kommunernas fattigvård och finanser, 1910– 1914: 1 for 1910; SOS Fattigvården 
1918– 1956 for 1920 and 1950; and SOS Socialhjälpen 1957– 1960 for 1960.
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school (crafts and engineering) and, from 1900 to 1970, a seminar course (post- 
high school education for elementary school teachers).

In 1900, there were 1,345 pupils in primary schools and 584 in pre- primary 
schools (aged 7– 14 years, the compulsory schooling age stated in the 1882 
Primary School Act). Adding those who were in secondary education and vo-
cational schools (249), those in private schools (43), students from outside the 
district, and those in “schools for backward children” and home education brings 
the total to 2,261 pupils aged 7– 14 years. The total number of children recorded 
in the statistics was 2,319, the difference taking into account that forty- four had 
finished the school after passing the final tests, ten were absent because of ill-
ness, one for another reason, and information on three children was missing. 
This total number represented 1,181 boys and 1,138 girls (BiSOS P 1900, table 7).

In 1907, the first municipal high school (kommunalt gymnasium) in the 
country opened, and, in 1911, the first five (!) students graduated. Four years 
later, a common schoolhouse for the secondary realskola and the high school 
was built, in effect providing an equivalent to the state- run high schools (högre 
allmänt läroverk) available in other cities. At its start, the municipal high school 
was only open to boys but in 1921, it also accepted girls, the first of whom 
graduated in 1923. This extended opportunities for girls to acquire a higher ed-
ucation than that offered by the high school for girls that had been in existence 
since 1871 and lasted until 1971.

From the early 1930s, the municipal high school was transformed into a 
standard state- run high school (Jönsson 1997, 65– 76). As in the rest of the 
country, high school education gradually became more widespread with increas-
ingly larger cohorts of children entering at this level. This required a steady in-
crease in the number of schoolhouses, and, in the early 1970s, a completely new 
high school was opened.

Figure 2.17 shows the proportion of the population with a minimum of two 
years of post- secondary education (university or professional post- high school) 
from 1970 to 2010. In 1970, this only applied to about 5 percent of men and an 
even smaller percentage of women (individuals born after 1930, aged 20– 64). 
In 2010, the figure in Landskrona was around 20 percent for men and 30 per-
cent for women. It is quite clear that the educational level in Landskrona was low 
compared to other cities.

Political Development

In 1866, the centuries- old Diet of the Four Estates (Ståndsriksdagen) was replaced 
by a two- chamber parliament. The organization of municipalities changed about 
the same time, and, in both national and local elections, voting was restricted by 
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Figure 2.17 Proportions of the population 20– 64 with at least two years of post- 
secondary education, in the eleven cities, 1970– 2010. Landskrona is represented by 
the thick line.
Calculations based on micro- level register data from municipalities (kommuner) for 
cohorts born 1930– 1980, age 20– 64.
Source: Statistics Sweden, The Swedish Interdisciplinary Panel, Centre for Economic Demography, 
Lund University.
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income; only around 20 percent of men older than 21 had voting rights while 
women had none (Nationalencyklopedin: rösträttsrörelsen). Furthermore, the 
number of votes per person depended on income or wealth. During the early 
twentieth century reforms eased voting restrictions for men, but the law granting 
one vote per person and voting rights for both men and women was not passed 
until 1918.

The first election with the new extended franchise took place at city and mu-
nicipality levels in March 1919, when the Social Democratic party made sub-
stantial gains. It became the dominant political party in Sweden from then on, 
and in all eleven cities there is a common trend and variations in the voter share 
of the Social Democrats (see Figure 2.18). In Landskrona, the Social Democrats 
gained twenty- two of the forty seats on the city council in the 1919 election, 
creating their own majority (see Figure 2.19). Overall, the party had the highest 
share of votes among the cities until 1982, reaching a peak in the 1930s, when 
they held 75 percent of the city council seats. The Social Democrats kept a ma-
jority of elected seats until the 1991 election, needing no other party’s support to 
retain this position.

Figure 2.18 Voter share for the Social Democratic party, in the eleven cities, 1919– 
2018 (percent). Landskrona is represented by the thick line.
Sources: SOS Kommunala valen, 1919– 1966 and SOS Allmänna valen, del 2: Kommunala valen, 
1970– 1998; Valmyndigheten, valresultat kommunala valen 2002– 2018.



Landskrona: The Industrial City 69

In 1991, a coalition of the Liberals, Conservatives (Moderaterna), Center 
Party, and Christian Democrats ruled the city, but, in 1994, the Social Democrats 
regained power with 59 percent of the seats. During the period 1998– 2002, they 
formed a coalition with the Left Party to create a political majority. From 2006 
onward, the ruling coalition has consisted of the Liberals, the Green Party, and 
the Conservatives.

Recently the voting patterns in Landskrona have been different from those 
in the other cities through the rise of the Liberal Party during the twenty- first 
century. This has been mirrored by a large fall in votes for the Conservatives in 
Landskrona during the same period. Another important feature of the city has 
been the rise of the Sweden Democrats, a right- wing nationalist party, in the 2002 
and 2006 elections. Their emergence and rise have mirrored that in many other 
Scanian municipalities, though it has taken place later in the rest of Sweden.

The new voting franchise of 1918 not only gave women suffrage but also 
implied that women could be elected. In the elections of 1919, between 6 
and 20 percent of all elected politicians in the eleven cities were women (see 
Figure  2.20). This share increased during the 1940s, but it was not until the 1970s 

Figure 2.19 Share of seats in city board for parties reaching representation in 
Landskrona, 1919– 2018.
Sources: SOS Kommunala valen, 1919– 1966 and SOS Allmänna valen, del 2: Kommunala valen, 
1970– 1998; Valmyndigheten, valresultat kommunala valen 2002– 2018.
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and 1980s that it exceeded 40 percent. The trend was similar across the cities, 
with Stockholm being a forerunner. Landskrona followed the general trend and 
variations, although in the lower bound from 1991 onward. The lower shares for 
Landskrona and Trelleborg thereafter have partly been due to the rise of right- 
wing parties with low levels of female representatives.

Voter turnout (in the municipal elections) generally increased in Sweden 
from 81 percent in 1962 to around 90 percent in the 1970s and early 1980s. 
After 1985, it dropped to 84 percent, reaching a low point in 2002 with 78 per-
cent, and increased again thereafter, reaching 84 percent in 2018. However, the 
cities studied have shown considerable variations; some had a decreasing rel-
ative voter turnout during the period compared to the national average, while 
others were closer to the overall national trend. Landskrona belonged to the 
cities showing a lower turnout than average and decreasing over time. A de-
cline after the 1998 election was particularly noticeable with a 3 percentage 
points lower turnout than nationally, reaching a low of 5 percentage points 
below the average in 2014. This was matched by only one of the other cities: its 
southern neighbor of Malmö, whose turnout fell from 5.5 percentage points to 

Figure 2.20 Elected women (share of all elected) in municipality elections in the 
eleven cities, 1919– 2018 (percent). Landskrona is represented by the thick line.
Sources: SOS Kommunala valen, 1919– 1966 and SOS Allmänna valen, del 2: Kommunala valen, 
1970– 1998; Valmyndigheten, valresultat kommunala valen 2002– 2018.
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7.6 percentage points below the national average for the same period. Göteborg 
had a 3– 4 percentage points lower turnout than average but the decrease had 
started as far back as the 1970s.

Conclusion

In the second half of the nineteenth century, Landskrona was transformed from 
a small administrative town into an industrial city. Early industrialization rested 
on the classical components of metal and textiles in combination with specific 
sectors based on Landskrona’s geographical position (i.e., its food industry, 
which was based on the surrounding fertile agricultural lands, and the shipyard 
industries based on its natural harbor).

Around 1910, the population was more than 15,000, and the demographic 
structure of the city was in line with other emerging industrial cities in Sweden. 
Except for the mortality peak in connection with the Spanish flu in 1918, demo-
graphic and industrial growth continued during the 1910s. Around 1915, indus-
trial development took a leap forward with the establishment of a new shipyard 
and an aircraft factory to supplement the existing textile and metal industries 
and fertilizer factories. Early twentieth- century development also included in-
vestment in schools, housing for the in- migrating workers and their families, 
and a new area south of the city devoted to industry.

The economic crises of the early 1920s hit Landskrona hard— above all the 
bankruptcy of the shipyard. This affected the city in several ways: in- migration 
was replaced by considerable out- migration and the city’s population decreased. 
The 1920s also meant that the Social Democratic party took political power, 
which they retained until the election in the early 1990s.

Industrial expansion and population growth gained speed again after 1930 
and kept up the pace until the late 1960s. The industrial expansion rested on the 
reopening of the shipyard, new companies in textile manufacturing, and long- 
established companies in the chemical and metal sectors. Apart from the sugar 
mill closing down in 1960, this was a golden age of industry in Landskrona as in 
the rest of Sweden. New housing areas were built for the workers, and refugees 
and labor force immigrants supplemented the internal labor force.

From the late 1960s, the city’s fortunes changed again. Several industries 
faced increased competition from abroad and expansion leveled off. Population 
growth stagnated and was eventually replaced by a decline. Net in- migration 
turned into net out- migration, and, in the 1970s, the leading textile firms closed 
one after the other. Both the shipyard and the largest metal workshop reduced 
their staff. The culmination of the crisis came in the early 1980s, when the largest 
industrial employer, the shipyard, closed. This crisis had long- term effects on the 
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city’s development and, although the population is now growing again and new 
firms have been established during the 1990s and 2000s, social and economic 
problems remain.

The overall development of Landskrona has mostly been similar to the general 
development of Swedish industrial cities in both economic and demographic 
terms. Fluctuations in population development during a trend of growth have 
mirrored the expansion and stagnation of employment, particularly in industry. 
Industrial specialization based on local natural assets and location lost out 
when major branches of Swedish industry appeared in many cities; cities which 
in many cases faced the same problems during the 1970s recession. Although 
Landskrona is in this way a good illustration of a Swedish industrial city, it also 
has characteristics peculiar to itself, as do the other cities. It follows the same 
trends and variations as the other cities but is in some cases at the lower end of 
the distribution, such as in earnings and education. To understand its develop-
ment, we therefore need knowledge of both its general economic development 
and the specific contexts.
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Table A2.1 Number of workers in the shipyard industry in Landskrona, 1875– 1983.

Year N Year N Year N

1875 47 1915 44 1955 1,197

1880 74 1920 1,128 1960 1,667

1885 30 1925 354 1965 1,539

1890 28 1930 543 1970 c. 2,400

1895 11 1935 443 1975 c. 3,500

1900 24 1940 913 1979 3,043

1905 31 1945 952 1982 1,788

1910 25 1950 965 1983 c. 400

Sources: For 1875– 1910, BiSOS (D) Fabriker och manufakturer; for 1915– 1965, SOS Industri; and 
for 1970– 1983 Jönsson (1997), and Varvshistoriska föreningen.

Table A2.2 Number of workers in the sugar industry in Landskrona, 1865– 1965.

Year N Year N Year N

1865 103 1900 362 1935 606

1870 150 1905 379 1940 775

1875 149 1910 436 1945 618

1880 286 1915 428 1950 443

1885 449 1920 474 1955 273

1890 592 1925 525 1960 173

1895 685 1930 565 1965 0

Sources: For 1865– 1910, BiSOS (D) Fabriker och manufakturer; and for 1915– 1965: SOS Industri.
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Table A2.3 Industrial structure of Landskrona 1910– 1990 (shares of workers per sector), 
percent.

Metal/ 
machine

Stone Wood Paper/   
pulp

Food Textiles/  
 leather

Chemical Electricity Other

1910 20.8 1.5 3.1 2.1 37.8 28.3 4.9 1.6 0.0

1915 32.6 1.4 5.5 2.4 34.1 15.3 6.2 2.5 0.0

1920 58.2 0.6 4.5 1.8 16.0 10.1 7.4 1.4 0.0

1925 32.0 1.3 2.7 2.8 31.1 16.0 11.6 2.4 0.0

1930 37.7 0.9 2.2 2.5 26.2 17.4 11.1 2.0 0.0

1935 32.9 0.5 3.2 2.1 21.4 28.2 10.1 1.5 0.0

1940 37.8 0.2 2.1 2.1 20.5 27.6 8.4 1.4 0.0

1945 46.7 0.3 1.0 3.2 17.3 16.8 13.0 1.7 0.0

1950 46.3 0.1 1.0 4.0 13.3 21.5 12.1 1.7 0.0

1955 57.8 0.1 0.8 4.6 10.1 15.1 9.8 1.7 0.0

1960 65.7 0.1 0.6 6.0 6.0 12.7 9.0 0.0 0.0

1965 63.8 0.1 0.7 7.7 2.2 16.2 9.4 0.0 0.0

1970 65.1 0.0 0.9 7.4 3.9 11.8 10.8 0.0 0.0

1975 66.6 0.0 0.7 7.6 3.2 7.3 12.3 0.0 2.3

1980 68.1 0.0 0.4 8.4 3.4 2.5 13.8 0.0 3.4

1985 55.6 0.0 1.8 12.9 4.7 1.7 19.3 0.0 4.1

1990 59.2 0.0 0.8 13.3 1.9 0.9 17.9 0.0 5.9

Sources: For 1910– 1960, SOS Industri; for 1970– 1990, SOS Folk-  och Bostadsräkningen.
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(continued)

Table A2.4 Net in- migration (per 1,000 population) to Landskrona, 1910– 2017.

Net in- mig Net in- mig Net in- mig

1910 1950 −1.72 1990 12.75

1911 1.18 1951 1.82 1991 3.35

1912 1.83 1952 6.71 1992 −6.11

1913 −5.69 1953 0.35 1993 6.32

1914 −12.86 1954 −5.2 1994 38.89

1915 0.6 1955 8.33 1995 6.8

1916 25.28 1956 16.66 1996 −2.54

1917 35.85 1957 28.05 1997 −5.81

1918 1958 1998 −1.13

1919 1959 1999 5.74

1920 1960 2000 13.77

1921 1961 2001 16.71

1922 1962 2.86 2002 6.51

1923 1963 −5.05 2003 6.07

1924 −12.81 1964 −2.92 2004 10.48

1925 −19.66 1965 3.25 2005 10.49

1926 −25.62 1966 9 2006 17.14

1927 −21.18 1967 −0.06 2007 8.78

1928 −3.68 1968 −5.59 2008 10.46

1929 3.25 1969 0.81 2009 6.46

1930 2.21 1970 17.01 2010 10.63

1931 7.96 1971 4.63 2011 8.37

1932 8.58 1972 1.47 2012 6.51

1933 −1.01 1973 −5.6 2013 9.83

1934 8.53 1974 1.6 2014 9.83

1935 11.27 1975 8.4 2015 6.08

1936 15.84 1976 −12.65 2016 13.1

1937 6.85 1977 −2.8 2017 10.92

1938 10.93 1978 −9.35

1939 16.03 1979 −9.05

1940 16.33 1980 −12.84
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Net in- mig Net in- mig Net in- mig

1941 10.67 1981 −5.33

1942 4.39 1982 −5.21

1943 10.71 1983 −5.58

1944 16.38 1984 −5.77

1945 4.91 1985 1.02

1946 15.27 1986 −0.28

1947 9.13 1987 3.74

1948 6.65 1988 3.42

1949 8.63 1989 12.24

Sources: SOS Befolkningsrörelsen 1911– 2017.

Table A2.5 Age- specific mortality rates (per 1,000 population) 1875– 1935. Men 
and women in Landskrona.

Age 1– 4 years Age 40– 59 years Age 60+  years

Men Women Men Women Men Women

1875 20.28 13.89 22.84 7.13 56.75 54.05

1876 26.50 13.60 16.86 7.02 48.93 39.21

1877 54.14 68.81 14.40 4.94 44.42 40.07

1878 14.86 26.07 24.00 6.81 34.79 59.16

1879 22.71 14.78 22.39 13.30 61.45 37.21

1880 18.82 12.85 19.46 9.41 30.61 34.56

1881 26.47 31.24 11.63 9.20 21.49 19.53

1882 25.89 18.31 10.39 7.23 24.44 32.06

1883 42.68 35.63 22.38 7.07 46.82 45.33

1884 46.56 39.86 14.72 3.41 25.51 34.36

1885 18.36 15.14 14.59 10.26 32.33 16.54

1886 5.32 5.48 13.22 13.27 34.33 32.99

1887 10.54 16.26 15.97 8.25 38.71 37.84

1888 12.22 12.55 8.44 6.59 41.26 46.73
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Age 1– 4 years Age 40– 59 years Age 60+  years

Men Women Men Women Men Women

1889 25.82 28.25 13.94 10.60 41.69 33.45

1890 36.85 60.05 15.44 9.56 43.09 37.26

1891 21.54 23.79 18.78 6.27 34.16 46.30

1892 36.35 22.06 10.65 10.11 42.65 56.49

1893 31.23 37.19 13.18 12.31 29.81 36.09

1894 29.47 38.79 7.84 6.10 33.60 33.03

1895 17.74 28.28 6.83 7.47 39.63 29.74

1896 25.44 27.90 13.39 9.52 34.72 31.44

1897 24.02 19.85 5.86 5.86 52.90 31.54

1898 10.95 16.18 11.39 5.70 40.63 39.47

1899 44.66 47.82 19.90 18.12 71.64 108.55

1900 3.04 12.58 14.04 4.10 46.86 47.48

1901 22.39 13.91 11.48 8.71 43.48 30.03

1902 13.23 18.27 9.03 11.86 44.06 47.84

1903 11.56 7.48 9.60 9.70 48.20 29.94

1904 14.30 14.80 17.50 6.39 40.33 39.43

1905 25.43 11.70 10.07 10.08 49.48 40.83

1906 12.46 14.35 12.71 7.42 41.38 42.87

1907 9.82 10.19 14.33 6.29 50.33 46.37

1908 8.16 12.73 8.35 6.11 33.69 26.23

1909 6.79 5.66 15.30 8.56 39.43 36.49

1910 13.19 20.62 11.49 8.33 40.52 51.78

1911 8.21 4.28 7.59 9.74 42.65 35.37

1912 4.11 1.43 4.76 13.23 47.89 33.15

1913 4.14 8.62 6.74 6.57 43.09 44.90

1914 5.60 5.83 4.04 9.56 48.84 41.31

1915 4.22 5.85 10.64 8.28 30.41 51.91

1916 6.97 8.29 10.84 36.77 41.98
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Age 1– 4 years Age 40– 59 years Age 60+  years

Men Women Men Women Men Women

1917 5.48 5.70 9.71 7.10 55.62 45.01

1918 8.12 11.27 11.04 11.04 41.45 51.13

1919 6.66 6.93 8.86 6.54 40.46 40.39

1920 6.62 8.27 11.72 7.79 36.25 41.12

1921 6.67 5.56 9.01 5.83 32.43 31.45

1922 2.70 1.41 7.93 6.32 17.95 40.18

1923 1.39 2.89 8.59 3.96 29.13 33.40

1924 8.43 2.92 5.35 4.46 41.74 37.81

1925 7.44 4.31 3.00 45.58 44.05

1926 4.55 9.36 9.75 7.55 38.02 45.91

1927 1.60 4.89 9.23 7.58 51.72 44.56

1928 5.00 6.71 8.05 7.00 51.69 48.81

1929 3.46 3.44 8.98 10.86 57.14 45.86

1930 5.36 3.51 8.29 6.29 53.86 41.85

1931 10.90 7.22 10.67 9.03 55.76 75.44

1932 3.67 1.85 9.42 4.64 42.07 43.43

1933 1.91 8.80 7.33 46.07 45.27

1934 9.57 7.63 49.62 57.86

1935 1.92 2.00 10.74 3.51 56.29 53.09

Source: Swedish Official Statistics (SOS) Befolkningsrörelsen 1911– 2017. 1911– 1961 is the city of 
Landskrona, from 1962, it is Landskrona municipality.
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Notes

 1. Halmstad is a town in Halland county and should not be confused with Halmstad in 
Malmöhus county, which is one of the five parishes, see Chapter 1.

 2. The company seems to have had rather fluctuating fortunes: it was not listed in the 
1870 registers; in 1875, it had seventy- one employees and a production value of almost 
78,000 kronor with 148 ships undergoing repairs; in 1890, thirty workers were em-
ployed at the shipyard, which repaired 155 ships during the year for a total production 
value of 55,000 kronor.

 3. It is possible that the share of women is underrecorded given that some women 
performed industrial work at home, particularly in textiles. However, for at least one 
factory producing gloves, the records explicitly mention that half of the registered fe-
male workforce worked from home.

 4. The CDR is the total number of deaths divided by the mean population in the year.
 5. BiSOS A 1880, part I, tab. 16, causes of death under age 10 for towns in Malmöhus 

county.
 6. The CBR is the total number births divided by the mean population in the year. We do 

not have access to age- specific data at the city level, and we can therefore not derive 
total fertility rates.

Sources

Arbetsstatistik utgiven av K. Kommerskollegii afdelning för arbetsstatistik, 
1899– 1913 https:// www.scb.se/ hitta- statis tik/ aldre- statis tik/ inneh all/ annan-  
 histor isk- statis tik/ arbe tsst atis tik- utgif ven- af- k.- komm ersk olle gii-   
afdeln ing- for- arbe tsst atis tik- 18991 913/ 

A:2 Undersökning av tobaksindustrin (1899).
A:3 Undersökning af den mekaniska verkstadsindustrien i Sverige. Större 

egentliga mekaniska verkstäder (1901).

Bidrag till Sveriges Officiella Statistik (BiSOS).
A: Befolkningsstatistik (1875– 1910).
D: Fabriker och manufakturer (1865– 1910).
K: Hälso och sjukvården (1875– 1910).
P: Undervisningsväsendet (1900– 1910), Folkskolorna.
P: Undervisningsväsendet (1900– 1910). Allm. Läroverken.
U: Kommunernas fattigvård och finanser (1910– 1914: 1).

Registerbaserad arbetsmarknadsstatistik (RAMS), https:// www.scb.se/ hitta- 
statis tik/ statis tik- efter- amne/ arbets mark nad/ sys sels attn ing- for varv sarb ete- 
och- arbe tsti der/ regi ster base rad- arbe tsma rkna dsst atis tik- rams/ 
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Förvärvsarbetande 16+  år med arbetsplats i regionen (dagbefolkning) (RAMS) 
efter region, näringsgren SNI92 och kön, år 1990– 2003.

Sveriges Officiella Statistik (SOS) https:// www.scb.se/ sv_ / Hitta- statis tik/ 
Histor isk- statis tik/ Digita lise rat— Statis tik- efter- serie/ Sveri ges- offi cie lla- statis 
tik- SOS- utg- 1912- / 

Allmän hälso- och sjukvård (1911– 1935).
Befolkningsrörelsen (1911– 2017).
Folkräkningen (1910– 1960).
Folk och bostadsräkningen (1970– 1990).
Industri och bergshantering (1911– 1968).
Löner (1929– 2003).

Lönestatistisk årsbok för Sverige (1929– 1951).
Socialtjänst (1918– 1996).

Fattigvården (1918– 1956).
Socialhjälpen (1957– 1960).

Valstatistik (1871– 1999).
Kommunala valen (1919– 1966).
Allmänna valen, del 2: Kommunala valen (1970– 1998).

Statens offentliga utredningar (SOU) 1949: 2, Norrlandskommitténs 
principbetänkande, Andra delen. Särskilda utredningar, Stockholm 1949.

Valmyndigheten, valresultat kommunala valen 2002– 2018: https:// www.val.
se/ valr esul tat.html, accessed May 6, 2019.

Varvshistoriska föreningen i Landskrona: http:// www.varv shis tori ska.com/ 
?p= visa- nyhet arti kel&n= ore sund svar vet- 1915, accessed April 1, 2019.

Öresundsvarvet, https:// varv 100.se/ ned laeg gnin gen.html, accessed May 
28, 2019.
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Economic Inequality and Social Mobility

Gabriel Brea- Martinez and Martin Dribe

Introduction

The industrialization and development of capitalist societies have historically been 
connected to changes in social and economic inequality and to social mobility. 
Industrialization thoroughly transformed occupational structure. Occupations re-
lated to manufacturing and services increased, while those in agriculture declined, 
first in relative terms and then, ultimately, also in absolute terms. At the same time, 
managerial, administrative, and highly qualified technical occupations increased 
in importance, leading to an expansion of the white- collar middle class. The de-
velopment of this new middle class was particularly strong in urban areas, while 
the old middle class of artisans and tradesmen connected to rural areas and small 
towns declined in importance (Dribe et al. 2015).

The new conditions brought about by industrialization led to changing 
patterns of social mobility. Compared with preindustrial times, industrial so-
ciety saw higher social mobility as a result of increasing downward mobility 
at first, as people went from farms to factories, and of mainly upward mobility 
thereafter, as the new middle class recruited workers born in the working class 
(Grusky and Hauser 1984; Lipset and Zetterberg 1956). The expansion of new 
higher- status positions almost automatically increased absolute social mobility, 
but it did not necessarily mean that society became more open by increasing 
social mobility in a relative sense net of the changes in occupational structure. 
Several influential studies have found rather similar levels of openness (relative 
mobility) in different industrial societies at different levels of economic develop-
ment and economic growth (Erikson and Goldthorpe 1992; Featherman et al. 
1975), thus questioning a universal connection between industrial development 
and social mobility.

Despite these empirical findings, it has been argued that labor recruitment 
became increasingly based on personal achievement rather than inherited assets 
(ascription), thus limiting occupational and social inheritance and promoting 
social mobility (Treiman 1970). This process gained strength with the dramatic 
expansion of higher education around the middle of the twentieth century.
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However, there were also other barriers to upward social mobility as high- 
status parents turned to means other than bequests to try to maintain the status 
of their children. Pierre Bourdieu, for example, argued the importance of the role 
of transmission of social and cultural capital in creating such barriers (Bourdieu 
and Passeron 1999).

A previous study of five rural parishes near Landskrona found that both ab-
solute and relative mobility increased from the late nineteenth century to 1970, 
mainly as a result of increasing upward mobility (Dribe et al. 2015). Formal ed-
ucation and meritocracy became more important over time for entering the 
middle class, but this process was related more to the maturing of an industrial 
economy than to the early stages of industrialization.

Seen from a cross- country perspective, higher socioeconomic mobility is 
related to lower levels of economic inequality— what American economist 
Alan Kreuger labeled “the Great Gatsby curve” after F. Scott Fitzgerald’s 1925 
novel (see Corak 2013). Empirical research has also shown that economic ine-
quality (income and/ or wealth) decreased during the maturation of industrial 
society in most Western countries, including Sweden (Piketty 2018; Roine and 
Waldenström 2008). Inequality, as measured by the share of total income earned 
by the top 1 or top 10 percent, declined from the early twentieth century until 
about 1980. Since 1980, it has increased in most countries, including Sweden. In 
a broad sense, income inequality reflects how resources and opportunities are 
distributed among individuals. When seen in combination with social and ec-
onomic transformations in society, income inequality provides insights into the 
nature of opportunities for, and barriers to, social mobility.

This chapter describes and discusses the long- term trends in socioeconomic 
disparity in Landskrona over the entire twentieth century. We analyze income 
inequality and intergenerational income mobility and relate these outcomes to 
the development of the industrial economy of the city and its immediate envi-
rons, and we compare this development to that in Sweden in general for the pe-
riod when such a comparison is possible.

We analyze income inequality using the Gini coefficient and the share of total 
income of top earners (top 1 percent). This gives an indication of the level of in-
come concentration and the nature of its development from industrialization to 
deindustrialization. To better understand the likely mechanisms underlying the 
changes in inequality, we study the development of disparity by gender and so-
cial class. Finally, we analyze the long- term development of intergenerational in-
come mobility in Landskrona by both measuring its persistence and calculating 
the magnitude of upward income mobility. Besides providing a necessary back-
ground to the socioeconomic development of Landskrona in the twentieth cen-
tury, this chapter also contributes to research on inequality and social mobility 
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more generally by offering a more detailed analysis than is possible to conduct at 
the national level.

Occupation, Social Class, and Income

The data from the Scanian Economic- Demographic Database (SEDD; Bengtsson 
et al. 2021) and the linked national registers (see Chapter 1) enabled us to follow 
an individual’s income and occupation over time and across generations during 
the entire period of study. We measured social class based on occupation using 
the Historical International Social Class Scheme (HISCLASS; Van Leeuwen and 
Maas 2011; see Chapter 1 for a more detailed description).

Information on income came from the income and taxation registers based on 
individual tax returns (see Helgertz et al. 2020). Income was defined as the total 
income from sources related to labor (including self- employment but excluding 
income from capital and real estate). All income data were inflation- adjusted 
using the consumer price index (Statistics Sweden 2020). In the registers, in-
come was reported in accordance with the tax law, which established different 
thresholds for tax exemption (see Helgertz et  al. 2020 for a detailed descrip-
tion). The share of individuals without a registered income due to fiscal exemp-
tion in Landskrona varied over time and was higher during the early periods. 
For instance, in 1905– 1929 an average of 12 percent of men of working age had 
an income below the threshold, a figure which decreased to only 6 percent be-
tween 1930 and 1949, and finally to less than 3– 4 percent from the 1950s onward 
(Debiasi et al. 2023).

We had annual income for the five parishes for the entire period but for 
Landskrona only from 1947. Before this year, we had information at five- year 
intervals and imputed data for the missing years. In the imputation, we used 
available income information (from the previous and next closest years) and oc-
cupational information from the Historical International Standard Classification 
of Occupations (HISCO; Van Leeuwen et al. 2002) for men of working age (18– 
64) and single women within the same age range.1

Social Stratification in Landskrona

The social structure changed markedly in this area during the study period. Figure 
3.1, panel A, shows that medium- skilled workers constituted the largest social 
class for men in Landskrona during the first three- quarters of the twentieth cen-
tury (1905– 1974). Together with the lower- skilled workers, they constituted al-
most 50 percent of the male labor force. Unskilled workers represented the third 
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largest social class at the beginning of the century but declined, especially after 
1975. This decline is in line with both the city’s general economic development 
and Sweden as a whole, whereby the importance of unskilled labor decreased 
and the importance of skilled and educated labor increased. We see the opposite 
trends for the white- collar classes, especially the lower white- collar workers, who 
progressively increased to become the largest social class after 1975.

Landskrona’s economic and occupational change is in line with Sweden’s na-
tional and regional development. Figure 3.1, panel B, shows the social structure 
for men in the five parishes. Until the mid- 1970s, the occupational structure 
differed markedly from that in Landskrona, mainly due to a higher share of 
farmers and unskilled workers. The increase in the importance of white- collar 
workers (lower white- collar) from 1975 onward is then similar to that in 
Landskrona.

Moreover, Figure 3.1 shows that the social structure of women changed in 
both Landskrona (panel C) and the five parishes (panel D), an observation based 
on their own recorded occupations. However, we should bear in mind some spe-
cific characteristics regarding the female labor force. First, up until the 1950s, 
women with a registered occupation were usually single and relatively young and 
often working in lower- skilled jobs. Not until the 1960s was there an expansion 
in the gainful employment of married women (Stanfors and Goldscheider 2017).

It is also important to note the high share of women with missing occupations 
(NA) during the first three- quarters of the twentieth century. This is mainly due 
to the low participation rates of married women (Silenstam 1970) but could also 
be due in part to poor- quality recording of women’s occupations, as has been 
the case in other historical contexts (Humphries and Sarasúa 2012). Overall, 
women’s occupational structure in Landskrona and in the five parishes followed 
a similar path over much of the period studied. It is noticeable that the distribu-
tion of occupations was concentrated mainly on low- skilled workers and lower 
white- collar workers from the 1970s onward.

To better understand the change in the social structure over time and its 
differences by gender, Table 3.1 depicts the three most common occupations 
in each social class across periods. At the top of the table, we can see the main 
occupations held by higher white- collar workers. For men (panel A) in the pe-
riod 1905– 1974, this class was dominated by engineers and industrial managers, 
indicating the importance of industry in Landskrona, most notably the shipyard 
(see Chapter 2). For women in this class (panel B), occupations connected to 
education (e.g., teachers) were the most common. However, from the 1970s on-
ward, men and women in the highest class had more similar occupations, these 
being in education, public administration, computer systems, and financial 
management. The lower white- collar workers saw the fewest changes in occu-
pational composition across time and by gender. This social class was made up 
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mainly of different kinds of clerks and office workers and occupations related to 
commerce.

Among skilled workers, carpentry was one of the most common occupations 
for men in all periods. Similarly, occupations connected to industry and factory 
production were also common in several periods (e.g., metal sheet workers and 
machine assemblers). Until the 1970s, in Landskrona the most important skilled 
occupations for women were related to services such as food or housekeeping 
supervision. It is only from the mid- 1970s that occupations related to machinery 
and mechanics became as important for women as for men in this social class.

For lower- skilled workers, men show the most radical change in occupational 
composition over time. While during the first three decades of the twentieth 
century work as welders, building painters, and soldiers was important for these 
classes, occupations related to transportation and factory work (drivers, truck 
drivers, and machine operators) were more important in the final periods. For 
women, there were fewer changes in the lower- skilled occupations, these being 
mostly related to domestic services and caretaking.

Finally, among male unskilled workers there was an important transforma-
tion over time. For instance, while “seaman” was the most common occupation 
in this group in the first period, factory workers and unspecified laborers be-
came predominant by mid- century. Today, gardeners and cleaners are among 
the most common unskilled occupations. For women, factory workers and ware-
house porters were typical choices in the first three- quarters of the century, and, 
as with men, gardeners and cleaners have been important occupations since the 
mid- 1970s.

Overall, there was remarkable occupational diversification in the white- collar 
classes during the period of our analysis. Before 1950, the top three occupations 
in each class constituted almost 50 percent of all occupations, but, since the 
1970s, these have only made up 30– 35 percent. Moreover, all social classes 
benefited from a significant rise in mean income (Appendix, Tables A3.1 and 
A3.2). However, simply looking at the overall trend hides important differences 
by class, location, and gender, which we study in more detail in the next section.

Income Inequality

We turn now to an analysis of income inequality between individuals. To do 
this we used Gini coefficients, basing our calculations on individual- level total 
labor income. The Gini coefficient ranges from 0 (complete equality) to 1 (com-
plete inequality).2 In addition to the Gini coefficient, we also measured income 
inequality between individuals using the share of income earned by the top 
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1 percent. The purpose is to chart the way economic accumulation influenced 
disparity in Landskrona in the long run.

In addition, we identified economic disparity by social class and gender by 
measuring different sets of median income gaps to describe the relative disparity 
between classes in the different periods analyzed. This measure informs us, for 
instance, about how much more in percentage terms the occupational group 
with the highest status (e.g., higher white- collar workers) earned than other 
groups in a given period.

Figure 3.2 shows the Gini coefficients for those age 20– 64 in Landskrona for 
men and women separately. We can distinguish three main phases with marked 
income inequality patterns from these figures. From 1905 to 1929, there were 
substantial fluctuations in income inequality. The Gini coefficient increased and 
decreased for short spells during the period of economic growth but was also 
affected by the brief recession in the 1920s. During this period the yearly per-
centage change shows a widely fluctuating pattern. In fact, if we average the an-
nual percentage changes for the entire period, there is no trend at all. Similarly 
high volatility is found in wealth inequality at the national level, especially for the 
time around World War I (Roine and Waldenström 2008). Moreover, one should 
take into account that, prior to the 1920s, the first industrial expansion to take 
place in Landskrona was related to its shipyard, which attracted both special-
ized and unskilled workers, contributing to high levels of income disparity (see 
Chapter 2).

There was a remarkable decline in the Gini coefficient from 0.46 in 1930 to 
0.26 in 1949, showing for the first time lower levels of inequality than in the five 
parishes. Overall, the average yearly percentage changes between 1930 and 1939 
show a clear decrease in inequality of about 2.4 percentage points. Again, this 
pattern of decline is in line with the development at the national level regarding 
the decline in inequality, the emergence of the welfare state, and an overall equal-
ization of economic growth between Swedish regions (Henning et  al. 2011; 
Roine and Waldenström 2009).

Between 1950 and the early 1990s, Sweden experienced an initial period of 
rapid economic growth followed from the 1970s onward by a deindustrializa-
tion process and weak economic growth (Schön 2010). The period of economic 
downturn in particular had a major effect on Landskrona. However, economic 
inequality did not change much in this period. Despite a degree of change during 
the oil crisis of the early 1970s, inequality in Landskrona only declined slightly 
until the mid- 1980s, coinciding with national levels (Domeij and Flodén 2010). 
However, the overall trend was relatively flat, with an average annual increase 
in the Gini coefficient of 0.5 percentage points. This relatively flat pattern in 
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Figure 3.2 Gini coefficients for total income for men (A) and women (B) age 20– 64, 
1905– 2015.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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economic disparity was also seen nationally as income concentration remained 
fairly constant between 1950 and 1975 (Roine and Waldenström 2008).

Finally, in the last period from 1990, income inequality increased monotoni-
cally with an average annual increase of 1.4 percentage points. This development 
is similar to that in Sweden as a whole and in most other developed countries 
(Alvaredo et al. 2013; Johansson 2006; Nielsen and Alderson 1997). As a result, 
the Gini coefficient in 2010 reached the same levels as before World War II.

The temporal change in inequality over time in Landskrona is highly similar 
to the level and development for Sweden as a whole for the period when data are 
available (see Figure 3.2). These similar patterns highlight the contribution of 
our historical analysis for Landskrona, showing how income inequality between 
individuals evolved in Sweden before 1968, when national- level data become 
available.

Figure 3.3 shows the share of income earned by the economic elites (top 1 per-
cent) and helps us to understand the driving forces behind the high inequality 
observed in the first half of the twentieth century and its progressive decline until 
the 1970s, after which the share remained fairly stable at around 5 percent. Until 
about 1940, the income concentration of the top 1 percent accounted for much 
of the income disparity in Landskrona, with around 15 percent of income earned 
by this group. This concentration of income among the economic elites was sim-
ilar at the national level (Roine and Waldenström 2008). Interestingly, the first 
years of the 1920s showed the highest levels of inequality, coinciding with the 
first shipyard crisis in Landskrona, which led to increasing unemployment rates 
and severely affected the city’s economy (see Chapter 2).

A number of factors accounted for and characterized the patterns of inequality 
in Landskrona across the twentieth century. Among these, gender differences in 
income radically changed during the 1960s. Figure 3.4 displays the gender gap 
in lifetime income for cohorts of men and women born between 1920 and 1969 
(average income at ages 40– 49). Overall, the total gender gap (the dashed black 
line) decreased monotonically from around 70 percent for the 1920– 1929 cohort 
to 22 percent for those born in 1960– 1969. These trends align with empirical 
findings at the national level since the 1980s (Edin and Richardson 2002).

However, the changes were not equal across the entire income distribution. 
A breakdown of the information by income quintiles shows an unequal devel-
opment of the gender gap. The change in the gender gap was due to shrinking 
differences in the poorest half of the income distribution (the first three quintiles). 
Conversely, among individuals with the highest incomes (Q5) the differences be-
tween men and women have been quite constant for the 1930– 1939 cohort and 
those born thereafter. These income differentials have been interpreted as proof 
of the existence of a glass ceiling in Sweden, especially as seen in the upper tail of 
the income distribution (Albrecht et al. 2003).
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Figure 3.3 Share of income earned by the top 1 percent in Landskrona, 1905– 2015.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).

Figure 3.4 Gender gap in lifetime income by income quintile and decadal birth 
cohort. Men and women born 1920– 1969.
Median lifetime income gap between men and women born in the same decade and 
by income quintile (separately by gender). Higher numbers indicate a larger gap. The 
cohorts born 1920– 1969 were aged 40– 49 (45 for the last cohort) during the period 
1960– 2015.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).



96 Urban Lives

Next, a look at inequality across social classes reinforces the argument that the 
general decline in inequality in Landskrona in 1905– 1949 was due mainly to the 
shrinking impact of income shares for the economic elites. Figure 3.5 displays 
the median income gap between the highest class (higher white- collar) and all 
other classes. Between 1905 and 1949, men (Figure 3.5, panel A) in the higher 
white- collar class had an income 40– 80 percent higher than the average for 
other classes, with a marked gradient ranging from lower white- collar workers 
to unskilled workers. From 1950 to 1994, the income gaps shrank remarkably to 
only 10 percent for lower white- collar workers, 20 percent for skilled and lower- 
skilled workers, and 40 percent for unskilled workers. In the last period, 1995– 
2015, the gaps increased slightly again. In the case of women (Figure 3.5, panel 
B), for whom we know the incomes of both married and single women since 
1947, the pattern is similar to that of men in 1950– 2015.

Conversely, if we repeat the same exercise, comparing Swedish- born and 
foreign- born in Figure 3.6, we see patterns that are the total opposite of those for 
social class. During most of the twentieth century, place of birth did not affect 
income differences. However, since the 1990s, with increasing immigration from 
countries such as the former Yugoslavia, income inequality by place of birth has 
increased dramatically for both men and women. The main reason behind this 
was the significantly low income of new immigrants arriving since the 1990s, in 
comparison to the rest of the population.

As shown in Figure 3.5, inequality decreased markedly over time, mainly due 
to smaller differences in income between the higher white- collar class and other 
classes. This equalizing process, which took place during the period 1940– 1970, 
could be explained by the city’s industrial and economic consolidation and the 
increase in income for the working class, which nuanced the impact of the eco-
nomic elites. In addition, we observe that occupational differences in the contri-
bution to inequality and the weight of the economic elites tend to be marginal 
from the 1970s onward, which indicates that the main factors driving inequality 
changed. These changing patterns also had a geographic component. Figure 3.7 
shows the income gap between social classes in Landskrona and the five parishes. 
Higher positive values denote higher average incomes in the city than in the five 
parishes. In 1905– 1949, occupations were on average better paid in Landskrona. 
Overall, the gap ranged from 30 to 40 percent higher incomes in the urban area 
than in the rural.

Interestingly, the gap among the unskilled workers in 1930– 1949 was almost 
50 percent higher in Landskrona. This was a period of ongoing industrialization 
and points to a considerable urban premium attracting unskilled workers from 
the rural areas to the city. However, from the 1950s onward, the differences be-
tween the two settings disappeared with a period of solid homogenization of ec-
onomic growth in geographic terms in Sweden (Henning et al. 2011). Moreover, 
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Figure 3.5 Income gap for social classes in relation to higher white- collar for men 
(A) and women (B) in Landskrona, 1905– 2015.
Measured as the median income gap between higher white- collar workers and the 
other classes. More negative values indicate a larger gap.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Figure 3.6 Income gap for Swedish- born and foreign- born by gender in 
Landskrona, 1905– 2015.
Median income gap between Swedish- born and foreign- born. Larger values indicate 
a larger gap. The x- axis indicates different periods and in parentheses the share of 
foreign- born among those with a registered income.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).

Figure 3.7 Income gap between Landskrona and the five parishes by social class, 
1905– 2015.
Negative values indicate higher incomes in Landskrona and positive values higher 
median incomes in the five parishes.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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from 1995, the gaps are switched round, showing slightly higher incomes in the 
five parishes, a change that is at least in part related to suburbanization.

Intergenerational Income Mobility

We measured intergenerational income mobility by focusing on the earnings of 
fathers and grandfathers (both paternal and maternal) and on their association 
with the earnings of sons and daughters by decadal birth cohorts (from the 1920s 
to the 1960s).

The calculations are based on a proxy for lifetime income, which is the average 
income at ages 40– 49 for grandfathers, fathers, sons, and daughters, respectively 
(see Mazumder 2016). Basing our calculations on mean income, we created the 
percentile rank position of each individual’s lifetime income by gender and year 
of birth and did the same for the fathers and grandfathers grouped by year of 
birth of (grand)sons and (grand)daughters, following the same methodology as 
other studies on income mobility (see Chetty et al. 2014).

Hence, social mobility was measured in two different ways. First, we 
computed the intergenerational rank- rank association by regressing father’s and 
grandfather’s income percentile on ego’s percentile, which measured the extent 
to which the lifetime income of an individual was associated with the income 
of their ancestors, and which, in other words, captured how strong income per-
sistence was. We display results from the regressions for the intergenerational 
rank- rank associations by decadal cohorts in both the full SEDD sample3 and 
Landskrona. The βs are the associations, and the higher the value the lower the 
intergenerational income mobility.

 y ego y father
i i i( ) ( )= + +   α β ε1  

 y ego y father y paternal grandfather
i i i i( ) ( ) ( )= + + +     α β β ε1 2  

 y ego y father y maternal grandfather
i i i i( ) ( ) ( )= + + +     α β β ε1 2  

Finally, we also computed a measure of absolute upward income mobility 
based on inflation- adjusted lifetime income for fathers and children, which 
indicates the fraction of individuals who attained a higher income than their 
fathers.

Table 3.2 shows the results for father- son and father- daughter rank- rank 
associations. Overall, the association between fathers’ and sons’ permanent in-
come varies little across cohorts, showing a slightly U- shaped pattern with higher 
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values (less mobility) for the older and younger cohorts. Income elasticities were 
relatively low, ranging from 0.15 to 0.29. The levels and patterns over time for 
sons are quite similar to previous findings for Sweden and other Nordic coun-
tries over the long term (Modalsli 2017). For instance, studies of Sweden that 
looked at cohorts born from the 1950s onward found estimates of 0.27 (Nybom 
and Stuhler 2016), 0.21, and 0.23 (Björklund and Jäntti 1997; Heidrich 2017). 
Most of the previous research has found lower income persistence between fa-
thers and daughters than between fathers and sons (Fortin and Lefebvre 1998; 
Heidrich 2017; Österberg 2000; Pascual 2009). Similarly, in Landskrona, we find 
slightly lower persistence for daughters than for sons, ranging from 0.12 to a 
maximum of 0.2. However, the intergenerational associations increased mono-
tonically across cohorts for daughters, which was not the case for sons. Far from 
implying a decline in social mobility, this signifies that women (daughters) ac-
quired an income closer to their fathers’ as they increasingly entered the labor 
market. Interestingly, for both men and women, some members of the youngest 
cohorts (born 1950– 1965) were in their 40s during the economic crisis of the 
early 1990s. Therefore we cannot ascertain if the decline in social mobility 

Table 3.2 Intergenerational rank- rank associations of income between fathers and 
children.

Sons Daughters

Full sample Landskrona Full sample Landskrona

Cohort 1920– 1929 0.296*** 0.310*** 0.117** 0.0969

N 693 504 627 470

Cohort 1930– 1939 0.157*** 0.111* 0.135*** 0.133**

N 791 498 879 519

Cohort 1940– 1949 0.200*** 0.197*** 0.130*** 0.111**

N 4,381 1,061 4,245 929

Cohort 1950– 1959 0.233*** 0.240*** 0.192*** 0.172***

N 9,935 1,140 10,151 1,040

Cohort 1960– 1965 0.265*** 0.221*** 0.208*** 0.186***

N 15,780 1,432 15,449 1,361

Notes: ***p < 0.01; **p < 0.05; *p < 0.1. The coefficients displayed for each cohort correspond to a dif-
ferent model, and the N informs about the number of individuals analyzed at each regression model.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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(higher associations) was due to this crisis. Tables 3.3 and 3.4 display the rank- 
rank associations between men and women and their paternal and maternal 
grandfathers. Alongside grandfathers, we also regress the father’s rank in the 
same regressions to capture the grandparental generation’s net effect. Overall, 
most estimates for grandfather status are small and not statistically significant, 
with associations never surpassing 0.08. Such low levels are in line with other 
studies of multigenerational social mobility both in Sweden and internationally 
(Anderson et al. 2018; Dribe and Helgertz 2016; Engzell et al. 2020; Hällsten and 
Kolk 2023; Helgertz and Dribe 2022).

Next, we turn to the analysis of intergenerational mobility focusing on abso-
lute upward income mobility, as indicated by the share of men and women who 
had a higher lifetime income than their fathers (see Chetty et al. 2017). Figure 3.8 
shows the absolute income mobility for sons and daughters by birth year (1920– 
1965). About 90 percent of sons born between the 1920s and 1940s had a higher 
lifetime income than their fathers. The pattern is similar for those born in the 

Table 3.3 Intergenerational rank- rank associations of income between paternal 
grandfathers and grandchildren.

Grandsons Granddaughters

Full sample Landskrona Full sample Landskrona

Cohort 1940– 1949

Father 0.172** 0.194** 0.187** 0.150*

Paternal GF 0.0485 0.0285 0.0528 0.0577

N 436 344 411 304

Cohort 1950– 1959

Father 0.248*** 0.258*** 0.123* 0.148*

Paternal GF - 0.00842 0.00977 0.0329 0.0503

N 389 272 372 234

Cohort 1960– 1965

Father 0.245*** 0.195*** 0.214*** 0.241***

Paternal GF 0.0287 0.0708 - 0.0116 0.046

N 1,398 357 1,319 350

Note: ***p < 0.01; **p < 0.05; *p < 0.1. See Table 3.2.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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1960s, with about 80 percent absolute mobility. The cohorts born in the 1950s 
have somewhat lower levels, which is likely connected to the fact that many were 
40– 49 years old during the crisis of the early 1990s. That said, the corresponding 
estimates for women are lower than for men, never more than 60 percent higher 
than their fathers’ income. Overall, the levels are in line with other estimates of 
absolute income mobility for sons in Sweden, estimates which are usually much 
higher than in the United States (Chetty et al. 2017; Liss et al. 2019).

If we break down the measure of absolute mobility by the income position of 
fathers we get a more detailed picture of how the pattern of upward income mo-
bility changed across cohorts and by gender. Ninety percent of sons born 1920– 
1939 (up to decile 9) earned more than their fathers, a figure which dropped for 
the cohorts born in 1940– 1965, especially among fathers’ deciles 5– 9, when the 
proportions were around 20– 40 percent. Conversely, for daughters the decline 
in upward mobility across fathers’ deciles is more linear than for sons. Moreover, 
the levels between cohorts differ. While the 1940– 1959 cohorts experienced far 

Table 3.4 Intergenerational rank- rank associations of income between maternal 
grandfathers and grandchildren.

Grandsons Granddaughters

Full sample Landskrona Full sample Landskrona

Cohort 1940– 1949

Father 0.171** 0.179** 0.198*** 0.115

Maternal GF 0.0357 - 0.0162 - 0.00514 0.0000573

N 398 325 365 274

Cohort 1950– 1959

Father 0.256*** 0.275*** 0.194*** 0.205**

Maternal GF - 0.0172 - 0.0311 0.0352 0.0474

N 429 280 393 227

Cohort 1960– 1965

Father 0.245*** 0.190*** 0.188*** 0.226***

Maternal GF 0.0503* 0.0384 0.0493 0.0434

N 1,462 434 1,390 406

Note: ***p < 0.01; **p < 0.05; *p < 0.1. See Table 3.2.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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less upward mobility than the older cohorts, the 1960s cohorts had similar levels 
to the 1920s and 1930s cohorts, indicating that at least women experienced an 
increase in social mobility in the latter part of the study period (see Appendix, 
Figure A3.1, panel A for sons, and panel B for daughters).

One possible explanation for the decline in income mobility for women 
born after 1960 is their entry into higher education and participation in the 
labor force both before and after marriage. Overall, the likelihood of achieving 
a post- secondary degree increased substantially and almost linearly from in-
come deciles 6 and upwards jumping from 50 to 80 percent (see Appendix, 
Figure A3.2, panel A for sons, and panel B for daughters). Conversely, the 
changes below decile 5 were lower than 50 percent. There were no changes be-
tween cohorts for men, and even the sons of fathers in the bottom half of the 
income distribution saw lower attainment in the youngest cohorts. However, 
there was a substantial increase for women born in the 1960s. Accordingly, the 
youngest cohort of daughters had a 20 percent higher likelihood of attaining a 
post- secondary education. This significant catch- up of younger generations in 
education, especially among women, has arguably been the main channel of 
equalization through which the Swedish welfare state has operated (Breen and 
Jonsson 2007).

Figure 3.8 Proportion of children attaining a higher lifetime income than their 
fathers in Landskrona, by gender and cohort (1920– 1965).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Conclusion

Throughout the 110 years of occupational and income data analyzed in this 
chapter, Landskrona underwent a tremendous socioeconomic transformation 
that shaped economic inequality and social mobility, and occupational and 
gender characteristics were further determinants in this process. Overall, we can 
identify three main phases in the development of socioeconomic disparities in 
the city which reflect development also at the national level.

In the first phase, from 1905 to 1930, we see high and fluctuating levels of ec-
onomic inequality in the city. Such trends were driven mainly by the country’s 
rapid economic growth and industrialization followed by economic downturns 
(e.g., the post- World War I crisis). At local level, too, the culmination of 
Landskrona’s first industrialization, characterized by the importance of the 
shipyard, was followed by stagnation toward the end of the 1920s. During this 
period, Landskrona attracted unskilled and low- skilled workers due mainly to 
the higher wages it offered compared to those in the rural and semi- rural areas 
nearby. In this regard, the high levels of inequality were driven more than any-
thing by an important accumulation on the part of the economic elites (e.g., top 
1 percent), which can also be seen in the income gap between occupations in the 
higher status white- collar class and other classes.

The second phase in Landskrona’s development was characterized by a sub-
stantial decline in inequality from 1930 to 1950 and the stabilization (a Gini coef-
ficient below 0.3) of its levels over a long time (from 1950 to the 1970s). Between 
1930 and 1950, Sweden went from a severe economic crisis, one related to both 
the Great Depression worldwide and national events such as the “Kreuger crash,” 
to a period of rapid recovery and substantial economic growth (e.g., Schön 2010). 
This development affected particular industrial cities such as Landskrona, which 
saw their occupational structure radically transformed with an increase in in-
dustrial workers and the adoption of new production processes (e.g., Fordism). 
In addition, this period saw the implementation of new social policies. Reform 
activities had started earlier but accelerated after World War II, with a strong ori-
entation toward equality, redistribution of social risks, and economic efficiency. 
The Swedish government and local authorities made large investments in educa-
tion, primary care, housing, and urban infrastructure. This period also featured 
important social policy initiatives, such as pension reforms and more support for 
families. (e.g., Olofsson 2007). In only 20 years, income inequality in Landskrona 
declined by 10 Gini points while there was a continued decline in the share of 
income earned by the top earners as well as in the income differential between 
occupational groups.

The last part of this second phase (1950– 1970s) saw the culmination of ec-
onomic growth and welfare expansion in Sweden. Real income increased 
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significantly, and the government stimulated the economy through major invest-
ment in public infrastructure and housing. Overall, income inequality in both 
Landskrona and Sweden as a whole remained relatively low (Gini =  0.25– 0.30), 
with only small fluctuations during the oil crisis of the early 1970s. Landskrona 
was severely affected by the industrial crisis, which was characterized by the de-
mise of the local textile industry and the reduction of employment at the ship-
yard. As well as this, regional disparities in income (Landskrona compared to the 
five parishes) disappeared during this period.

Finally, during the last phase— the period after the end of the 1970s— 
Landskrona experienced further deindustrialization marked by an increase 
in unemployment in the industrial sector and a negative migratory balance. 
However, the degree of public investment and socioeconomic transformation 
seen decades before during the rise in skilled and white- collar occupations and 
in the growth of women’s labor force participation was now seen once again, 
helping to continue the redistributive process. This limited the increase in ine-
quality until the end of the 1980s. It was only when the whole country was af-
fected by new economic policies and a financial crisis in the early 1990s that the 
levels of inequality started to increase steadily until the 2010s, when they reached 
the same level as before World War II.

We observed a clear U- shaped long- term trend in inequality in Landskrona. 
This trend broadly coincided with development in Sweden as a whole and justifies 
a detailed analysis of Landskrona as way to understand inequality in the country 
as a whole for the period before we have ready access to national- level data on in-
come at the individual level. The main determinants driving inequality at the be-
ginning of the twentieth century were not the same as in the period following the 
1990s. The economic disparity until the 1930s was mainly due to large income 
differences between social groups, a marked rural- urban gap, and substantial 
gender disparities. Since then, and especially since World War II, Landskrona 
has seen greater equality. The decline in economic inequality between the main 
social groups resulted from both absolute and relative changes. First, the share 
of workers belonging to white- collar groups increased in importance as demand 
for skilled and educated labor increased due to technological change during the 
Third Industrial Revolution (see Goldin and Katz 2008). As well as this, the pro-
gressive expansion of the Swedish economy meant reduced income differences 
in the economic attainment of the higher and lower social classes.

Another remarkable feature driving disparities to lower levels across the 
twentieth century was the narrowing gender gap in income (see Stanfors 2007; 
Stanfors and Goldscheider 2017). Among its main determinants was the increase 
in the labor force participation of women— first single women and then mar-
ried as well— as part of the transition from the male breadwinner model to dual- 
earner families. Moreover, gender differences also diminished primarily through 
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educational expansion which benefited women. However, it must be taken into 
account that decreasing gender differences in income were observed only within 
the lower half of the income distribution since differences at higher levels of 
income have remained almost unchanged, indicating the existence of a “glass 
ceiling.” Therefore, the determinants of disparity in Landskrona’s past cannot be 
used to understand why levels of inequality are rising in the twenty- first century. 
In this regard, new divergences such as the one observed between Swedish- born 
and foreign- born individuals might partly explain income inequality, as seen, for 
instance, in the challenges of ensuring the economic integration of migrants (see 
also Chapter 4).

Our long- term historical analysis of inequality is also useful in understanding 
the future implications of rising disparities in income. Interestingly, the inter-
generational income persistence also showed a U- shaped pattern over time. 
Such a pattern coincided with Landskrona’s inequality trends over the long 
term. For instance, income persistence was much higher for individuals born in 
1920– 1929 than for those born afterward (1930– 1949). Hence, people born in 
1920– 1929 grew up in a time of greater inequality than did younger generations, 
which brings to mind the association between inequality and social mobility 
as envisaged by the Great Gatsby curve. Moreover, intergenerational income 
persistence was higher for the generations born in the 1950s and 1960s, again 
coinciding with the renewed increase in inequality since the 1970s.

Nevertheless, even though the cohorts of the 1920s and 1960s experienced 
similar patterns in the inequality– income persistence relationship (relative so-
cial mobility), the rates of absolute upward economic mobility among them 
(those earning more than their fathers) still differed. In terms of relative mobility, 
and given higher income persistence, the oldest cohorts faced greater barriers in 
attaining a relatively higher position (income percentile) than did their fathers in 
comparison to other individuals in the income distribution. Still, they could easily 
acquire a higher income than their fathers. Conversely, the younger generations in 
our analysis followed a pattern increasingly similar to their fathers in relative terms 
and earned less than them in absolute terms. This combination of higher income 
inequality and a smaller fraction of children earning more than their fathers poses 
a challenge for the future because growing inequality might be an obstacle to equal 
opportunities.
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Appendix

Table A3.1 Mean income by social class for men and women in Landskrona, 1905– 
2015 (SEK).

Men 1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Higher white- collar 82,761 82,549 98,647 108,891 138,971

Lower white- collar 29,604 35,486 58,538 86,358 101,319

Medium- skilled 16,686 26,047 44,671 70,003 86,628

Farmers 10,840 18,679 44,023 51,198 62,985

Lower- skilled 14,967 24,056 44,448 67,116 81,432

Unskilled 13,221 21,180 33,642 60,486 68,048

Women 1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Higher white- collar 22,526 33,335 43,378 66,704 103,159

Lower white collar 13,103 15,604 24,024 52,359 75,615

Medium- skilled 6,108 7,483 17,721 50,238 65,823

Farmers 2,438 3,678 20,590 29,121 37,302

Lower- skilled 5,739 8,573 15,428 48,410 62,169

Unskilled 6,618 9,299 15,064 40,160 50,121

Note: All incomes adjusted for CPI at 1980 SEK level.
Source: See Figure 3.1. Source: Scanian Economic- Demographic Database (SEDD; Bengtsson 
et al. 2021).
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Table A3.2 Mean income by social class for men and women in the five parishes, 
1905– 2015 (SEK).

Men 1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Higher white- collar 54,516 66,314 94,237 97,792 145,326

Lower white collar 24,144 30,536 56,138 80,648 102,004

Medium- skilled 13,913 20,549 45,760 70,594 91,671

Farmers 6,236 17,012 43,383 49,465 59,276

Lower- skilled 13,355 18,952 43,737 67,044 83,803

Unskilled 11,039 14,629 30,745 64,494 72,524

Women 1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Higher white- collar 16,793 24,748 39,954 61,411 105,087

Lower white- collar 12,519 14,845 25,091 50,458 75,421

Medium- skilled 7,498 6,648 16,763 47,268 60,372

Farmers 8,362 7,786 23,119 32,976 41,761

Lower- skilled 8,099 8,224 15,703 47,431 63,506

Unskilled 6,996 6,721 19,675 41,239 52,348

Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).Note: All incomes 
adjusted for CPI at 1980 SEK level.
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Figure A3.1 Fraction of children attaining a higher lifetime income than their 
fathers in Landskrona by fathers’ income deciles and decade of birth (1920– 1965).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Figure A3.2 Fraction of children attaining post- secondary education by fathers’ 
income deciles and decade of birth (1940– 1965).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Notes

 1. We imputed incomes only for single women in this period; income for married 
women was not reported in the registers before 1947 because they were included in 
their husbands’ incomes. In the imputations, we employed predictive mean matching 
methods (PMM) to preserve the original distribution of the data when they are not 
normally distributed, as in the case of income (Kleinke 2017). The PMM combines 
standard linear regression and a nearest- neighbor imputation approach. The linear 
regressions give income predictions, which were applied as a distance measure to de-
rive a set of nearest neighbors (with similar values on age and occupation) consisting 
of individuals with complete values. We then randomly drew a value from this set of 
individuals. For instance, for 1917 (with missing income), we imputed income from 
the closest years (previous and next) with existing income data for 1915 and 1919.

 2. The Gini coefficient is derived from a Lorenz curve generated by plotting the cumu-
lative share of income on the vertical axis, with the population ranked in ascending 
order by percentiles on the horizontal axis. Hence, it shows the cumulative share of all 
income earned by percentile. A straight 45- degree line represents total equality; that is, 
when a certain percentile earns exactly that share of total income, such as the bottom 
half of the population earning exactly half of total income (Cowell 2011).

 3. The full sample includes also individuals that might never have been present in 
Landskrona in their life but in whose cases there may be up to second- degree of kin-
ship with someone present in the study area before 1967.
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Migration in Times of Economic Growth 

and Recession
Finn Hedefalk, Patrick Svensson, and Anna Tegunimataka

Introduction

Migration is an important force for social change. Migrants respond to economic 
transformation, shifting norms and values, and changing familial circumstances. 
The decision to migrate transforms not only individual lives but also the places 
which migrants settle in and leave behind.

The emergence and growth of industrial cities is a prime example of how mi-
gration affects economic development and, likewise, how economic develop-
ment influences migration. City populations were mobile around the turn of the 
twentieth century, and the growth of cities depended on in- migration. However, 
migration was influential beyond early urbanization and continued through the 
consolidation, maturity, and demise of these industrial cities. The long- term 
structural transformation from agriculture to industry, and later to the service 
sector, is an important factor behind continuous population flows. Another 
factor is the diverse development of cities that resulted in urban- to- urban migra-
tion and also global development that resulted in increasing international migra-
tion mostly directed toward cities.

Studies on migration and industrial cities have focused primarily on two of 
these phenomena, namely internal migration during early urbanization and the 
immigration from abroad that took place during the second half of the twen-
tieth century. We want to add to the current state of knowledge by studying a 
longer period while also integrating two types of migrants, internal and external, 
into the structure and development of the industrial city. We study migrants’ in-
dividual characteristics and the way in which flows and migrant composition 
may have changed in relation to its development. An extensive study of macro 
patterns and migrant characteristics will contribute to our overall knowledge 
of the role of migration and migrants in industrial cities during the twentieth 
century.

More specifically, this chapter studies Landskrona, Sweden, over the course 
of more than 100 years, focusing on the inflows and outflows of people and 
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analyzing migrant heterogeneities in terms of socioeconomic status, gender, age, 
civil status, and origin and destination. It also studies the interrelationship be-
tween growth and recession in the industrial city and migration. We are inter-
ested in changes in migration over time, and our longitudinal data have allowed 
us to study the total migration, external and internal, to and from Landskrona, as 
well as the total population of the city.

We have structured the analysis around migration flows and migrant charac-
teristics that are understood in relation to two overall frameworks of time: the 
general rise and fall of the industrial city, and the phases of transformation and 
rationalization of industry. The latter framework reflects five periods of major 
social, economic, and political change in Sweden and Landskrona.

Over the course of the twentieth century, the population of Landskrona grew 
and stagnated following economic expansion and recession. It increased rapidly 
until the 1920s, when many new industries were established, and again between 
1930 and 1960 following further industrial expansion, but stagnated during the 
years of industrial crisis in the 1970s and 1980s. Along with these developments, 
Landskrona had a high inflow of international immigrants; mainly labor 
migrants at first, followed later by refugees.

The chapter starts with a theoretical background on migration followed by a 
brief overview of Sweden’s overall economic development, its industrial cities, 
and migration. Thereafter, we use the case of Landskrona to delve deeper into the 
population flows and their relationship to the industrial development of the city. 
A third section is devoted to estimations of the migrants’ characteristics over 
time, both in general and by origin and destination. Finally, we conclude and 
discuss the results in the light of the question of industrial cities and migration.

Migration and the Industrial City

Theories of Migration

Ever since the seminal work of Ernst George Ravenstein (1889), internal mi-
gration has been viewed as a function of spatial disequilibria; that people tend 
to move from low- income to high- income areas. Everett Lee (1966) extended 
Ravenstein’s findings (1889) and proposed the influential push and pull frame-
work in which migration is determined by factors at area of origin (unem-
ployment, prices, housing opportunities), factors at destination (wages, job 
opportunities, rent levels), and also individual- level factors (age, gender, mar-
ital status, level of education, social class) and obstacles in the way. According 
to this theory, the push factors drive people out of their area of origin while 
the pull factors attract them to their area of destination. Lee’s framework is 
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comprehensive since it includes both macro-  and micro- level factors, whereas 
most other theories take either a macro-  or a micro- level approach. While the 
macro- level theories tend to focus on (macro) differences between origin 
and destination (unemployment, economic systems, prices) with the aim of 
explaining migration levels or direction of migration flow, the micro approach 
focuses instead on individual- level factors affecting the likelihood of migration.

An important macro- level variable is economic activity, which was already 
recognized by Ravenstein (1889). Growing cities and dynamic centers with ac-
cess to services and opportunities tend to attract people from the surrounding 
countryside. The attractiveness of the urban centers may, however, depend on 
the level of unemployment, which is expected to increase the out- migration 
from an area (Salvatore 1977). That said, in countries with a strong welfare state, 
generous unemployment benefits may reduce the need for the unemployed to 
move to sustain a living.

According to neo- classical migration theory, and assuming there is access 
to information and free choice, individuals are expected to go where they can 
earn the highest wage. Likewise, the individual incentive to migrate disappears 
when wages are equalized between different places (Harris and Todaro 1970). 
Individuals who can expect higher returns to migration are, moreover, more 
likely to migrate (Sjaastad 1962). Thus, individuals with a higher level of edu-
cation or skill level can expect higher returns to migration as they are rewarded 
with better jobs and better earnings, which translates into a higher likelihood 
of migration. Even so, in times of economic transformation when there are 
increasing urban job opportunities, the low- skilled move to find manual jobs 
and avoid unemployment in the countryside (Keung Wong et al. 2007).

Age also matters as an important selection mechanism for migration. Younger 
individuals with a longer life expectancy can expect greater returns to migration 
and are thus more likely to move. Migrants can also “self- select” on traits that 
are or may be unobservable (Constant and Massey 2003). These may be certain 
abilities and attributes that result in the higher likelihood of migration, and, even 
in the case of individuals who are similar in terms of age, gender, and education, 
there may be potential differences in unobservable characteristics affecting the 
decision to move (Nakosteen and Zimmer 1980).

It has been suggested that the individual cost- benefit approach needs to be ex-
panded to include families and households as the decision- making unit. People 
act as a collective to maximize income and minimize risk (Massey et al. 1993). To 
the extent that whole families migrate, the relevant incentive is the difference in 
current and future expected income for the family as a whole (Mincer 1978). An 
alternative to the whole family migrating would be sending a family member to 
find urban employment, and often younger individuals and males are chosen for 
migration for the benefit of the family.
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A more recent development in micro- level migration theory has been the 
focus on migrant networks. Individuals at origin and destination are linked 
through kinship, friendship, and a shared origin (Massey 1988). The macroec-
onomic conditions initially causing migration streams matter less once the mi-
gratory process expands due to the migration networks that have been formed. 
Certain origins and destinations are linked through these networks, and migra-
tion streams will continue regardless of the initial push and pull factors.

The individual cost- benefit approach can also be extended to more than po-
tential earnings, instead focusing on the importance of consumption. Some 
individuals may prefer dense cities even if they have the same earnings potential 
as in the countryside. The lower transportation costs in cities not only enhance 
productivity for businesses but also contribute to a more enjoyable lifestyle out-
side of work. For instance, urban density facilitates social interactions, and this 
effect is particularly significant when considering the location choices of young, 
single individuals who tend to reside in densely populated urban areas. The con-
centration of people in these areas facilitates socializing and the functioning of 
the marriage market (Costa and Kahn 2000). Moreover, large urban markets en-
hance consumer welfare by providing access to goods and services that benefit 
from economies of scale (Glaeser et al. 2001).

Migration and Economic Development

To study population flows to and from industrial cities undergoing economic 
development, we need to focus on macro- level theories. Two forces on the macro 
level need to be discussed in relation to economic development and growth: first, 
the impact and strength of push and pull factors, respectively, and, second, 
the impact of economic activity on migration. To elaborate on this, we discuss 
the overall structural transformation of Sweden from agriculture to industry 
through a periodic development of industry and economic activity consisting of 
phases of transformation and rationalization (Schön 2000) to integrate this into 
our explanatory framework and formulate a number of expected outcomes for 
Landskrona.

A major pull factor for early in- migration to urban areas was the industriali-
zation process and the factory system, which required an inflow of people from 
the countryside. However, during the first phase of industrialization, the agri-
cultural population and labor force, or at least those living in rural areas (where 
there was a combination of agriculture and rural industrialization), also grew in 
absolute numbers. It was not until the 1920s that the rural population started to 
decline. The urban share of the population in Sweden was around 10 percent in 
the 1850s and increased to 25 percent in 1900, and it was not until the late 1940s 
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that it was larger than the rural share, reaching 56 percent in 1950 (Statistics 
Sweden 1969, 66).

According to theory, labor migration is due to wage gaps and also employ-
ment opportunities (in industry and agriculture, respectively). A modest urban 
wage compensation existed throughout the late nineteenth and early twentieth 
centuries (Lundh and Prado 2012). Moreover, the industrial crises of the early 
1920s resulted in a drastically larger wage gap since urban wages were sticky 
while agricultural wages were more mobile. Despite this, there was no corre-
sponding increase in migration to the cities during this time as rural workers 
preferred lower wages to the risk of facing high urban unemployment. The large 
wage gap persisted into the 1930s, until political initiatives closed that gap be-
tween agrarian and industrial workers (Lundh and Prado 2012).

Migration from rural to urban areas was mostly connected to industrial 
business cycles rather than shifts in agricultural cycles. Overall, increased ec-
onomic activity led to higher migration intensity (Bengtsson and Johansson 
1994, 72) and industrial expansion meant relatively larger migration to the cities 
(Kronborg and Nilsson 1975, 56; Thomas 1941). This occurred even when agri-
culture experienced relatively good times. Furthermore, years of depression in 
agriculture did not result in migration to urban areas to the same extent (Morell 
2001). For agricultural proletarians, the availability of alternative employment 
was an important factor in deciding to move. This means that while urban in-
dustrialization attracted workers from the countryside, their area of origin still 
provided an important safe haven. With industrial expansion people moved into 
the city, and, during a downturn, they either moved back to the rural countryside 
or sought their fortune in other urban settings, which meant that segments of the 
agricultural population functioned as a flexible labor reserve.

The first period of analysis, 1905– 1929, can therefore be characterized by the 
growth of industry on the backs of the First and Second Industrial Revolution, 
requiring the in- migration of laborers both skilled and unskilled, but where 
growth was followed by competition from abroad resulting in rationalization 
and unemployment— a situation where agriculture could still offer an alternative 
to industrial employment for those out of work.

The phase of rationalization in the 1920s was characterized by the introduc-
tion of Taylorism, a management system that was refined in Swedish industry 
in the 1950s and 1960s and replaced by Fordism, a system based on assembly 
lines and simplified production processes, which thus integrated women and un-
skilled migrants from abroad in industrial production on a larger scale (Lundh 
2002, 148– 158). The following period, from 1950 to 1975, showed similar devel-
opment to the first in terms of initial growth, building as it did on new industries 
established during an earlier phase which over time faced increasing competition 
that resulted in rationalization. This would also characterize the period after 1995 
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(Schön 2000). The later periods differed compared to 1905– 1929 because agri-
culture no longer provided an alternative for the unemployed. From the 1940s, 
new political goals for agriculture were formulated, replacing smallholdings for 
large- scale efficient farms, meaning that the population engaged in agriculture 
fell drastically (Morell 2011). This resulted in continuous in- migration to towns 
and cities, driven by increased demand for labor in the cities and by structural 
transformation. The demand for labor resulted, moreover, in an increase in over-
time and enhanced labor migration from abroad. When rationalization set in, 
fewer opportunities in the countryside and a similar development in other urban 
areas left unemployed laborers little alternative but to stay put in an urban con-
text and search for new jobs.

Between these periods were transformation phases (i.e., times of increasing 
economic activity related to the establishment of new industries; Schön 2000). 
After the first period, the 1930s depression hit both industry and agriculture. 
However, a new phase of industrial growth based on electrification and motoring 
took place during the same decade (Schön 2000). The in- migration of workers 
was crucial for the industries, and— depending on structure— it was not only un-
skilled factory workers that were in demand but also workers equipped with the 
skills needed for the new industries (Isacson and Magnusson 1983, 15). A similar 
all- encompassing structural change took place in the 1970s.

These transformation phases required an ability to adapt to the new situation. 
A new set of industries became the new core, and, depending on the ability to 
establish them, some regions experienced a fresh inflow of people and increased 
growth in employment while others did not (Magnusson 1997, 437– 438). Thus, 
for the years 1930– 1949, for the period after the 1970s crisis, and for the final 
phase, migration patterns between the industrial cities tended to be diverse.

The strength of this transformation and rationalization also depended on 
the industrial structure. The early expansion of industry in urban areas was to 
a large extent dependent on natural resources, communications, and traditions, 
which meant that industrial cities and towns differed from each other in terms 
of branch structure. However, the use of common energy sources and the de-
mand from other parts of society meant that certain branches existed in almost 
all settings. Over time there was less diversity between cities (see Chapter 2).

A sectoral change whereby industry, once dominant, was replaced by the 
service sector took place during the last decades of the twentieth century. To 
some extent this reduced vulnerability to the international market (Bengtsson 
and Johansson 1994, 70). At the same time, even though there was a degree of 
local demand for services, state and regional investment in higher education 
and governmental agencies also played a role in employment and local urban 
development.
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To summarize, in-  and out- migration in Landskrona depended on a number 
of factors, above all the city’s industrial development and structure, and these 
factors also included the overall societal change and the structural transforma-
tion from agriculture via industry to the service sector. We expected in-  and out- 
migration for the first decades of the twentieth century to vary with the internal 
growth of the city because urban wages were higher, making urban employment 
more attractive, while rural employment offered an alternative during periods 
when urban employment fell. During the first phase, 1905– 1929, we expected 
migration to be circular— from the countryside and back again.

Net migration to and from nearby agricultural areas was low; it was long- 
distance migrants who accounted for the positive net migration to cities during 
the early part of the twentieth century (Åkerman 1975). Migration between 
cities also formed an important part of overall population flows. So, although the 
net effect of local migration on Landskrona might have been small, we expected 
a positive effect of long- distance migration on population, whereby migrants 
had certain characteristics important for the new industries (cf. Isacson and 
Magnusson 1983, 15).

The industrial structure of Landskrona, based initially on food industry and 
transport, saw the gradual rise of major industries typical of the First and Second 
Industrial Revolutions: textiles, mechanical workshops, shipbuilding, etc. This 
means that the home market- oriented food industry changed in that it became 
vulnerable to international competition, and the overall pattern outlined above 
would to a large extent be valid for Landskrona as well (in terms of the transfor-
mation and rationalization periods of industry). Periods such as the 1910s, the 
1930s to 1950s, and the late 1970s to the 1980s were expected to be characterized 
by the emergence of new opportunities and thus by in- migration. Conversely, 
periods of rationalization such as the 1920s, 1960s, and 1990s should in theory 
have resulted in out- migration.

Bearing in mind the overall societal changes and the rapid structural change 
in Scanian agriculture in the environs of Landskrona, out- migration to agricul-
ture was probably restricted from as early as the end of the 1930s onward. We 
therefore expected there to be few alternatives available to unskilled and low- 
skilled workers after World War II.

Out- migration might have persisted all the same but for other reasons, such as 
a simple change of residence rather than a change of employment. Technological 
changes after the war greatly affected urban areas, leading to a decline in their 
effectiveness in meeting consumer preferences. The introduction of automobiles 
enabled faster commutes in car- dependent suburbs. Settling in the country-
side to escape the bustle of city life while still keeping one’s job might have been 
the preferred choice, particularly for white- collar employees and workers on a 
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higher income. First, there was the expansion in communications; improved 
transportation within and between cities meant that people were able to change 
their mode of living from a densely populated residential block near their work 
site to the new outer city limits situated along transport lines (Hellspong 1974, 
222). Second, there was a green wave of people leaving the city and moving back 
to the countryside. Third, and finally, a number of new areas outside the cities 
and in neighboring municipalities or the countryside nearby were developed to 
provide detached or semi- detached housing for those wishing to live there and 
commute to work in the city. Regular “commuter towns” grew up in the areas 
surrounding the urban centers.

In all, the potential to live outside the city yet work in it increased from the 
1960s and onward, which meant that in times of depression, a particular industry 
there might have seen higher levels of out- migration among the skilled and semi- 
skilled to other cities or the countryside. More recent decades have instead seen a 
resurgence and an increased attractiveness of the city, primarily evident through 
higher housing prices and rising incomes. Higher levels of education have fueled 
a greater demand for urban amenities like museums, restaurants, and concerts, 
and the city has become important not only for production but also consump-
tion (Glaeser et al. 2001).

Overall, young people were expected to be more mobile than older people, 
and industrialization meant jobs for both men and women and in different types 
of industries (e.g., the shipyard and the textile factories), in administration, and 
in the supporting service sector. The migrants entering Landskrona were thus 
expected to be men and women who were younger than the native- born. This 
should have been true at least for the early period, in line with previous research 
on the late nineteenth and early twentieth centuries (e.g., Kronborg and Nilsson 
1975; Vikström 2003; see also Karlsson and Lundh 2022, 127 for a later period). 
We expected the demand from the diverse industrial sector in Landskrona to 
have attracted both unskilled and skilled migrants from the surrounding local 
area and from other cities and rural areas in Sweden and abroad. In addition, we 
expected migration from abroad to follow the pattern in Sweden generally, with 
labor migrants entering Landskrona during the industrial expansion after World 
War II until restrictions put a stop to this in the early 1970s. Thereafter migration 
would take the form of major waves of refugees seeking asylum in Sweden.

Migration Flows to and from Landskrona

To look more closely at these general characteristics of migration, we study 
the case of Landskrona and follow the way in which migration streams to and 
from this industrial city changed during the long twentieth century, and we 
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identify the potential links these had to industrial development. We know 
from previous chapters that the population growth of Landskrona was almost 
linear throughout the century but with two distinctive bumps: first, a rapid 
increase in the late 1910s followed by a drastic decline in the early 1920s, and, 
second, a decline in the population in the late 1970s followed by a relatively 
long period of stagnation until the early 2000s when the population started 
increasing again. Overall population increased from 16,000 to 45,000 in a little 
over 100 years (this includes the incorporation of several rural districts in the 
1960s) (see Chapter 2).

At the turn of the twentieth century, the share of industrial workers out of all 
workers in Landskrona was slightly greater than 40 percent. This increased to 
almost 60 percent by 1920, but then the industrial crises of the early 1920s led 
to a drop. As of 1930, there was a new increase, and during the 1940s and ’50s, 
the share was somewhat over 60 percent. From then on, a constant decline set 
in, and, by 2000, the share was down to around 35 percent. The overall develop-
ment was similar to that in other Swedish industrial cities, although the share 
of people employed in industry during the golden age was somewhat higher in 
Landskrona.

We start by looking at the overall migration flows in and out of Landskrona. 
This consisted of both internal and external migration (i.e., from within 
Sweden and from abroad) and internal out- migration as well as emigration (see 
Figures 4.1 and 4.2). Looking at absolute numbers, we can see that there were 
substantial variations in people entering and leaving Landskrona over time. 
Second, we see that the composition of the migrants in terms of birth region 
changed over time. From the early twentieth century until World War II those 
migrating in and out of Landskrona were almost exclusively born in Sweden. 
A small exception here was the in- migration of Nordic and European- born 
migrants in the late 1910s. Right after the war in the late 1940s this changed, and 
even though Swedish- born migrants still predominated there was now also an 
inflow of Nordic and other European migrants. From the 1980s onward migrants 
from Asia and to some extent other parts of the world also made up a significant 
portion of both in-  and out- migrants. We will return to these non- Swedish- born 
migrants below.

We turn next to the role of migration in relation to population development 
by looking at total migration rates (total migration divided by the mean popula-
tion). The first period, 1905– 1929, starts with a high overall migration rate but 
then experiences a downward trend (see Figure 4.3). The level of total migration 
of around 120 per thousand in the initial years corresponds to levels found for 
Scanian cities in the nineteenth century (Bengtsson 1990) and is a bit lower than 
in the town of Halmstad in the nearby county of Halland during the early twen-
tieth century (Kronborg and Nilsson 1975, 55).
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Figure 4.2 Out- migration from Landskrona by birth region, 1905– 2014 (absolute 
numbers).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).

Figure 4.1 In- migration to Landskrona by birth region, 1905– 2014 (absolute 
numbers).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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In the early urbanization phase, cities were dependent on in- migration since 
mortality was higher in urban areas than in the countryside (see Chapter 9). 
Over the nineteenth century, natural population increase in the cities became 
increasingly important (Bengtsson 1990). Even so, migration still had a role to 
play and fluctuations were significant. The percentage of population growth at-
tributable to migration was around 11 percent for the first period (1905– 1929). 
This figure seems low, and we return to this below. During the following periods 
the population continued to grow, and migration became more significant: it 
accounted for 58 percent of growth in the period 1930– 1949 and 35 percent in 
1950– 1974. Overall, total migration increased during these periods from its 
lowest point in 1934, although it showed large fluctuations right after World War 
II. This pattern was interrupted in 1975, when a decline in the migration rate set 
in for around ten years. This was also a period of declining population numbers 
in Landskrona, a decline almost entirely due to declining migration. From the 
mid- 1980s, the total migration rate increased continuously, reaching its highest 
levels for the whole 100- year period, and migration played an important part 
in total population growth once again. This surge can be attributed to both the 
growing influx of international migrants to Landskrona and a general revitaliza-
tion of urban life.

Figure 4.3 In-  and out- migration, and total migration (per 1,000 population), 
Landskrona, 1905– 2014.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Another way of looking at the importance of migration is to study the share of 
the city population born in the city (natives). In the early years of the twentieth 
century, around half of Landskrona’s population had been born there. This was 
somewhat higher than in cities like Stockholm and Norrköping where the share 
was 41– 43 percent (Godlund and Godlund 1976, 34; Puschmann et al. 2015, 
330). In 1920, the share had decreased to 45 percent, reflecting the inflow during 
the late 1910s. Ten years later, in 1930, the share had increased again to 51 per-
cent, indicating that the out- migration in the 1920s had included previous in- 
migrants. This share was at the higher end as compared to some other Swedish 
cities, with Göteborg (55 percent) and Norrköping (52 percent) somewhat ahead, 
whereas Malmö (49 percent), Helsingborg (45 percent), Stockholm (40 percent), 
and Linköping (37 percent) had lower shares (Godlund and Godlund 1976, 34). 
From then on, the share of native- born fell continuously, with a small increase in 
the late 1970s and ’80s, resulting in around a third of all inhabitants in 2014 being 
born in Landskrona.

Total migration depends on in-  and out- migration. Hence, an analysis of mi-
gration in terms of economic and industrial development requires us to study 
these aspects separately as well as jointly.

From Figure 4.3 we can see some significant variation in the short- term in-  
and out- migration during the early decades of the twentieth century. These 
are related mostly to the establishment of the shipyard in 1915 and its subse-
quent bankruptcy in 1922, but also to the overall economic crises of the early 
1920s, which encompassed the mechanical workshops and aircraft factory as 
well. Several thousand migrants came to the city in the late 1910s, mostly from 
Sweden but also from abroad (see Figure 4.1). The shipyard required skilled 
laborers and actively recruited them and provided housing for them. Out- 
migration also increased, but with a delay, and remained high throughout the 
1920s while in- migration fell drastically as a result of the crises in the early 1920s. 
Migration during the first period, therefore, is a good indication of the city’s in-
dustrial development. As stated above, the overall effect of migration on popula-
tion growth was small during this period, and this was due to in- migration being 
counteracted by out- migration later on.

There are differences by gender (not shown here), where men tended to move 
into Landskrona before women. This is apparent for both the period in the late 
1910s and that around the 1950s, which were periods of rapid industrial growth 
in Landskrona where demand for male labor increased. In fact, the second pe-
riod of 1930– 1949 is the only one where levels of migration were higher for 
women than for men. Women were therefore more mobile than men during 
these decades. This period was characterized by an initial depression in both 
industry and agriculture. While industry recovered quickly, agricultural stag-
nation led to a transformation of that sector. The previous focus on forming 
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smallholdings to prevent migration from the rural areas was overturned polit-
ically into policies promoting the establishment of larger farms (Morell 2011, 
66). Together with difficulties for smallholders to be economically sustainable 
and mechanization within animal and textile production, this led to fewer 
opportunities for women to remain in the countryside (Flygare 2011, 80; Schön 
2000, 299). While men were still wanted as workers on larger farms until the 
large- scale agricultural mechanization of the 1950s, women left for the cities. 
The changing circumstances for young female agricultural workers during this 
period are also recognized in political debates on the flight from the countryside 
(Berry 2023, 98).

From the 1930s onward, a new expansion thus gathered pace. Industries es-
tablished in the 1920s were growing, and new industries were founded. Both 
in-  and out- migration rates increased, though this was faster for the former. 
Besides the new shipyard, the sugar industry, and the metal industry, new textile 
companies started up, too, and this might also explain in part the relatively fast 
increase in the in- migration of women. World War II saw a fall in in- migration, 
but this was followed by a new peak immediately afterward, this time associated 
with the inflow of Nordic and European refugees.

The third period, 1950– 1974, saw the continued growth of major industries 
in Landskrona, but it also saw rationalization and the closure of the sugar mill. 
In- migration increased from the mid- 1950s to the early 1970s, with peaks in 
1970 and 1974. Out- migration was at quite a low level but increased sharply 
in 1972 and the following years. The structural crises in Swedish industry hit 
Landskrona hard. Almost the entire textile sector closed down in the 1970s, and 
both the metal sector and the shipyard faced problems that resulted in job cuts 
and closures in the early 1980s. The new transformation period from around 
the mid- 1970s did not give rise to new industries and new jobs in Landskrona. 
Instead, the crisis was prolonged until well into the 1980s. From then on, in- 
migration started to increase again, and the volatile decade of the 1990s was 
eventually followed by a positive trend in in- migration during the first decade 
of the 2000s, which saw out- migration increase as well, although at a slower rate, 
indicating the renewed attractiveness of the city.

Subtracting out- migration from in- migration gives us the net migration total 
(see Figure 4.4). There was in general positive net migration to Landskrona, evi-
dence that overall migration was an important part of population growth in the 
city during the twentieth century. There were, however, two distinctive periods 
of negative net migration that coincided with the industrial crises of the 1920s 
and the 1970s. In addition, the years of negative net migration in the 1990s were 
interrupted by the massive inflow of refugees in 1994.

The flows in and out of Landskrona can thus be related to the economic de-
velopment of the city. However, flows do not show who migrated in and out. 
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We will address one further aspect before studying migrant characteristics 
more closely: from where, and where to, did the migrants migrate? In-  and 
out- migration rests on available alternatives. Following the overall develop-
ment outlined above, agriculture and the countryside at large in the early pe-
riod still offered alternative employment (circular migration) but less so later on. 
Other urban contexts might also have provided an alternative in terms of labor 
prospects. Moving from a rural context to a city might have been the first step in 
migration toward a larger city (stage migration).

Table 4.1 shows the last place of residence among in- migrants to Landskrona 
before they came to the city, by period. Most in- migrants came from the region 
of Scania (Skåne), predominantly from the countryside, with a fourth of them 
coming from within 10 kilometers. However, the cities closest to Landskrona 
also contributed migrants. Another important source of migration into the city 
was the countryside in the nearby counties and also the rest of Sweden. This 
bears out the fact that southwestern Scania was a positive net destination in 
Swedish internal migration (Kronborg and Nilsson 1975, 50; SOS 1960, table D). 
In- migration in the early period consisted of both rural and urban migrants and 
even migrants from other large Swedish cities, reflecting the diversity of demand 
for labor in Landskrona’s industries— these were not merely unskilled former 

Figure 4.4 Net migration (per 1,000 population), Landskrona, 1905– 2014.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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agricultural laborers. Although some relative changes took place over time, no-
tably the declining share coming from what we call Rural Sweden, the largest 
change was the increasing share that came from abroad.

As for out- migration (see Table 4.2), the pattern is similar although with some 
differences. The share of those moving to the closest cities in Scania was higher 
than the in- migration from these cities, and the share of those moving abroad 
was significantly smaller than the inflow.

Tables 4.1– 4.3 show that the net effect consists of an inflow from rural areas 
and an outflow to urban contexts. In the first two periods, the rural part of Scania 
provided most of the net, but over time this changed to include the rest of the 
Swedish countryside and, above all, international migration. Throughout the 
century more people left Landskrona for other urban contexts than the other 
way round. In that sense, the city functioned partly as a stage in rural to urban 
migration. Another interesting feature is the negative net migration to rural 
Scania from the 1950s to the mid- 1990s. These people most probably did not 
return to agriculture since employment in this sector fell massively during this 
period. It is more likely that this migration reflected the emergence of dormitory 
towns and other forms of residence for the city population outside the city limits. 
Finally, the finding that international migration increased in significance over 
time brings us to the subject of immigration and emigration as separate parts of 
the migration flows.

Table 4.1 In- migration to Landskrona 1905– 2014 by period and previous residence 
(percent).

Urban 
Sweden

Rural 
Sweden

Urban 
Scania

Rural 
Scania

International Total

1905– 1929 9.3 23.4 20.0 43.3 3.9 100

1930– 1949 10.4 26.3 21.8 35.0 6.5 100

1950– 1974 11.4 28.0 17.4 29.3 14.0 100

1975– 1994 7.7 18.7 15.9 41.0 16.6 100

1995– 2014 8.0 13.0 18.4 37.6 22.9 100

Notes: Urban Scania consists of the cities of Malmö, Lund, and Helsingborg. Urban Sweden consists 
of Stockholm, Gothenburg, and the twenty largest cities during the twentieth century (except those 
in Urban Scania). Rural Scania and Rural Sweden are residuals of the urban categories.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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International Migration to Landskrona

One of the most important demographic developments in Sweden from World 
War II onward has been increasing international immigration. Landskrona has 
been one of the top immigrant- receiving municipalities in Sweden throughout 
this period, and, in 2018, about one- third of its population were either first-  or 
second- generation immigrants, which was higher than the national average. 
The development and composition of Swedish migration are mirrored in the 

Table 4.2 Out- migration from Landskrona 1905– 2014 by period and destination 
(percent).

Urban 
Sweden

Rural 
Sweden

Urban 
Scania

Rural 
Scania

International Total

1905– 1929 11.9 22.6 22.6 36.9 5.8 100

1930– 1949 17.3 26.7 28.8 24.2 2.9 100

1950– 1974 12.0 24.5 22.1 32.6 8.8 100

1975– 1994 7.8 16.7 23.4 44.8 7.4 100

1995– 2014 8.9 11.3 29.2 39.9 10.7 100

Notes: Urban Scania consists of the cities of Malmö, Lund, and Helsingborg. Urban Sweden consists 
of Stockholm, Gothenburg, and the twenty largest cities during the twentieth century (except those 
in Urban Scania). Rural Scania and Rural Sweden are residuals of the urban categories.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).

Table 4.3 Net migration, Landskrona 1905– 2014, by period and origin and 
destination (number of migrants).

Rural 
Scania

Urban 
Scania

Rural 
Sweden

Urban 
Sweden

International

1905– 1929 1,834 −549 314 −606 −441

1930– 1949 3,359 −464 934 −892 917

1950– 1974 −647 −1,323 1,644 −39 1,975

1975– 1994 −1,988 −2,819 366 −148 2,884

1995– 2014 766 −3,690 1,303 −28 6,156

Notes: Urban Scania consists of the cities of Malmö, Lund, and Helsingborg. Urban Sweden consists 
of Stockholm, Gothenburg, and the twenty largest cities during the twentieth century (except those 
in Urban Scania). Rural Scania and Rural Sweden are residuals of the urban categories.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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migration experience of Landskrona, which means that before World War II 
very few international migrants arrived in the city. By studying Figure 4.1 we see 
an increasing inflow of Nordic and European immigrants during the war years. 
Danish Jews left in the autumn of 1943 by crossing Öresund to seek refuge in 
Sweden. Many of them arrived in Landskrona. We see patterns of European un-
rest in the 1950s during which migrants who fled the Hungarian Revolution of 
1956 came to Landskrona. However, those who came in the late 1950s were in-
creasingly labor migrants, such as Yugoslavians and Finns. Growing labor de-
mand in the post- war years increased the number of migrants entering Sweden. 
More than two- thirds of those coming to Landskrona during the 1950s and ’60s 
came from other Nordic countries, with Danes being the predominant group 
throughout this period. Workers were also recruited from Germany, Austria, 
and Italy in the 1950s and from Yugoslavia, Greece, and Turkey in the 1960s. 
The period of labor migration to Sweden, and to Landskrona specifically, was 
characterized by large fluctuations in the number of immigrants entering, which 
can be explained by changing demand in the production industry combined with 
the economic performance of the sending countries. The peak in 1964– 1965 (see 
Figure 4.1) is explained by increased immigration from southern Europe, while 
that in 1969– 1970 mainly consists of labor migrants from Finland (Lundh and 
Ohlsson 1999).

Toward the end of the 1960s, the unbroken period of economic growth in 
Sweden came to an end, which led to decreasing demand for immigrant labor. 
Sweden changed its immigration policy and placed greater restrictions on labor 
migration, and, in the mid- 1970s, most immigrants entering the country were 
refugees or family members of previous immigrants. Migrants from Asia started 
entering Landskrona in bigger numbers in the late 1970s, a share that grew 
further in the 1980s due to large numbers of Iranian refugees. The 1990s were 
dominated by European migration, explained mostly by the Balkans War, and, 
in the 2000s, migration consisted mainly of Europeans and Asians. The share 
of Nordic migrants decreased substantially from the mid- 1970s, although there 
were periods of increased migration in the early 1990s and early 2000s. Our mul-
tivariate analysis investigates the likelihood of migrant origin groups moving to/ 
from Landskrona from/ to the surrounding countryside and neighboring larger 
cities.

The Migrants: Estimating Migration Flows in Landskrona

From our discussion above, we have learned that the attractiveness of the city 
changed over time in accordance with economic change. We are now interested 
in studying the characteristics of the migrants and estimating group differences, 
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focusing particularly on the differences between social groups and individuals of 
different origins. We expected to see differences in characteristics regarding the 
likelihood of entering or leaving Landskrona in good and bad times. To estimate 
group differences regarding this likelihood, we applied logistic regressions and 
control for variables that may have differed between social groups and origin 
groups and that may influence the patterns seen in the tables and figures above, 
such as age, gender, and civil status.

We estimated group differences regarding the likelihood of (1) migrating 
to Landskrona and staying there for at least five years; (2) migrating out of 
Landskrona and staying away for at least five years; (3) migrating to Landskrona 
from neighboring larger cities (Malmö, Lund, and Helsingborg); (4) migrating 
from Landskrona to neighboring larger cities (Malmö, Lund, and Helsingborg); 
(5) migrating to Landskrona from the surrounding countryside within a 10- 
kilometer radius; and (6) migrating from Landskrona to the surrounding coun-
tryside within a 10- kilometer radius. We estimated five models, one model per 
time period, for every stated outcome.

To estimate differences between social classes regarding the likelihood of mi-
gration, we defined six groups based on the Historical International Social Class 
Scheme (HISCLASS) (see Chapter 1): higher white- collar (HISCLASS 1– 2), 
lower white- collar (HISCLASS 3– 5), skilled worker (HISCLASS 6– 7), farmer 
(HISCLASS 8), lower- skilled worker (HISCLASS 9– 10), and unskilled worker 
(HISCLASS 11– 12). Lower- skilled serves as our reference category in all models. 
We also included those with missing information on occupation, which in many 
cases is due to unemployment. We also included region of origin, which is im-
portant since Landskrona has been a major immigrant- receiving municipality 
in Sweden.

As outlined, we controlled for age, defined here as age groups 16– 24, 25– 44, 
and 45– 64. We excluded individuals under the age of 16 and above the age of 64. 
The age group 25– 44 serves as the reference category in all models. Moreover, 
we controlled for civil status, gender, and whether the individual was born in 
Landskrona municipality.

It is important to emphasize that for both out- migration and in- migration 
we compared migrants with the population in Landskrona (our control group). 
This may not be optimal for analyzing in- migration, but we have no complete 
information about the place of origin for the in- migrants. This means that our 
in- migration control group was never “at risk” of migrating into Landskrona be-
cause they were already living in the city.1

We first analyzed in- migration to Landskrona (see Table 4.4). Starting with 
social class, it is evident that white- collar occupations had a higher likelihood 
of migrating into Landskrona compared to the reference group of lower- skilled 
workers in all periods. This was expected, as we know that individuals who 
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Table 4.4 Odds ratios of in- migration (staying at least five years). Estimates 
from logistic regression.

1905– 
1929

1930– 
1949

1950– 
1974

1975– 
1994

1995– 
2014

Social class Higher  
white- collar

1.446*** 1.342*** 1.537*** 1.346*** 1.237***

Lower  
white- collar

1.210*** 1.066** 1.242*** 1.045 1.096***

Skilled workers 1.097*** 1.078** 1.134*** 0.926** 0.985

Lower- skilled ref. ref. ref. ref. ref.

Farmers 1.786*** 1.513*** 2.562*** 2.210* 1.035

Unskilled 0.722*** 0.773*** 0.779*** 0.896** 0.967

NA 2.000*** 2.011*** 1.244*** 1.475*** 1.506***

Origin Sweden ref. ref. ref. ref. ref.

Nordic 0.965 1.481*** 1.784*** 1.043 0.903**

Europe 1.130 1.899*** 2.035*** 1.711*** 1.186***

Asia 2.344 0.776 1.649** 2.189*** 1.371***

Africa 1.497 1.741*** 1.214**

N. +  S. America, 
Oceania

0.602** 0.415*** 0.666* 1.605*** 1.163

Age groups 16– 24 1.507*** 1.480*** 1.755*** 1.335*** 1.116***

25– 44 ref. ref. ref. ref. ref.

45– 64 0.347*** 0.324*** 0.437*** 0.482*** 0.577***

Gender Male ref. ref. ref. ref. ref.

Female 1.005 0.950** 0.954** 1.010 0.994

Civil status Married ref. ref. ref. ref. ref.

Single, widower/ 
widow

1.204*** 1.373*** 1.128*** 1.133*** 0.925***

Place of birth Landskrona ref. ref. ref. ref. ref.

Not Landskrona 4.376*** 6.139*** 4.295*** 2.159*** 2.277***

Observations 295,355 310,160 464,065 350,455 287,035

Individuals 32,973 33,499 49,067 41,480 41,326

Note: *p < 0.1, **p < 0.05, ***p < 0.01.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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expect higher returns on migration tend to be mobile and more likely to migrate. 
These patterns are not stable over time, however, and we see the strongest likeli-
hood of both higher and lower white- collar immigration during the record years 
of 1950– 1974, with a lower likelihood of these classes being among the migrants 
in the later periods. In all time periods, the unskilled were the least mobile.

Several interesting patterns are visible when looking at origin differences. First, 
individuals with a Nordic background were more likely to come to Landskrona 
in the second and third periods, which is explained by substantial Nordic labor 
migration to Sweden and Landskrona in these decades. In Landskrona, Danes 
were the predominant Nordic group. In the last two periods Nordic migration 
was small, as reflected in Table 4.1. Second, European migrants were most likely 
to come to Landskrona throughout the study period, and especially during the 
years of growth in 1950– 1974. Third, African and Asian migrants had the highest 
likelihood of in- migrating in the fourth period, 1975– 1994.

As expected, in terms of the highest anticipated returns to migration, the 
youngest age group was the most likely one to migrate into Landskrona in all 
time periods. This effect is strongest in the period 1950– 1974, but decreases in 
the most recent period. During this period Landskrona had unemployment 
levels higher than the national average, which may partly explain the decrease in 
the migration of young people to Landskrona.

Finally, civil status varies in importance across periods. In the earlier periods, 
unmarried individuals were more likely to migrate to Landskrona. This changed 
over time, and, in the last period between 1995 and 2014, those who were mar-
ried had a slightly higher likelihood of in- migrating. This slightly higher like-
lihood is not reflected in any gender patterns as we see very weak and mainly 
insignificant gender differences in the likelihood of migration.
Table 4.5 shows the likelihood of migration out of Landskrona without returning 
within the next five years. Migration can be costly both in the long run, when 
individuals run the risk of unemployment at their destination, and in the short 
run, in terms of transportation costs and other costs related to moving (Sjaastad 
1962). Individuals from a higher social class are more likely to afford the costs 
of moving and will as a result be more mobile. For out- migration, as expected, 
those of a higher social class— the higher and lower white- collar workers— were 
more mobile than the other groups, and the likelihood of their out- migrating 
was even stronger except in the first period.

Patterns in origin differences appear to be similar to patterns for in- migration. 
In periods with a high likelihood of in- migration for particular groups, there was 
a high likelihood of out- migration.

For out- migration, the middle age group, 25– 44, was the most likely to leave 
Landskrona, and this is different from in- migration, which showed the younger 
group was more mobile. Later, we will study migration for different age groups 
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Table 4.5 Odds ratios of out- migration (staying away at least five years). Estimates 
from logistic regression.

1905– 
1929

1930– 
1949

1950– 
1974

1975– 
1994

1995– 
2014

Social class Higher  
white collar

1.126** 1.801*** 1.732*** 1.578*** 1.457***

Lower  
white collar

0.923*** 1.129*** 1.310*** 1.093*** 1.260***

Skilled workers 0.832*** 0.800*** 0.900*** 0.869*** 0.973

Lower skilled ref. ref. ref. ref. ref.

Farmers 1.116 1.076 2.062*** 5.895*** 0.708

Unskilled 0.529*** 0.658*** 0.797*** 0.757*** 1.005

Missing 1.113** 1.765*** 1.259*** 1.170*** 1.141***

Origin Sweden ref. ref. ref. ref. ref.

Nordic 0.818** 1.138 1.677*** 1.940*** 2.295***

Europe 0.749*** 1.012 1.402*** 0.929** 0.644***

Asia 1.499 0.484 1.381 1.604*** 1.137***

Africa 2.520*** 2.192*** 1.478***

N+  S America, 
Oceania

0.963 0.602* 1.202 0.963 1.527***

Age groups 16– 24 0.946** 0.846*** 0.915*** 0.719*** 0.772***

25– 44 ref. ref. ref. ref. ref.

45– 64 0.254*** 0.212*** 0.215*** 0.228*** 0.274***

Gender Male ref. ref. ref. ref. ref.

Female 0.987 1.070*** 0.884*** 0.891*** 0.958**

Civil status Married ref. ref. ref. ref. ref.

Single, widower/ 
widow

2.253*** 2.693*** 1.380*** 1.163*** 1.385***

Place of birth Landskrona ref. ref. ref. ref. ref.

Not Landskrona 4.720*** 5.113*** 3.159*** 2.694*** 2.836***

Observations 295,355 310,160 464,065 350,455 287,035

Individuals 32,973 33,499 49,067 41,480 41,326

Notes: *p < 0.1, **p < 0.05, ***p < 0.01. For out- migration of at least five years, all individuals who 
returned to Landskrona, regardless of years stayed away, are again included in the risk group (the pop-
ulation of Landskrona).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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on the basis of their destination, which could vary. Younger individuals may have 
migrated to go to university or find their first job, while middle- aged individuals 
may instead have left Landskrona to buy a home and raise a family in one of the 
neighboring municipalities.

Marriage seems once again to hamper migration, as we see for out- migration, 
too, that married individuals were less likely to migrate than were unmarried; 
however, this seems to have been unrelated to gender because there are no strong 
gender differences in terms of out- migration.
To paint an even more nuanced picture, the following analyses illustrate the 
likelihood of the different groups migrating to/ from another city and the sur-
rounding countryside. When studying immigration from neighboring cities 
(Malmö, Lund, and Helsingborg), we once again see that individuals with white- 
collar occupations were more prone to migrate into Landskrona than were other 
groups. We also see that the likelihood of their doing so increased over time and 
was highest in the later periods. This mirrors the results in Table 4.4, showing 
that the white- collar group was the most mobile throughout the period as a re-
sult of their expected higher returns to migration than individuals of a lower so-
cial class; it also shows that individuals of a higher social class may have moved to 
Landskrona for the sake of finding housing.

Migrants originating from Nordic or European countries were in all periods 
less likely to come to Landskrona from other towns than were Swedes, an indi-
cation that international migrants came directly to Landskrona without living in 
one or more other towns in Sweden first. Toward the end of the period, migrants 
from Asia and Africa were more likely to come to Landskrona from neigh-
boring towns.

There is an age pattern that changes at a point between our periods. In the 
first three periods, the younger cohorts were more likely to come to Landskrona; 
however, in the last two, they were less likely to do so than the reference group. 
In the earlier periods, it is possible that many young people moved from neigh-
boring towns to Landskrona not only to find a job in what was an expanding 
industrial city but also to attend the teachers’ college that existed there between 
1922 and 1972. This pattern is also potentially mirrored in the gender differences 
we see: females were more prone to migrate in the first three periods, but not in 
the last two (Table 4.6).
Out- migration from Landskrona to Malmö, Lund, and Helsingborg largely 
follows the same patterns as in- migration. Higher mobility is observed for 
white- collar individuals, and for both in-  and out- migration it is observed for 
unmarried individuals. Finally, international migrants were more likely to leave 
Landskrona for neighboring towns than were native Swedes in the more recent 
periods (Table 4.7).



Migration  137

Table 4.6 Odds ratios of in- migration from Malmö, Lund, Helsingborg (staying at least 
five years). Estimates from logistic regression.

1905– 
1929

1930– 
1949

1950– 
1974

1975– 
1994

1995–   
2014

Social class Higher  
white- collar

1.273** 1.949*** 2.071*** 2.113*** 2.457***

Lower  
white- collar

1.238*** 1.627*** 1.640*** 1.237*** 1.505***

Skilled workers 1.300*** 1.179** 1.022 0.762*** 0.833

Lower- skilled ref. ref. ref. ref. ref.

Farmers 0.772 1.242 1.564

Unskilled 0.567*** 0.621*** 0.840* 0.944 1.075

NA 1.481*** 1.623*** 1.237** 1.289*** 1.288***

Origin Sweden ref. ref. ref. ref. ref.

Nordic 0.603** 0.557*** 0.669*** 0.578*** 0.516***

Europe 0.576** 0.622** 0.815** 0.741*** 0.687***

Asia 0.372 0.928 1.357***

Africa 1.101 2.226** 0.864

N.+  S. America, 
Oceania

0.773 0.445 0.597 1.286 0.952

Age groups 16– 24 1.190*** 1.263*** 1.593*** 0.760*** 0.804***

25– 44 ref. ref. ref. ref. ref.

45– 64 0.345*** 0.281*** 0.322*** 0.451*** 0.576***

Gender Male ref. ref. ref. ref. ref.

Female 1.176*** 1.188*** 1.141*** 0.924 0.967

Civil status Married ref. ref. ref. ref. ref.

Single, widower/ 
widow

1.218*** 1.259*** 1.045 2.146*** 1.697***

Place of birth Landskrona ref. ref. ref. ref. ref.

Not Landskrona 2.998*** 4.906*** 3.734*** 2.620*** 3.288***

Observations 295,321 309,955 463,793 350,326 286,974

Individuals 32,965 33,460 48,999 41,467 41,322

Note: *p < 0.1, **p < 0.05, ***p < 0.01.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Table 4.7 Odds ratios of out- migration to Malmö, Lund, Helsingborg (staying away 
at least five years). Estimates from logistic regression.

1905– 
1929

1930– 
1949

1950– 
1974

1975– 
1994

1995– 
2014

Social class Higher  
white- collar

0.737*** 1.519*** 2.145*** 2.631*** 2.297***

Lower  
white- collar

0.978 1.116* 1.457*** 1.484*** 1.740***

Skilled workers 0.948 0.822*** 0.821*** 0.776*** 0.936

Lower- skilled ref. ref. ref. ref. ref.

Farmers 0.957 0.318*** 1.324 1.546

Unskilled 0.432*** 0.560*** 0.874** 0.821** 1.219**

NA 0.988 1.499*** 1.180*** 1.319*** 1.237***

Origin Sweden ref. ref. ref. ref. ref.

Nordic 0.698* 0.578*** 0.647*** 0.773*** 1.382***

Europe 0.777 0.644*** 1.275*** 1.333*** 0.897**

Asia 1.517 2.853*** 1.884***

Africa 4.294*** 3.155*** 2.072***

N.+ S. America, 
Oceania

0.870 0.542 1.664 0.482* 1.906***

Age groups 16– 24 0.822*** 0.771*** 0.969 0.810*** 0.960

25– 44 ref. ref. ref. ref. ref.

45– 64 0.292*** 0.272*** 0.266*** 0.283*** 0.293***

Gender Male ref. ref. ref. ref. ref.

Female 1.224*** 1.180*** 1.009 0.911** 0.955

Civil status Married ref. ref. ref. ref. ref.

Single, widower/ 
widow

2.223*** 2.696*** 1.892*** 2.240*** 1.691***

Place of birth Landskrona ref. ref. ref. ref. ref.

Not Landskrona 3.999*** 4.076*** 2.290*** 2.675*** 2.831***

Observations 295,348 310,140 464,020 350,455 286,974

Individuals 32,971 33,494 49,054 41,480 41,322

Note: *p < 0.1, **p < 0.05, ***p < 0.01.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Let us now turn to the analyses looking at in-  and out- migration from/ to the 
surrounding rural areas. Interestingly, we no longer see highest mobility among 
white- collar workers; instead, it is the lower- skilled who in most periods were 
the ones most prone to migrate. This can be linked to job opportunities that were 
potentially an important pull factor for migration to the city. Naturally farmers 
migrated to Landskrona as well. For immigration there is a strong age effect, 
with the youngest group having the highest likelihood of coming to Landskrona 
(Table 4.8) in all periods.

The likelihood of international migrants in- migrating from the surrounding 
rural area is comparably low. This comes as no surprise, as it was uncommon for 
international migrants to live in the countryside. The pattern is similar for out- 
migration to the surrounding rural area because there was a very low tendency 
among international migrants to leave Landskrona compared to Swedes.
Table 4.9 reveals that those from the highest social class were least prone to leave 
for the surrounding countryside, which is unexpected considering that previous 
analyses have shown them to be more mobile than other groups. Costs in rela-
tion to migration could also be more easily overcome by the higher social classes 
(Sjaastad 1962). That said, the surrounding countryside may have had fewer pull 
factors for the higher social classes compared to, say, the neighboring cities, as 
seen in Table 4.5.

Moreover, a changing age pattern is visible. For the earlier period, there was a 
higher likelihood of the youngest group leaving Landskrona for the surrounding 
countryside, while for the most recent two periods the chances were comparably 
low. In the earlier periods, young people could find work more easily in agricul-
ture, attracting them to the countryside, but from the 1950s onward we no longer 
see this pattern.

Conclusion

The industrial city of the twentieth century rested on migration, whereby 
streams of people moving in and out of it illustrated and defined its changing 
character over time. For most periods throughout the century, the majority of its 
inhabitants were migrants— people not born in the city. Their origin was rural or 
another urban context, and they came increasingly from abroad and over greater 
distances. They were attracted by job opportunities and by the advantages of the 
buzz of city life; they were pushed out from their origins by depression and crisis. 
Other migrants left Landskrona, escaping the overcrowding to find peace and 
tranquility in the countryside, if income allowed, or taking steps to find a better 
job. The dynamics of migration were, and are, a vital characteristic of the indus-
trial and post- industrial city.
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Table 4.8 Odds ratios of in- migration from rural areas <10 km from Landskrona 
(staying at least five years). Estimates from logistic regression.

1905– 
1929

1930– 
1949

1950– 
1974

1975– 
1994

1995– 
2014

Social class Higher  
white- collar

0.372*** 0.241*** 0.350*** 0.860 0.713***

Lower  
white- collar

0.651*** 0.521*** 0.833*** 0.993 0.899**

Skilled workers 0.787*** 0.907 1.038 1.090 1.210**

Lower- skilled ref. ref. ref. ref. ref.

Farmers 3.799*** 2.597*** 4.583*** 3.251**

Unskilled 1.174* 0.928 0.759*** 1.020 0.905

NA 2.136*** 1.360** 0.789*** 0.826*** 0.765***

Origin Sweden ref. ref. ref. ref. ref.

Nordic 0.540** 0.313*** 0.795*** 0.508*** 0.568***

Europe 0.043*** 0.059*** 0.311*** 0.431*** 0.196***

Asia 0.232*** 0.182***

Africa 0.222** 0.177***

N.+ S. America, 
Oceania

0.188* 0.220 0.582 0.727

Age groups 16– 24 2.550*** 2.213*** 2.464*** 2.094*** 1.793***

25– 44 ref. ref. ref. ref. ref.

45– 64 0.382*** 0.435*** 0.563*** 0.577*** 0.851***

Gender Male ref. ref. ref. ref. ref.

Female 0.968 0.861*** 1.016 1.060* 1.009

Civil status Married ref. ref. ref. ref. ref.

Single, widower/ 
widow

1.109 1.373*** 0.871** 1.111** 1.023

Place of birth Landskrona ref. ref. ref. ref. ref.

Not Landskrona 7.485*** 10.559*** 4.177*** 1.559*** 1.587***

Observations 295,321 309,316 463,700 350,455 286,974

Individuals 32,965 33,370 48,978 41,480 41,322

Note: *p < 0.1, **p < 0.05, ***p < 0.01.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Table 4.9 Odds ratios of out- migration to rural areas <10 km from Landskrona (staying 
away at least five years). Estimates from logistic regression.

1905– 
1929

1930– 
1949

1950– 
1974

1975– 
1994

1995– 
2014

Social class Higher  
white- collar

0.310*** 0.417*** 0.882 0.816** 0.791**

Lower  
white- collar

0.469*** 0.691*** 1.180*** 0.889*** 1.007

Skilled workers 0.605*** 0.642*** 1.126** 1.082 1.184**

Lower- skilled ref. ref. ref. ref. ref.

Farmers 2.299*** 2.307** 2.923*** 5.203*** 0.696

Unskilled 0.747*** 0.869 0.773*** 0.670*** 0.827**

NA 1.024 0.890 0.779*** 0.549*** 0.618***

Origin Sweden ref. ref. ref. ref. ref.

Nordic 0.603* 0.366*** 0.575*** 0.853** 0.745***

Europe 0.105*** 0.237*** 0.412*** 0.438*** 0.217***

Asia 0.591 0.147*** 0.285***

Africa 0.152*** 0.247***

N.+ S. America, 
Oceania

0.332 0.568 0.277* 0.257*** 0.605**

Age groups 16– 24 1.531*** 1.450*** 1.054 0.728*** 0.586***

25– 44 ref. ref. ref. ref. ref.

45– 64 0.244*** 0.263*** 0.167*** 0.201*** 0.262***

Gender Male ref. ref. ref. ref. ref.

Female 0.940 1.327*** 1.005 1.066* 1.071*

Civil status Married ref. ref. ref. ref. ref.

Single, widower/ 
widow

1.400*** 1.723*** 0.427*** 0.595*** 1.164***

Place of birth Landskrona ref. ref. ref. ref. ref.

Not Landskrona 6.607*** 7.534*** 1.836*** 1.792*** 1.601***

Observations 295,053 310,101 463,921 350,455 287,035

Individuals 32,933 33,476 49,021 41,480 41,326

Note: *p < 0.1, **p < 0.05, ***p < 0.01.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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The start of our study period was a time of industrial expansion and urban pop-
ulation growth in Landskrona and indeed in Sweden as a whole. Until the 1920s, 
many new industries were established in the cities which attracted workers from 
the surrounding countryside. This was followed by the highly volatile decade of 
the 1920s and the depression of the 1930s, but then came new industrial expan-
sion based on electrification and the motor car. The volatility of this era meant 
that, until around 1950, migration was circular, with workers migrating back 
and forth between city and countryside and also between cities. The third phase, 
1950– 1974, was the golden age of Swedish industrial production. The urban 
population grew rapidly, and international migration increased. However, this 
period ended with the structural crisis of the early 1970s, which had far- reaching 
consequences for the industrial city. Traditional industrial jobs were harder to 
find, which in theory would have meant increasing out- migration. However, in-
dustrial cities all over Sweden were hit by this crisis, leaving few opportunities to 
find similar employment elsewhere. The final period, 1995– 2014, is one of eco-
nomic recovery but also one of changing migration patterns as a growing share 
of urban in- migration consisted of international migrants who came increas-
ingly from non- Western countries.

The descriptive patterns in Landskrona’s population development mirror in 
many ways the country’s overall economic development. On the whole, there is a 
positive net migration to Landskrona throughout the period, although with the 
marked exception of two periods that coincided with the industrial crises of the 
1920s and 1970s. It is important to remember that Landskrona had a large inflow 
of refugees in the mid- 1990s, which interrupted the years of negative net migra-
tion, including those during the crisis of the 1990s.

Important results emerge in the multivariate analysis. When studying in- 
migration we see that, together with the higher white- collar workers, those who 
were lower white- collar and skilled were more likely to in- migrate compared to 
the lower- skilled, especially in the earlier periods. We also see that the white- 
collar and skilled workers came from neighboring cities rather than the sur-
rounding countryside. Unskilled workers were, however, more likely to migrate 
from the surrounding countryside than the lower- skilled in the first period.

There is, moreover, a strong age effect for in- migration. Those who were 
younger were more mobile and prone to migrate to Landskrona, be it from a 
rural or an urban context. This was true for rural in- migration throughout the 
period but was no longer so for urban in- migration from the 1970s onward, 
when individuals in the middle age group became those most likely to move. In 
the earlier periods, interesting gender differences emerged, whereby the urban 
in- migration was higher among women while rural in- migration was higher 
among men.
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Taken together, shifting types of migration, be it from other cities or the sur-
rounding countryside (urban and rural in- migration), reflect a shifting demand 
for labor in the industrial city.

For out- migration, the middle age group (25– 44) was more prone to move 
in all the periods. However, in the first two periods the youngest (16– 24) were 
most likely to move to the surrounding countryside, which can be seen as an in-
dication of circular migration for a group that disappeared after 1950. In terms 
of social class, white- collar workers were most likely to leave Landskrona, and 
they also tended to move to other urban areas. For rural out- migration, the 
lower- skilled were predominant except in one period, 1950– 1974, when it was 
the skilled and lower white- collar workers. We can interpret this as an indication 
of increasing middle- class out- migration to surrounding suburbs. Civil status is 
also important, with married persons being more likely to leave for rural areas in 
this period.

Overall, we observe migration patterns that follow our overall expectations 
based on the economic development of Landskrona. We see patterns of circular 
migration in the early periods, middle- class out- migration (skilled and lower 
white- collar workers) to the surrounding countryside during times of eco-
nomic growth, and white- collar out- migration during the economic crisis of the 
1970s— although no corresponding out- migration of the unskilled workers as 
their options were limited during this crisis.

Note

 1. For out- migration (Tables 4.5, 4.7 and 4.9), the control group (the population of 
Landskrona) is at risk.

Sources

Sveriges Officiella Statistik (SOS). https:// www.scb.se/ sv_ / Hitta- statis tik/ 
Histor isk- statis tik/ Digita lise rat— - Statis tik- efter- serie/ Sveri ges- offi cie lla- 
statis tik- SOS- utg- 1912- /  
 Befolkningsstatistik 1911– 2001.  
Folkmängden inom administrativa områden, 1960.

 

 

https://www.scb.se/sv_/Hitta-statistik/Historisk-statistik/Digitaliserat%E2%80%94-Statistik-efter-serie/Sveriges-officiella-statistik-SOS-utg-1912-/
https://www.scb.se/sv_/Hitta-statistik/Historisk-statistik/Digitaliserat%E2%80%94-Statistik-efter-serie/Sveriges-officiella-statistik-SOS-utg-1912-/
https://www.scb.se/sv_/Hitta-statistik/Historisk-statistik/Digitaliserat%E2%80%94-Statistik-efter-serie/Sveriges-officiella-statistik-SOS-utg-1912-/
https://www.scb.se/sv_/Hitta-statistik/Historisk-statistik/Digitaliserat%E2%80%94-Statistik-efter-serie/Sveriges-officiella-statistik-SOS-utg-1912-/
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Social Class Segregation in Landskrona

Gabriel Brea- Martinez, Finn Hedefalk, Therese Nilsson, and  
Vinicius de Souza Maia

Introduction

The spatial distribution of households among social classes has long attracted the 
interest of scholars from the social sciences, especially when it results in residen-
tial segregation. This means that the distribution of different groups of people, 
defined by factors such as class, occupation, income, and education, is uneven 
across neighborhoods. Individuals in areas of high residential segregation expe-
rience separate lives regardless of socioeconomic status (SES), be it high or low. 
This may be related to the residential choices of members of different types of 
households, such as those with a high income having the financial means to re-
alize their housing and neighborhood preferences (Hulchansky 2010; Tammaru 
et al. 2020), whereas those with a low- income live in areas in which housing 
is cheap.

High levels of residential segregation raise concerns regarding social sustain-
ability. It may diminish the status of cities and urban areas as places of opportu-
nity with equal prospects for all regardless of SES (van Ham et al. 2021). Much 
research has examined the effects of socioeconomic segregation; for example, 
one recent strand of literature has studied the way in which residential segre-
gation influences the individual’s education and labor market outcomes. Using 
geocoded micro- data from the city of Landskrona, Sweden, research shows that 
the social class of an individual’s nearest neighbors during childhood was im-
portant for both their educational achievement and adult mortality, regardless 
of class origin and schooling (Hedefalk and Dribe 2020; Hedefalk et al. 2023). 
Similarly, children who came from a randomly selected family in a US neigh-
borhood, be it high-  or low- poverty, and who were offered housing vouchers, 
increased their chances of college attendance and earnings in later life even 
though the duration of their exposure to poverty and segregation was most likely 
an important determinant of long- term outcomes (Chetty et al. 2016).

Another strand in the literature has examined how neighborhoods and resi-
dential segregation affect outcomes for immigrants. Neighborhood conditions 
in the United States increased the achievement gap between native- born and 
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immigrants (Pong and Hao 2007). For Sweden, a positive effect on compul-
sory school grade point average (GPA) from a greater number of highly edu-
cated adults of the same ethnicity as the child in the residing neighborhood has 
been identified (Åslund et al. 2011; Bygren and Szulkin 2010). Taken together, 
although casual relationships in this kind of empirical research are generally dif-
ficult to establish (Wimark 2018), an interdisciplinary body of literature suggests 
that residential socioeconomic segregation can affect the life chances of the 
groups under study.

Despite the negative implications of residential segregation as suggested here, 
we have limited insight into how socioeconomic segregation have changed over 
time. Does the segregation we observe today mirror that in the past, or have 
there been major shifts in residential segregation over time? A longitudinal di-
mension is often lacking because of the limited access to data needed to con-
struct the spatial distribution of socioeconomic outcomes over time. Research 
on European cities suggests that residential segregation between high-  and low- 
income groups has increased in recent decades (cf. Fujita and Maloutas 2016; 
Musterd et al. 2017; Tammaru et al. 2020), but we have very limited insight into 
historical developments over long stretches of the twenty- first century— even 
developments covering more than ten to fifteen years in the same location.

This chapter examines how residential segregation, primarily by social class, 
evolved in the city of Landskrona over the twentieth century. In this regard, we 
address the following questions: Where did members of certain social classes re-
side in Landskrona? How has the residential pattern developed over time? Was 
there segregation in the city from the start, or did it emerge during our period 
of study?

Our main contribution is to examine residential segregation using geocoded 
information at the block level covering close to six decades. This period saw polit-
ical transitions; economic crises; changes in housing policy, including measures 
to generate mixed- tenure forms within areas (Wimark et al. 2020); and increased 
migration flows to Sweden and, during certain periods, Landskrona in particular 
(see Chapter 4). We do not examine the determinants or effects of residential so-
cioeconomic segregation but rather illustrate its development over time to better 
understand how it evolved in Landskrona and its main determinants.1

Put in general terms, measures of segregation map the distribution of 
individuals within a specific geographic area by examining how an area deviates 
from the expected social mix based on general demographic trends; however, 
other approaches are possible. Different measures of segregation have their own 
strengths and weaknesses (for a discussion on this see, e.g., Lloyd et al. 2014; 
Wilson 1987), and there is no standard way of applying them. In this chapter, we 
first map the concentration of several demographic and social class character-
istics at the family level. Then we summarize social class segregation using the 
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Isolation Index, a preferred measure of segregation in spatial studies in the social 
sciences.

As discussed by Wimark (2018), the level of segregation, as well as the changes 
that affect it, relate to the geographical aggregation level to which segregation 
measures are applied. For practical reasons empirical research on residential 
socioeconomic segregation often relies on administrative divisions, but these 
divisions do not necessarily constitute a de facto method of assessing how res-
idential segregation matters for the individual. In addition, when using larger 
geographic units, one may encounter difficulties related not only to modifi-
able areal units but also to the so- called uncertain geographic context problem 
(Fotheringham and Wong 1991; Kwan 2012). It is likely that important informa-
tion on physical and social factors potentially affecting the individual’s behavior 
is overlooked when using large geographical units for deriving neighborhood 
variables. This chapter uses geocoded data at the block level to produce fine- scale 
measures.

Theory and Previous Research

Segregation research is mainly rooted in the US experience, with studies dating 
back to the turn of the twentieth century and the Chicago School (Park and 
Burgess 1925; Logan and Bellman 2016). This research field has changed over 
time, and recent research can be roughly separated into two groups of theoret-
ical frameworks: (1) constraint models and (2) residential preference models. 
Constraint models, the most common of which are based on the spatial assimila-
tion and place stratification theories, postulate that social and structural factors 
primarily constrain individuals’ residential decisions (Massey and Denton 
1985). That said, preference models argue that individual preferences related to 
network theory and homophily lead to self- segregation (Clark 1991).

Spatial assimilation suggests that spatial inequalities are the result of socioeco-
nomic differences between social groups that become inscribed in the urban en-
vironment (Alba and Logan 1993). Following this reasoning, segregation should 
correlate with the overall socioeconomic inequalities among inhabitants of dif-
ferent neighborhoods. If these inequalities are eliminated over time, segregation 
should gradually disappear as individuals who were previously disadvantaged 
become increasingly more likely to make integrative moves.

Support for the spatial assimilation theory has been found in both US and 
European studies. Research on the US context shows that socioeconomic ine-
quality is positively correlated with segregation at the metropolitan level (Logan 
et al. 2004), even when controlling for other factors associated with residential 
segregation such as regional differences, size and growth of minority groups, and 

 



Social Class Segregation  149

group income levels. Furthermore, studies that look at differences within groups 
show that higher- SES members of minority groups have a greater likelihood 
of moving to advantaged neighborhoods (Iceland and Wilkes 2006) whereas 
higher income, further education, and greater family wealth are associated with 
moving to neighborhoods with a higher proportion of whites and lower pov-
erty rates for broad racial groups (Krysan and Crowder 2017). In the European 
context, socioeconomic segregation is associated with increasing income ine-
quality (Tammaru et al. 2020), which is in turn linked to rising social inequality, 
globalization and economic restructuring, welfare regimes, and housing systems 
(Musterd et al. 2017).

Given the focus of spatial assimilation theory on the socioeconomic com-
position of neighborhood populations, some authors have raised concerns that 
this framework neglects other factors leading to segregation, especially that of 
discrimination. The place stratification theory posits that the most advantaged 
members of society wish to distance themselves from minorities. As a result, 
formal and informal institutions and practices are implemented to effectively 
prevent disadvantaged groups from making integrative moves to those areas 
where the more advantaged reside. Research on place stratification focuses on 
mechanisms whereby the charter population keeps disadvantaged groups out 
of desirable locations, preventing them from converting any socioeconomic re-
sources they might have into desirable residential outcomes (Massey and Denton 
1993; Roscigno et al. 2009; Ross and Turner 2005).

While several of the most obvious and institutionalized forms of discrimina-
tion are historical (e.g., the apartheid system in South Africa and the Jim Crow 
laws in the United States), there is also evidence of subtle or informal contem-
porary practices (e.g., the way discrimination affects the different stages in the 
search for housing and the way its effects are still felt after the search is completed; 
Krysan and Crowder 2017). The mortgage industry is also singled out as a major 
offender. Here, the historical policy of the Home Owners Loan Corporation 
denying housing loans to residents in black minority neighborhoods (Yinger 
1995) and contemporary predatory lending and nonexclusionary discrimina-
tion (Roscigno et al. 2009; Rugh et al. 2015) stand as examples of place strati-
fication. In the European context, segregation is often linked to the experience 
of non- EU migrants, who tend to live in the most deprived neighborhoods 
(Andersson et al. 2018). Although the European context is usually seen as less 
exclusionary, there is still evidence that similar practices take place in contem-
porary housing markets (Auspurg et al. 2019; Gouveia et al. 2020), in financial 
institutions (Aldén and Hammarstedt 2016; Stefan et  al. 2018), and in other 
arenas. In the case of Sweden, research also find that ethnic discrimination exists 
in the Swedish rental housing market (Ahmed and Hammarstedt 2008; Ahmed 
et al. 2010; Bengtsson et al. 2012).
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The second framework— residential preference models— suggests that resi-
dential segregation is partly driven by own- group preference for residential loca-
tion (Ibraimovic and Masiero 2014; Logan et al. 2002). In other words, residents 
of a certain ethnicity, race, or class, for example, tend to make an actively 
segregating move in the direction of an own- group– dominated neighborhood. 
Moves of this kind may be driven by networks based on kinship and friendship 
ties (Massey et al. 1993) and by homophily (i.e., the preference of individuals to 
interact with those who share their ethnic background, culture, and/ or language; 
Ibraimovic and Masiero 2014). Moreover, the Schelling model of segregation 
proposes that even small differences in preference can be compounded over time 
to create highly segregated neighborhoods (Clark 1991). In the United States, 
whites show strong preferences for these, and show low tolerance for other- race 
neighbors, particularly blacks. Similar results are found for other minorities in 
terms of own- group preference (Aradhya et al. 2016; Charles 2006; Krysan and 
Bader 2007).

Whereas individual preferences cannot be ruled out as a complementary expla-
nation for segregation, the residential segregation framework has been criticized 
for there being little empirical correlation between stated preferences and real 
neighborhood composition. Some research suggests that most of the “prefer-
ence” is related to white residents’ rejection of integration (Farley et al. 1978), 
and some find that both black and white US metropolitan residents surveyed 
in the 1990s and 2000s expressed a preference for living in a more integrated 
neighborhood, but these preferences were seldom realized (Krysan and Crowder 
2017). Finally, stated preferences for racial neighborhood composition can mask 
the “bundling” effect of previous exposure to the less attractive characteristics 
of minority neighborhoods, such as crime, disorder, and poverty, meaning that, 
in practice, it is difficult to distinguish between that attributable to preferences 
based on networks and homophily and the more material consequences of social 
disadvantage (Krysan and Crowder 2017; Sampson 2012).

Given that most segregation research deals with the United States, it can 
still be useful in a European context but does require an understanding of the 
ways in which the two contexts differ. Geographic patterns and local policies 
vary widely in the United States. The level of state intervention varies more be-
tween administrative units than it does in Europe, as does the overall level of 
state intervention in welfare in general, and segregation is lower (Andersson 
et al. 2018). Put in general terms, residential segregation is lower in Europe 
than in the United States (Musterd 2005) possibly because of the existence of 
more generous welfare policies and early state intervention through housing 
policies. Although immigrants in Europe are highly segregated, the glaring 
and historical racial discrimination of blacks as seen in the United States is 
not present in Europe to the same extent (Huttman 1991). At the same time, 
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segregation has been increasing in recent decades following the rise in so-
cial inequality (Tammaru et al. 2020), with consequences for social cohesion 
(Malmberg et al. 2013).

While most research on segregation focuses on the race, ethnicity, or country 
of origin of disadvantaged groups, this chapter focuses on residential segregation 
between social classes. In contrast to contemporary contexts, there was a rela-
tively high level of economic equality in Landskrona, whose ethnic composition 
remained homogeneous for most of the study period, and the few immigrants it 
had originated mostly from Scandinavia and Northern Europe (see Chapter 4). 
In such a setting, segregation is more likely to arise from distinctions in SES 
in a rapidly changing economic structure. Accordingly, research conducted in 
the United States has explained the factors determining the increase in segre-
gation due to the proliferation of ethnic enclaves.2 These enclaves can lead to 
more segregation given that they can serve as important social and cultural 
hubs for residents, providing a sense of belonging, access to familiar resources, 
and opportunities for cultural preservation and exchange (Massey and Denton 
1988). Additionally, American scholars have noted increased segregation due to 
the presence of goods and services tailored for specific ethnic or racial groups 
in segregated neighborhoods (Waldfogel 2008). However, ethnic goods can also 
have positive aspects because they contribute to neighborhoods’ social and ec-
onomic vitality, which in turn bring a strong sense of community identity and 
cohesion (Iceland and Wilkes 2006).

Nevertheless, unlike many American cities, Landskrona in the second half 
of the twentieth century had a less diverse ethnic composition. In this context, 
one theoretical model of segregation that could explain potential increases or 
shifts in segregation is Schelling’s tipping model (1971). Schelling proposed that 
when neighborhoods originally predominantly composed of one ethnic or so-
cial group experience an influx of individuals from different demographic, 
ethnic, or socioeconomic backgrounds, it can result in a relatively rapid change 
in the neighborhood’s composition. For example, in traditionally working- class 
neighborhoods, the arrival of more economically advantaged individuals may 
lead to the displacement of less wealthy residents through a process of gentrifica-
tion, although the reverse pattern could also occur.

In addition to the distinctions mentioned, this chapter explores other rele-
vant factors. Early twentieth- century Sweden had a welfare state that was in its 
infancy, and the institutions capable of intervening in urban areas or the housing 
sector, as seen today, were still decades away. Unlike the sprawling metropolises 
commonly studied, Landskrona was a small and compact city. As a result, one 
can reasonably anticipate lower levels of segregation in Landskrona compared 
to contemporary cities, and the growth of industrialization may have further 
widened these disparities over time.
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Finally, this chapter contributes to our understanding of segregation patterns 
in the transition from a pre- industrial to an industrial economy. For example, 
some scholars argue that segregation is essentially a permanent feature of urban-
ization throughout history, but this evidence is centered on highly segregated 
areas where there often exist strong institutional settings that create and main-
tain them (Nightingale 2016). In contrast, some point to several potential drivers 
of segregation that may operate in a given historical context, though these 
processes are far from universal and there is much variation in patterns and 
consequences (York et al. 2011).

Data and Measures

To illustrate the patterns of social class segregation in Landskrona from 1905 to 
1967, we used detailed geographic, demographic, and occupational informa-
tion from the Scanian Economic- Demographic Database (SEDD; Bengtsson 
et al. 2021; see Chapter 1). Regarding the geographic information, we geocoded 
Landskrona’s total population at the block level for the period 1905– 1967. In 
brief, we digitized blocks in the form of historical maps, harmonized the block 
names given in the population registers, and linked individuals to the digitized 
blocks where they lived. The geographic information about the blocks is re-
corded annually, whereas each move made by an individual and household is 
recorded continuously throughout the year. In addition to the geocoded data, we 
have historical geographic information on roads, buildings, schools, and some 
major industries. For all the measures we used, in cases where an individual lived 
in multiple blocks in the same year, we defined their block of residence in that 
year as the one where they lived longest.

We captured Landskrona’s socioeconomic characteristics using the so-
cial class position of individuals.3 It is a comprehensive measure of advantage 
when studying the individual’s ability to access resources, material well- being, 
and status. It is also a stable measure of SES over an individual’s life span, 
embracing economic resources and cultural attitudes and capturing likely 
group identity (see, e.g., Breen and Jonsson 2005; Curtis 2016; Erikson and 
Goldthorpe 2010). We measured social class by year based on individual and 
family- level occupations (commonly the father’s occupation). As explained in 
Chapter 1 and Chapter 3, occupations are grouped according to the Historical 
International Social Class Scheme (HISCLASS), which we have used to define 
six classes: higher white- collar workers, lower white- collar workers, medium- 
skilled workers, lower- skilled workers, unskilled workers, and farmers. Most 
classes broadly reflect a status hierarchy from lowest status (unskilled workers) 
to highest status (higher white- collar workers).
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As well as depicting segregation patterns in terms of social class, we studied 
spatial patterns of demography and family composition. We therefore computed 
for each block the average household size and age of family members, as well as 
the share of children and families headed by women.

We focused on two main sets of descriptive segregation measures: averages 
and shares at the block level and global indices capturing segregation at the town 
level. First, we derived the averages and shares of social class and demographic 
characteristics of families by block in Landskrona for the years 1920, 1940, and 
1960. These three specific years represent each of the first three periods covered 
by this book’s periodization (1905– 1929, 1930– 1949, 1950– 1975). We separated 
the outcomes under study into two sets: demographic characteristics and so-
cial class. We gathered the demographic information at the family level to look 
at family size, age of family head, number of children, and number of families 
headed by women. Thereafter, we presented all these indicators averaged by block 
in each year for our maps, reporting the mean or shares of the different outcomes. 
We then produced the corresponding measures by social class, counting the dif-
ferent social classes the family heads belonged to by block and year.

Second, we measured segregation by computing the yearly measures of the 
Isolation Index for the period 1905– 1967. This index is widely used in the soci-
oeconomic segregation literature (Lloyd et al. 2015; Malmberg et al. 2013). The 
Isolation Index measures the probability of members of a certain social minority 
(e.g., higher white- collar or unskilled workers) meeting or interacting with their 
equals were social contact to happen at random (Massey and Denton 1988). 
This means that the higher its value, the more isolated a social class is, denoting 
more profound segregation.4 The social structure can be divided into two groups 
here: the minority group (e.g., unskilled workers) and the other social classes 
combined as a majority group. The Isolation Index ranges from 0, representing 
no segregation, to 1, denoting the highest level of segregation.

However, the index is asymmetric and depends on the size of the group when 
used for more than two groups, so if we want to consider each social class sepa-
rately and at the same time adjust for changes in the class structure and weight 
of each social class, the index requires an adjustment and will no longer total 1 
(Massey and Denton 1988; Lloyd et al. 2014). Moreover, the larger social classes 
may bias the index, overestimating the Isolation Index.5

Demographic and Social Class Residential 
Patterns in Landskrona

This section depicts some of the most important demographic and social class 
patterns for families residing in the city of Landskrona during the first half of the 
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twentieth century. The geocoded information at the block level serves as a good 
indicator of the main familial and social class characteristics and their spatial 
distribution during a period of economic and social transformation.

Demographic Residential Patterns

Figure 5.1 displays the geographic distribution by block of average family size 
in 1920, 1940, and 1960, respectively. In 1920, the range of mean family size for 
most blocks in Landskrona was between two and five household members. This 
range was still the modal family size in 1940 and 1960, but the overall family 
size decreased from just under five in most blocks in 1920 to three in 1960 (not 
shown in the figure). A clear pattern seen in Figure 5.1 is that the share of blocks 
with an average family size of more than five members decreased between 1920 
and 1960, and we also see that these types of blocks, originally located in the city 
center, began appearing over time on Landskrona’s periphery. The noted decrease 
in average family size by block in the city and the continuous homogenization 
resulting in an average family of four members coincide with two demographic 
developments during the first half of the twentieth century in Sweden: a gen-
eral decrease in fertility, ongoing since the beginning of the century (Bengtsson 
and Dribe 2014), and the almost universal pattern of family nuclearization and a 
two- child norm.

Figure 5.1 Mean family size in Landskrona by block in 1920, 1940, and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Figure 5.2 shows the mean age of the family heads by block. We observe a 
transition over time from a relatively young city population in 1920, where the 
family heads in most blocks were younger than 40, to a more mixed composi-
tion in 1960, where they were on average aged between 40 and 50. This pattern 
coincides with the industrialization of the city during the same period. During 
the 1920s, industrial expansion was highly dependent on the shipyard attracting 
migratory flows from rural areas which consisted of lower- skilled and unskilled 
young manual laborers (see Chapter 4). Conversely, in the 1960s, Landskrona’s 
industrial economy was much more diversified than it had been a few decades 
earlier, resulting in a more varied age composition (see Chapter 2).

Figure 5.3 shows the proportion of children (younger than 18) in each block 
in Landskrona. We can discern a natural U- shaped pattern in their presence for 
the three points in time under study. On the one hand, in many blocks located in 
the northern and western parts of the city almost 50 percent of the inhabitants 
were younger than 18 in 1920, further confirming that this was a relatively young 
city, as noted in Figure 5.2. On the other hand, the concentration of children was 
well below 30 percent, except in the case of a few blocks on the city’s outskirts. In 
1960, there was an increase once more in the number of city blocks where more 
than 30 percent of the inhabitants were children. Unlike at the start of our pe-
riod, these blocks were more concentrated on the outskirts, as in Sandvången, 
which was newly built at the time. In all, families with children seem to have 
moved to different residential areas of Landskrona in different periods.

Figure 5.2 Mean age of the family head (FH) in Landskrona by block in 1920, 1940, 
and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Finally, we examine trends in the proportion of families headed by women 
across city blocks. The number and distribution of such households are tradi-
tionally linked to socioeconomic inequality, poverty, and segregation because 
they tended to be concentrated in the poorest neighborhoods (Massey et  al. 
1991). As illustrated in Figure 5.4, the share of families headed by women was 
high in some blocks, ranging between 30 and 50 percent of the total number of 
families per block in each of the three years under study. In a few blocks it even 
reached just below 60 percent. At the same time, the mean size of these families 
by block in each of the years under study was close to one, implying that most 
of these families were single adult women. Additionally, we note that the distri-
bution density of the mean age of female family heads was high for those aged 
either older than 50 or younger than 30, denoting the presence of widows on the 
one hand and young single women on the other.

Residential Patterns by Social Class

Knowing the social class distribution and each class’s share by block provides 
an indication and a general view of how segregated the city of Landskrona was 
at different points in time and how segregation increased over the years. We fo-
cused on the highest occupational information per year of family heads and have 

Figure 5.3 Share of children (<18 years old) in Landskrona by block in 1920, 1940, 
and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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reported this for five social classes as defined above: higher and lower white- 
collar workers, medium and lower- skilled workers, and unskilled workers.6

The class structure in Landskrona was relatively stable during the period 
1905– 1967 for both family heads and working- age individuals (see Chapter 3). 
For the three years shown in Figures 5.5– 5.9, about 70 percent of the family 
heads were distributed across three classes: lower- skilled workers (25 percent); 
medium- skilled workers (24– 26 percent); and lower white- collar workers (22– 
25 percent). Among these groups, the medium- skilled workers were the most 
homogeneously distributed across the blocks in Landskrona from 1920 to 1960 
(Figure 5.5), with a concentration of 20– 40 percent in most of these. Lower 
white- collar family heads were initially more concentrated in the southernmost 
blocks in the city, but this concentration was relatively sparsely allocated in 1940 
and 1960, whereby their share was in most cases below 30 percent, and in only 
five cases was it more than 80 percent (Figure 5.6). The location of lower- skilled 
workers shows a similar trend over time. While the blocks in the northwest of the 
city, in the traditional fishing village of Borstahusen, had a slightly higher con-
centration of lower- skilled workers’ families (around 60– 80 percent of the total 
share) in 1920 and 1940, the distribution of lower- skilled workers was highly ho-
mogeneous across the city by 1960 (Figure 5.7).

The remaining two social classes, both of which made a significant contribu-
tion to Landskrona’s social stratification, consisted of family heads in the upper 

Figure 5.4 Share of families headed by women in Landskrona by block in 1920, 
1940, and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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and bottom tails of the social class distribution: namely higher white- collar 
and unskilled workers. Family heads among unskilled workers accounted for 
around 15 percent of the entire occupational structure in 1920, 1940, and 1960 
(Figure 5.8). In terms of their block concentration, we observe a progressive 

Figure 5.5 Share of families headed by a medium- skilled worker family head in 
Landskrona by block in 1920, 1940, and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).

Figure 5.6 Share of families headed by a lower white- collar family head in 
Landskrona by block in 1920, 1940, and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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pattern of homogenization over time. In 1920, a few blocks housed between 40 
and 80 percent of unskilled workers, while in 1960, almost all blocks in the city 
housed fewer than 20 percent. When we examine the concentration of higher 
white- collar workers, we see the opposite pattern (Figure 5.9). Family heads in 

Figure 5.7 Share of families headed by a lower- skilled worker family head in 
Landskrona by block in 1920, 1940, and 1960. 
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).

Figure 5.8 Share of families headed by an unskilled worker family head in 
Landskrona by block in 1920, 1940, and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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this group accounted for 6 percent of the total share of social classes in 1920 and 
1940, and this increased to almost 10 percent in 1960 alongside a general increase 
of the white- collar groups (see Chapter 3). However, despite this increase over 
time, the concentration of higher white- collar family heads in 1960 was denser 
than could have been expected. Whereas most blocks in Landskrona in 1920 and 
1940 housed fewer than 10 percent of family heads who were higher white- collar 
workers, the general increase in this group seems to have been mostly absorbed 
by just a few blocks in 1960. We see a concentration of these blocks in the north-
western suburb of Borstahusen and several newly built areas in the northern part 
of the city, such as Sandvången. This simple visual illustration suggests an in-
crease in segregation in this group, which we analyze in more detail in the next 
section.

Social Class Segregation in Landskrona

The exploratory spatial analysis just presented suggests that, with some varia-
tion over time, socioeconomic segregation always existed in Landskrona. Below 
we analyze segregation for the whole city using the Isolation Index. This index 
suggests that the social classes we have observed would have interacted with each 
other had all social contact been random. In other words, it tells us how isolated a 
certain social class was in their block.

Figure 5.9 Share of families headed by a higher white- collar family head in 
Landskrona by block in 1920, 1940, and 1960.
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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Figure 5.10 shows the Isolation Index. Until the beginning of the 1940s, the 
index was relatively low for all social classes, with levels ranging between 0.03 
and 0.04 for the lower white- collar workers and lower- skilled, and between 0.04 
and 0.06 for the other classes.

From the 1940s onward, we observe an important change in segregation. 
Whereas most social classes experienced similar levels of isolation throughout 
the period, the Isolation Index for higher white- collar workers increased sharply 
from only 0.07 or thereabouts in 1940 to almost 0.16 in 1967. Such an increase 
shows how Landskrona changed from having essentially no segregation in the 
first half of the twentieth century to having a relatively high level in the last twenty 
years of our period of study. It is notable that segregation existed among the very 
highest social classes yet remained low among the low and middle social classes 
throughout the period. Looking at the spatial patterns in Figure 5.5, we see that 
the increase in the Isolation Index as shown in Figure 5.10 is partly explained by 
a large share of higher white- collar workers moving to residential areas on the 
periphery of the city, such as the northwestern suburb of Borstahusen.

Given the trend toward increasing segregation driven by the higher 
white- collar class, we analyzed the possible main drivers that resulted in the  
isolation once again of this specific class. The share of white- collar workers 
increased, and this class became more diversified in the city from the 1950s 

Figure 5.10 Adjusted isolation index (η2) in Landskrona by year and social class 
(1905– 1967).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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onward (see Chapters 2 and 3). The increasing isolation of higher white- collar 
workers from the 1940s onward could either have been a new phenomenon as-
sociated with younger generations of family heads who had received training or 
education, or it could have resulted from the movement of all higher white- collar 
workers regardless of age. We therefore split the data for all our family heads into 
two broad age groups— younger (18– 34 years) and older (35– 64 years)— and 
then calculated the Isolation Index for each social class separately by age group 
of family head.

Figure 5.11 displays the normalized Isolation Index for higher white- collar 
workers, given separately for the two age groups. We observe wide age differences 
between the two age groups regarding isolation; the younger age group was the 
driver behind the segregation described above. The isolation of the older family 
heads (ages 35– 64) remained relatively stable with values between 0.04 and 0.06 
during the whole 1940– 1967 period, which is similar to all other social classes, 
for which the index does not differ by age group. In contrast, the isolation expe-
rienced by the young family heads (ages 18– 34) increased sharply and rapidly 
from about 0.07 in 1945 to 0.2 in 1967.

The trend toward segregation as driven by the younger share of higher 
white- collar workers may be the result of two factors. First, given that the mean 
and median ages of the younger group of higher white- collar family heads had 

Figure 5.11 Adjusted isolation index (η2) in Landskrona for higher white- collar 
workers by the age of the family head (1905– 1967).
Source: Scanian Economic- Demographic Database (SEDD; Bengtsson et al. 2021).
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been around 27 and 29 years since the 1950s, these individuals belonged to 
the first generation to benefit from the educational expansion and rapid ec-
onomic growth that took place in Sweden in that period. Second, from the 
1950s and especially from the 1960s onward, new residential areas consisting 
mainly of single and chain houses were built— areas such as Borstahusen and 
other smaller residential areas on the periphery of the city. Sandvången, which 
was built in the 1960s, did not attract the highest social classes but rather 
lower white- collar and higher blue- collar workers. Hence, in the 1950s and 
1960s, newly established higher white- collar families, often with small chil-
dren, would deliberately move into the enhanced physical and architectural 
living environment offered by these new areas, leading to the isolation of these 
classes from other social classes. In addition, these families had the neces-
sary purchasing power to escape the housing shortage in Landskrona at the 
time and were thus able to acquire their homes in a restricted housing market. 
Although it is likely that the older higher white- collar families also had suffi-
cient economic means to move, they may have been less motivated to move 
to areas further out from the city. It is notable that young lower white- collar 
and higher blue- collar families may have had enough purchasing power to 
move to the relatively cheaper newly built areas such as Sandvången (with its 
“multi-storey” or “apartment” buildings), but the relatively stable residential 
patterns of the lower- skilled workers indicate that young families of this social 
class did not do the same. In all, the trend in segregation in Landskrona during 
our period of study seems to have been driven by the interaction of supply and 
demand (which differed among the age groups) at the city level and perhaps 
also by changing factors at the macro level.

Conclusion

Landskrona changed from a relatively integrated city in the early industrial 
period to a more segregated urban center at the height of its industrial phase. 
Whereas the demographic patterns reflect only modest changes with little seg-
regation at the block level, social class segregation did change significantly over 
time, albeit for the white- collar elite, young adults especially.

Landskrona experienced stable development in terms of mean number of 
family members and not much spatial variation over time. The number of family 
members was close to four for the whole city throughout the period. The mean 
age of family heads and their spatial variation increased over time, reflecting an 
influx of migrant workers and a diversification of the city’s occupational struc-
ture because of industrialization. In the same vein, the proportion of children 
in the city decreased from 1920 to 1940 but had increased again by 1960, which 
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suggests a demographic process of in- migration and migrant fertility driven by 
the inflow of young adults into the city in the 1930s who had children there over 
the coming decades.

For social class segregation, the period up to 1940 shows modest change, with 
most of the variation taking place from 1940 to 1960. The Isolation Index shows 
marked changes for higher white- collar workers and especially for younger 
families belonging to this social class. The changes indicate a higher concen-
tration of this group in new locations on the outskirts of town, including the 
new residential areas of Borstahusen. This trend partially resembles the tipping 
model, although it is also related to newly built housing in the area. It is also 
particularly interesting to note that, in 1920, the higher white- collar popula-
tion was evenly dispersed throughout the city, constituting an average of 10 per-
cent in many blocks. However, over time this group became more clustered in 
space, and, by 1960, its members formed the majority of inhabitants in only a few 
blocks.

Our findings can partly be reconciled with all three theoretical frameworks 
previously discussed: the rise of the industrial city and the changes in its class 
structure also increased inequality between classes while at the same time seg-
regation was restricted to higher white- collar workers, which is consistent with 
place stratification and residential choice frameworks.

Both frameworks highlight the desire of higher social classes to create dis-
tance from lower- class individuals, the former because of prejudice and discrim-
ination, and the latter because of homophily. Taken together, the results suggest 
that constraint models of place stratification and spatial assimilation are likely 
more adequate because self- segregation was clearly restricted to higher white- 
collar families. We see no indication that other social classes realized own- group 
preferences at any time during the period of study. Although it is still possible 
that other groups had different preferences in terms of neighborhood social mix, 
they may have lacked the economic resources to realize them. Last, demographic 
composition alone cannot account for the observed variations in social class 
segregation.

Whereas the use of block- level data is an improvement compared to adminis-
trative units, which are commonly used in much of the related literature, we rec-
ognize that segregation patterns can often occur at even smaller scales (see, e.g., 
Logan et al. 2015). Further research would do well to consider the use of street- 
level or building- level measures in determining whether isolation patterns con-
firm the highly mixed social setting observed or whether they distinguish more 
fine- grained patterns of class segregation.

This chapter contributes to the literature by showing the emergent pattern 
of segregation during Landskrona’s transition from a preindustrial setting and 
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compact layout with socially mixed neighborhoods to a more segregated urban 
center undergoing the suburbanization of the upper class. It is a history con-
sistent not only with the US literature on white flight but also with contemporary 
studies indicating consistently higher levels of segregation for the upper class 
(see, e.g., Préteceille 2016), albeit at significantly lower levels.

The levels of segregation in Landskrona may appear modest, but consid-
ering that (1) contemporary levels of socioeconomic segregation (see Fujita and 
Maloutas 2016 for several countries) show dissimilarity indices for occupations 
ranging from 0.15 to 0.4, (2) the Isolation Index is often smaller than the dissim-
ilarity index for a similar social mix (Stearns and Logan 1986), and (3) smaller 
cities and metropolitan areas were often more compact and less segregated 
overall, an increase from 0.07 to 0.2 in the Isolation Index for higher white- collar 
workers represents a major shift in the neighborhood social mix in a relatively 
short period of time.

In conclusion, industrialization brought a change in residential patterns 
by social class in Landskrona that was not apparent in the early industrial 
phase. Limitations to external validity notwithstanding, these results sug-
gest that contemporary patterns of segregation are related to changes in the 
spatial organization of the city, with greater separation between residential 
areas and areas of work and between the higher and lower strata of society— 
changes driven primarily by the former moving away from the social mix of 
the urban core.

Notes

 1. It should be noted that it is not always straightforward to interpret developments in 
socioeconomic segregation over time as these fluctuate with factors such as economic 
fluctuations, migration, and changes in economic inequality. For example, socioeco-
nomic segregation usually varies with economic downturns because individuals with 
the fewest resources are often affected more than those with greater resources, which 
complicates efforts to interpret developments over time, especially if the follow- up pe-
riod is short. Having access to a large number of yearly observations, as in our case 
where we could study developments covering half a century, reduces this problem to 
some extent.

 2. “Ethnic enclaves” refer to neighborhoods or areas where a particular ethnic or racial 
group is highly concentrated. These enclaves often develop due to various factors such 
as shared culture, language, or social networks.

 3. For an overview of the relationship between spatial patterns and income in Landskrona, 
see Chapter 10, which looks at the relationship between income levels and inequality 
from the city in 1939– 1967.
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 4. Our formal definition of the Isolation Index (II) for a specific minority social group 

is: II 
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this chapter), xi stands for the population size of a specific social class in given neigh-
borhood i, X is the sum of all individuals considered to belong to that social class in 
Landskrona, and ti is the total population of a given neighborhood.

 5. The index can be adjusted through a correlation ratio, which scales its value by the 
share of a specific social class in the total population (P). This correlation ratio is also 

known in the literature as η2: η2
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=
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−

II P
P)(

 6. Although farmers and those whose occupations are missing are also present in the 
HISCLASS categorization, we have excluded both these groups due to their extremely 
low numbers in Landskrona, and their numbers are therefore not given for many of the 
blocks.
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The Gender Revolution

Marriage, Fertility, and Divorce in the Industrial City

Luciana Quaranta and Maria Stanfors

Introduction

While the story of the Industrial Revolution is often told, its relationship to 
the activities of men and women and to the family is a less common subject. 
Economic historians agree that the Industrial Revolution is one of the most im-
portant events in history, but their primary focus is on its effects on production 
and its contribution to economic growth and increasing living standards among 
Western nations (e.g., Ashton 1970; Crafts 1985; Lindert and Williamson 1983). 
Yet, in addition to raising living standards, industrialization had far- reaching 
effects because it transformed the family from a unit of production into a unit 
of consumption. This had consequences for social relations between individuals 
within families that went beyond their economic activities and resulted in the 
fertility transition, which, together with an increase in women’s opportunities 
to engage in paid work outside of the home, revolutionized women’s roles. 
This change occurred gradually and unevenly across social classes. Thus, the 
Industrial Revolution not only drove economic transformation, radically 
changing men’s productive lives as they moved out of agriculture and into in-
dustry and establishing the “separate spheres,”1 but also contributed to a longer 
life span and, in the end, to a smaller family unit that changed both women’s 
reproductive (Davis 1945; Demeny 1968; Notestein 1945; Thompson 1929) and 
productive lives (Oppenheimer 1970; Stanfors and Goldscheider 2017).

However, it was not understood at first that these demographic changes 
were connected to changing gender roles. It was, for example, simply assumed 
that reduced fertility would change women’s domestic activities as housewives 
and mothers in that they would no longer be caring for a large brood but could 
make sure that their children enjoyed a different life by having fewer of them 
(Becker and Lewis 1974). Therefore, it was unexpected that married women 
chose to use their time to add paid employment to their role set, and it caused 
much concern when family change advanced in the 1970s through delaying 
life course transitions like marriage and parenthood that required a high level 
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of commitment and, at the same time, created greater union instability. These 
trends, commonly known as features of the second demographic transition 
(SDT), meant reduced fertility, and reduced marital stability (i.e., increased di-
vorce rates), as well as a substantial increase in both nonmarital cohabitation and 
nonmarital childbearing. These trends are often linked with the rise in women’s 
economic independence, notably through increasing female labor force partici-
pation (Cherlin 1996; Lesthaeghe 1983, 2010; van de Kaa 1987).

In an international context, Sweden and its Nordic neighbors are frequently 
referred to as forerunners regarding gender equality and family change and have 
therefore gained much attention in research on these topics. There is ample ev-
idence of the trends and their determinants after 1970, yet most studies have 
focused on shorter periods, especially those exploring the role of micro- level 
determinants. While Sweden and the other Nordic countries represented early 
examples of the SDT and the trend towards increasing family complexity, these 
trends seemed to have leveled off around the turn of this century (e.g., Dribe and 
Stanfors 2010; Esping- Andersen and Billari 2015; Ohlsson- Wijk 2011; Thomson 
2014). This indicates that change regarding gender and family relations is con-
tinuous and ongoing rather than set according to a certain scheme with a general 
equilibrium or final endpoint toward which all societies are converging. Recent 
theoretical arguments have linked the comparatively high fertility of the Nordics 
and trends indicating reversals in marriage and stabilization in divorce to the 
extant gender regime, notably the second stage of an ongoing gender revolution 
(Goldscheider et al. 2015).

According to the gender revolution perspective, the link between industriali-
zation and female employment and family change is important because the sep-
aration of work and home is a precondition for both the separate spheres and the 
rise in female independence— the occurrence of which cracked open the sepa-
rate spheres’ construction of the family and signified the first half of the gender 
revolution (Stanfors and Goldscheider 2017).

In this chapter, we add a gender framework to the story of industrialization 
and family change, studied at the local level of Landskrona and surrounding 
parishes. We describe trends in family demographic behavior against the back-
drop of economic structural change and welfare state expansion, important not 
least when it comes to gender relations and women’s economic independence. We 
document trends, first regarding family formation (i.e., marriage and fertility) 
and second regarding union dissolution through death or divorce. We focus on 
gender and socioeconomic status (SES) as determinants of family demographic 
processes and use SES as a proxy for economic independence. By doing so, we 
show that taking a long temporal perspective reveals dramatic changes regarding 
gender and family over the past century and how they relate to each other. We 
document change in gender and family over time, ranging from the time when 
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men moved into industry while women focused on family care to the current sit-
uation where gender roles are less rigid, both men and women are economically 
independent primarily through employment, and family arrangements are more 
voluntary and at the individual’s discretion than ever before. We contribute to 
the literature on family change by applying a long- term perspective when most 
other studies focus on shorter periods. By analyzing both men and women, we 
believe we capture change over time that partly reflects the gender revolution at 
the micro- level.

Background

The notion that a strict gender division of labor in the family and in the market 
produces interdependence and organic solidarity was first presented by Emile 
Durkheim in 1893. It was further developed during the 1950s and 1960s by so-
cial theorists such as Talcott Parsons (1959) and William Goode (1963) who, in 
taking their structural- functionalist approach, assumed that traditional sex- role 
differentiation was key to family stability. The importance of sex- specific roles 
for the stability (i.e., economic efficiency) of the family was also stressed by the 
economist Gary Becker. According to Becker (as summarized in 1981), women’s 
growing earning power not only reduced the appeal that marriage held for men 
and women (because the division of labor became less beneficial for both sexes) 
but also increased the value of mothers’ time and the relative cost of having chil-
dren, thereby reducing the demand to have them.

The implications of women’s increased economic independence relate to 
Becker’s theory of marriage (1973, 1974), which treats marriage as a rational 
choice and one only taken if it will increase the utility for both individuals 
compared to their remaining in their single state. According to Becker, the gains 
to marriage primarily arise from mutual dependence between the spouses and 
specialization whereby each partner assigns themselves certain functions within 
the household. Men are assumed to be more productive in market work that is 
paid while women are assumed to be more productive in non– market activi-
ties, such as housework and childcare, and thus the model predicts a gender- 
based division of labor. According to Becker, the benefits of marriage are highest 
for both spouses when each specializes in either market or home production 
and produces different goods and services that are traded within the house-
hold. Hence, specialization and trade at the household level stabilize marriage 
(Becker 1973, 1974, 1985), but if this configuration is challenged, for example 
through increased work opportunities and improved wages for women, the gains 
to marriage will decrease2 Consequently, marriage becomes less desirable to 
enter or stay in. Thus, women’s increased economic independence may explain 
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postponed family formation (i.e., marriage and childbearing), smaller family 
size, and the retreat from marriage (i.e., increased cohabitation or single living), 
as well as the increased incidence of divorce.

A positive association between married women’s labor force participation 
and family demographic change is generally supported by historical trends, but 
evidence for this association at the individual level is more ambiguous, limited 
primarily to modern periods, and varies quite distinctly across geographical 
contexts reflecting different policy regimes. There is currently a vast research 
literature on family demographic change in the past and present, but it rarely 
captures the full period of industrialization and modernization and is rarely able 
to study it in depth as we aim to do here.

William Goode (1963) emphasized the importance of a long- term perspective 
when studying family change. According to Goode, industrialization and urban-
ization affected all societies. Traditional family systems were changing due to 
these forces, though at different rates. He suggested that industrialization and its 
associated modernization would see family structures converge toward an end 
point at which the nuclear family unit of a couple and their children typical of the 
1950s and 1960s dominated. This prediction was evidently wrong, partly because 
Goode did not take account of the ongoing increase in married women’s labor 
force participation at the time of writing— and thus he also overlooked the way 
industrialization affected the family partly through changing gender relations.3

The development of similar family behavior across industrializing contexts 
was, according to Goode, linked to socioeconomic and cultural change, notably 
ideological and value changes among increasingly large segments of the popula-
tion. He argued that it was important to distinguish ideal family patterns from 
real family behavior and values, and for this it was necessary to differentiate the 
behavior of the upper class from that of most of the rest of society. This argu-
ment is an important part of his socioeconomic growth theory (1963), which 
may explain transitions as diverse as those from high to low fertility and from 
low to high divorce. Irrespective of demographic outcome, an element of dif-
fusion is implicit in this reasoning. It is equally valid regarding the adoption of 
cohabitation, contraception, or divorce that may be seen as cultural innovations 
in societies where these phenomena are rare due to legal, economic, and nor-
mative barriers. Usually those with high SES (i.e., the educated and financially 
comfortable upper classes) are early adopters, partly because they can marshal 
enough resources to overcome extant barriers. Thus, according to Goode’s soci-
oeconomic growth theory, there should be a negative relationship between SES 
and fertility and a positive relationship between SES and divorce in the early in-
dustrialization period, one characterized by high fertility and low divorce rates. 
As different barriers to fertility control and divorce, for example, are overcome 
through changes in legislation and social norms, improved living standards, and 
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economic independence among women, the adoption of this innovation should 
extend across the population. Until now, there have been few empirical tests of 
Goode’s hypothesis across extended time periods, but we intend to fill this gap 
regarding marriage, fertility, and (to some extent) divorce.

At the end of the historical decline in mortality and fertility, new family dem-
ographic phenomena spread throughout the Western world. Sweden was a pre-
cursor regarding the systematic postponement of marriage and parenthood, 
below- replacement fertility, the rise in nonmarital cohabitation, and parent-
hood outside marriage. Sweden was also at the vanguard of rising female labor 
force participation. The concept of the second demographic transition (SDT) 
became influential in capturing these trends. It greatly impacted research on 
family and fertility and was developed into a widely applied theoretical frame-
work. On the one hand, in line with Goode’s conjectures, the SDT stresses the 
importance of ideational change in bringing about certain new demographic 
behaviors observable at the macro level.4 On the other hand, the SDT perspec-
tive at the micro level has emphasized individualization, subjective evaluation, 
and the prioritization of higher- order needs (such as self- fulfillment through 
leisure or high levels of consumption) that influence family behaviors. This is 
obviously connected to the macro- level idea of the SDT, whereby in certain 
countries a larger share of the population holding progressive values regarding 
family life corresponds to a greater prevalence of such behaviors. The connec-
tion between values and behaviors may, however, be indirect and vary across 
contexts.

The SDT has also been criticized regarding determinants and consequences 
and how general these are (Cliquet 1992; Coleman 2004; van de Kaa 2004). One 
of the strongest reactions to the theoretical argument of the SDT came from 
Frances Goldscheider and co- authors (2015), who launched an alternative expla-
nation of family demographic trends: that of the gender revolution. They argue 
that the trends normally linked with SDT correspond to the first stage of the 
gender revolution (i.e., when women venture into the public sphere and engage 
in education and paid work, family building is postponed and pressure put on 
the family), but these may be reversed as the gender revolution enters its second 
stage (i.e., when men become more engaged in the family through childcare and 
housework, union formation and fertility may increase and so will union sta-
bility). The crux is that the same countries paved the way in both the SDT and the 
gender revolution analyses.

In this study, we explore the above- mentioned theoretical perspectives by 
applying them to data from Landskrona and its surrounding parishes— data that 
provide an example of the often- cited Swedish exceptionalism when it comes to 
being at the forefront of family demographic behaviors and gender equality.
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Data and Methods

We use data from the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et  al. 2021)5 and the linked modern population registers from 
Statistics Sweden to study marriage, fertility, and divorce in Landskrona and 
five surrounding rural parishes. The analyses focus on identifying patterns of 
change over a long period (1905– 2015) and across four subperiods (1905– 1949, 
1950– 1974, 1975– 1994 and 1995– 2015), often distinguishing between rural and 
urban areas and providing results by SES. We cover both men and women in our 
analyses of marriage. In the case of fertility, we only analyzed women, while for 
divorce we consider married couples.

Sample sizes and populations at risk differ according to which demographic 
event we studied. For marriage, the sample consists of all unmarried individuals 
aged 18– 49. In the case of fertility, we studied women aged 18– 49. When studying 
first births, we only included childless women, while the sample is more inclu-
sive and thus larger when studying higher- parity childbearing. Cox proportional 
hazards models were used to estimate the impact of the individual’s SES and 
other factors on men’s and women’s likelihood of experiencing a first marriage 
or on women’s likelihood of having a first or higher- order birth. The time vari-
able is age in the models for first marriage and first birth, and time since last birth 
in the models for higher- order births. The models were estimated for an unre-
stricted sample of all individuals residing in the study area at any time between 
ages eighteen and forty- nine. We also estimated models using a restricted sample 
which only included individuals observed in the SEDD from age eighteen. This 
sample gives us more accurate measures of marital status and birth parity but is 
smaller, and therefore we only refer to these results in the text. Overall, the results 
from this smaller sample are robust and do not affect the conclusions drawn 
from the unrestricted sample.

When studying union dissolution, the population at risk covered married 
individuals. We only studied men and women in their first marriage because 
union dissolution works differently in higher- order marriages. We used a multi-
nomial logistic regression (controlling for wife’s age at marriage and duration of 
marriage) to estimate the competing risks of death and divorce versus remaining 
married.

When applicable, separate models were estimated by gender, study period, 
and— when analyzing family formation— also area of residence. In some cases, 
it was not possible to make the distinction between Landskrona and the rural 
parishes due to small numbers.6 Because divorce, for example, was a rare phe-
nomenon particularly before 1970 and most divorces were filed among the pop-
ulation living in Landskrona, we did not distinguish between the city and rural 
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parishes by using separate models when studying this outcome. Instead, we 
estimated one model with a control for place of residence.

As in the other chapters of this book, SES is measured by social class, which 
in turn is based on occupation as registered in the vital events registers, the pop-
ulation registers, the poll- tax registers, and the income and taxation registers. 
Information on social class is time varying, and the coding and classification is 
described in Chapter 3. Social class is categorized into seven groups, according 
to the Historical International Social Class Scheme (HISCLASS): higher white- 
collar workers (HISCLASS 1– 2), lower white- collar workers (HISCLASS 
3– 5), medium- skilled workers (HISCLASS 6– 7), farmers (HISCLASS 8), lower- 
skilled workers (HISCLASS 9– 10), unskilled workers (HISCLASS 11– 12), and 
NA when there is no occupational notation or when it cannot be coded into the 
Historical International Standard Classification of Occupations (HISCO). This 
group is both heterogeneous and selected. Farmers are also a heterogeneous 
group, as explained in Chapter 3. They are difficult to fit into the class scheme 
at any time. In the analyses of the present chapter, farmers are only considered 
in the rural areas. We did so because they were rural- based, mostly small- scale 
farmers. In the Cox models used to study the likelihood of marrying or giving 
birth, the higher and lower white- collar workers are grouped together to allow 
for statistical inference.

For the historical SEDD (1905– 1967), occupations were considered valid for 
up to 10 years after their date of declaration in the sources. When we studied 
marriage, we based social class on the individual’s own occupation. Because the 
study of fertility focuses on women, whose gainful employment for the first half 
of the study period varied over the life course depending on marital status, we 
considered individual social class for unmarried women and the husband’s so-
cial class for married women.

Because the scope of this chapter is complex and multifaceted, we do not go 
into detail here regarding methods and modeling but have instead provided de-
tailed information in each figure and table and have elaborated in the text where 
relevant.7

Family Formation

Marriage is a fundamental institution in most societies, with implications for 
economic and social development. For example, the historical marriage pattern 
in Western Europe has been given a major role in explaining the demographic 
and economic development of early modern Europe (De Moor and Van Zanden 
2010; Hajnal 1965; Wrigley and Schofield 1981). High age at first marriage and 
many who never married were factors related to the required formation of an 
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independent household upon marriage (Hajnal 1983). This reduced fertility and 
kept population growth on a par with available resources (Malthus 1803 [1992]; 
Wrigley and Schofield 1981).

Over time, marriage has changed in meaning, prevalence, and duration. One 
way of putting it is that marriage has changed from being institutional to com-
panionate. Institutional marriage is what we observe historically, with clear 
rules and partner roles and an emphasis on male authority and conformity to 
social norms. Such norms were upheld by the local community and supported 
by the church and the law, but changed with modernization that coincided 
with industrialization, urbanization, and declining mortality. For example, 
Edward Shorter (1975) argued that, during this modernization process which 
started in the late eighteenth century, marriage became increasingly deter-
mined by sentimental reasons, with greater emphasis on romantic love. This 
had implications for partner selection (e.g., when it comes to age and SES) and 
family dynamics. Friendship, happiness, mutual interests, and sexual intimacy 
became the goals of marriage and family life instead of, as before, the linkage 
of lineages, consolidation of property, and other materialistic factors.8 At the 
same time, the family was based on a sharp division of labor along the lines of 
separate spheres. This nonetheless marks a major transformation compared to 
the past, when marriage and family life were mainly an arena for childbearing 
and securing family property.

Indeed, companionate marriage can be viewed as the first step toward the 
individualization of marriage, which took its final form in the period after the 
1960s, with emphasis on self- development, more flexible division of roles be-
tween partners, and communication about problems, which is distinctive for 
that captured within the frameworks of the SDT and the gender revolution 
(Cherlin 2004; Cohen 2018; Goldscheider et al., 2015; Lesthaeghe 1983). Though 
there are more forms of marriage today, and alternatives to marriage are socially 
acceptable, marriage remains important to many in Sweden. Why a large seg-
ment of the population still marry may be explained by its symbolic importance, 
which is still considerable (Ohlsson- Wijk 2011); by some legal aspects making it 
easier to deal with potential family issues; and perhaps by the fact that it ensures 
trust in the other partner and their commitment to stay.

In this chapter, we have studied the changing structure of the family in terms 
of marriage and fertility during the twentieth century. The information here 
refers to heterosexual couples because there are insufficient data and research to 
incorporate same- sex couples (and other arrangements) into a historical anal-
ysis. Moreover, the data did not allow us to document the growing practice of 
cohabitation since the early 1970s or see how this correlates with change in mar-
riage patterns and probabilities; neither do we have data enabling us to cover the 
quality of relationships within the family.
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Marriage

We start by presenting a descriptive set of figures and tables to illustrate the 
changing nature and frequency of marriage in Landskrona and the rural parishes. 
We present all results separately by gender and in many cases by gender and so-
cial class. We then present multivariate regression results based on Cox propor-
tional hazards models that were used to study the impact of social class and place 
of residence on the likelihood of marrying. These results are also presented by 
gender.

Figure 6.1 panels A and B show the distributions of civil status among men 
and women by age and illustrate graphically how these changed over time in 
Landskrona. They show the percentage of person years9 by civil status for each 
age group and by gender and period. Figure 6.1 panels C and D show the same 
for the five rural parishes. The distributions of civil status reflect profound dem-
ographic change in line with the standard narrative of industrialization and 
modernization.

Figure 6.1 confirms that the proportion of married in the population of 
Landskrona was large and increasing until the mid- 1970s (see Chapter 2, 
Figure 2.16). Marriage was by far the most common civil status until 1994, where-
after other statuses (unmarried, divorced, or widowed) became more common 
and together challenged the primacy of marriage. Nevertheless, marriage is still 
an important way of organizing family life. The “unmarried” group has changed 
most over time. It was always the most common state among young people, typ-
ically those in education or informal training and searching for a partner. A con-
siderable group of urban individuals, particularly women, never married in the 
first half of the twentieth century. Over the course of the century, however, it 
became less common to remain unmarried. In the 1950s and 1960s (as shown 
later in Figure 6.4), age at marriage declined as marriage became highly norma-
tive. At the end of the period (1995– 2015), the large share of unmarried reflected 
the spread of unmarried cohabitation at younger adult ages though it does not 
really indicate an increase in single living at older ages. It was uncommon to 
be divorced in the early twentieth century yet more common to be widowed. 
Widowhood could occur when still at a young age, though less commonly, and 
was primarily a common civil state among the population older than sixty- five. 
Due to gender differences in mortality and the tendency for husbands to be 
older than their wives, widowhood was more common among women than men 
throughout the period of our study. The panels in Figure 6.1 mirror the increase 
in divorce over time in parallel with declining mortality. While in 1905– 1949 the 
majority of those living in a post- marital state were widowed, this had changed 
by 1995– 2015, when the majority were divorced. We will follow- up on these 
developments in the section on the death- to- divorce transition below.
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Figure 6.1 Civil status among men and women in Landskrona and the five parishes, 
1905– 2015.
The category age 70 includes all individuals aged 70 and older.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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Figure 6.1 panels C and D show essentially the same patterns for the five 
parishes. There are, however, notable disparities reflecting urban– rural 
differences in the adoption of divorce (less common in the rural parishes) and 
the fact that urban centers have generally been more attractive places of resi-
dence for the unmarried. Urban centers have always offered more efficient labor 
and marriage markets, not to mention urban amenities in terms of shopping, 
services, entertainment, and public transportation. These amenities may be par-
ticularly important for those singles who are older.

Figure 6.2 shows crude marriage rates (CMRs) and their yearly trends in 
1905– 2015. Figure 6.3 shows CMRs by social class and place of residence. We 
then moved on to age at first marriage to see its development in terms of gen-
eral trends for men and women (Figure 6.4). We also delved deeper into mar-
riage patterns by means of Cox proportional hazards models (results displayed 
in Table 6.1).

Figure 6.2 illustrates an increasing propensity to marry during the 1940s and 
1950s. It also closes the gap in Figure 2.15 in Chapter 2, which lacked city- level 
data for 1965– 2000. There was clearly a decline in the propensity to marry after 
1970 in Landskrona, which supports the view that what we often call the baby 
boom coincided with a marriage boom. There are level differences between the 
CMR in Landskrona and that in the rural parishes until circa 1970 (particularly 
during the marriage boom in 1940– 1960), after which the propensity to marry 
is similar regarding both levels and patterns of variation across the areas studied. 
Of note, while first marriages made up more than 85 percent of all marriages 
contracted until 1975, their share then decreased with an increasing prevalence 
of divorce to around 70 percent in Landskrona and 75 percent in the parishes. 
That said, remarriage increased between 1975 and 1994, after which its share 
stabilized. This increase was more comprehensive in Landskrona than in the 
parishes, reflecting the faster adoption of new marriage mores in urban centers 
than in the countryside.

There were class differences in the propensity to marry, primarily in 
Landskrona that had long had a different social class composition than the rural 
parishes. The graphs in Figure 6.3 panel A show that the marriage boom was 
most marked among the working classes, and because these groups were the 
largest, they also impacted the marriage developments the most. There was a 
convergence in propensity to marry across social classes after 1980. The CMRs in 
the rural parishes display less variation between and within social classes and are 
at lower levels than the CMRs in Landskrona.

The marriage boom, which was particularly strong in Landskrona, is re-
flected in the declining average age at first marriage for both men and women 
(Figure 6.4). In many ways, the period 1940– 1970, particularly the 1950s and 
1960s, stands out in terms of family demographic behavior. There was a strong 
family norm, with early, almost universal marriage and a sharp household 
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Figure 6.2 Crude marriage rates in Landskrona and the five parishes, 1905– 2015.
Crude marriage rates (CMRs) were calculated as the number of marriages (i.e., first 
marriages and remarriages) divided by the total number of person years from the 
perspective of women in the study area. CMRs were detrended using the Hodrick 
Prescott filter with a filtering factor of 6.25. Solid lines represent trends in CMR and 
dashed lines represent the actual values. The year 1968 was excluded because we lack 
full information on population at risk in this year, in which the historical SEDD data 
are connected to the modern register data.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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Figure 6.3 Crude marriage rates by social class in Landskrona and the five parishes, 
1905– 2015.
Crude marriage rates (CMRs) were calculated as the number of marriages (i.e., first 
marriages and remarriages) divided by the total number of person years from the 
perspective of women in the study area. CMRs were detrended using the Hodrick 
Prescott filter with a filtering factor of 6.25. Solid lines represent trends in CMR and 
dashed lines represent the actual values. Annual CMR for farmers not shown due 
to too few events in the parishes. The year 1968 was excluded because we lack full 
information on population at risk in this year, in which the historical SEDD data are 
connected to the modern register data.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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Figure 6.4 Average age at first marriage by gender in Landskrona and the five 
parishes, 1905– 2015.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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division of labor. Economic conditions enabled young people from all classes to 
start a family earlier than usual, and they upheld the traditional division of labor. 
Of note, there is a discernible gender difference between Landskrona and the five 
rural parishes in the trend for age at first marriage in that it is much more similar 
for women across areas than it is for men. For men, the trend until 1960 is more 
stable and somewhat higher at around twenty- eight years. There is a sharp rise in 
age at marriage in the early 1970s for both men and women and in Landskrona as 
well as in the parishes, indicating postponement of marriage along with a change 
in dating behavior and the emergence of pre- marital cohabitation, at least in 
some segments of the population.10

Turning to the multivariate results concerning class differences in first mar-
riage, we looked at who were the early adopters of changing marriage patterns 
by adding an interaction between class and age.11 Table 6.1 displays results sep-
arately for women (panel A) and men (panel B) and by period. For women, we 
can see the difference between the white- collar group and the others, with the 
former being less likely to marry and, as regards timing, marrying later than 
others. This association is indicative throughout the study period but is most sig-
nificant in 1905– 1949 and 1995– 2015. During the early period, the postpone-
ment of marriage is also evident for those older than twenty- five in Landskrona. 
Marrying later reflects preferences among those with educational and career 
opportunities, for whom family formation is costly and temporarily incompat-
ible due to high opportunity costs, which is the cost of giving up one opportunity 
to take another one (i.e., the next best alternative that must be given up comes 
with a cost). A shift occurred around 1950, indicating that female white- collar 
workers were an integral part of the marriage boom. However, the results for 
1995– 2015 should rather be seen in light of the change in marriage as an institu-
tion, the general postponement of marriage, and the fact that many of those mar-
rying (both men and women) had established themselves in the labor market 
and found a partner. Moreover, we should not forget that earnings potential is 
an asset in the context of marriage and, given the increasing compatibility be-
tween work and family formation, this has become important for women as well 
as for men.

For men, we can also see that white- collar workers were less likely to marry 
and, as regards timing, married later than lower- skilled workers. This associa-
tion is indicative throughout the study period but only significant in 1905– 1949. 
There is, however, not as clear a difference between this group and the others, as 
was the case for women. Rather, it is medium- skilled and white- collar workers 
who for most of this period stand out among the others as being more likely 
to marry. The significant and positive coefficients for white- collar and medium- 
skilled workers (particularly those aged 25 and older) reflect the fact that this 
group was attractive as breadwinners, did not suffer from incompatibility issues, 
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and thus had a higher propensity to marry. For men, this is true more generally, 
not just a feature peculiar to the marriage boom during the 1950s and 1960s. 
Another difference to note in comparison to women is that, for a long time, men 
with fewer resources were less likely to marry and, as a group, they were more 
likely to marry later. Until 1974, the importance of social class was more signif-
icant for men’s marriage behavior, but it became less so with the comprehensive 
change in family demographic behavior from the 1970s onward. At the end of 
the study period, class mattered little for men. If anything, in 1995– 2015, eco-
nomic resources are correlated with marriage irrespective of gender, which is 
line with previous research (Dribe and Stanfors 2010).

Table 6.1 shows that both men and women in the five parishes were less likely 
to marry or married later than individuals in Landskrona in 1905– 1974. After 
1975, however, individuals in the five rural parishes were more likely to marry 
and married earlier as a group compared to individuals in Landskrona. The 
results consider differences in the socioeconomic composition across the areas 
and should be seen as an indication of the changing nature of marriage after 1975 
(i.e., not as normative as before occurring later in life and being confirmative 
after a spell of cohabitation) and as a reflection of the fact that the five parishes 
were no longer countryside but suburbia, thus attracting individuals who were 
starting a family.

Fertility

For a long time, marriage and fertility were closely related. The separation of 
marriage and fertility became an integral part of the changing family forma-
tion patterns emerging in the 1970s and becoming established around 1990. The 
increasing prevalence of cohabitation in the form of both transitory and more 
long- term relationships was followed by an increase in out- of- wedlock child-
bearing. Unlike in the past, most out- of- wedlock births in more recent times 
were not associated with single deserted mothers but rather took place in unions 
where the parents cohabited but were not married. Marriage became a way for 
many to seal a deal that already included a common home and children.

In this section, we add fertility to the history of changing family formation 
patterns over the course of the twentieth century. We start by presenting a de-
scriptive set of figures and tables to illustrate fertility variation over time in 
Landskrona and the rural parishes. We present all results in terms of women 
giving birth. Results by social class are based on the woman’s own occupation 
if she was unmarried and on her husband’s occupation if she was married. We 
do this with one important distinction in mind: while being unmarried and 
having a child in the early part of the period was related to economic hardship 
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and stigma among single mothers, this was not so much the case at the end of the 
study period, when more than half of all births and 75 percent of all first births 
took place in partnership configurations other than marriage. We also present 
multivariate regression results based on Cox proportional hazards models that 
were used to study the impact of class and place of residence on the likelihood of 
having a first or higher- parity birth, with age considered the time variable in the 
former models and time since last birth in the latter.

The simplest measure of fertility is the number of live births in a given time 
period. However, this is of little use because it is heavily influenced by the size of 
population experiencing the event and by the number of women of childbearing 
age. Naturally, the larger the population, the more births, and therefore rates 
that measure the number of events in relation to population size were used in 
demographic analysis. To indicate the level of fertility over time, the period total 
fertility rate (TFR) is commonly used. This indicator is based on a hypothetical 
cohort or groups of cohorts of women aged 15– 49. The TFR is computed as the 
sum of age- specific fertility rates. It thus indicates the average number of chil-
dren born to the hypothetical cohort of women 15– 49, where, throughout their 
reproductive period, they had children according to unchanged age- specific fer-
tility rates.

A distinction is frequently made between TFR and the total marital fertility 
rate. The TFR is used here. In Sweden, the illegitimacy rate has been increasing 
ever since 1751 to the present day except for the war years and the 1940s. This 
rate was stable at around 10 percent during the early part of the fertility transi-
tion in 1876– 1900, after which out- of- wedlock births increased to 15 percent in 
1911– 1935. In the post- war period, out- of- wedlock fertility has risen consider-
ably, and today more than every second child is born outside marriage. This has 
to do with the fact that cohabitation and marriage- like consensual unions have 
gradually become more common. It has been estimated that during the 1990s 
less than 10 percent of all births took place outside of marriage and consensual 
unions, which takes us back to the same level of illegitimacy as in earlier days.

Figure 6.5 shows the TFR and its trends. It illustrates that fertility declined 
during the first decades of the twentieth century, and notably so in the 1920s and 
early 1930s, when, at some point, even though the precise timing is difficult to 
determine, fertility decline turned into cyclical variation. The development of 
fertility in Sweden is interesting since the TFR has changed considerably over 
time by international comparison. We can identify both a secular decline as well 
as cyclical variation in Figure 6.5. The rural parishes lagged behind Landskrona 
in terms of the fertility transition, then ended up at higher levels when the 
long- term fertility trend turned into wave- like movements and variations. 
Landskrona nevertheless saw quite high fertility compared to other cities until 
1950 but has since then been at a more average level. It is, however, also clear that 
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the development of the TFR from the 1930s onward did not proceed evenly and 
continuously since there were periods of decline as well as increase and periods 
when fertility was fairly stable.

After an all- time low in the mid- 1930s, the TFR increased and culminated in 
the 1940s baby boom, which was also a marriage boom, as noted above. After 
1945, the TFR remained at quite a high level throughout the 1950s and 1960s. 
Looking at both urban Landskrona and the five rural parishes, it becomes evident 
that the baby boom of the 1960s, which was less extensive than that of the 1940s, 
probably resulted from the combination of increased fertility in urban centers 
and persistently higher fertility levels in rural areas. Figure 6.5 shows that fertility 
varied more in Landskrona, and thus falling fertility rates in the late 1960s and 
1970s and 1990s, as well as increasing rates from 1983 to 1990 and after the bust 
in the late 1990s, are more discernible here than in the rural parishes. We thus fill 
the gap in Figure 2.14 in Chapter 2 that lacked short- term variations (which are 
typically lost when one looks only at the census years). This distinction helps us 
understand patterns of urban– rural differences that seem to have been more im-
portant than county- level regional variation (Stanfors 2003, Chapter 2).

Figure 6.6 shows the TFR by social class and place of residence. There were 
class differences in the TFR, primarily pertaining to medium- skilled and un-
skilled workers who lagged in the fertility transition (though the initial rates 
should be interpreted with caution). Class differences in fertility were similar 
across the areas studied, though the composition of workers differed according 
to area, with industrial workers dominating in Landskrona and farmers and 
farm workers dominating in the five parishes.

Fertility decline was associated with a certain increase in age at first birth in 
Landskrona and a decrease in age at first birth in the five parishes, as can be seen 
in Figure 6.7. While the decrease in age at first birth was sharper in Landskrona 
than in the parishes, the rural areas featured a sharper increase in age at first birth 
from 1990 onward. Of note, the period of a stable and young age at first birth 
was marked by a lower level in Landskrona than in the five parishes, but it lasted 
longer (until 1990) in the latter. Again, this contributes to our understanding of 
urban– rural differences in fertility patterns that are often masked by more ag-
gregate measures of decreasing fertility rates among those younger than 30 and 
increasing fertility among those older than 30. In Landskrona, we can also look 
at age at first birth by social class. Here, the increase in age at first birth in the 
early decades of the twentieth century was driven by white- collar women for the 
reasons mentioned above as important determinants of later marriage. White- 
collar women have a consistently higher age at entry into parenthood across the 
study period, and this group features the sharpest increase in age at first birth 
from the mid- 1960s onward. Unskilled workers and those without occupation 
persistently feature the lowest age at first birth.
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Figure 6.5 Total fertility rates in Landskrona and the five parishes, 1905– 2015.
Solid lines represent trends in total fertility rates (TFR) and dashed lines represent 
the actual values.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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Figure 6.6 Total fertility rates by social class in Landskrona and the five parishes, 
1905– 2015.
Solid lines represent trends in total fertility rates and dashed lines represent the 
actual values. Of note, annual TFR for farmers is not shown due to too few events in 
the parishes.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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Figure 6.7 Average age at first birth among women aged 18– 49 in Landskrona and 
the five parishes, 1905– 2015.
Solid lines represent trends in average age at birth and dashed lines represent the 
actual values.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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Previous research has shown that the timing of fertility at different parities has 
changed over time. Figure 6.8 documents increasing average birth intervals 
during the last phase of the fertility transition (1905– 1930). The interval between 
first and second births is consistently shorter than other intervals, and there is 
also less variation in the first interval. The interval between second and third 
births and higher- parity birth intervals are longer and display more variation, 
which is in line with it being less common to make the transition from second 
to third birth and even less common to transition to higher- order births. These 
transitions typically occur at times when the TFR is on the rise.

Cox proportional hazard models were used to study the impact of social class 
on the likelihood of giving birth, whereby first, second, and higher- order births 
were looked at separately. Age was considered the time variable in the models 
for first births. The models for second and higher- order births considered birth 
interval the time variable and truncated intervals eight years on from previous 
birth. In both types of models, interactions with time (either age or birth interval) 
were included because of violations of the proportional hazards assumptions. 
As before, we can interpret the results in terms of propensity to give birth and 
timing of birth. Separate models were estimated by area of residence and study 
period. For Landskrona, two separate models were estimated for the likelihood 
of experiencing second and higher- order births, but this distinction was not pos-
sible to make for the rural parishes due to small numbers.

Turning to the multivariate results concerning class differences in entry into 
motherhood (first births), we looked at who were the early adopters of changing 
fertility patterns by adding an interaction between class and age. From Table 6.2 
we can see that the white- collar group was less likely to have a first birth and were 
thus older on average when they became first- time mothers compared to lower- 
skilled workers. At ages older than 25 the white- collar group was no different 
from the reference category, except after 1995, when the likelihood of first birth 
was higher among white- collar women residing in the rural (then suburban) 
areas. Those without an occupation (either in their own right as single mothers or 
through their husband) were consistently less likely to have a first birth (though 
this group is indeed select). Another select group is that of farmers. Over the 
course of the twentieth century, they were more likely to have a first birth and on 
average entered parenthood earlier than the reference category. We added a con-
trol for marital status to the model to net out differences between out- of- wedlock  
transitions and transitions within marriage. Net of social class, unmarried 
women were less likely to have a first birth and on average entered motherhood 
later than those who were married. There is surprising stability in patterns re-
garding first births across areas and across time.

Table 6.3 documents birth intervals for women in Landskrona, and Table 6.4 
does the same for those in the five parishes. From these tables we can establish 
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Figure 6.8 Average birth intervals in years (trends) by parity among women aged 
18– 49 in Landskrona and the five parishes, 1905– 2015.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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that early on (in 1905– 1949) white- collar workers stood out from the others 
by having birth intervals that were shorter between first and second births yet 
longer at higher parities, which is commonly found for present- day populations. 
After 1950, however, this pattern disappeared for 45 years. Those without an 
occupation were more likely to have shorter birth intervals than lower- skilled 
workers after 1975. That said, in Landskrona across time there is surprisingly 
little variation by social class. Again, net of class, unmarried women were less 
likely to have a second or higher- order birth than those who were married. For 
the five parishes, we needed to collapse all birth intervals from first to second and 
higher- order due to small numbers. In the parishes across time, there is even less 
variation by social class than in Landskrona. We identified shorter birth intervals 
among farmers and those without an occupation in line with that we had already 
noted. We also see that unmarried women were less likely to have a second or 
higher- order birth than those who were married, net of class.

Union Dissolution

Sweden is often seen as a frontrunner in family demography, particularly re-
garding the trends that emerged in the 1970s (Lesthaeghe 2010). Though it fea-
tured high divorce rates together with other SDT trends in the early 1970s, it 
was not an early adopter of high divorce rates compared to other industrialized 
countries. For a long time, the rise in divorce in Sweden paralleled developments 
(albeit at different levels) in the United States, United Kingdom, Netherlands, 
and France (Phillips 1988).

Divorce law reform was a prerequisite for the increase in divorce across the 
Western world (Stone 1990), and Sweden was one of the first countries to in-
troduce bilateral no- fault divorce in 1915 (Sandström and Garðarsdóttir 2018).12 
This meant that spouses could apply for divorce if they agreed on the “irretriev-
able breakdown” of their marriage. Fault- based reasons, such as adultery, allowed 
one of the spouses to apply for divorce unilaterally, but this soon became un-
common because already in the 1930s, most divorces were “no fault” (Sandström 
2011). The 1915 divorce law was an integral part of a broader social reform move-
ment aimed at reshaping family relationships and promoting welfare which also 
resulted in the Marriage Code of 1920. The way it regulated the legal relationship 
between spouses was progressive by contemporary standards. It underscored 
equality between spouses, although it is important to recognize that the under-
standing of this concept differed much from present- day interpretations (Melby 
et al. 2006, Chapters 1 and 6).13There were also concerns about divorce in early 
twentieth- century Sweden and elsewhere that were related to its moral and social 
implications. In many ways, such concerns were confounded by worries about 
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industrialization, urbanization, and modernization more generally and how 
these processes of fundamental change might affect family dynamics (Phillips 
1988, Chapter 12). The rise in divorce from low to high levels over the course of 
the twentieth century may be described as the “divorce transition.” Though it was 
not theorized as part of the demographic transition, it is inherently related to the 
developments described within this framework.

Divorce law in Sweden was further liberalized in 1974, when unilateral no- 
fault divorce (still in place) was enacted, and the mandatory one- year separation 
period was removed. Spouses with a common child under the age of 16 were 
(and still are) required to wait 6 months and confirm their intention to divorce 
before that can be legally granted.14

In the context of our study, we have reason to believe that both socioeconomic 
growth, which extended the opportunity to divorce beyond the upper classes 
to the general population, and women’s economic independence mattered for 
divorce because married women became more able to overcome the economic 
barriers in their way. Access to own income, either directly through employment 
(rare among married women) or indirectly through work experience (common), 
improved women’s opportunities for opting out of a dysfunctional marriage. 
Over time, the increasing acceptance of married women in paid work, as well as 
that of divorce, eased the normative consequences of leaving an unhappy mar-
riage, which made divorce more “affordable” (Goode 1963, 1993; Phillips 1991). 
Nevertheless, because women were the primary caregivers for children and 
other dependents, they found themselves, in the event of divorce, in the dual role 
of being both the primary breadwinner and caregiver.

The Death- to- Divorce Transition

During the twentieth century, life for many changed in several ways. Improved 
living conditions extended the life span, and average marriage duration increased 
despite the increasing prevalence of divorce. These transitions occurred simulta-
neously and changed the family life cycle (Phillips 1988; Stone 1990, 140). More 
generally, what was once normative in family life generally became subject to 
free choice. Fertility declined and concentrated childbearing and childrearing to 
a shorter period in women’s lives. Companionate marriage, which had emerged 
with industrialization, was gradually transformed into just one of many possible 
forms of partnership. Before the twentieth century, marriage typically ended 
with the death of one partner, but this changed over the course of the century 
until divorce became a common endpoint of marriage.

In this chapter, we have studied the divorce transition in Landskrona and sur-
rounding parishes from the perspective of the long- term transformation in the 
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way most marriages ended. We have examined the death- to- divorce transition, 
which has not been studied for Sweden before.15 There is surprisingly little re-
search on this shift despite it being an interesting aspect of the divorce transition. 
We believe that the approach applied here is useful because it links developments 
during the first and second demographic transition yet requires longitudinal data 
and a long- term perspective. The context of our study allowed us to document 
rural– urban differences in the way marriages ended over the course of time.

We studied first marriages (for both spouses) contracted in 1905– 2015. We 
estimated the relative risk of marriage ending through divorce or death (of either 
spouse) by means of multinomial logistic regression.16 We used this model be-
cause we did not consider the outcomes as being ordered compared to remaining 
married, though they differ to the extent that divorce is a choice, unlike that of 
death. Because the outcome events differ in nature, and given the age at which 
they generally occurred, we followed individuals for up to 40 years after their 
entry into marriage. We did not want to confuse general patterns in the trans-
formation of union dissolution with those of change in age- specific mortality 
and divorce, and we therefore focused on the death- to- divorce transition within 
the 40- year period and explored shorter intervals for reasons of robustness. We 
could not separate by area due to small numbers and divorce being a rare event, 
but instead controlled for place of residence in the multivariate models. For ease 
of interpretation, estimates are reported in their exponential form (i.e., as the rel-
ative risk ratios of divorce or death of either partner).

Table 6.5 displays average age at first marriage and duration of marriage for 
men and women by period. From this table we see that age at marriage was on 
average higher for men than women. The age difference is in line with that com-
monly observed for both historical and present- day populations. Up to the mid- 
1990s, those who divorced, irrespective of sex, were younger when they married 
for the first time. In the following decades, those who divorced were older at 
marriage. In contrast, until the mid- 1990s, there is little age difference between 
those who remained married and those who were widowed. In the decades that 
followed, those widowed were younger when they married for the first time. 
These aggregate patterns likely reflect compositional differences in the groups 
who divorced and had a higher risk of being widowed.

When it comes to duration of marriage, it is evident that for those who 
divorced it was much shorter than for other groups, though there is a stable av-
erage of about 10 years across the periods studied, while marriage duration for 
the other groups increased steadily (with survival) over time.

Figure 6.9 shows the relative risk ratios of a marriage ending in divorce or the 
death of either spouse (widowhood) within 40 years of marriage. The reference 
category is those remaining married. This figure shows us trends converging 
over time and then diverging. Until the 1950s, the relative risk of widowhood 
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(i.e., the marriage ending through the death of a spouse) was higher than the rel-
ative risk of divorce. Although the differences are small compared to 1950– 1959, 
when there was a convergence in divorce risks, married partners in the first half 
of the twentieth century experienced a significantly higher risk of widowhood 
than divorce. Already in the 1960s it was more common for a marriage to end 
in divorce than the death of a partner. We see that the trends diverge immedi-
ately after converging, mainly because of the increased risk of divorce. From the 
1970s on, it has become far more common for a marriage to end through di-
vorce than through the death of either partner. These results show that divorce 
was already becoming an important feature of the marital cycle as divorce risks 
increased and mortality declined. The results suggest that, over the course of the 
twentieth century, spouses experienced fundamental changes in what they could 
expect from marriage in terms of duration and stability, with implications for 
exit strategies. This is rarely considered as part of either of the demographic tran-
sition frameworks but is an important feature of the divorce transition.

Table 6.5 Average age at first marriage and duration of marriage for married, 
divorced, and widowed women and men in Landskrona and the five parishes, 
1905– 2015.

1905– 1949 1950– 1974 1975– 1994 1995– 2015

A. Women

Married: age at marriage 25.5 24.8 24.3 25.3

Married: marriage duration 13.1 19.1 25.1 26.9

Divorced: age at marriage 24.3 22.9 23.4 26.5

Divorced: marriage duration 11.1 9.7 10.9 10.2

Widowed: age at marriage 25.8 25.1 24.5 23.9

Widowed: marriage duration 19.9 23.4 36.4 46.8

B. Men

Married: age at marriage 27.8 27.6 27.0 27.8

Married: marriage duration 11.8 19.7 28.5 28.6

Divorced: age at marriage 26.9 25.6 26.2 29.3

Divorced: marriage duration 10.1 9.6 10.7 10.3

Widowed: age at marriage 28.2 27.7 26.9 26.1

Widowed: marriage duration 21.4 25.7 35.4 46.2

Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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For reasons of robustness and to consider whether the results change by 
restricting the window of observation after marriage, we repeated the analysis 
observing individuals only 10 years after marriage instead of 40 (which allows 
for greater mortality). As can be seen in Figure 6.10, there is a highly similar 
pattern regarding convergence and divergence over time, similar significance, 
and surprisingly stable levels of relative risk ratios (albeit higher in the case of 
10 years compared to 40 years).

We delved deeper into this matter by estimating multinomial logistic 
regressions of the divorce or death of either spouse as competing outcomes 
versus remaining married. We did this by observing individuals for 10– 
40 years after marriage. Table 6.6 displays the results that clearly show an 
increasing trend in the relative risk for divorce over time. This is consistent 
irrespective of how long after marriage we observed the individuals. Net of 
this trend, we also see that those who lived in Landskrona were more likely 
to divorce. Mirroring the results for divorce, the relative risks of widowhood 
decreased over time (consistently so, irrespective of how long we observed 
the individuals after marriage). Net of this trend, we see that those who 

Figure 6.9 Relative risk ratios of divorce and widowhood among women and men 
in their first marriages in Landskrona and the five parishes, 1905– 2015.
Estimates restricted to union dissolution within 40 years after marriage.
Source: Bergvall, M. (forthcoming).
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lived in Landskrona were more likely to exit marriage through widowhood 
than those who remained married. This reflects the higher divorce rates in 
Landskrona.

We documented the divorce transition in parallel with mortality decline and 
the changing risks of marriage ending through the death of one spouse. At the 
onset of the twentieth century, the latter was an obvious risk, as early as at a young 
age, but it was already declining. Divorce, on the other hand, presented itself as a 
possibility more in theory than practice through a legal reform in 1915. Divorce 
risks increased slowly yet steadily. Divorce rates increased sharply in the 1940s, 
took off in the 1960s, and rocketed after the introduction of unilateral no- fault 
divorce in 1974. The study area was no different than the region of Scania, which 
was slightly more progressive than the national average yet closely followed the 
same trend. After 1960, the risk of widowhood saw a steady decline. The results 
show that as divorce became more common, marriages in general lasted longer 
and were less likely to end in widowhood. Given the fact that marriage had be-
come less normative and more voluntary, and divorce was readily available to all, 
this was very much a free choice, which indicates that the concept of marriage 

Figure 6.10 Relative risk ratios of divorce and widowhood among women and men 
in their first marriages in Landskrona and five parishes, 1905– 2015.
Estimates restricted to union dissolution within 10 years after marriage.
Source: Bergvall, M. (forthcoming).
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and the conditions for marriage in Sweden had changed rapidly during the first 
half of the twentieth century.

The data did not allow us to explore the death- to- divorce transition by so-
cial class. In a related study, also based on SEDD data, Bergvall and Stanfors 
(2022) explored SES as a micro- level determinant of divorce during the first part 

Table 6.6 Results from multinomial logistic regressions: the relative risk of divorce 
and death (of either spouse) compared to remaining married among first marriages 
in Landskrona and the five parishes, 1905– 2015. Estimates restricted to union 
dissolution within 40, 25, and 10 years.

40 years 25 years 10 years

A. Divorce

Period

1905– 1949 0.09*** 0.08*** 0.06***

1950– 1974 0.24*** 0.21*** 0.18***

1975– 1994 (ref.) 1.00 1.00 1.00

1995– 2014 1.43*** 1.39*** 1.21***

Area

Landskrona 1.84*** 1.93*** 2.22***

Five parishes (ref.) 1.00 1.00 1.00

B. Death

Period

1905– 1949 2.49*** 3.10*** 2.99***

1950– 1974 1.50*** 1.71*** 1.43***

1975– 1994 (ref.) 1.00 1.00 1.00

1995– 2014 0.60*** 0.58*** 0.36***

Area

Landskrona 1.29*** 1.42*** 1.64***

Five parishes (ref.) 1.00 1.00 1.00

Number of person years 482,580 340,439 154,704

Notes: Models control for wife’s age at marriage and duration of marriage (in years).
*p < .10, **p < .05, ***p < .01.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD).
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of the divorce transition in 1905– 1967, exploring husband’s SES as an indicator 
of household SES, testing Goode’s theory of socio- economic growth. Wife’s SES 
was also explored as a determinant of divorce, testing the economic indepen-
dence hypothesis under the assumption that women with a recorded occupa-
tion and labor market experience were more likely to divorce than other women. 
The results primarily relate to Landskrona, where most divorces occurred, and 
suggest that greater equality along class and gender lines changed the returns 
to marriage and enabled more individuals to divorce during the first phase of 
the divorce transition. Thus, divorce risks increased, though divorce was still a 
rare event. Even in a low- divorce context, women’s economic independence was 
positively related to divorce, and this relationship became stronger over time. 
As for household SES, a negative gradient in divorce risks emerged as divorce 
spread to the broader layers of the population. These findings support that the 
primary explanations for divorce in modern contexts, including that of women’s 
economic independence, are also valid for historical divorce.17

Conclusion

We motivated the theme of this chapter against the backdrop of industrialization 
and how it impacted living standards and the lives of men and women through 
their paid activities and through family life. We added a gender framework to the 
ongoing story of industrialization and family change and described more than 
century- long trends in family demographic behavior. Though we did not elabo-
rate on economic structural change and welfare state expansion, which were cru-
cial for developments in gender relations and women’s economic independence, 
it is obvious that trends regarding family formation (i.e., marriage and fertility) 
as well as union dissolution through death or divorce developed in parallel with 
economic and institutional change.

At the onset of our study period, industrialization was under way in Sweden, 
and the country’s welfare state was nonexistent. Only a small percentage of mar-
ried women were considered gainfully employed, though about 50 percent of 
never- married women were employed, primarily in agriculture and domestic 
service. In 1970, the year that marks a great shift in most of the demographic 
trends we have explored, more than half of all married women were in the labor 
force (where those with older children were even more likely to participate in 
the labor force), with less importance now attached to employing them on the 
basis of their civil status (Stanfors 2003, chapter 4). Most working women were 
in sales, administration, services, and the manufacturing industry. The most im-
portant employer was the government in the sense that (at both national and 
local levels) it provided women with work opportunities and services in terms 
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of childcare, schooling, and eldercare that enabled them to leave the domestic 
sphere and enter the public sphere. This marks the definite decline of the separate 
spheres approach to the activities of men and women in Sweden and had impor-
tant implications for family demographic trends because of fundamental changes 
in the relationship between family and work. Women’s economic contributions 
became visible and meaningful, and their options outside of the home increased 
and put family formation on a more voluntary footing and made union dissolu-
tion possible through divorce rather than widowhood. In hindsight, by taking 
a long enough historical perspective it becomes evident that the male bread-
winner/ female homemaker family, which was at its peak around 1950, was in 
fact on the decline by the time it was, in theory, considered normal and even 
necessary. Few realized that the transitional decades of the mid- twentieth cen-
tury were an extraordinary period which would have implications for decades 
to come. Had comparisons been made then with the past, it would have been 
obvious that a situation where both men and women were involved in produc-
tive activities could be compatible with family life and even beneficial for family 
demographic development.

The developments regarding women’s economic independence and family 
change in Sweden and its neighboring Nordic countries after 1970 are well- 
known, not least when studied in the SDT framework. However, the dynamics 
between work and family and its (in)compatibilities need to be considered in a 
historical context. For example, during the early decades of the twentieth cen-
tury, working conditions were generally bad, hours were long, and wages low. 
From an economic perspective it was rational for men to take these jobs, leaving 
the domestic responsibilities to their wives who, given they had children at home 
and because of their relatively high productivity in domestic work, found that 
the value of their time spent at home was greater than that in the labor market. 
Economists would label this a big income effect (exceeding by far the substitu-
tion effect), given that women’s potential earnings were too low to outsource 
their domestic activities. Outsourcing was only an option for high- SES women 
who did not work because of norms, institutions such as the marriage bar, and 
the general incompatibility between education and a career (Goldin 2021).

Institutions, opportunities, and incompatibility issues came to change over the 
decades between 1930 and 1960. Fertility decline had come to an end, and, at the 
same time, life expectancy had increased. Most individuals, including women, 
could expect to spend more time at work. For women, more time spent on activ-
ities other than childcare and housework extended their time horizon, making 
it meaningful to undergo training both before starting and during their career 
(Goldin 2006, 2021). With economic growth and welfare state expansion there 
was an increased demand for office workers, teachers, and nurses— jobs that 
were attractive to return to once children were older or had flown the nest. These 
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were important preconditions for an increase in married women’s employment 
and for family change. These developments were seen most clearly in Sweden 
and its Nordic neighbors in the 1960s and 1970s. The processes of change that 
had evolved at an earlier stage became more important, many times over in fact. 
During this period there was a strong expansion in the job market, particularly 
in the public sector.

From 1970 to 1990, the average woman attained a higher level of education 
than before, and families had become small and dispensable. With better jobs 
and higher wages, women were able to pay for childcare, which meant a dramatic 
increase in female labor force participation among married (or cohabiting) 
mothers. This increase was particularly strong in Sweden, where the woman’s 
predicament of choosing between work and family was eased by female- friendly 
jobs, primarily in the public sector, and the launch of government- sponsored 
family- friendly policies. In this context, the significance of the income effect 
diminished and the substitution effect became more important, as the correla-
tion between husband’s earnings and his wife’s employment weakened, while 
the connection between a woman’s own potential earnings and employment 
strengthened. Government initiatives which affected both the demand and the 
supply side made education, career, and family more compatible for all women. 
As a result, gender differences decreased because market forces were supported 
by policy initiatives (see Stanfors 2003, chapter 4 for more detail), including sep-
arate taxation (1971), which increased the incentives for married women to work 
and encouraged policy initiatives such as paid parental leave (1974) and daycare 
expansion (1980s).

Economic independence on the part of women saw a marked improvement 
in the 1970s and 1980s. Despite the fears of social theorists in the 1960s, the 
family unit remained strong. The trends we have documented for Landskrona 
and its surrounding parishes show that the family may have changed in nature 
and meaning, becoming more voluntary and flexible, but it was not on the de-
cline. At the end of the study period (1995– 2015), it seems there was a reversal 
in the associations expected between social class and women’s economic inde-
pendence and family demographic outcomes. One way of understanding this 
is to interpret family demographic change by seeing (heterosexual) marriage 
as a gendered institution and noting that the expectations of men and women 
as husbands and wives have changed over time. Women are more likely to have 
careers and work full- time to the same degree as men, who are also expected to 
be engaged parents. This perspective conjectures that family demographic events 
(such as marriage, fertility, and divorce) are determined by work and money in a 
symbolic way (rather than through their economic implications) and by whether 
spouses conform to the gendered expectations of what it means to be a good hus-
band or wife. Risman (2011, 19– 20) argues that each society’s gender structure 
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“shape[s]  the social roles women and men are expected to follow, what ‘doing’ 
gender means in any given interactional encounter, and how marriage is under-
stood and defined.” What “doing gender” means is therefore context- specific and 
changes over time.

In the context of our study, wives’ employment was non- normative at the 
onset of our study period, after which it increased from 10 percent to more than 
50 percent between 1945 and 1970. In 1990, married (or cohabiting) women’s 
labor force participation had surpassed that of women as a whole (87 vs. 82 per-
cent), and the labor force participation of mothers (of children 0– 16) was even 
higher (90 percent), which clearly manifests the dual- earner norm and indicates 
that the foundations of marriage had changed, likely with implications for gen-
dered expectations regarding spouses’ paid work and engagement in family care. 
This is one way of understanding family change as part of what is nothing less 
than a gender revolution from the vantage point of Landskrona and its five sur-
rounding parishes.

Notes

 1. The notion of “separate spheres” dominated ideas regarding gender and the roles of 
men and women in many countries from the late eighteenth century throughout the 
nineteenth century. As such, it also determined notions of “proper” behavior. In brief, 
a woman’s place was in the private sphere, which included family life and the home, 
whereas a man’s place was in the public sphere, which included politics, the church, 
and other nonfamily institutions. With industrialization, work became increasingly 
separate from the home, thus making the public– private distinction more salient for 
gender roles in the family.

 2. Becker (1981) also argues that transfers from the government to women and chil-
dren, associated with the expansion of the welfare state, help women achieve eco-
nomic independence.

 3. Twenty years later after this work was published, Goode (1982) recognized many of 
the implications of the rise in married women’s labor force participation.

 4. This view has been subject to debate, not least regarding the persistence of differences 
between the patterns of family demographic behavior in the vanguard countries 
(including Sweden) in northwestern Europe and southern and eastern European 
societies and regarding whether family behavior will converge to a common standard.

 5. The dataset for analysis was constructed using programs developed by Quaranta 
(2015, 2016).

 6. Small numbers were also a problem in other respects (see notes to figures and tables 
when applicable).

 7. For more information on data and methods, see information in Chapter 1.
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 8. A similar view of the fundamental change in marriage as an institution that occurred 
around the time of industrialization had been put forward by Ernest Burgess and 
Harvey Locke in 1945.

 9. “Person years” is a concept that measures the total sum of years that each individual 
in the study population has been under observation. The concept is commonly used 
when exploring longitudinal data.

 10. This is in line with the increasing share of unmarried individuals shown in Figure 6.1.
 11. We tested this interaction to capture timing differences without violating hazards 

proportionality.
 12. This law was similar to the divorce laws introduced in the other Nordic countries in 

the early decades of the twentieth century. It also resembled the laws introduced in 
most other Western countries in the mid- 1970s.

 13. These reforms established a new legal framework that recognized men and women 
as equal partners within a marriage, challenging the notion of women being sub-
ordinate to men. With the conceptual shift towards seeing marriage as a union of 
two equals, there was a need for revising the opportunity to exit marriage through 
divorce.

 14. The 1974 divorce law removed spousal support (alimony) after divorce.
 15. Pinsof (2002) introduces the death- to- divorce shift from an applied psychological 

and family therapeutic perspective.
 16. This section is based on joint work in progress between Maria Stanfors and Martin 

Bergvall. We also tried Cox regression with competing risks, but this approach did 
not work well due to violations to proportionality.

 17. Similar results have been found for Northern Sweden in the case of the 1880– 1954 
marriage cohorts in Västerbotten (Sandström and Stanfors 2023).
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A Healthy Marriage?

Marital Status and Adult Mortality

Ingrid K. van Dijk and Martin Dribe

Introduction

Married people tend to have better health and live longer than the single and the 
widowed. When they do fall ill, they are more likely to recover and to do so more 
quickly, as when suffering from cancer (Aizer et al. 2013). Health differences 
by marital status are not limited to physical health but extend to mental health 
(see Coombs 1991; Rendall et al. 2011). Such differences in health and mortality 
by marital status are found in many contemporary societies (Valkonen et  al. 
2004) and are not exclusively a modern phenomenon; they have also existed in 
societies in the past, including Sweden (Grundy and Tomassini 2010; Mineau 
et al. 2002; Willner 1999). At the same time, health and survival differ markedly 
by both gender and socioeconomic status (SES), and trends in these differentials 
have not been stable over time (Bengtsson et al. 2020; Willner 1999, 2005). The 
long- term change in the mortality differentials by marital status and its inter-
action with gender and social class have not been systematically addressed in 
the literature. Exploring mortality differentials along these social dimensions 
over time could generate important insights into the mechanisms that lead to 
the marriage premium in health and survival. In this chapter, we explore these 
interactions by looking at the city of Landskrona, Sweden, and the five rural 
parishes in its hinterland.

The development of marital status differences in mortality is related to soci-
etal transformation and changing marriage patterns, especially the increased 
frequency of divorce and the postponement of widowhood to a later age. In 
Landskrona as elsewhere in Sweden, the share of married increased and then 
declined, while life expectancy has increased strongly during the twentieth cen-
tury. We follow individuals grouped by marital status over the long term and ad-
dress marital status differences in mortality and different patterns across time, by 
gender, and by social class. We do not address causal mechanisms but describe 
changes in average mortality across time. During the second half of the twentieth 
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century socioeconomic differences in mortality became larger (see Chapter 9). 
We find that marital differences in mortality predate socioeconomic differences 
in mortality. Initially mortality differences by marital status were smaller among 
women than men, but with convergence between men and women over time.

Why is marriage beneficial for survival and health? Part of the explanation 
could be the increased likelihood of healthy individuals to marry. Individuals are 
selected on health into marriage and are also selected on health to remain mar-
ried (Goldman et al. 1995; Lillard and Panis 1996). Next to selection effects, there 
is also evidence for causal protection effects associated with marriage and part-
nership for both men and women (Requena and Reher 2021) that tend to link 
marriage, or other kinds of stable relationships, with improved health and also 
link bereavement and divorce with negative health outcomes. Marriage may pro-
vide spouses with social support, care, financial support, and protection against 
economic shocks through the pooling of resources and may promote healthy 
behaviors (see Bowling 1987; House et al. 1988). In times of hardship, spouses 
can provide practical and emotional support to each other. After disease diag-
nosis and during recovery, people provide their partners with practical and so-
cial support (Datta et al. 2009). Social support is provided not only by partners 
themselves but also potentially through the partner’s social and family network 
(Murphy et al. 2007).

Furthermore, marriage promotes healthy living. Single living, especially for 
men, is often associated with an adverse lifestyle in the form of, say, smoking, 
alcohol consumption, and sedentary behavior. Such associations, however, de-
pend on context and there are counter examples where more adverse lifestyle 
was more common among the married. Among men born in the early twen-
tieth century who were interviewed in Göteborg in 1970, the never- married 
were less likely to have ever smoked than the married (Mellström et al. 1982). 
This was at a time when smoking was common at social gatherings. For divorced 
men in Norway, the health penalty seems to increase with time since separation 
(Berntsen and Kravdal 2012), suggesting that the mortality penalty for this group 
may be associated with lifestyle effects that accumulate over time. Similarly, the 
benefits of marriage accumulate with time since length of marriage is positively 
associated with the gap in life span between married and unmarried individuals 
(Murphy et al. 2007).

Over and above the protective effects of a long marriage, bereavement is 
strongly related to increased mortality among widows and widowers, at least in 
the short run. Bereavement and divorce are related to poorer mental health and 
a higher likelihood of suicide (Bowling 1987; Williams and Umberson 2004) and 
increased all- cause mortality. Effects are especially pronounced immediately 
after the loss of a partner but remain detectable for a long time after the partner’s 
death, and they are especially strong for young people. That is, divorce and 
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widowhood appear to affect the survival of individuals who are in their twenties 
and thirties in particular, in comparison to married individuals of the same age 
(Hu and Goldman 1990). With age these negative effects persist but diminish 
(Tatangelo et al. 2017).

Some of the mechanisms linking marital status and health build on the as-
sumption that spouses are in a happy marriage. For unhappily married couples, 
the positive effects of marriage are likely smaller or even absent altogether. 
Indeed, previous studies have found that unhappy marriages are associated with 
lower self- reported health and a higher mortality rate (Lawrence et al. 2019). 
In most cases, it is impossible to empirically distinguish happy from unhappy 
marriages, but these survey results suggest that some of the protective effects of 
marriage on health manifest themselves through the partners’ emotional well- 
being and closeness.

The magnitude of the effects of marital status on health and survival is likely to 
depend on institutional and cultural differences across time and place. Previous 
research on rural Scania (Skåne) shows that widowhood had a stronger effect on 
mortality in the nineteenth century than it has today (Nystedt 2002). Important 
causes of contemporary social differences in mortality include lifestyle and health- 
related behavior. Given the decline in mortality from infectious diseases during 
the nineteenth and early twentieth centuries, the concurrent increase in mortality 
related to lifestyle diseases, and the differences between the married and the single 
in lifestyle and behavior, it is likely that mortality differences by marital status 
returned with renewed strength over the course of the twentieth century.

Furthermore, mortality differences by marital status might have been larger 
at times and in areas where a small proportion of the population never married 
(Hu and Goldman 1990; Livi- Bacci 1985), possibly because the groups of never- 
married were more likely to have been negatively selected on both health and 
SES. By the middle of the twentieth century the proportion of never- married had 
declined in most Western European societies, and marriage was taking place at 
a younger age. Toward the turn of the twenty- first century, the share of never- 
married and age at marriage increased once more (e.g., Lesthaeghe 2010). In 
Sweden, marriage rates declined until the late 1980s and have since then started 
to increase again. This pattern of decline followed by an increase in marriage 
rates, with a turning point in the early 1990s among cohorts born after 1970, is 
also reflected in the variations in age at marriage and the proportion ever mar-
rying (Ohlsson- Wijk 2011). Around this period, a smaller proportion of the 
population remained unmarried so that differentiation by health into marriage 
or singlehood may have increased. Furthermore, some studies have indicated a 
widening mortality gap by marital status over time in contemporary developed 
societies (e.g., Hu and Goldman 1990; Jaffe et al. 2007; Martikainen et al. 2005; 
Murphy et al. 2007; Valkonen et al. 2004).
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Data and Methods

We used the Scanian Economic- Demographic Database (SEDD) for the period 
1905– 1967 and national official register data after 1967 (Bengtsson et al. 2021; 
see Chapter 1). Both the SEDD and the national registers include information 
about marital status. This is divided into single/ unmarried, married and those 
in a registered partnership (for same- sex couples between 1995 and 2009), and 
widows and widowers and individuals surviving their partner. We excluded 
same- sex marriages (from 2009) and registered partnerships (1995– 2009), but 
these constitute only a tiny proportion of all unions (0.14 percent of the exposure 
time in the period 1995– 2015). The divorced are included separately as of 1975. 
Sweden introduced a no- fault divorce law as early as in 1915, and the divorce 
rate increased for much of the twentieth century from very low levels, rising rap-
idly in the early 1970s and peaking in 1974 when the divorce law was further 
liberalized (Sandström 2012; Sandström and Stanfors 2020; Stanfors et al. 2020; 
see also Andersson 1995).

Marriage in Sweden historically followed the Western European marriage 
pattern (Hajnal 1965), in which lifelong singlehood was common and mean age 
at marriage quite high (e.g., Lundh 2013). In the nineteenth and early twentieth 
centuries, most unmarried women lived together with relatives or in a house-
hold where they worked as servants. Over time, increasing numbers of single 
men and women began living alone, which gave rise to the singlehood patterns 
of living and working that we know today (e.g., Sandström and Karlsson 2019). 
In the nineteenth and early twentieth centuries, widows and widowers who 
did not remarry were likely to move in with relatives as boarders or as servants 
to supplement labor in the household (Dribe et al. 2007). Widowhood during 
working age became increasingly rare over the twentieth century as mortality 
rates declined across the life course, including a decline in maternal mortality. 
Today widowhood is most common among elderly women due to the spousal 
age gap and the longer life expectancy of women and is very rare among young 
people. Unmarried individuals today are much more likely to have been divorced 
or never married than widowed.

Alongside marital status we included social class (Historical International 
Social Class Scheme [HISCLASS]) in our analyses based on information about 
occupation (Van Leeuwen and Maas 2011; see Chapter 1). We used an aggregated 
version of the class scheme: white- collar workers (nonmanual, HISCLASS 1– 5), 
blue- collar workers (manual, HISCLASS 6– 7, 9– 12), and farmers and fishermen 
(HISCLASS 8). Observations of those without a recorded occupation were in-
cluded as “missing.” For individuals aged 60 and older, we used the highest social 
class recorded between ages 50 and 60.
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Historically, occupational information for women has generally not been 
registered or is incomplete. We therefore used the highest social class (time- 
varying) observed for a couple. We performed a robustness check using an in-
dividual social-class measurement (see Appendix, Table A7.3). For unmarried 
men and women we used individual occupation. For single men, 11 percent of 
the observations lack occupational information; for single women, the corre-
sponding number is 17 percent. Overall, information on social class was missing 
for about 7 percent of the women and about 5 percent of the men.

The empirical analyses are based on survival analysis, which allowed us 
to follow individuals from age 30 up to age 80. Hence, only individuals who 
survived to age 30 are included in the sample. Individuals were followed until 
death, out- migration, or the year 2015. The dataset is organized into observation 
periods, which are sequences of the life course during which the covariates in-
cluded are constant. When an individual changed status, such as from married to 
widowed, there is a new period that reflects this change. In this way, all covariates 
are time- varying except gender, year of birth, and migrant status (native- born or 
foreign- born). We used Kaplan- Meier estimates of survivor functions and Cox 
proportional hazards models to analyze the association between marital status 
and mortality. We looked at patterns for men and women separately and also by 
period to assess how the associations changed over time. Moreover, we looked 
at how the changes over time in the association between marital status and mor-
tality differed by social class. Results are presented as hazard ratios, where the 
mortality for the group in question is compared to the reference category.

Year of birth was included to adjust for secular (cohort) changes in mortality. 
We further adjusted for migration status to distinguish between native- born 
and foreign- born. Table 7.1 reports the descriptive statistics of the covariates by 
gender and period. It indicates the same changes over time in marital status and 
class structure that were discussed above (see also Chapter 3 for a more detailed 
analysis of the changes in the class structure and Chapter 9 for an analysis of the 
development of class differentials in adult mortality over time). The table also 
shows the dominance of observations from Landskrona in the analytical sample 
and the increasing proportion of foreign- born over the twentieth century and 
especially after 1950.

Union Formation and Union Dissolution

We start by looking at the distribution of marital status over time, as displayed 
in Figure 7.1. The proportion of married individuals aged 30– 79 stayed fairly 
constant at around 60 percent between the beginning of the nineteenth century 
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and the 1930s, followed by a sharp increase which peaked around 1970 and then 
declined. The trend in the proportion of single adults was the opposite of that in 
the proportion of married, while the share of widows and widowers remained 
fairly stable over the whole period. The proportion of divorcees increased from 
low levels in 1975 to about 20 percent of the population who had divorced and 
not remarried by 2015. There was a steady increase in nonmarital cohabitation 
from at least as early as the 1960s, but it is most likely this started well before 
then (e.g., Bracher and Santow 1998; Hoem and Rennermalm 1985). In the pe-
riod after 1970, long- term cohabitation became more common, too, including 
among couples with children (e.g., Kiernan 2004). In our analysis we included 
nonmarital cohabitation among the single, widowed, and divorced, depending 
on previous changes in marital status. Cohabiting couples with common chil-
dren can be traced in the data from 1990, and, in a sensitivity analysis, we ex-
clude them from our analyses (see Appendix, Table A7.4). Since cohabiting 
individuals with children are usually relatively young, only one death is observed 
in this group.

Figure 7.2 shows the marriage and divorce rates in the area compared to 
Sweden as a whole. The local series has been smoothed using a three- year moving 
average. The trends and longer- term cycles for the local and national levels are 
similar to each other, and most of the short- term fluctuations are quite similar as 
well. Marriage rates increased somewhat until the 1930s, but then turned sharply 
upward and peaked during the post- World War II baby boom of the 1940s. It 
is well- known that the baby boom was to a large extent a marriage boom (see, 
e.g., Van Bavel and Reher 2013). Thereafter the rates declined again to levels sim-
ilar to those in the early 1900s. From the 1960s on, marriage rates declined until 
the early 1990s, after which they began to increase. The peak in 1989 relates to 
changes in the conditions for receiving a widow’s pension (Hoem 1991; Ohlsson- 
Wijk 2011) and was more visible in the local data— and similar to the nationwide 
data— before the smoothing.

Divorce rates in the study area increased only gradually until the late 1960s, 
when they turned sharply upward and peaked in 1974, which is similar to the na-
tional trend (e.g., Sandström 2012). This trend was associated with both macro-
economic conditions and changes relating to women’s independence and family 
support (Stanfors et al. 2020). The rise in divorce started among the higher SES 
groups, but already in the mid- 1930s the socioeconomic differences reversed, 
and divorce became more common in the lower socioeconomic groups. This 
change also contributed to the increasing trend in divorce rates as it spread to 
broader segments of society (Sandström 2012; Sandström and Stanfors 2020; see 
also Hoem 1997).

We next look in more detail at patterns of bereavement and widowhood. 
Figure 7.3 shows the proportions of widowed men and women per person- year 
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Figure 7.1 Marital status in Landskrona and the five parishes, ages 30– 79.
Proportions calculated by person- years of exposure.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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Figure 7.2 Marriage and divorce rates in Sweden and Landskrona and the five 
parishes.
Marriage and divorce rates are per 1,000 population.
Source: Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021); Statistics Sweden (2020).
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of exposure in the area of study. In the early twentieth century, about 0.5 percent 
of married individuals experienced bereavement in any one year. For women 
this share increased from the 1950s to around 1990, after which it declined. For 
men, the bereavement rate declined throughout the twentieth century, whereby 
the rates diverged between men and women. This divergence reflects the long- 
term development of life expectancy by gender. These life expectancy differences 
increased in the post- World War II period until the mid- 1970s and then 
converged as women’s life expectancy became longer than men’s (e.g., Statistics 
Sweden 1999). As is clear from Figure 7.3, the risk of bereavement increases with 
age, and, on average, the age of the married population increases, too, as indeed it 
did in our case between 1950 and 1990, implying that the proportion of the pop-
ulation who lost a spouse also increased. Since 1990, mortality among the elderly 
has declined significantly while at the same time there has been an increase in the 
proportion of younger couples among the married in the study area. Together 
these trends have led to a decline in the risk of losing one’s spouse.

Marital Status and Adult Mortality

We now turn to an analysis of the relationship between marital status and mor-
tality and begin by looking at survival functions without adjusting for any 
variables. Figure 7.4 displays the curves for men (panel C) and women (panel D) 
in the period 1975– 2015. The solid lines represent the proportion of the popula-
tion who were currently married, and the broken lines show estimates for those 
who were single, widowed, or divorced. In this period, the currently married had 
lower mortality than all other groups. This pattern appears from about age 50, 
while differences under this age are minor, following that mortality in younger 
years is very low. It is also notable that there is a clear ordering whereby the mor-
tality rate was highest among those who were single, and for the widowed and 
divorced it lay somewhere between the rates for the single and the married. 
Figure 7.4 also displays the curves for men (panel A) and women (panel B) in the 
period 1905– 1974. The divorces were so few in this period that they are not in-
cluded in the figure. Again, there is a clear ordering where the currently married 
had lower mortality than all other groups, with larger differences for men than 
for women, similar to the period 1975– 2015.

Table 7.2 reports hazard ratios of mortality by marital status among those 
age 30– 79 for Landskrona and the five parishes together (Panel A) and for 
Landskrona only (Panel B). Results are largely similar for the town and its 
rural hinterland and for the town on its own, although the magnitude appears 
to be somewhat larger among men in the period 1930– 1974. All models ad-
just for social class, migrant status, and birth year. The reference group contains 
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Figure 7.3 Proportion of women and men newly bereaved (bereaved in the past 
year) in Landskrona and the five parishes.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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B. Landskrona

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Men
Married 1 1 1 1 1
Single 1.389*** 1.387*** 1.535*** 1.633*** 2.105***
Widowed 1.158* 1.031 1.189*** 1.213*** 1.348***
Divorced - - - 1.762*** 1.819***
N individuals 8,638 10,350 17,173 20,193 24,690
Deaths 1,282 1,372 2,563 3,160 2,411
Person years 83,594 98,348 182,683 214,814 252,534

Women
Married 1 1 1 1 1
Single 1.125 1.043 1.110* 1.126 1.820***

(continued)

Table 7.2 Marital status and mortality (hazard ratios) by gender and period, 
age 30– 79.

A. Landskrona and the five parishes

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Men

Single 1 1 1 1 1
Married 0.730*** 0.853** 0.709*** 0.644*** 0.485***
Widowed 0.834** 0.935 0.868** 0.753*** 0.634***
Divorced - - - 1.127* 0.861*
N individuals 12,928 14,286 21,779 25,157 30,834
Deaths 1,769 1,781 3,142 3,833 2,942
Person years 118,601 132,325 230,432 263,072 314,135

Women
Single 1 1 1 1 1
Married 0.911 0.913 0.900* 0.933 0.549***
Widowed 0.945 0.964 0.975 0.966 0.663***
Divorced - - - 1.310*** 0.936
N individuals 13,706 14,717 20,438 24,133 29,495
Deaths 1,775 1,745 2,439 2,432 2,068
Person years 133,456 143,287 237,748 274,195 317,326



Table 7.2 Continued
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1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Widowed 1.056 1.084 1.059 1.059 1.198***
Divorced - - - 1.437*** 1.701***
N individuals 9,354 10,904 16,246 19,387 23,417
Deaths 1,277 1,336 1,982 2,015 1,663
Person years 96,606 109,456 190,684 225,895 254,680

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for social class (white- collar, blue- collar, 
farmers, and missing), migrant status, and birth year. Same model as in Table 7.2 but with married as 
reference category.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).

individuals who were single (never married). In comparison to single men, mar-
ried and widowed men had lower mortality. For example, in the period 1905– 
1929, married men in Landskrona and the five parishes had a hazard ratio of 
mortality of 0.730 relative to that of unmarried men, and widowed men had a 
hazard ratio of 0.834. Over time, mortality differentials by marital status grew, 
especially when comparing the single and married, but also when comparing 
the single and widowed. Divorced men had a strong mortality disadvantage as 
well, of the same order of magnitude as single men (the hazard ratio was 1.127 
in the period 1975– 1994 and 0.861 in the period 1995– 2015). These differences 
are marginally statistically significant (p =  0.10). Divorced men in the last two 
periods had much higher mortality than married men, and also mortality among 
widowed men was higher than for married men in all periods, although the dif-
ference is not statistically significant for the period 1930– 1949 (see Appendix, 
Table A7.1, which presents the results with the married as the reference cate-
gory). The magnitudes of the differences are larger for the divorced than for the 
widowed.

For women, the development over time closely resembles that for men, with 
larger differentials by marital status in the final period (1995– 2015). However, 
differences by marital status are noticeably smaller further back in time. In the 
period 1905– 1974, there are no statistically significant differences in mortality 
by marital status except for married women in the period 1950– 1974. Divorced 
women were forerunners in the change toward mortality divergence by marital 
status. In the period 1975– 1994, their mortality rate was significantly higher 
than that for single, widowed, and married women. The difference with mar-
ried women grew over time (Appendix, Table A7.1). In the period 1995– 2015, 
married and widowed women all had considerably lower mortality than single 
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women. In the most recent decades, divorced and single women have had com-
parable, not statistically significantly different, mortality. For widows, mor-
tality was higher than for currently married women only in the last period (see 
Appendix, Table A7.1).

Overall, there appears to have been an increase in the marriage premium 
in survival over the twentieth century. This development is especially no-
table in more recent decades. Moreover, the marriage premium is increasingly 
converging between men and women since a single- person penalty for women 
seems to have been largely absent in the early twentieth century.

In the final period (1995– 2015), the hazard of mortality among married men 
was more than halved in comparison to that among single men, while the corre-
sponding figure for women saw a reduction by almost half. A similar widening 
of the mortality differential can also be seen for widowed and divorced men and 
women. Apart from the increase in these differences, the mortality patterns by 
marital status were fairly stable over time, with the currently married having the 
lowest mortality, followed by the widowed and the unmarried. The divorced had 
the highest mortality in the period 1975– 1994, among both men and women. 
In the period 1990– 2015, there was a sharp increase in the differences between 
the married and unmarried and the married and widowed, so that, despite an 
increase in the survival difference between the married and the divorced, single 
men and women now had the highest mortality. This is remarkable given the fact 
that an increasing number of cohabiting couples, who are likely to share some 
of the benefits of stable partnership, are included among the single individuals 
over time.

Table 7.3 shows differences by timing of bereavement, using the currently 
married as the reference category. For men, bereavement had an immediate ef-
fect on mortality in the period 1905– 1974. More than a year after losing their 
partner, mortality was still higher than among the currently married but lower 
than in the first year of widowhood and lower than among never- married men 
(this difference is also statistically significant, as shown in Appendix, Table 
A7.2). In the period 1975– 2015, men widowed for less than a year no longer had 
a statistically significant mortality disadvantage in comparison to married men, 
whereas men widowed for a longer time still had higher mortality than the mar-
ried. The patterns for women are highly similar to those for men. There is an 
immediate effect of bereavement in the first period but not in the second, while 
there is a long- term effect in both periods. Overall, magnitudes are somewhat 
lower for widows than for widowers.

Table 7.4 presents analyses by social class and shows that the protective effect 
for currently married men was largely consistent across classes, with decreased 
mortality for the married and widowed compared to the single. For women, the 
widening of the mortality differentials by marital status seems to have occurred 
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earlier among blue- collar workers. Already in the period before 1975, mar-
ried women from this class had lower mortality than did the currently single 
and widowed, a pattern which we do not observe among white- collar women. 
Widows from farming backgrounds had significantly lower mortality in the 
early period, but the number of these cases is low.

Table 7.5 displays the results from separate models by age group for the 
periods 1905– 1974 and 1975– 2015. Overall, mortality differences between the 
married and the single were larger for young men than for young women in 
the first period, while the patterns are more similar between men and women 
in the final period. The lower mortality rate for the married relative to the un-
married is visible among both old and young men and women across periods. 
There was not much of a change over time in the widowhood penalty for men, 
irrespective of age. For women, the association between widowhood and 

Table 7.3 Timing of widowhood and mortality (hazard ratios) by gender and 
period, age 30– 79. Landskrona and the five parishes.

1905– 1974 1975– 2015

Men
Married 1 1
Single 1.324*** 1.743***
Widowed >1 year 1.167*** 1.275***
Widowed <1 year 1.372*** 1.054
Divorced - 1.756***
N individuals 34,926 42,366
Deaths 6,692 6,775
Person years 481,359 577,208

Women
Married 1 1
Single 1.134*** 1.345***
Widowed >1 year 1.083* 1.160***
Widowed <1 year 1.212** 0.952
Divorced - 1.573***
N individuals 33,784 39,619
Deaths 5,959 4,500
Person years 514,493 591,521

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for social class, urban residence, migrant 
status, and birth year.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).
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mortality was only statistically significant for older women in the period from 
1975. Older widows had lower mortality than single women of the same age. 
Previous to that, older widows had higher mortality, similar to single women. 
The survival premium of older married women becomes larger between the 
two periods.

Table 7.4 Marital status and mortality (hazard ratios) by social class gender and 
period, age 30– 79. Landskrona and the five parishes.

Men Women

1905– 1974 1975– 2015 1905– 1974 1975– 2015

White- collar
Single 1 1 1 1
Married 0.672*** 0.528*** 0.911 0.726***
Widowed 0.815** 0.636*** 0.933 0.804**
Divorced - 0.999 - 1.182
N individuals 12,570 20,986 13,455 21,167
Deaths 1,639 2,572 1,516 1,710
Person years 139,313 275,264 180,325 297,969

Blue- collar
Single 1 1 1 1
Married 0.715*** 0.591*** 0.876*** 0.750***
Widowed 0.793*** 0.718*** 1.027 0.834**
Divorced - 0.987 - 1.108
N individuals 21,646 21,530 18,509 19,070
Deaths 3,869 3,530 3,112 2,252
Person years 298,060 252,388 276,363 243,928

Farmer
Single 1 1 1 1
Married 0.925 0.559*** 0.641 0.528
Widowed 1.135 0.504** 0.522** 0.627
Divorced - 0.904 - 1.044
N individuals 1,732 654 1,515 640
Deaths 324 146 264 112
Person years 23,305 9,201 20,921 9,126

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for migrant status and birth year.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).
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In the younger age group, married women had a survival advantage in 
comparison to the single in the period 1975– 2015, and the divorced do not 
differ significantly from the single. The hazard ratio for the widowed also 
indicates an advantage but is not statistically significant. In the period before 
1975, both the married and widowed young women had lower mortality than 
single women.

Finally, we conducted two robustness checks. First, we analyzed class- specific 
marriage premiums in survival using individual social class instead of family so-
cial class and found no significant changes in our results (see Appendix, Table 
A7.3). Second, we excluded from the singles category people who cohabited and 
had common children. Furthermore, we excluded from the analysis those who 
had remarried, so that the married category only included first marriages. In 
both cases, results remain the same (see Appendix, Table A7.4).

Table 7.5 Marital status and mortality (hazard ratios) by gender, age, and period. 
Landskrona and the five parishes.

Men Women

1905– 1974 1975– 2015 1905– 1974 1975– 2015

30– 59 years
Single 1 1 1 1

Married 0.574*** 0.454*** 0.829*** 0.750**
Widowed 0.769** 0.518*** 0.765** 0.821
Divorced - 0.859** - 1.003
N individuals 32,274 35,556 30,556 31,915
Deaths 2,154 1,309 1,617 736
Person years 363,359 387,597 370,470 372,402

60– 79 years
Single 1 1 1 1

Married 0.908** 0.603*** 0.950** 0.771***
Widowed 1.016 0.737*** 1.002 0.875**
Divorced - 1.074 - 1.286***
N individuals 11,916 18,175 13,513 19,333
Deaths 4,538 5,466 4,342 3,764
Person years 114,285 183,950 139,906 213,288

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for social class, urban residence, migrant 
status, and birth year.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).
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Explaining Gender Differences

We are not the first to report considerable gender differences in the association 
between marital status and mortality. The literature generally identifies stronger 
health protective effects of marriage for men than for women (e.g., Stroebe 
et al. 1996). In nineteenth- century Sweden, never- married men and widowers 
had considerably higher mortality than the married, while for women mar-
ital status did not matter so much for longevity, with the exception of younger 
widows. Married women of reproductive age even had higher mortality than 
the never- married women and higher mortality than married men as well, due 
to maternal mortality (Willner 1999). Around the turn of the twentieth century 
the mortality differentials by marital status had declined somewhat. The mar-
ital status differentials were quite similar across regions in Sweden, with the ex-
ception of relatively higher mortality for married women in the northernmost 
part of the country. Hence, at the beginning of our study in 1905, marital status 
differentials for men had declined somewhat but were still clearly visible, while 
the differentials for women were much smaller and, in some cases, completely 
absent (Willner 1999).

There are several reasons why the protective effects of marriage may be 
stronger for men than for women. Women often have stronger nonmarital 
networks than men (Bowling 1987; Murphy et al. 2007). For men, the stress ex-
perienced after the loss of a partner may be stronger, and their social support 
networks tend to be weaker than women’s. Women may therefore be less de-
pendent on social support from their spouse and his social and family network. 
At least historically, adverse health behaviors such as smoking and excessive al-
cohol consumption were much more prevalent among men, and it is possible 
that the mortality difference between married and unmarried men was in part 
related to a more orderly life among the married than among the never- married 
or the widowed or divorced (Willner 1999). However, as already mentioned, 
there are some indications that never- married men born in the early twentieth 
century were less likely to have ever smoked (Mellström et al. 1982).

We find higher mortality for newly bereaved men than for newly bereaved 
women. Previous literature has reported that it appears to take men longer than 
women to recover after bereavement (Bowling 1987). Occasionally, the loss of a 
spouse results in suicide, as was studied as far back as in 1897 in a classic study by 
Émile Durkheim (e.g., Coombs 1991; see also Mellström et al. 1982 for Sweden). 
The risk of suicide after partner loss declines more slowly among men, and men 
suffer more from the loss of their spouse (Erlangsen 2004). Moreover, after 
a divorce women appear to recover faster than men, and they retain their sur-
vival premium for a longer time after union dissolution (Brockmann and Klein 
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2004). The loss of men’s “homemaker, housekeeper and friend” (Bowling 1987, 
121) may imply that changes in their lives after such loss may be stronger than 
those for women. Elderly men may be ill- prepared to take on domestic chores, 
and the feeling of helplessness as well as the potential physical effects of not 
taking adequate care of themselves and their household may as a result negatively 
affect their survival in both the short run and the long run. Younger cohorts, in 
contrast, may on average divide household and caretaking chores rather more 
equally so that effects for both men and women are mitigated.

At the same time, the relationship between gender and survival after bereave-
ment may also stem from the higher average age of men when they lose their 
partner, as women tend to live longer than men. In addition, bereavement is 
more common among men with lower SES due to the earlier age in general at 
death and the larger variation in age at death than among higher SES groups 
(Martikainen et al. 2005). In lower SES groups, men are also more likely to have 
an excess risk of early death, regardless of the survival of their spouse. However, 
in our analyses, we controlled for SES, and in our Cox proportional hazard 
models, age was the duration variable whereby estimated differences by marital 
status were assumed to be proportional to age. Hence, age and social class are un-
likely to explain our findings regarding gender differences.

Explaining Changes over Time

Our findings showed increasing mortality differentials by marital status from the 
1950s onward. This was the case for both men and women and both younger 
and older age groups regardless of social class. Before 1950, there was not much 
change in the relationship between marital status and mortality, and, while there 
was a clear mortality penalty for single and widowed men, we do not see a pen-
alty for women. A similar widening of marital status differentials over time and 
a convergence between men and women have been observed in other Western 
countries as well (Berntsen 2011; Murphy et al. 2007; Martikainen et al. 2005; 
Valkonen et al. 2004).

The period after 1950 was characterized by rapid economic and social change, 
with an increase in the standard of living in terms of both real earnings and con-
sumption and housing. This economic expansion was especially pronounced in 
the period up to the mid- 1970s, but there was still considerable economic growth 
and a rise in living standards during the 1980s and from the mid- 1990s and on-
ward as well (see, e.g., Schön 2010). The economic development of Landskrona 
followed the general pattern in Sweden, but the industrial cycles were more pro-
nounced and the industrial crisis of the 1970s and early 1980s hit the city es-
pecially hard (see Chapter 2). The period after 1950 also saw the tremendous 

 



A Healthy Marriage? 233

expansion of the welfare state, with improvements in almost all areas of life from 
poverty eradication to schooling, childcare, healthcare, pensions, and income 
compensation related to sickness, unemployment, and parenthood. There were 
also periods of economic crisis and cutbacks in welfare, but, overall, these were 
quite brief (Schön 2010; Stanfors 2007).

During the second half of the twentieth century, dramatic changes also took 
place in family patterns in Sweden as a result of the increase in divorce and 
nonmarital cohabitation together with widely fluctuating fertility (see Stanfors 
2007). Married women in particular entered the labor market in large numbers, 
initially during the years when they did not have small children, but then in-
creasingly during those years as well. This led to an almost complete transition 
from a male breadwinner model to a dual- earner model (Goldscheider et  al. 
2015; Olah and Bernhardt 2008; Stanfors 2014; Stanfors and Goldscheider 2017).

The period after 1950 has been characterized by a rise in life expectancy for 
both men and women and, in more recent times, by a convergence between 
genders (Statistics Sweden 1999). In the mid- twentieth century, infectious 
diseases were no longer major causes of death and were replaced by cardiovas-
cular disease and cancer as the leading causes of death among adults. Since the 
mid- twentieth century mortality has been concentrated among those who are 
older, cardiovascular diseases have declined in relative importance, and cancer 
and old age- related diseases (e.g., dementia) have become relatively more im-
portant in terms of causes of death, even though cardiovascular and respiratory 
diseases are still important (see, e.g., Socialstyrelsen 2021; Willner 2005).

It is remarkable that, during a period of societal change so profound that it 
has led to vastly improved living conditions for the population in general, mor-
tality differentials by marital status became increasingly important for both men 
and women. The protective effect of being married has become stronger while 
the institution of marriage itself seems to have lost at least some of its former 
importance. It is difficult to see any clear connection between the social and eco-
nomic development, in Sweden generally or in Landskrona specifically, and the 
increased importance of marital status for mortality. The significant transforma-
tion of the family and the labor market for women created greater independence 
for women in relation to their husbands, yet clearly this has not diminished the 
role of marriage in their survival. Quite the contrary, this greater independence 
coincided with a convergence of the marital status differentials in mortality be-
tween men and women. The difference in mortality between the divorced and the 
married also increased when divorce became more common and more accepted.

There could be several reasons for the increased importance of marital status 
for health and survival over time. One is simply that as mortality among those 
of working age and in early retirement has declined, stress, loneliness, and grief 
connected to singlehood, divorce, and widowhood may have become more 



234 Urban Lives

important as risk factors for lifestyle and behaviors related to suicide, accidents, 
and heart failure. These causes of death have become relatively more important 
over time because baseline mortality is so low. Another possible reason for the 
large role of marital status is the increasing importance of dementia as a cause of 
death among the elderly and a correlation between widowhood and the onset of 
dementia or the rate of progression of the disease (see Martikainen et al. 2005). 
Moreover, most families today are dependent on two incomes, which may have 
contributed to increased financial stress among the divorced and may also have 
had health consequences (see, e.g., Berntsen 2011). A further explanation could 
be a change in the selection into different types of marital status, whereby those 
who are not in such good health and perhaps those with a particularly unhealthy 
lifestyle are more likely to be single and divorced. There is not much evidence 
for this in our analysis. We see a trend toward greater mortality differentials 
by marital status during both periods of decline and increase in marriage (cf. 
Martikainen et al. 2005; Murphy et al. 2007; Valkonen et al. 2004).

Valkonen et al. (2004) hypothesize that urbanization, increased geographic 
and social mobility, and smaller families as well as attitudinal change in Western 
countries have made social support from relatives and neighbors less accessible— 
support that was previously of crucial importance to well- being, especially for 
single women. Among elderly widows in particular these societal changes could 
help explain the convergence between men and women in terms of the protec-
tive effect of marriage. The living arrangements of the elderly and especially their 
proximity to kin could be a crucial factor, even though the evidence of a secular 
increase in loneliness among the elderly seems quite weak (Dahlberg et al. 2018; 
Dykstra 2009).

Overall, differences in lifestyle are more important for mortality today than 
in the past and are probably related to the widening of class differences in adult 
mortality that has taken place since the 1970s (Bengtsson et al. 2020; see also 
Chapter 9). Having a partner is associated with a more regular lifestyle and fewer 
unhealthy behaviors, and it can also promote health monitoring (Coombs 1991; 
Willner 1999). Even though this factor has mainly been highlighted as important 
for men, the convergence of lifestyles between men and women (e.g., regarding 
smoking and alcohol consumption) may have resulted in partners being of cru-
cial importance for women’s health as well (Coombs 1991).

Finally, access to social support and networks has been stressed as being im-
portant for good health and longevity (Bowling 1987; Coombs 1991; House et al. 
1988). For men it has long been emphasized that living as a single person is asso-
ciated with less support and less extensive networks and that divorce and widow-
hood in particular are detrimental as they both imply the loss of existing support 
and networks. In addition, being single on a long- term basis might erode social 
networks and limit access to emotional support, especially during those stages 
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in life when married people are focused on raising their families. Those who are 
married are also reported to be happier than those who are single, divorced, or 
widowed, and they experience less stress (Coombs 1991). It is possible that this 
difference in the degree of happiness has increased in recent decades or has be-
come more consequential for health and mortality.

Conclusion

This chapter shows that marital status has had a fairly consistent association with 
mortality over the entire twentieth century, especially for men but increasingly 
so for women, too. Married men have a survival premium today, and the same 
was true in the past. For them, marriage has been associated with lower mortality 
throughout the twentieth century and into the twenty- first century, while wid-
owhood in particular has been associated with higher mortality. The widowhood 
penalty is highest shortly after bereavement but does persist in the long run, too. 
Over time, mortality differentials by marital status have increased for men, es-
pecially since 1950. It is remarkable that there is such stability in the survival ad-
vantage of married men despite the massive social, economic, and demographic 
changes during this period.

The patterns for women are somewhat different than for men. Mortality 
differentials by marital status are smaller for them and absent for much of the 
twentieth century. It is only between 1990 and 2015 that divorced, single, and 
widowed women had higher mortality than the currently married. The overall 
relationship between widowhood and mortality also appears to be much weaker 
for women than for men. Over time, it appears that there has been convergence 
of the patterns of mortality by marital status for men and women. Our findings 
suggest that the divergence in mortality by marital status for women started 
among blue- collar workers and was initially largely absent among the white- 
collar group. For men, there were no consistent differences in the association 
between marital status and mortality by social class. Overall, marital status had 
quite a similar effect on white- collar and blue- collar men alike, and there were no 
major changes over time in the patterns by SES.

The main conclusion of this chapter is that marital status is important for 
longevity. It has been so for the entire twentieth century for men and increas-
ingly so for women. These findings are in line with the international literature 
on the relationship between marital status and survival. A growing survival ad-
vantage for the married and a widening of differences among single, widowed, 
and divorced women compared to married women has been found in a range of 
developed countries including Canada, England, Wales, and France (Valkonen 
et al. 2002), and the survival advantage is commonly larger for men than for 

 



236 Urban Lives

women. In Norway, in the period 1970– 2007, as in Sweden, excess mortality was 
higher among single men but has increased more strongly among single women 
(Berntsen 2011).

The widening of the marital status differentials that took place after 1950 is 
particularly interesting given the fundamental societal improvements seen in 
Sweden generally and in Landskrona. It is difficult to pinpoint the exact reasons 
for this widening, but it could be related to a decline in baseline mortality, the 
change in selection into single living, the increased importance of lifestyle 
differences between the married and the single, and possibly the greater emo-
tional and stress effects of singlehood. Comparing the findings of this chapter 
with those of Chapter 9 on social class differences, it is interesting to see that 
these differentials seemed to widen in the period after 1950, and even more so 
in the period from the 1970s on. It suggests that the more advantaged groups in 
society have been able to benefit more in terms of health than have the less ad-
vantaged as mortality has declined and living standards increased. The precise 
causes behind this development are not yet fully understood.

Table A7.1 Marital status and mortality (hazard ratios) by gender and period, age 
30– 79. Landskrona and the five parishes. Married as the reference category.

A. Landskrona and the five parishes

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Men
Married 1 1 1 1 1
Single 1.370*** 1.173** 1.411*** 1.554*** 2.063***
Widowed 1.142* 1.097 1.225*** 1.169*** 1.307***
Divorced - - - 1.751*** 1.776***
N individuals 12,928 14,286 21,779 25,157 30,834
Deaths 1,769 1,781 3,142 3,833 2,942
Person years 118,601 132,325 230,432 263,072 314,135

Women
Married 1 1 1 1 1
Single 1.097 1.096 1.111* 1.072 1.822***
Widowed 1.037 1.056 1.083 1.036 1.207***
Divorced - - - 1.405*** 1.706***
N individuals 13,706 14,717 20,438 24,133 29,495
Deaths 1,775 1,745 2,439 2,432 2,068
Person years 133,456 143,287 237,748 274,195 317,326

Appendix
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Table A7.1 Continued

B. Landskrona

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Men
Single 1 1 1 1 1
Married 0.720*** 0.721*** 0.652*** 0.612 0.475***
Widowed 0.834* 0.743*** 0.774*** 0.743 0.641***
Divorced - - - 1.078 0.864**
N individuals 8,638 10,350 17,173 20,193 24,690
Deaths 1,282 1,372 2,563 3,160 2,411

Person years 83,594 98,348 182,683 214,814 252,534

Women
Single 1 1 1 1 1
Married 0.889* 0.959 0.901* 0.888 0.549***
Widowed 0.939 1.040 0.954 0.941 0.658***
Divorced - - - 1.277* 0.935
N individuals 9,354 10,904 16,246 19,387 23,417
Deaths 1,277 1,336 1,982 2,015 1,663

Person years 96,606 109,456 190,684 225,895 254,680

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for social class, migrant status, and 
birth year.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).

Table A7.2 Timing of widowhood and mortality (hazard ratios) by gender and 
period, age 30– 79. Landskrona and the five parishes. Single as the reference category.

1905– 1974 1975– 2015

Men
Single 1 1
Married 0.755*** 0.574***
Widowed >1 year 0.881*** 0.731***
Widowed <1 year 1.036 0.605***
Divorced - 1.007
N individuals 34,926 42,366
Deaths 6,692 6,775
Person years 481,359 577,208

(continued)
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1905– 1974 1975– 2015

Women
Single 1 1
Married 0.882** 0.744***
Widowed >1 year 0.956 0.863***
Widowed <1 year 1.069 0.708***
Divorced - 1.170***
N individuals 33,784 39,619
Deaths 5,959 4,500
Person years 514,493 591,521

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for social class (white- collar, blue- collar, 
farmers, and missing), urban residence, migrant status, and birth year. Same model as in table 7.2 but 
with single as reference category.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).

Table A7.3 Individual social class, marital status, and mortality (hazard ratios) 
by gender and period, age 30– 79. Landskrona and the five parishes.

Men Women

1905– 1974 1975– 2015 1905– 1974 1975– 2015

White collar
Single 1 1 1 1
Married 0.686*** 0.527*** 0.905 0.711***
Widowed 0.828* 0.652*** 0.960 0.798**
Divorced - 0.964 - 1.139
N individuals 11,769 17,600 7,101 16,865
Deaths 1,627 2,219 659 1,263
Person years 134,143 224,185 91,839 238,462

Blue collar
Single 1 1 1 1
Married 0.709*** 0.552*** 0.828*** 0.675***
Widowed 0.785*** 0.679*** 0.920 0.793***
Divorced - 0.997 - 1.111
N individuals 21,963 22,757 12,958 19,588
Deaths 3,862 3,832 1,951 2,307
Person years 302,023 296,595 212,327 275,027
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Table A7.4 Marital status, timing of widowhood mortality (hazard ratios) 
by gender, age 30– 79. Landskrona and the five parishes. Cohabitors (after 
1990) excluded from the single group. 1975– 2015.

Men Women

Single 1 1
Married 0.604*** 0.766***
Widowed >1 year 0.735*** 0.854***
Widowed <1 year 0.626*** 0.710***
Divorced 0.970 1.123*
N individuals 41,093 39,619
Deaths 6,771 4,499
Person years 536,193 553,859

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for social class (white collar, blue collar, 
farmers, and missing), urban residence, migrant status, and birth year.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).

Men Women

1905– 1974 1975– 2015 1905– 1974 1975– 2015

Farmer
Single 1 1 1 1
Married 1.038 0.512 0.837 0.315**
Widowed 1.268 0.522 0.346* 0.454
Divorced - 0.935 - 1.337
N individuals 1,747 728 102 295
Deaths 319 151 264 112

Person years 23,248 11,239 20,921 9,126

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. All models control for migrant status and birth year. Social 
class measured by individual occupation.
Source: Own calculations based on SEDD (Bengtsson et al. 2021).
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Introduction

In 1905, in Landskrona, Sweden, and its rural hinterland, 34 infants out of a total 
of 547 newborns did not survive to their first birthday, and for 1 in 180 births the 
mother died shortly after giving birth. Such rates of maternal and infant mor-
tality are high from the perspective of today’s developed world but would be 
considered low in other countries at the time. These relatively favorable rates were 
reached in the absence of modern medical technology, including antibiotics. In 
the period from 1860 to the 1890s, a dramatic fall in maternal mortality took 
place in Sweden, accompanied by a fall in mortality among newborns (Woods 
2009). During this period midwifery in Northwest Europe took on professional 
status, and antiseptic techniques such as handwashing and the use of clean sheets 
and boiled aprons were discovered and implemented (Løkke 2012; Woods 2009). 
The general standard of living rose, so that pregnant women and infants were 
better nourished and lived in better conditions than previously.

The fall in maternal and newborn mortality occurred in a period in which 
general mortality decline in the population accelerated and life expectancy 
increased across the board. General improvements in the standard of living, 
medical breakthroughs, infrastructural improvements including the provision of 
clean water, and many other factors may have contributed to the improvements 
in life expectancy. While it remains debated which factors were the main causes 
of this large transition in health in the population, the role of medical knowledge 
and technology has been suggested to outweigh any influences of income (Cutler 
et al. 2006). In this chapter, we explore whether and to what extent medicine 
and improvements in hospital and care facilities contributed to the mortality 
reduction among mothers and infants. Dramatic improvements in maternal 
and infant health continued through the twentieth century. These changes 
happened against a backdrop of the increasing medicalization of birth, al-
though this development was less pronounced in Sweden than in other countries 
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(Larsson 2022). Before 1930, most women in labor were assisted by midwives, 
with delivery taking place at home. Thereafter, births took place increasingly 
in maternity wards in nursing homes and in hospitals (Lazuka 2023). Medical 
interventions in childbirth became more feasible with time, as infection could be 
treated with the use of antibiotics from the 1930s onward. Similarly, the arrival of 
antibiotics made bacterial infections among infants less deadly (Cronberg 1997). 
Generally, medical breakthroughs, health policies, changes in institutional care 
arrangements for pregnant women and young infants, and a continuous rise in 
living standards probably contributed to the continued improvement in ma-
ternal and infant health.

The modernization of healthcare reached the cities and towns first. In 
Landskrona, a maternity ward was opened at the nursing home (sjukhem) in 
1912, and another was opened at the city hospital in 1935. At the end of the 
1930s, a home visiting program for mothers and their newborns was introduced. 
In the rural hinterland of Landskrona, change came more slowly, but midwives 
attending home births were now receiving increasingly better training in modern 
methods and standards of hygiene. Home births gradually became less common, 
and hospital births the standard. Antenatal and postnatal care programs pro-
viding antenatal care and postnatal health check- ups became routine for preg-
nant women and mothers. These changes in midwifery and antenatal and 
postnatal care programs were implemented early in Sweden in comparison to 
other countries.

Class differences in post- neonatal and child mortality— higher mortality 
among unskilled compared to higher social classes— emerged in Scania (Skåne) 
during the second half of the nineteenth century and persisted well into the 
1960s (Dribe and Karlsson 2022; see Chapter 9). Neonatal mortality, commonly 
assumed to be related to complications from pregnancy and childbirth rather 
than to socioeconomic factors, did not show a similar class distinction. Although 
in this chapter we do not study socioeconomic differences in maternal and in-
fant mortality, the institutional context suggests that interventions in medicine 
and institutional care should have reduced socioeconomic differences in mor-
tality. In Landskrona, new water and sewerage systems and investments in public 
health benefitted the whole population of the town (see Chapter 9). In addition, 
several interventions to improve maternal and infant health in the first half of the 
twentieth century were specifically targeted toward lower socioeconomic status 
women and their families and, through the mid- twentieth century, became uni-
versal (Sundin and Willner 2007). The universal provision of public health was 
a characteristic of health policies in Sweden and other Scandinavian countries 
(Wüst 2022).

In this chapter, we used the Scanian Economic- Demographic Database 
(SEDD; Bengtsson et al. 2021) to analyze the development of maternal and infant 
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health in five rural parishes and the town of Landskrona over the past 110 years. 
First, we address the overall development of maternal, perinatal (health during 
the second half of gestation, at birth, and during the first week of life), and infant 
health using a range of indicators, such as maternal mortality, neonatal mortality, 
and stillbirth rates. We also describe how institutional and medical changes 
reached the town of Landskrona and the surrounding rural areas. Second, we re-
late the development of maternal and infant health in the area to the institutions 
and medical innovations available, such as the expansion of hospital facilities, the 
availability of antibiotics, and the opening of maternity wards and neonatal in-
tensive care units. We also estimate the magnitude of the impact of these changes 
on mother and infant health using time series analysis. While we cannot fully 
distinguish which interventions were the most beneficial to maternal and child 
health and survival following the rapid medical and social changes that occurred 
in the same period, magnitude estimates will provide insights regarding which 
developments contributed to the health and survival of mothers and infants in 
this period.

Background

Maternal and Infant Health

In Scania, infant mortality had already declined substantially during the nine-
teenth century, ranging from about 250 per 1,000 in the 1810s to around 90 per 
1,000 in the 1890s in the rural areas covered by SEDD (Quaranta 2013). This 
decline continued during the twentieth century, falling from 62 to 6 per 1,000 
in 1905 and 1999, respectively, in the rural and urban areas covered, which 
suggests that the improvement in infant health was at least in part due to the 
lower impact of infectious disease over time. As a result of the epidemiolog-
ical transition, there was a change in the disease environment from infectious 
to chronic diseases. Twenty- six percent of all deaths of children younger than 
10 in the study area were caused by infectious disease in 1905– 1949, with this 
share declining to 2 percent in 1950– 1974. No children younger than 10 died 
from an infectious disease in the years that followed.1 It is also likely that gen-
eral improvements in living standards and public health contributed to the fall 
in mortality rates (Woods 2009). Infants and their mothers were in better health 
thanks to the rising standard of living. Knowledge about the causes of disease 
and mortality increased, and, by the end of the twentieth century, the germ 
theory of disease had become accepted. Previously, infectious disease had been 
commonly attributed to “miasma”— unhealthy air— but now bacterial and viral 
causes of food-  and waterborne diseases were being discovered and appropriate 
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preventive measures put in place. Sewage systems were developed, starting in the 
cities where problems related to contaminated water sources were largest, and 
clean drinking water became a priority (Helgertz and Önnerfors 2019).

In healthcare, from the 1860s onwards, antiseptic methods were developed, 
contributing to the strong decline in maternal mortality caused by puerperal 
fever (childbirth infection), late fetal death, and infant death (Løkke 2012; Woods 
2009). Before sulfa drugs (1938) and penicillin (1947) were widely available, 
childbirth infection often resulted in the death of the mother, fetus, or newborn 
infant, or of both mother and offspring. Neonatal deaths in the first 28 days after 
birth are generally considered to be the most likely result of conditions during 
pregnancy and childbirth (Woods 2009), whereas deaths in later infancy are 
considered to be affected more strongly by environmental exposure and social 
factors. Social factors in infant mortality are proximate determinants of infant 
death; that is to say, factors that contribute to the likelihood of death but are not a 
direct cause of it (Mosley and Chen 1984). One example is the level of resources 
and wealth of the child’s family, which may affect infant mortality in terms of the 
quality of housing and nourishment, but which are not direct causes of death. 
Developments in post- neonatal deaths thus point toward improvements in the 
general standard of living and change in the disease environment, as well as a role 
for interventions targeted at improving care for older infants.

Childbirth and Midwifery

At the end of the nineteenth century, when Sweden was experiencing an eco-
nomic boom, extensive reforms were made in the institutional framework 
of public healthcare and midwifery. These reforms were part of the wider 
developments in Europe related to the rise of the hygienist movement, increasing 
concern about the health conditions of the poor in the growing cities, and con-
cern about public health more generally (Sundin and Willner 2007). The avail-
ability of doctors in the population increased, and medical knowledge became 
more widely available. Medical care became increasingly institutionalized, and 
national and regional boards of health were set up. In the period 1890– 1920, all 
communities throughout Sweden eventually received access to public healthcare 
(Lazuka et al. 2016). Regional health services in the towns usually had a med-
ical officer, hospital doctor, regimental medical officer, and a provincial doctor 
and midwives. Popular movements played an important role in the spread 
of information about hygiene and gave rise to further movements for the im-
provement of welfare (Sundin and Willner 2007). Thanks to these movements, 
collective health insurance schemes were set up in the early twentieth century. 
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Later, public services increasingly replaced philanthropic institutions (Sundin 
and Willner 2007).

The training of midwives was, from an international perspective, already well 
developed in Sweden as of the eighteenth century (Loudon 1992). Midwifery has 
a long tradition in Sweden, and training in midwifery had been institutionalized 
relatively early on. From its beginnings in 1819, the formal training period had 
been 6 months, and midwives could receive 3 months of additional training in 
how to use obstetrical instruments (Högberg 2004). Receiving training was pos-
sible in Stockholm and Lund, and, from 1856, in Göteborg. The period of obliga-
tory training had doubled by the 1880s.

Maternal mortality rates had fallen over most of the nineteenth century but 
stagnated about halfway through the century before continuing their fall in the 
period 1860– 1890. A potential contributing factor to the stagnation was the gen-
erally low standard of living that persisted in the nineteenth century, resulting 
in poor health among pregnant women. The stagnation may also have been at-
tributable to the increased availability of doctors and midwives (Woods 2009). In 
the absence of antiseptic techniques, higher rates of medicalization and surgical 
intervention could be detrimental to the survival of mother and child (Woods 
2009) since infections following medical intervention were hard to treat (e.g., 
Leavitt 1986). Once antiseptic procedures were discovered and were being 
implemented, maternal and infant mortality declined further.

The professionalization of midwifery and the increase in the number of 
births assisted by a properly trained midwife had a beneficial effect on ma-
ternal and infant survival. In the period 1830– 1894, a doubling of the number 
of trained midwives in Sweden, from 1,000 in 1830 to 2,600 in 1894, reduced 
maternal mortality by 20– 40 percent (Lorentzon and Pettersson- Lidbom 2021). 
The increases in the number of trained midwives had a greater impact on the 
reduction of maternal mortality in the late nineteenth century, when training 
for midwives was better (Lorentzon and Pettersson- Lidbom 2021). Although 
midwives in Sweden were well qualified from an international perspective al-
ready in the 1880s (Loudon 1992), training was still poor by modern standards, 
and there was wide variation between traditional birth attendants and midwives 
trained in modern methods. In the early nineteenth century, some midwives still 
used long- established, nonscientific methods in their work, especially in rural 
areas. Traditional birth attendants used methods during childbirth that could 
be harmful to the mother and reduce the chances of survival of her infant, in-
cluding procedures to hasten the delivery such as pressing on the abdomen and 
the improper and medically unnecessary use of drugs, instruments, and surgical 
procedures. In addition, home births sometimes took place in crowded or insuf-
ficiently hygienic conditions.
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Around the turn of the twentieth century, public policy made midwifery 
services more widely available and also gave midwives access to improved and 
more advanced training, which included both theory and practice in bacteri-
ology, thus enhancing their professional status and competence. Although child-
birth now more commonly occurred in hospital facilities, midwives continued 
to have a central role in home deliveries until the 1930s. At the time, they were 
considered among the most highly trained and efficient in the world (Loudon 
1992). Midwives with better- quality training who attended home births could, 
unlike traditional midwives, greatly improve the chances of maternal and ne-
onatal survival with the use of antiseptics and preventive procedures (Lazuka 
2018; Løkke 2012; Woods 2009).

Childbirth in Maternity Wards

Box 8.1 summarizes the various reforms and medical innovations related to 
maternal and child health in Sweden from 1900 to the present day. From the 
1920s to the 1950s, an increasing number of childbirths transitioned from a 
system of midwife- assisted home deliveries to that of delivery in a maternity 
ward, where midwives were still the main care providers for women during 
the birth. The transition to institutionalized births occurred earlier in urban 
areas than in rural settings. There were different categories of institutions, in-
cluding the maternity hospital (barnbördshuset) and nursing home (sjukhem) 
(Vallgårda 1996). The conditions surrounding childbirth, including the pres-
ence and level of training of birth attendants (doctors or midwives), the level 
of hygiene during delivery, and instruments and health monitoring after 
birth varied considerably. Additionally, the hospital staff were given training 
in how to treat preterm babies, including constant care, the use of prototype 
incubators, and providing advice to mothers on feeding small babies (Gröne 
1949). As of 1919, properly trained district nurses working for the munici-
pality in rural regions were subsidized by the state and worked under the su-
pervision of a provincial doctor. This replaced an earlier system which had 
offered less than satisfactory employment conditions and limited training for 
nurses. District nurses now gave young mothers advice on providing care and 
on hygiene and breastfeeding (Sundin and Willner 2007).

Prior to the 1930s, those admitted to a hospital to give birth were predomi-
nantly low SES women and complicated cases. In the period 1930– 1946, a na-
tionwide maternity ward reform made hospital childbirth available for both 
complicated and straightforward cases and also for women from all social classes 
(Lazuka 2023). During this time the state began subsidizing the hospital stay of 
women giving birth there and providing a childbirth allowance. By 1950, almost 
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all births took place in hospital. The shift from home births to hospital births 
further reduced infant mortality, especially those deaths related to pregnancy 
and childbirth (stillbirth and neonatal deaths). The nationwide reform saw a 
decrease of 20 infant deaths per 1,000 live births— 60 percent in relative terms 
(Lazuka 2023). Hospital births benefited the survival of infants because of the 
round- the- clock care provided by highly qualified staff with modern medical 
training. Compared with home births, there was a reduced risk of infection in 
hospital, and, for preterm newborns, special medical care was available. Long- 
term effects were also found for school grades, educational attainment, and adult 
mortality (Fischer et al. 2021; Lazuka 2023). Possibly the change from home to 
hospital births reduced childhood morbidity, thus resulting in improved grades 
and other outcomes along the life course.

The opening of a maternity hospital in the 1910s in Sundsvall (a town in 
northern Sweden) was associated with a significant reduction in both neonatal 
and post- neonatal mortality thanks to the proper childbirth care provided es-
pecially for complicated births and for poor and unmarried mothers. At the 
same time, in the early days of the increase in hospital births, conditions were 

Box 8.1 Reforms and medical innovations related to 
maternal and child health in Sweden, 1900–Present

 1900– 1920 Increasing availability of properly trained and professional 
midwives

 1920– 1950 Rise of institutionalized childbirth in maternity wards
 1930– 1946 Maternity ward reform leading to a rapid increase in hos-

pital births
 1931– 1933 Trial of program for preventive care for mothers and infants
 1938– 1945 Preventive health program offered at child healthcare centers 

(barnavårdscentral; BVC) rolled out nationwide
 1939 Wide availability of sulfa medication to treat pneumonia
 1947 Wide availability of penicillin
 1960s Ultrasound became available
 1970s Neonatal intensive care units introduced
 1973 Neonatal care expanded and improved with the use of 

ventilators
 1990s Increasing attention given to preconception care (e.g., folic 

acid supplementation)



250 Urban Lives

sometimes crowded and there was a lack of space and privacy as much larger 
numbers of women needed care than before the reforms (Wisselgren, 2005).

Interventions and changes in more recent decades appear to have had a 
more modest effect on maternal and infant health outcomes. Studies looking 
at changes in healthcare provision for women have included indicators of ma-
ternal health such as the length of postpartum stay in hospital, maternal trauma, 
and contact with a general practitioner in the years after childbirth. Additional 
healthcare resources in the form of extra and specialist care for mothers were 
found to have had no effect on maternal health for uncomplicated cases but 
were beneficial for high- risk births (Advic et al. 2018; Almond and Doyle 2011; 
Kronborg et al. 2016).

Medical Innovations

Further reductions in infant mortality as of the 1960s have been attributed to 
the inception of neonatal intensive care units. Incubators, invented in France 
at the end of the nineteenth century, were found to reduce mortality among 
prematurely born children in the 1960s and became the standard in Swedish 
hospitals by the 1970s. The first neonatal intensive care units in Sweden were 
set up in the 1960s, at Karolinska University Hospital in Stockholm and at the 
Children’s Hospital (Barnsjukhuset) in Göteborg. Neonatal intensive care units 
with ventilators adapted for prematurely born infants (the so- called Gregory 
box) were first set up in Sweden in 1973 (Lagercrantz 2015). Intensive care units 
accounted for about one- fifth of the decline in infant mortality in the United 
States between 1983 and 1998 (Cutler et al. 2012). For births after the mid- 1960s, 
infants of very low birth weight who were put on a lung respirator experienced 
substantially lower mortality during the first year of life (Bharadwaj et al. 2013). 
High- quality hospital facilities and staff could and still did make a difference in a 
developed setting in the 2000s and were shown to have a substantial positive ef-
fect on early neonatal survival and health (Daysal et al. 2015; Miller 2006).

Medical breakthroughs at the start of the twentieth century contributed to 
the increased survival rate of infants, especially through the treatment of disease 
for mother and child. The arrival of antibiotics had been preceded by the use of 
sulfonamide (sulfa) drugs in the late 1930s. These early antibacterials were ef-
fective against pneumonia and scarlet fever. In the late 1940s, penicillin, which 
was effective against all bacterial infectious diseases, became widely available 
and led to a strong decline in infant deaths from this cause. It is likely that in-
fant mortality in the post- neonatal period was particularly strongly affected by 
the introduction of the new medication. Treatment with sulfa drugs led to a 7– 
32 percent decline in pneumonia mortality and a 52– 65 percent decline in scarlet 
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fever mortality between 1937 and 1943 in the United States (Jayachandran et al. 
2010)— these diseases being the leading causes of infant mortality at the time. 
The effects of sulfonamides when they were introduced in Sweden in 1939 were 
found to be similar in magnitude (Lazuka 2020). A sudden sharp decline in post- 
neonatal mortality (before the first birthday and after the first 28 days of life) 
occurred around the time that penicillin became available.

Penicillin also greatly reduced the risk of life- saving surgical procedures for 
pregnant women, making it possible to conduct more invasive interventions 
(Løkke 2012). Prior to the antibiotic era such procedures posed a great risk to the 
mother’s life. For example, in 1920s Sweden, 1 in 10 cesarian procedures ended 
in maternal death (Rehn and Boström 2011). When antibiotics became available 
in the 1930s, an infection after childbirth could be treated. After the introduction 
of antibiotics an increase of 100 hospital births per 100,000 births was associated 
with 80– 129 fewer maternal deaths in the United States (Thomasson and Treber 
2008). A similar, sizable decline in maternal mortality has been found due to the 
introduction of sulfa drugs, amounting to a 24– 36 percent reduction in maternal 
mortality (Jayachandran et al. 2010).

Preventive Care Programs

A further innovation in the provision of healthcare resources consisted of 
conducting home visits and doctor’s check- ups for infants. Such check- ups in-
itially took place under the auspices of organizations with the original aim of 
providing those women unable to breastfeed with milk and solid food for 
their newborns and older infants (Mjölkdroppen). These services were first 
implemented in 1901, in Stockholm, for disadvantaged women and were sim-
ilar to Gouttes de Lait in France and milk depots in the United Kingdom (Meckel 
1998). The programs provided women without means not only with milk but 
also with advice on care and nutrition for infants. They are therefore one of the 
earliest examples of preventive care programs (Meckel 1998). Women could en-
roll if they provided evidence from a medical doctor or the church that they had 
no means themselves (Stenhammar and Ohrlander 2001). Home visit programs 
for the broader population were developed in Scandinavia in the 1920s and 
1930s. Previous studies establish that targeted infant health programs improved 
infant health (Wüst 2022).

The home visit program initiated in Denmark in 1937 seems to have led to a 
decline of around 5– 8 infant deaths per 1,000 live births (a 1 percent mortality 
reduction in relative terms), especially deaths from diarrheal diseases (Wüst 
2012). The main cause of these diseases was spoiled or inappropriate food, and 
exclusive breastfeeding could protect infants from this. The home visits may 
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thus have been successful because the visiting nurse promoted breastfeeding 
and proper infant nutrition. In the context of Norway, access to infant health 
centers increased completed years of schooling by 0.15 years and earnings by 
2 percent, and such effect was driven by better nutrition within the first year 
of life (Bütikofer et al. 2019). In Sweden, a similar program of house visits also 
encompassed mandatory doctor’s check- ups at health centers for infants. The 
trial program in the period 1931– 1933 led to a 2 percentage point decrease 
(24 percent reduction) in infant mortality in the trial areas, primarily due to 
a reduction in infant deaths related to preterm birth, low birth weight, and 
congenital malformation (Bhalotra et al. 2017). The nationwide rollout of the 
infant care program in the period 1938– 1945 was associated with a decline 
in post- neonatal deaths from pneumonia (Knutsson 2018). Early detection of 
disease, improved nutrition, and improved access to antibiotics were there-
fore the likely reasons of the program’s effectiveness in reducing post- neonatal 
deaths among infants.

One of the unique features of the program in Sweden was its attention to ante-
natal care in the form of general advice and detecting signs of retarded growth in 
fetuses (Bhalotra et al. 2017). However, no effects on infant mortality and mother 
survival have been found regarding the prenatal care features of the program 
(e.g., Bhalotra et al. 2017; Lazuka 2023). It is likely that these features were not, 
in fact, specific to the program itself but were a continuation of recognized forms 
of care for pregnant women in Sweden that existed prior to the program’s imple-
mentation. As such, it is likely that the introduction of antenatal care practices 
was gradual and that we therefore see no sharp decrease in complications at birth 
around the time these programs were formalized. Antenatal care took place at 
health centers and was not part of the home visiting part of the program, which 
could be another explanation for the small effects on survival.

In other countries, antenatal care programs became more common only in 
the 1980s, about four decades later than in Sweden. The bulk of the literature 
on the effects of antenatal care has focused on recent, highly specialized care 
interventions. Overall, it provides evidence of beneficial effects on the health of 
mothers and infants. For instance, targeted antenatal care for at- risk mothers 
positively affects their newborn’s survival. A randomized controlled trial in 
a public system of obstetric and pediatric care in the United States was found 
to lead to improvements in birth weight and infant survival (Olds et al. 2007). 
The efficiency of these improvements depends on the professional qualifications 
of the home visitor and points to his or her intervention as the decisive mech-
anism. In the case of the United States, as of the 1980s, access to health insur-
ance, which is associated with the extended access of low- income families to 
prenatal care and other healthcare resources, has been found to ensure an in-
crease in birth weight and gestational age at birth and a decrease in the number 
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of hospitalizations related to infant health after birth (e.g., Aizer et al. 2007). In 
addition, for pregnancies considered low- risk but where the mothers were on a 
low income, perinatal medical treatment decreased early neonatal mortality (the 
first 7 days after birth) by 4 deaths per 1,000 live births in the Netherlands in the 
2000s (Daysal et al. 2019). They argue that the presence of a physician reduced 
the likelihood of adverse events such as fetal distress or an emergency cesarean 
section.

The mother’s health is known to affect her pregnancy outcomes. Mothers 
in poor health are more likely to have a miscarriage, especially if the unborn is 
a boy. Male fetuses in utero are more sensitive to the condition of the mother. 
Women who reproduce in disadvantageous conditions tend to have more girls 
than boys (i.e., there is a lower sex ratio of boys to girls at birth; Almond and 
Edlund 2007; Andersson and Bergstrom 1998; Bruckner et  al. 2010; Nonaka 
et al. 1999; Norberg 2004). The natural sex ratio at conception leans toward a 
higher ratio (more boys), but at every stage of development relatively more male 
fetuses than female ones are lost, possibly because they are more vulnerable to 
disease, genetic mutations, and environmental conditions (Lindahl- Jacobsen 
et al. 2013). Although earlier literature addressed the relationship between ma-
ternal condition and sex ratio at birth, sex ratios at birth have rarely been used as 
an indication of maternal health and prenatal healthcare.

The Modernization of Childbirth in Scania

The development of maternity care in Landskrona and its rural hinterland 
resembles the development in Sweden as a whole. Until the early 1910s, almost 
all births took place at home. The midwives were usually paid by the munici-
pality. Most graduate midwives found employment in the cities, which meant 
there was a shortage of qualified midwives in the countryside. Between 1880 
and 1911, one- third of all births in the countryside were assisted by licensed 
midwives employed by the municipality, while traditional medical practitioners 
attended the other births (Lazuka 2018).

Births in institutional settings rose steadily in the times that followed. 
From 1912 onward, a woman could give birth in Landskrona in a mater-
nity ward (barnbördsavdelning) at the nursing home (sjukhem) which was 
run by the City of Landskrona. In 1930, the city’s maternity hospital (stadens 
barnbördshus) replaced the nursing home’s maternity ward (Landskrona Stads 
Hälsovårdsnämnd 1929). It was annexed to the county hospital (länslasarett) and 
located in the old epidemic hospital. Conditions for delivery improved because 
the new facility was more isolated and the wards more spacious than previously. 
There was also a separate delivery room suitable for surgery (Jönsson 1997).
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Box 8.2 summarizes institutional developments in Landskrona in relation to 
infant and maternal health. Figure 8.1 shows, for the years 1912– 1947, the per-
centage of births that took place in Landskrona at the nursing home/ city mater-
nity hospital (sjukhem/ stadens barnbördshus) and other hospitals and also the 
percentage of births in hospitals in the rural parishes. The percentage of births 
in Landskrona that took place at the nursing home or the city maternity hospital 
increased from about 50 percent in 1912 to about 75 percent in 1934. Although 
the opening of the maternity wards was part of a program directed at poor and 
unmarried women, our data show that women of all socioeconomic groups 
delivered their babies at these institutions. In fact, between 1912 and 1934, in 
43 percent of these cases the children were born into families of higher-  and 
medium- skilled workers.

As part of a state policy, a separate maternity ward was opened at the county 
hospital in 1935. In that year, women could give birth either in the city hospital 
or in the newly opened maternity ward at the county hospital, and, in 1936, the 
old maternity ward at the nursing home was closed. The maternity ward at the 
county hospital was in a makeshift condition since nothing of this kind had 
been foreseen when the hospital was built. The temporary ward was too small 
and sometimes had up to seventeen or eighteen women in one room (Jönsson 
1997). The conditions there were not ideal for childbirth either since it was not 
isolated from other wards in the hospital. When it opened in 1935, it had four 
beds and one delivery room, thought to suffice for both normal and compli-
cated childbirths. Given the demand, it was enlarged to twelve beds the following 
year (Landskrona Länslasarett 1936). Nevertheless, the ward faced problems of 
overcrowding. Contributing to the pressure on it were the high birth rates in the 
city and the fact that women stayed there for an average of 10 days after giving 
birth. As can be seen in Figure 8.1, panel A, as early as 1936 onward, almost all 
births in Landskrona took place in the county hospital

In 1945, a newly built children’s hospital was opened in a separate building 
next to the county hospital. This had an open ward, and, in addition, it had space 
to accommodate twelve lying- in patients and four isolation rooms (Jönsson 1997; 
Landskrona Stads Hälsovårdsnämnd 1945; Landskrona Stads Hälsovårdsnämnd 
1946). The temporary maternity ward that had already opened at the county 
hospital was transferred to the ground floor of the children’s hospital in April 
1945 and made more permanent. This newly opened maternity ward not only 
was more spacious (with twenty- six beds for women, three delivery rooms, and 
a separate operating theater), but also offered a more hygienic environment 
since it was isolated from the hospital’s main building. The fact that the ward 
was so closely situated to the children’s hospital was also desirable from a med-
ical point of view. It provided more complete and closely linked care, not only 
during delivery but also during the periods preceding and following birth. The 
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newly opened children’s hospital also housed an antenatal healthcare center 
(mödravårdscentral; MVC) and a children’s healthcare center (barnavårdscentral; 
BVC). The collaboration between the specialist wards sought to ensure better 
planning for childcare needs in society, reduce child mortality, and promote 
family health. The connectedness between the wards also improved the survival 
chances of infants with problems, such as those born prematurely. In 1945, the 
standard care fees at the hospital were 11 SEK per day for a single room and 7.50 
SEK per day for a shared room. For reference, this is around the mean daily labor 
income for men in Landskrona in the same year (cf. Chapter 3).

The modernization of care regarding childbirth took place in towns and cities 
earlier than in the countryside, and the institutionalization of births was swiftest 
in urban areas. But with the opening of maternity hospitals in towns and cities, 
women who gave birth in the rural areas gradually came under institutionalized 
care as well. As can be seen in Figure 8.1 panel B, the percentage of children who 
came from Landskrona’s five rural hinterland parishes and were born in hos-
pital rose from about 9 percent in 1912 to about 47 percent in 1926, 60 percent 

Box 8.2 Institutional developments in Landskrona related to 
maternal and child health

 1912 Opening of the nursing home’s maternity ward (sjukhemmets 
barnbördsavdelning)

 1930 Opening of the city maternity hospital (stadens barnbördshus), annex 
to the nursing home (sjukhem)

 1931 Children’s healthcare center (barnavårdcentral; BVC) opened by the 
charity foundation Barnavärn (Children’s Protection)

 1935 Separate maternity unit at the county hospital (länslasarett) opened
 1936 The city maternity hospital (stadens barnbördshus) closed
 1938 Antenatal healthcare center (mödravårdscentral; MVC) opened at the 

county hospital on a voluntary basis
 1944 The antenatal healthcare center (MVC) taken over by the county au-

thority, and an expansion of services
 1945 New children’s hospital opened in a separate building at the county 

hospital, and this included an antenatal healthcare center (MVC) and 
a children’s healthcare center (BVC)

 1972 The maternity ward (barnbördsavdelning) in the county hospital 
closed; postnatal care department remained open

 1981 The postnatal care ward closed; all types of care moved to the 
Helsingborg hospital
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Figure 8.1 Percentage of births in maternity wards by area, 1912– 1947.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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in 1936, and 98 percent in 1947. Women from the rural areas near Landskrona 
gave birth primarily in the hospitals of Lund, Landskrona, or Helsingborg. In 
1972, the maternity ward (barnbördsavdelning) at the Landskrona hospital 
closed, although a postnatal care department remained open there for another 
decade before closing in 1981. From then on, hospital births for women residing 
in Landskrona took place at the Helsingborg hospital about 30 kilometers from 
Landskrona (Jönsson 1997).

The Introduction of Antenatal and Postnatal Care 
Programs in Landskrona

Developments in antenatal and postnatal care in Landskrona and the five rural 
parishes broadly reflected changes in Sweden as a whole, but the new institutions 
and medical innovations, aimed at women across the board, were made available 
earlier in the towns than in the countryside.

The first interventions directed at infants in Landskrona were initiated by the 
charity foundation Barnavärn (Children’s Protection). Barnavärn was founded 
in 1907, and it ran a home for up to twenty children aged 0– 2 who could not re-
ceive parental care. These children stayed in the home for a period of time and 
were generally returned to their families thereafter. Mothers visited their chil-
dren at home and breastfeeding was encouraged. Barnavärn also educated girls 
in childcare.

In 1927, Barnavärn set up the Mjölkdroppe service in Landskrona with the 
help of local government funds in order to donate milk and a number of solid 
foods for infants from poor families (Jönsson 1997; Landskrona City Archive; 
Landskrona Stads Hälsovårdsnämnd 1927). The fee charged for this service 
depended on parental income, and most children received it for free. Health 
records were kept during such visits, including information on the weight of 
the child, the type of food given, and any illness. In connection with setting up 
Mjölkdroppe, Barnavärn also opened a child healthcare center (BVC) in the same 
building in 1931. The center soon became very popular, and Barnavärn had to 
borrow an additional room in another location in the city. A nurse and a doctor 
were employed at the center to receive mothers with small children, and nurses 
also conducted home visits. In addition to seeing infants to carry out health 
check- ups, the nurses gave advice on their care. Most children were registered 
on these programs before the age of 6 months, and they received care under it 
until the age of 1. The fee charged was either zero, 2.50, or 5 SEK per quarter, 
depending on the parents’ financial situation.

In 1938, antenatal care was provided at the antenatal healthcare center (MVC) 
at the county hospital and was run by the hospital’s midwives and doctors on a 
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voluntary basis (Landskrona Länslasarett 1941). From that year on, midwives 
were obliged to conduct urine tests on women to check for protein (a sign of pre- 
eclampsia, which can be a life- threatening condition for mother and child) and 
sugar (a sign of pregnancy diabetes). Doctor’s check- ups were also conducted at 
the MVC. In 1944, the county MVC was put on a more formal footing and re-
ceived compensation from the county authority (Landskrona Länslasarett 1944). 
When the children’s hospital opened in 1945, it also housed an MVC and a BVC. 
The BVC at Barnavärn was therefore closed at this time.

Generally speaking, healthcare was readily available for women of all eco-
nomic classes, unlike the healthcare provided elsewhere in Europe around the 
same period. Financial contributions for admittance to hospital were tied spe-
cifically to the level of income and wealth of the patient’s household. Medication, 
including antibiotics when they became available, was relatively cheap and often 
covered by health insurance or the state.

Quantifying Developments in Maternal and  
Infant Health and Survival

In this section, we use a series of graphs to show the developments over time 
regarding a range of health outcomes for mothers and infants. In the next sec-
tion, we use time series analysis to address the probable reasons for the improve-
ment in maternal and infant health. The care given to mothers before, around 
the time of, and after childbirth is likely to affect both their health and the sur-
vival of their infants. Our aim is not to establish robust causal relationships, 
which cannot be shown with time series analysis. Instead, we aim to illustrate 
the developments over time in infant and maternal health and understand the 
possible contributions to such developments from medical progress and institu-
tional change in childbirth and infant care.

Our study focuses on the town of Landskrona and five rural parishes. These 
areas are not statistically representative for Sweden as a whole, but, in the period 
1905– 2010, life expectancy in these Scanian parishes did reflect that in the rest of 
Sweden (Quaranta 2013). Cohort life expectancy at birth for Sweden as a whole 
and for the five rural parishes and the town of Landskrona developed in a similar 
way (Debiasi 2020; Lazuka 2017). This indicates that the area might well serve as 
a testing ground for studying developments in Sweden as a whole.

We start with the indicators of maternal health, in particular the maternal 
mortality ratio (MMR) and crude death rate (CDR) among women of reproduc-
tive age, and indicators of perinatal health, in particular stillbirth rate and sex 
ratio at birth. Stillbirths and sex ratio at birth are a good reflection of conditions 
experienced during gestation and birth. Figure 8.2 shows the MMR) and female 
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CDR at age 15– 49 (CDR15- 49) by decade for the entire study area (Landskrona 
and the five rural parishes). The MMR was calculated as the number of deaths 
of women within 42 days of the delivery of a live birth per 100,000 live births 
per year.2 As can be seen in the figure, maternal mortality was already low at the 
beginning of the period as a result of the wide availability of trained midwives as 
early as in the nineteenth century (Lorentzon and Pettersson- Lidbom 2021) and 
of the widespread use of antiseptics from 1880 onward (Lazuka 2018; Løkke 
2012). Large drops in the MMR are seen from the period 1935– 1944, after 
which it stays at low levels. In fact, starting from these two decades zero deaths 
in the 42 days following birth were observed in most cases, and only one or two 
deaths in others. Drops in female CDR15- 50 are also seen around the same time. 
The decline in maternal mortality and its virtual disappearance illustrate fur-
ther improvements in the care practices around childbirth that were available to 
women, including its institutionalization and the availability of medical drugs to 
treat infections as well as the decline in fertility in the area over time.

Figure 8.3 shows stillbirth rates for Landskrona and the five rural parishes. 
Information on stillbirths is available only for 1905– 1967. We measured still-
birth rates as the number of stillbirths per 1,000 singleton births per year. Fetal 
deaths during pregnancy without a known (still)birth were not included in the 

Figure 8.2 Maternal mortality ratio and female crude death rates at age 15– 49 by 
decade in the study area.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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Figure 8.3 Stillbirth rate by year and area, 1905– 1967.
Dashed lines are yearly rates and solid lines are trends.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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calculations since they were not available in the data. The series of stillbirths and 
other indicators shown were detrended3 to remove short- term variation related 
to specific events happening in a certain year, such as epidemic disease outbreaks, 
and both the yearly rates (dashed lines) and the trends (solid lines) are included 
in the figures. As can be seen from Figure 8.3, the number of stillbirths was al-
ready low at the beginning of the period of study, and the trend in stillbirth rates 
declined very moderately over time. The five rural parishes show higher still-
birth rates and larger year- to- year fluctuations than Landskrona, which probably 
relates to the smaller number of births.

We also calculated the yearly sex ratio at birth, measured as the number of 
live male births divided by the number of live female births and multiplied by 
100. As can be seen in Figure 8.4, there were large fluctuations over time for the 
parishes, but a much more stable ratio is identified for the town of Landskrona. 
The changes may well be related to the much lower number of births in the 
parishes, which may in turn be related to temporary sex imbalances in a small 
group. Interestingly, we observe a very slow increase in the sex ratio over time in 
Landskrona. However, the variation over time is not large.

Since infant mortality rates are indicators of infant health, we calculated these 
as well as the rates of early neonatal (deaths in the first week of life: days 0– 7), 
late neonatal (deaths in the second, third and fourth week of life: days 8– 28), 
and post- neonatal (deaths between the end of the fourth week and the day be-
fore the first birthday: days 29– 365) mortality. All mortality rates were calculated 
by dividing the number of deaths by the number of live births in a given year 
multiplied by 1,000, and these were also later detrended.

Figure 8.5 shows for the entire SEDD area the development in total infant 
mortality as well as the rates of post- neonatal, late neonatal, and early neonatal 
mortality. Over the whole period 1905– 2015, infant mortality declined dramati-
cally in Landskrona and the five rural parishes. From a rate of about 80 per 1,000 
in the early 1900s, it declined to about 25 per 1,000 in 1950 and to 5 per 1,000 
toward the end of the research period. From the 1990s onward, the rates of in-
fant mortality have been very low for all years. In the middle of the twentieth 
century (in the 1940s), post- neonatal mortality decreased sharply within a few 
years. In the same period, a much more gradual decline in early neonatal mor-
tality (birth to day 7) is observed. The decline in late neonatal mortality (day 8 to 
day 28) had already begun earlier, in the 1910s. From the 1950s, late neonatal and 
post- neonatal mortality rates were quite low. Initially, early neonatal mortality, 
late neonatal mortality, and post- neonatal mortality constituted about 30 per-
cent, 20 percent, and 50 percent, respectively, of total infant mortality. The share 
of infant deaths taking place in the early neonatal period increased over time to 
around 50 percent in the 1930s and 70 percent in the 1950s.
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Figure 8.4 Sex ratio at birth by year and area, 1905– 2015.
Dashed lines are yearly rates and solid thick lines are trends. The thin lines represent 
105, the current normal sex ratio at birth.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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Taken together, these developments suggest a transition away from a haz-
ardous first year for infants, where infant deaths were primarily related to infec-
tious diseases, to infant deaths becoming predominantly driven by congenital 
malformations or other birth defects. These developments are also suggestive of 
a possible relationship between the decline in early deaths concurrent with the 
increase in the share of births taking place in hospital and the availability of sulfa 
and antibiotics to treat infectious diseases. Table 8.1 shows the number and per-
centage of infant deaths by cause across the entire study area and by period. The 
table provides evidence of a strong decline in the share of infant deaths caused 
by infectious disease coupled with substantial increases in the proportion of in-
fant deaths caused by congenital or perinatal problems. In fact, the share of in-
fant deaths from infectious disease declined from 20 percent in 1905– 1949 to 
only one death in the years that followed, while the share of infant deaths caused 
by congenital or perinatal problems increased from 35 percent in 1905– 1949 to 
50 percent in 1950– 1974, 62 percent in 1975– 1994, and 73 percent in 1995– 2015. 
As the table shows, in terms of absolute numbers, large declines in infant deaths 
related to congenital or perinatal problems are also observed across time.

Figure 8.5 Infant, post- neonatal, late neonatal, and early neonatal mortality rates in 
the study area by year, 1905– 2015.
Trends are shown.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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Important differences existed between Landskrona and the five rural parishes 
in terms of total infant mortality and its different components (Figure 8.6). Infant 
mortality was lower in the town than in the parishes as early as in 1905 (Panel A). 
It is possible that the ready access to hospitals and maternity wards and modern- 
day medical care for infants in the town played a role in this. After a steep decline 
in infant mortality rates, the rates in the parishes and city became much more 
aligned in the late 1950s and 1960s. The rural– urban convergence in mortality 
patterns was mostly driven by a decline in the early neonatal mortality rate in 
the five parishes (Panel D). Whereas early neonatal mortality was already low 
in Landskrona at the start of the period (early twentieth century) and remained 
relatively stable up to the 1960s, it was over 40 per 1,000 in the parishes initially 
and declined to about half that number in the 1960s. Early neonatal mortality is 
commonly assumed to be related to pregnancy and childbearing (Woods 2009).

Mortality in the late neonatal period (Panel C) was also higher initially in the 
five parishes than in Landskrona, after which rates declined and leveled off be-
tween the two areas as early as in the late 1930s. As for mortality in the post- 
neonatal period (Panel B), rates were initially higher in Landskrona than in the 
parishes, while in both areas a steep decline was observed until the 1950s, and 
very low rates are seen in the years that followed.

Figure 8.6 Developments in infant mortality by infant age in the study area by year, 
1905– 2015.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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Intervention Analysis

As we have seen, maternal and infant health and survival improved exactly in 
parallel with medical progress and institutional change in childbirth and infant 
care throughout the twentieth century. Changes for the better included a range 
of factors, such as the introduction of antibiotics, vital for both mothers and 
newborns, broader access to maternity wards, the opening of infant healthcare 
centers, and the introduction of neonatal intensive care units. What remains un-
clear is which factors contributed to the decline in infant and maternal mortality 
and to what magnitude (e.g., Loudon 1992). Even if one can see where a dramatic 
change in health development coincided with a specific intervention, it is easy to 
mistake the magnitude of the effect because different kinds of development in 
healthcare strongly correlate over time. Moreover, the effect of an intervention 
usually has a lasting effect.

To assess the possible role of public health and medical interventions, we 
conducted an intervention analysis. We considered as outcomes indicators of 
perinatal and infant health: offspring sex ratio at birth, stillbirth rate, neonatal 
and post- neonatal mortality, and infant mortality in total. We did not include 
maternal mortality due to the small numbers. Intervention analysis is a time 
series regression technique that links together interventions and outcomes 
whereby interventions are considered to be “exogenous” (i.e., not affected by the 
outcome). To give one illustration, the arrival of sulfa antibiotics in Sweden in 
1939 was a sudden event not related to the level of infant or pneumonia mortality 
itself (Lazuka 2019). Intervention analysis allows us to obtain the magnitudes of 
the intervention effects that account for correlation over time and are suited as a 
formal test of change in the mean of a time series (Enders 2014).

Intervention analysis, like any time- series technique, is limited in the extent 
it provides causal estimates. At the same time our intervention estimates are un-
likely to be driven by trends as they are accounted for explicitly in the models or 
by socioeconomic differences in access to interventions, due to their universal 
character. Giving birth in a modern hospital since 1931 was free for women of 
any socioeconomic class, and, before that time, no hospital fee was taken from 
the poorest or unmarried women (Lazuka 2023). Similarly, infants received 
access to sulfa antibiotics in a maternity ward or infant care clinic, which very 
quickly attracted universal coverage (Knutsson 2018; Lazuka 2020). Turning to 
modern interventions, intensive neonatal care units were organically introduced 
into existing childbirth hospital facilities for the general public for no extra 
fee. Our intervention effects therefore cannot be explained by socioeconomic 
differences in access to the facilities (Wüst 2022). Instead, for the first decades of 
the twentieth century, we may somewhat underestimate the intervention effects 

 

 



Maternal and Infant Health 267

because of greater inclusion of poorer women who were more likely to give birth 
in a hospital setting (Vallgårda 1996).

The detailed description of the evolution of changes in care of mothers and 
infants in the previous section helped us define how to measure the progress 
of intervention and create so- called intervention dummies. These dummies 
are equal to zero in years before a medical or healthcare intervention became 
available; they equal one in value when in full force, and they equal intermediate 
values between zero and one for the years before being universally implemented 
(see Figure 8.7).

Medical change reached the city earlier than it did the rural areas, and the 
development of mortality differed between Landskrona and rural parishes. 
Therefore, we ran the intervention analysis separately for these two areas. The 
expansion of access to maternity wards for delivery was gradual and specific to 
each locality, and we measured this using the share of inpatient live births. For 
Landskrona such a share included deliveries that took place in the nursing home’s 
maternity ward (sjukhemmets barnbördsavdelning; 1912– 1929), in the city’s ma-
ternity hospital (stadens barnbördshus; 1930– 1935), and in the city hospital’s ma-
ternity ward (from 1935), as well as in hospitals in other cities. We also included 
the share of infants attending the infant healthcare center (BVC) in Landskrona. 

Figure 8.7 Medical and healthcare interventions included in the analyses (shares of 
affected children).
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; 
Bengtsson et al. 2021).
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The impact of sulfa (1938) and penicillin drugs (1947) was much more sudden 
and universal from the first year of their availability, and we have therefore used 
the same periodization for Landskrona and the five rural parishes. As for the ne-
onatal intensive care units, we do not know their availability exactly in the study 
area and have therefore assumed they were rolled out starting from 1971 over the 
course of 5 years and across all areas.

To obtain magnitudes of intervention effects that are free from serial corre-
lation (unaccounted serial correlation distorts the intervention effect), we de-
fined the underlying time series model based on unit- root tests for each of the 
outcomes. Such tests enable the determination of the nature of a trend in a series, 
if any, and the number of lags in the outcomes that should be included in the 
model. The results of three different tests are shown in the Appendix. The tests 
are coherent in their conclusions, in that all series for both areas include a deter-
ministic trend except for sex ratio at birth, which has no trend. The tests also sug-
gest the inclusion of not more than three lags in the outcome to account for serial 
correlation. Therefore, our final model adds not only an intervention dummy but 
also another trend (excluded for stillbirth rate and early neonatal mortality in the 
maternity ward model and for sex ratio at birth in all models) and three lags of 
the outcome.

Results of the Intervention Analysis

Table 8.2 presents the results for the impact of expanded access to maternity 
wards and neonatal intensive care units on indicators of perinatal health. An in-
spection of the trends in the previous section shows little sign of significant im-
provement in these indicators in the first part of the twentieth century, when 
births in maternity wards became more common. Nevertheless, our results 
show that access to maternity wards reduced early neonatal mortality by 6 and 
11 deaths per 1,000 births in Landskrona and the rural parishes, respectively. 
Moreover, the stillbirth rate also declined due to the introduction of modern hos-
pital facilities, from 1935. This reduction was even greater in rural parishes, 65 
deaths per 1,000 births, which suffered from relatively higher stillbirth mortality. 
Smaller effects in Landskrona should be related to relatively lower rates of early 
neonatal and stillbirth mortality. Moreover, Landskrona’s hospital might have 
suffered from overcrowded conditions, given the rapid increase in the number of 
deliveries taking place there (Vallgårda 1996).

Table 8.2 also includes the results for the impact of neonatal intensive care 
units on stillbirths and early neonatal mortality. We have seen that the decline in 
the stillbirth rate and early neonatal mortality was gradual and took place mostly 
in the second half of the twentieth century. In line with these developments, we 
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find a strong negative association between neonatal intensive care units and early 
neonatal mortality that is equal to a reduction of 13.8 deaths for Landskrona, 
which is highly statistically significant, and 4.6 deaths per 1,000 births for rural 
parishes. It is not surprising that the results are weaker for rural parishes than for 
the city. Residence near a hospital with a neonatal intensive care unit has been 
shown to determine the survival perspectives of newborns (Daysal et al. 2015).

We also present in Table 8.3 the results for the expanded access to infant 
healthcare in Landskrona. The outcomes analyzed include not only infant 
health but also the sex ratio at birth and stillbirth rate, which can be considered 
indicators of perinatal and maternal health. Doctors at the infant healthcare 
center performed check- ups on the pregnant women in addition to those on 
the infants (Knutsson 2018). As was seen in Figure 8.5, post- neonatal mortality 
plummeted in the 1930s and the 1940s, and the share of infant deaths taking 
place at this infant age dropped by a factor of two.

The results in Table 8.3 show that expanded access to care at the BVC reduced the 
stillbirth rate by 9.3 deaths per 1,000 births. The post- neonatal death rate declined 
due to this intervention by 12.5 per 1,000. The overall impact of the introduction of 
the infant healthcare center— on the infant mortality rate— is a reduction of 13.9 
deaths per 1,000 births. Both estimates are statistically significant at a 5 percent 
level, although we did not find statistically significant effects of the BVC on neonatal 
mortality. Data on access to infant healthcare services in the five rural parishes are 
not available; however, we expect this access was much lower, as borne out by the 
aggregate information on the participation rates in infant healthcare centers when 
compared between rural and urban areas. Given this, the fairly similar declines 
in post- neonatal mortality that we observed when comparing rural and urban 
parishes could be related not to the BVC intervention but to another common inter-
vention, such as the introduction of vital medicines (cf. Lazuka 2023).

Our final set of results is related to the impact of innovative medications, 
such as the introduction of sulfa antibiotics and penicillin. Table 8.4 presents the 
results of this analysis on different indicators of maternal and infant health for 
both areas. Because it is based on the results in each of the areas, the sudden 
introduction of sulfa antibiotics in 1939, which was effective against puerperal 
sepsis and pneumonia, exercises a strong negative association on late neonatal 
and post- neonatal mortality. The drug- induced reduction in post- neonatal mor-
tality is 12.9 and 8.5 deaths per 1,000 births in the rural parishes and the city, 
respectively. In relation to the introduction of penicillin in 1947, we have found 
an indication that it reduced the stillbirth rate by 5.8 and 12.6 deaths per 1,000 
in Landskrona and the five parishes, respectively. Similar to the impact of the 
sulfa antibiotics, penicillin was strongly negatively associated with post- neonatal 
mortality. As a result of the beneficial influences of either the introduction of 
sulfa drugs or that of penicillin, the infant mortality rate declined by at least 8.5 
deaths per 1,000 in each area.
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Conclusion

The twentieth century was a period of massive change in the care of pregnant 
women and infants (Løkke 2012; Woods 2009). Childbirth became increasingly 
medicalized and took place in maternity wards instead of at home under the 
care of a midwife. Attention was increasingly focused on the antenatal health 
of mothers and the postnatal follow- up of both mother and child (Sundin and 
Willner 2007). Sulfa and penicillin reduced infectious disease deaths among 
mothers and children and made further medical breakthroughs possible; sur-
gical interventions in previously fatal complications during pregnancy and child-
birth were much safer than before (Woods 2009). By the end of the twentieth 
century, infant deaths had become extremely uncommon and maternal deaths 
almost unheard of. This chapter has explored the development of maternal and 
infant healthcare and the connection to maternal and infant survival in the city 
of Landskrona and its rural hinterland between 1905 and 2015.

Maternal mortality was already low at the beginning of the study period, prob-
ably a result of the wide availability of trained midwives in Sweden by the turn 
of the twentieth century (Lazuka 2018; Woods 2009), and it declined further in 
the early decades of that century. Stillbirth rates were also low at the beginning 
of the study period, and a moderate decline followed. Perinatal and infant health 
improved significantly. The infant mortality rate declined from about 80 per 
1,000 in 1905 to about 5 per 1,000 in 2015. Late neonatal mortality declined first, 
followed by post- neonatal mortality and last by early neonatal mortality. There 
was a decline especially in the share of infant deaths caused by infectious disease 
that reflected the overall decline in the share of deaths due to infectious disease 
during the epidemiological transition. The remaining infant deaths— often due 
to congenital and perinatal problems— also declined in absolute numbers. Infant 
mortality, especially in the early neonatal period, declined earlier in the town 
of Landskrona than in its rural hinterland. Mortality rates converged between 
Landskrona and the five rural parishes later.

We conducted a macro- level intervention analysis based on detailed dem-
ographic data combined with information about the timing of institutional 
change in care arrangements in Landskrona and the surrounding rural parishes 
to address the question of which public health and medical interventions 
contributed to reductions in infant and perinatal mortality. Maternal mortality 
was such a rare event across the period of study, given that it was largely re-
lated to improvements in the training of midwives and availability of antiseptic 
techniques, that the same type of analysis could not be done for changes in ma-
ternal health. Our analysis shows that the reduction in young- age deaths can 
be attributed to most institutional changes in medicine and healthcare that we 
studied. The availability of maternity wards for delivery was associated with a 
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reduction in 6 and 11 early neonatal deaths per 1,000 births in Landskrona and 
the five parishes, respectively. The introduction of modern hospital facilities also 
substantially reduced stillbirth mortality. The institutionalization of childbirth 
likely benefited newborns through reduced exposure to infection and through 
advances for complicated surgery or low birthweight babies (see, e.g., Lazuka 
2018, 2023). The introduction of the infant care center in Landskrona was re-
lated to a reduction in the stillbirth rate and early neonatal and late neonatal 
mortality rates, as well as to the overall infant mortality rate, which was reduced 
by 13.9 deaths per 1,000 live- born children. Care at infant care centers focused 
on prevention and treatment from infection and better nutrition for all babies 
but also followed- up with the check- ups of preterm babies in the referral from 
hospitals (Bhalotra et al. 2017; Knutsson 2018; Lazuka 2023). We also find that 
new medications— sulfonamide and penicillin— led to a reduction of 18 deaths 
per 1,000 live- born children. Toward the end of the twentieth century, neonatal 
intensive care units reduced early neonatal mortality by 13.7 deaths per 1,000 
live- born children in town.

A natural question is how interventions in hospital facilities and medicine 
relate to developments in socioeconomic differences in infant mortality. In the 
twentieth century, socioeconomic differences in infant mortality increased in 
Landskrona and the five rural parishes (Dribe and Karlsson 2022). Neonatal 
mortality did not show a social gradient in mortality, but social differences in 
post- neonatal mortality— a period of life that is more susceptible to behavioral 
factors— increased. While our examination did not focus on socioeconomic 
differences, we argue that medical and care interventions should have led to the 
decrease in socioeconomic differences in young- age mortality. Childbirth in the 
hospital was free for poorer families and unmarried women in the beginning, 
and fully subsidized for every woman from the 1930s, creating no significant 
differences in the treatment effects between women of different classes (Lazuka 
2023). Other interventions, such as the introduction of infant care centers, were 
free to all, or, as with sulfa drugs and penicillin, were very cheap and access was 
almost universal (Knutsson 2018; Lazuka 2020). The large magnitudes of the 
effects that we find align well with the observation that universal interventions 
achieve great results for infant well- being, but do not necessarily eliminate ine-
quality (Mackenbach 2012).

Except for the introduction of intensive care units, which occurred later than 
other reforms, many changes in institutional and medical care around child-
birth occurred simultaneously. For example, the institutionalization of child-
birth, the inception of infant health centers, and the introduction of antibiotics 
all occurred in the same period. The strongest effects on infant survival are found 
for expanded access to innovations in medical care and inception of infant health 
centers. The expansion of childbirth hospital facilities benefited especially the 
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survival of newborns. Both city dwellers and those living in the countryside 
profited from the modernization of midwifery, access to maternity wards, and 
medical progress.

Appendix 

Table A.8.1 Results for the unit root tests for the demographic outcomes, Landskrona 
and the five parishes.

Augmented 
Dickey−Fuller 
test

Phillips−Perron 
test

Elliott, 
Rothenberg, 
and Stock test

Conclusion

Sex ratio at birth:  
Landskrona

−7.51 < −2.88 −11.36 < −2.88 −3.31 < −1.94 Stationary

Five parishes −7.02 < −2.88 −9.31 < −2.88 −4.51 < −1.94 Stationary
Stillbirth rate:  

Landskrona
−5.92 < −3.45 −7.02 < −3.48 −4.95 < −3.03 Trend 

stationary
  Five parishes −4.62 < −3.45 −7.12 < −3.48 −4.65 < −3.03 Trend 

stationary
Early neonatal 
mortality: 

Landskrona

−5.99 < −3.43 −10.54 < −3.45 −4.83 < −2.93 Trend 
stationary

  Five parishes −5.04 < −3.43 −8.21 < −3.45 −4.20 < −2.93 Trend 
stationary

Late neonatal 
mortality: 

Landskrona

−6.49 < −3.43 −8.51 < −3.45 −6.53 < −2.93 Trend 
stationary

  Five parishes −5.89 < −3.43 −8.84 < −3.45 −5.28 < −2.93 Trend 
stationary

Post neonatal 
mortality: 

Landskrona

−3.06 < −3.43 −8.51 < −3.45 −3.05 < −2.93 Trend 
stationary

  Five parishes −6.57 < −3.43 −10.01 < −3.45 −5.45 < −2.93 Trend 
stationary

IMR:  
Landskrona

−3.85 < −3.43 −7.04 < −3.45 −3.47 < −2.93 Trend 
stationary

  Five parishes −4.96 < −3.43 −6.98 < −3.45 −4.76 < −2.93 Trend 
stationary

Note: The first value indicates the test statistic, and the second is a critical value at a 5 percent signifi-
cance level. The underlying equation included a linear trend. The number of lags was chosen by Akaike 
Information Criterion.
IMR, infant mortality rate.
Source: Own calculations based on the Scanian Economic- Demographic Database (SEDD; Bengtsson 
et al. 2021).
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Notes

 * The authors are grateful for funding received from the research programme 
“Landskrona Population Study,” funded by the Swedish Foundation for Humanities 
and Social Sciences (Riksbankens Jubileumsfond), and from the research project 
“How welfare shapes our future” (FORTE, dnr 201700866).

 1. In 1905– 1949 the five most common causes of infectious mortality for children 
younger than 10, based on International Classification of Disease (ICD10) codes and 
in order of prevalence, were A09 Infectious gastroenteritis and colitis, unspecified; 
A17 Tuberculosis of nervous system; A37 Whooping cough; A36 Diphtheria; and B05 
Measles.

 2. The WHO definition of MMR also includes among maternal deaths that occurred 
during pregnancy, something we cannot account for due to lack of data.

 3. We detrended all series using a Hodrick Prescott filter with a filtering factor of 6.25.

Sources

Landskrona City Archive. Barnavärn.
Landskrona Länslasarett. 1936. Årsberättelse.
Landskrona Länslasarett. 1941. Årsberättelse.
Landskrona Länslasarett. 1944. Årsberättelse.
Landskrona Stads Hälsovårdsnämnd. 1927. Landskrona Stads Hälsovårdsnämnds 

Årsberättelse.
Landskrona Stads Hälsovårdsnämnd. 1929. Landskrona Stads Hälsovårdsnämnds 

Årsberättelse.
Landskrona Stads Hälsovårdsnämnd. 1945. Landskrona Stads Hälsovårdsnämnds 

Årsberättelse.
Landskrona Stads Hälsovårdsnämnd. 1946. Landskrona Stads Hälsovårdsnämnds 

Årsberättelse.
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the Socioeconomic Gradient in  
Adult Mortality

An Urban Phenomenon?

Tommy Bengtsson, Martin Dribe, and Jonas Helgertz

Introduction

Despite the long- term decline in mortality across all ages, socioeconomic 
differences in adult health have been growing in recent decades in developed 
countries. Regardless of whether socioeconomic status (SES) is measured by ed-
ucation, income, or social class, higher- status individuals on average live longer 
and in better health than those of lower status. The differences are substantial; 
in Sweden, for example, the gap in remaining life expectancy at age 30 between 
highly and lowly educated is more than 5 years (Statistics Sweden 2016, table 1). 
However, it is not only the lowest- status individuals who experience a health dis-
advantage relative to high- status individuals. Instead, there is an almost linear 
negative association between SES and health. This health gradient has received 
much attention in epidemiology and the social sciences, with most evidence 
pointing to a widening of the relative mortality differentials in recent decades 
(e.g., Mackenbach 2019).

It has been argued that the socioeconomic gradient in mortality is not a 
new phenomenon but one that has always existed (e.g., Deaton 2016; Elo 2009; 
Marmot 2004). According to the fundamental causes theory, SES is a key determi-
nant of health and mortality at all times and places even if the causal mechanisms 
may vary across contexts (Clouston et  al. 2016; Link and Phelan 1995, 1996; 
Phelan et  al. 2010). Recent research has, however, refuted the historical con-
sistency of the adult mortality gradient, with evidence for Sweden indicating 
that it only emerged in the second half of the twentieth century (Bengtsson 
and Dribe 2011; Bengtsson et al. 2020; Debiasi and Dribe 2020; Debiasi et al. 
2023). Studies on Providence, Rhode Island in 1865 (Chapin 1924) and Paris in 
the 1860s (Blum et al. 1990) found higher mortality rates among non- taxpayers 
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and lower- status individuals than among more well- off groups. Other studies on 
nineteenth- century Netherlands (Van Poppel et al. 2009; Schellekens and Van 
Poppel 2016) and Britain (Woods 2000; Woods et al. 2004) found adult mortality 
differences between certain classes or occupations, but no consistent survival 
advantage for individuals belonging to a higher social class. Indeed, for Britain, 
several studies have suggested that class differences in mortality only emerged 
after the 1930s (Pamuk 1985; Smith and Lynch 2004). For the United States, 
only modest mortality differences by educational attainment were observed for 
cohorts born during the end of the 1800s and early 1900s (Masters et al. 2012). 
Some studies also found a mortality advantage for higher- status women, but not 
for higher- status men, around the turn of the twentieth century in Sweden (Dribe 
and Eriksson 2023) and Estonia (Jaadla et al. 2017). In some cases, higher- status 
men even had higher mortality than lower- status men, possibly due to adverse 
lifestyles or different exposures to diseases (Dribe and Eriksson 2023; Razzel and 
Spence 2006).

There are several factors contributing to the contemporary health and mor-
tality gradient. Lifestyle factors, such as tobacco smoking, alcohol consumption, 
and diet— nowadays strongly related to social class— have direct effects on both 
the prevalence and the outcome of many diseases (see Bengtsson et al. 2020; 
Probst et al. 2022). Smoking especially has a strong impact on mortality in both 
lung cancer and cardiovascular diseases and shortens life expectancy by several 
years (Darden et al. 2018; Doll et al. 2004).

During the first half of the twentieth century smoking was less prevalent in 
Sweden than in the other Nordic countries, the United States, and Britain. This 
was especially the case for cigarette smoking, which grew rapidly only from the 
1940s onward. Instead, there was widespread use of snuff (snus)— a wet tobacco 
product that was placed under the lip— and pipe tobacco (Nordlund 2005). 
Nonetheless, by the end of the 1940s, about half of all Swedish men, but less than 
a tenth of all women, were daily smokers. During the post- World War II period 
smoking increased among women, while it started to decline among men from 
the late 1960s, resulting in about a third of both men and women being daily 
smokers in the mid- 1970s. Since then, smoking has been declining, but at the 
same time a strong socioeconomic gradient has appeared (Nordlund 2005).

In addition to the direct effects on mortality, lifestyles can also have indi-
rect effects through how they influence the success of medical treatment as well 
as the likelihood of seeking early medical care (Mills et  al. 2011). While one 
could expect the latter to be the case in societies lacking universal provision of 
healthcare at a low cost (Adler and Stewart 2010), it appears to be a universal 
phenomenon in contemporary contexts (Van Doorslaer et al. 2000), where, in 
particular, groups with lower levels of education underutilize healthcare services 
(Steingrímsdóttir et al. 2012; Smith 1999).
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In contemporary contexts, the lack of control of one’s work situation, often as-
sociated with low- skilled jobs, leads to stress. This has been argued to contribute 
to the health gradient through susceptibility to infection and morbidity in car-
diovascular diseases (Kivimäki and Kawachi 2015; for an overview, see Marmot 
2004). Some research has questioned part of the empirical evidence for this 
mechanism from the so- called Whitehall studies (see, e.g., Marmot 2004) and 
argued it may be a result of selection of certain individuals into certain jobs and 
better chances of promotion for healthier individuals (Case and Paxson 2011).

Differences in living and working environments by SES could also produce a 
health gradient if certain socioeconomic groups systematically are more exposed 
to toxic substances or pollution. Air pollution is associated with mortality even 
at low pollution levels (Strak et al. 2021). In addition, the negative health effects 
of air pollution are larger for smokers because the functioning of their respira-
tory system is already compromised (Wong et al. 2007). Hence, smoking is po-
tentially more harmful in urban areas with higher levels of pollution.

The high mortality in urban environments relative to rural areas in histor-
ical contexts—  often referred to as the “urban penalty”— is frequently attributed 
to the inability of growing cities to make the necessary investments in sanitary 
services and the provision of clean water (see Harris and Helgertz 2019). To take 
Landskrona as an example, the town made investments in its water and sewerage 
infrastructure as early as from 1869 onward. While the sanitary aspects of the 
services provided were initially questionable due to rather rudimentary tech-
nology, the infrastructure expanded rapidly, with at least 90 percent of dwellings 
being connected to both services by 1909 (Sveriges kommunaltekniska förening 
1909; see also Chapter 2). The national health statute of 1874 may also have been 
important for public health in Landskrona. It stipulated the formation of local 
health councils to serve towns, in addition to promoting the establishment of 
epidemic hospitals (one was set up in Landskrona in 1893) and the mandatory 
inspection of pork (1881) and milk (1894) sold to the public.

Independent of these health infrastructure investments, the increasing popu-
lation density in the urban areas, along with crowded housing, created conditions 
for the transmission of infectious diseases, which were a significant cause of 
death at the beginning of the twentieth century. The spread of infectious diseases 
was also facilitated by urban areas being migratory hubs characterized by greater 
population turnover and crowding (Reher 2001). The ability of the upper social 
classes to protect themselves from exposure to infectious disease may therefore 
have been lower in urban than rural areas.

It is also known that conditions in early life, such as poor nutrition and ex-
posure to disease during the fetal stage and infancy, affect organ development 
and increase the risk of disease in adulthood (e.g., Barker 1998; Bengtsson and 
Lindström 2003; Elo and Preston 1992; Finch and Crimmins 2004). This could 
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in turn affect socioeconomic attainment and thus potentially explain part of the 
observed association between SES and health in adulthood (e.g., Bengtsson and 
Broström 2009; Chandra and Vogl 2010; Cutler et al. 2012).

Finally, it has been argued that the direction of causality between SES and 
health may be reversed, meaning that poor health in adulthood results in socio-
economic disadvantage rather than the other way around (e.g., Cutler et al. 2012; 
Smith 1999, 2004). Still, several empirical studies using quasi- experimental 
designs have identified a causal effect of SES on health and mortality (e.g., 
Lindahl 2005; Lleras- Muney 2005; Lundborg et al. 2016).

We have previously shown that the mortality gradient for adults emerged 
after the mid- twentieth century in southern Sweden (Bengtsson and Dribe 2011; 
Bengtsson et al. 2020; Debiasi 2020) despite the rapid improvements in med-
ical care and welfare provisions that took place in that period. This chapter takes 
the analysis one step further by examining whether the emergence of the class 
gradient in adult mortality differed between urban and rural areas. We start by 
summarizing our previous research on the emergence of the social gradient in 
mortality, then extend the analysis by examining urban– rural differences in 
adult and old age mortality between 1905 and 2015.

Socioeconomic and Urban– Rural Differences in Mortality

Together with different collaborators, we have previously examined the emer-
gence of the socioeconomic mortality gradient in the study area by gender, age, 
and cause of death. These studies are based on the same data as those used in this 
chapter, albeit with some variation in time periods, and have generated results 
that are robust to whether SES is measured by social class or income.

When examining adult mortality between 1815 and 2015, including data for 
Landskrona from 1922, we found that a social class gradient in adult mortality 
emerged quite recently. For individuals aged 30– 59 we observed a gradient only 
after 1950 for women and after 1970 for men, and even later for individuals aged 
60– 89 (Bengtsson et al. 2020; see also Bengtsson and Dribe 2011 for an earlier 
study based on the five rural and semi- urban parishes, using a similar class 
scheme). The patterns are also similar for income differentials in adult mortality 
(Debiasi et al. 2023).

The socioeconomic gradient emerges at roughly the same time for all groups 
of causes of death (Debiasi and Dribe 2020; Debiasi et  al. 2023). Before the 
emergence of the gradient, men from the higher classes experience higher mor-
tality from circulatory diseases, consistent with a greater prevalence of cer-
tain lifestyles, such as smoking and alcohol consumption which are known to 
be strongly associated with these causes of death among the higher classes. For 
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women, a somewhat earlier gradient appears in infectious disease mortality, but 
its precise explanations are unknown.

The socioeconomic gradient emerged much earlier for children than for 
adults. It was present for post- neonatal infant mortality already in the second half 
of the nineteenth century (Dribe and Karlsson 2022), almost a century before so-
cial differences in adult mortality emerged. This means that the emergence of 
class differences in childhood mortality took place in the middle of the epidemi-
ological transition, after infant and child mortality began to decline, when highly 
virulent infectious diseases such as smallpox, measles, and whooping cough were 
replaced as the leading causes of death by less virulent infections both airborne 
(e.g., tuberculosis and pneumonia) and food-  and waterborne (e.g., typhoid and 
diarrhea) (Clouston et al. 2016; Omran 1971). Morbidity and mortality from 
several of these less virulent infectious diseases were dependent on the level of 
nutrition as well as on crowding and access to uncontaminated food and water 
(see, e.g., Kunitz 1983; Rotberg and Rabb 1985). Thus, our argument is not that 
the link between factors such as early- life conditions, nutrition, or exposure to 
disease and health was weaker in the past but that the role of social class in de-
termining these exposures was either less pronounced or even reversed, thereby 
explaining the general absence of a class gradient in adult mortality.

In the past, the difficulty in protecting oneself from disease in urban areas led 
to higher mortality than in rural areas, in Sweden and elsewhere (Condran and 
Crimmins 1980; Feigenbaum et al. 2020; Helgertz and Önnerfors 2019; Hubbard 
2000; Kearns 1988; Reher 2001). This pattern changed during the second half of 
the nineteenth century when urban and rural mortality started to converge, first 
among children, then among women, and later among men (Statistics Sweden 
1920, table 43; Statistics Sweden 1950, table 57).

Taken together, the socioeconomic gradient in adult mortality emerged in the 
second half of the twentieth century regardless of whether SES is measured by 
social class or income. Thus, there is no support for a universal association be-
tween SES and health, as has been argued in previous research (e.g., Deaton 2016; 
Elo 2009; Link and Phelan 1995, 1996; Marmot 2004). While our findings are 
based on Landskrona and the five parishes, they are almost identical to results for 
Sweden as a whole after 1970, when there are nationwide data available to make 
comparisons (Torssander and Erikson 2010; Hederos et al. 2018). Moreover, the 
patterns identified in our research are similar to those for Sweden as a whole in 
a study of class differences in life span after age 40 for cohorts born 1841– 1920 
(Dribe and Eriksson 2023).

While many factors affecting mortality are context- specific, such as access to 
clean water, pollution, and the spread of diseases, little attention has been given 
to differences between urban and rural environments as regards the socioeco-
nomic gradient in mortality. Although Landskrona, due to its size, differed in 
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urban character from larger cities studied in previous research (e.g., Alsan and 
Goldin 2019; Kesztenbaum and Rosenthal 2017; Molitoris 2015; Önnerfors 
2021), it also shared many similarities. Population growth was initially driven 
by in- migration from nearby rural areas and later by immigration from abroad, 
like most other Swedish towns at the time (see Chapter 2). In fact, most towns 
in Sweden were very small from an international perspective. Still, they were 
characterized by distinctly higher population density and mortality than rural 
areas well into the twentieth century (Statistics Sweden 1920, table 43; Statistics 
Sweden 1950, table 57).

Data and Variables

We examine the determinants of mortality in a sample of men and women aged 
30– 89 years, residing in Landskrona or the five parishes at any time between 
1905 and 2015 (Bengtsson et al. 2021). Individuals are followed from age 30 or 
time of in- migration until time of out- migration, becoming 90 years of age, or 
death. Consequently, individuals dying or permanently out- migrating before the 
age of 30 are not included in the study sample. Landskrona is completely urban, 
consisting of the population of the town parish. Kävlinge is located at a railroad 
crossing and was home to several industries including textile, leather, and sugar- 
making, but it was also a considerable farming community (see Chapter 1). 
Despite its semi- urban character, we define Kävlinge as rural to keep the urban 
area as homogeneous as possible. The other parishes are overwhelmingly rural 
throughout the study period.

The key variables in the analysis are place of residence and social class. Using 
information about occupation, we measure social class at both the individual 
and family levels, but in the main analysis we use family social class, defined as 
the highest social class observed among spouses (married individuals) at any 
given point in time (see Chapter 1 for a more detailed discussion on the measure-
ment of social class and Chapter 3 for an analysis of changes in the class structure 
over the entire study period). For those older than 60, we define social class as the 
highest social class observed in the age interval 50– 60 years. The motivation for 
this is that occupation is often not observed over age 60, and we therefore assume 
that the highest observed social class in the age interval 50– 60 is a reasonable 
approximation of the individual’s class position for the remainder of their life. 
Missing own occupation is an issue for women in particular due to their shorter 
and frequently interrupted labor market career.

Since there are only a few observations in some classes in the smaller rural 
parishes, we use an abbreviated class scheme where we merge the higher status 
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white- collar and lower status white- collar workers into one class and the 
lower- skilled and unskilled workers into another. This gives us the following 
four classes: white- collar workers, skilled workers, low/ unskilled workers, and 
farmers. We also include individuals with missing occupation as a separate cate-
gory in the analysis.

The distributions of the variables included in the analysis are shown in the 
Appendix (Table A9.1) separately by gender, period, and area. Apart from 
the variables already presented, we include marital status, foreign born, and 
birthyear. Throughout the study period, between 70 and 80 percent of the popu-
lation lived in Landskrona. Regardless of whether social class is measured at the 
individual or family level, there is a dramatic increase in the share of white- collar 
workers over time at the expense of low/ unskilled workers and farmers. The data 
also reveal an increasing union instability and prevalence of alternative family 
forms through a greater proportion of never married and previously married 
men and women (see Chapter 6).

Apart from the decline in the proportion of farmers in the rural area, a rather 
similar social class structure emerges over time in Landskrona and the five 
parishes (see also Chapter 3). The proportion of individuals with missing oc-
cupational information is considerably higher in Landskrona than in the rural 
area, especially in the last period, reflecting a lower employment rate in the city 
than in the countryside. Among women, the proportion married is lower in the 
urban area in all periods, and this is also the case among men after the mid- 
1970s. There is a sharp divergence in the proportion of foreign- born starting as 
early as in the 1950– 1974 period, particularly in Landskrona. In the final period, 
more than 20 percent of the population in Landskrona are foreign born, an even 
higher share than at the national level, while the corresponding proportion in the 
rural area is just over 10 percent.

Absolute Mortality Differentials

We begin our analysis by examining absolute differences in mortality by social 
class for ages 30– 89 years. Figure 9.1 shows age- standardized death rates for 
Landskrona and the five parishes separately. Age- standardized rates allow for a 
comparison between groups with different age structures. Due to small num-
bers of observations in some groups, we base the standardization on 10- year 
age groups using the total population in the study area as the standard popula-
tion. This means that we use the age- specific mortality rates (in the 10- year age 
groups between age 30 and 89) to calculate a summary measure based on the age 
structure of the total population. Hence, the age- standardized mortality rates in 
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different social classes and areas tell us the mortality rate for individuals aged 
30– 89 that they would have experienced had they all had the age structure of the 
total population of the study area.

Figure 9.1 shows that a considerable mortality decline took place over the 
twentieth century, with mortality rates in some cases reduced by as much as 70– 
80 percent between the first and last periods.

There is no clear mortality gradient by social class for men in the first period 
(1905– 1929). In Landskrona, white- collar workers have the highest mortality 
and skilled workers the lowest, with that for the low/ unskilled in between. Also, 
in the rural area, there are only small class differences, with white- collar workers 
having the lowest mortality and low/ unskilled workers the highest. In the mid- 
twentieth century, there is no class gradient for men in either Landskrona or the 
rural area. In the final period, 1995– 2015, there is, however, a clear mortality gra-
dient in the urban area but not in the rural. In Landskrona, white- collar workers 
now have the lowest mortality and the blue- collar working class, regardless of 
skills, the highest.

Turning to women, we find no strong class gradient in mortality in either 
Landskrona or the five parishes at the beginning of the twentieth century. In the 
urban area, mortality is highest for low/ unskilled workers and lowest for skilled 
and white- collar workers, who have similar levels. In the rural area, mortality 
is highest for skilled workers and lowest for low/ unskilled workers with mor-
tality for white- collar workers in between. A clearer gradient is established for 
women in the period 1950– 1974 in both rural and urban areas, although mor-
tality differences are quite small. Then, in the final period, 1995– 2015, there are 
minor differences within the working class, but white- collar workers have lower 
mortality in both rural and urban areas.

There is a clear urban penalty in terms of higher mortality in the urban 
area than in the rural for men in the early twentieth century. This is especially 
pronounced for the white- collar workers but is also present in the blue- collar 
working class. Over the twentieth century, there is a complete convergence 
in urban and rural mortality for white- collar and skilled workers, but not 
for the low/ unskilled for whom an urban– rural difference persisted in the 
final period as well as throughout the time period of our study. For women, 
there is an urban penalty in the first half of the twentieth century, but the 
differences are generally smaller than for men. In the final period, there is an 
almost complete convergence in mortality between urban and rural areas for 
all social classes.
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Figure 9.1 Age- standardized death rates, 30– 89 years (per 1,000).
Age- standardized death rates based on 10- year age groups.
Source: Bengtsson et al. (2021) and Statistics Sweden, see text and Chapter 1.
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Relative Mortality Differentials

While absolute mortality differentials are informative when assessing mortality 
inequalities, a more common approach in demography and epidemiology is to 
look at relative differences (i.e., how much higher in relative terms mortality is 
in one group compared to another, rather than how much higher it is in absolute 
terms). When analyzing relative mortality differentials, however, it is important 
to remember that considerable relative differences may correspond to very small 
differences in the actual risk of dying. For example, if the mortality in one group 
is 50 percent higher than in another group, this is a large relative difference, but 
in absolute terms it could be equivalent to a difference in mortality rates between 
2 and 3 per 1,000.

We analyze relative mortality differences using event- history analysis, more 
specifically a Cox proportional hazards model, with estimates presented as hazard 
ratios. The Cox model effectively deals with both left truncation (individuals 
moving into the study population after age 30) and right censoring (individuals 
exiting the study population for reasons other than death) and allows for adjust-
ment of the influence of other variables potentially confounding the relationship 
between social class and mortality. Table 9.1 displays hazard ratios for the entire 
study sample, aged 30– 89 years, separately by gender and period.

The results for men confirm the absence of mortality differences by social class 
before 1950. In addition to all estimates being statistically insignificant, their 
magnitudes are small, with hazard ratios close to one. A gradient similar to the 
one we have today does not emerge until 1975– 1994. More specifically, white- 
collar workers have the lowest mortality, followed in turn by skilled and low/ 
unskilled workers. In the final period, farmers have a hazard ratio between those 
for low/ unskilled and white- collar workers, but it should be emphasized that this 
group constitutes less than 1 percent of the population in this period. The pattern 
is quite similar for women, with a gradient emerging as of the period 1950– 1974. 
Already in the period 1930– 1949, white- collar and skilled workers have lower 
mortality than low/ unskilled workers, but mortality for skilled workers is lower 
than for white- collar workers. The patterns are quite similar when measuring 
class based on individual occupation rather than on the highest class position in 
the family, but class differences in mortality are generally somewhat larger when 
using individual class position (see Appendix Table A9.2).

Table 9.1 also shows differences between the different parishes, where we are 
primarily interested in the urban– rural differences. In the first period, mortality 
among men is highest in Landskrona, but the hazard ratio for Kävlinge is almost 
as high. Among the rural parishes, residents in Hög (adjacent to Kävlinge) have 
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Table 9.1 Hazard ratios of mortality, age 30– 89, Landskrona and the five parishes.

A. Men

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Social class
White- collar workers 1.096 1.014 1.014 0.902** 0.767***
Skilled workers 0.951 0.941 0.965 0.967 0.897**
Low/ unskilled 
workers

ref ref ref ref ref

Farmers 1.081 1.083 0.977 0.808** 0.864
NA 1.028 0.944 1.415*** 1.980** 1.551***

Parish
Hög 0.528*** 0.908 0.655** 0.615** 0.793
Kävlinge 0.930 0.721*** 0.680*** 0.895** 0.939
Halmstad 0.768 0.601*** 0.531*** 0.926 0.902
Sireköpinge 0.824 0.658*** 0.658*** 0.744** 0.758**
Kågeröd 0.724*** 0.735*** 0.666*** 0.849** 0.871*

Landskrona ref ref ref ref ref

B. Women

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Social class
White- collar workers 0.911 0.873** 0.879*** 0.845*** 0.835***
Skilled workers 0.858* 0.868** 0.924 0.957 1.101
Low/ unskilled 
workers

ref ref ref ref ref

Farmers 0.995 0.820 0.989 1.136 0.811
NA 1.557*** 1.196*** 1.028 1.167*** 1.267***

Parish
Hög 1.149 0.642* 0.739 0.714 1.144
Kävlinge 0.958 0.878* 0.822*** 0.898** 0.988
Halmstad 0.717* 1.116 0.663* 1.110 0.531
Sireköpinge 0.856 1.042 0.797* 0.635*** 0.860
Kågeröd 1.001 1.025 0.890 0.932 0.943
Landskrona ref ref ref ref ref

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. Number of deaths and time at risk are presented in Table A9.1. 
Models control for birth year, foreign born, and marital status.
Source: Bengtsson et al. (2021) and Statistics Sweden, see text and Chapter 1.
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the lowest mortality, while the other parishes have mortality levels between those 
for Hög and Landskrona. For later periods the pattern is similar, with a decline in 
the urban-rural differences in the final two periods after 1975. For women, there 
are no distinct urban– rural mortality differences in any of the periods, but in the 
earlier ones they show a lower level of mortality in some of the rural parishes. In 
the final period, there are no significant differences between any of the parishes.

We next turn to analyze the mortality differences by social class in the rural 
and urban areas separately. Table 9.2 shows estimates for the two subsamples. 
For men, there is a clear mortality gradient in the urban area in the final pe-
riod, while in the rural area white- collar workers have lower mortality than blue- 
collar, but there is no difference by skill level among the working class. Among 
women, from the 1950– 1974 period, white- collar workers have lower mortality 
than blue- collar, even though the difference is not statistically significant in the 
rural sample. From around that same time period, men and women without a 
registered occupation have the highest mortality in both rural and urban areas.

Looking at earlier periods, it seems clear that the gradient for men first 
emerges in the urban area as of the period 1975– 1994. For women, none of the 
estimates is statistically significant in the rural sample, but they do indicate that a 
weak gradient is established as of the period 1950– 1974.

Finally, we look at mortality patterns for men and women by age group. 
Table 9.3 shows hazard ratios for the full sample for two different age groups 
separately: 30– 59 years (working age) and 60– 89 years (elderly). For women es-
pecially, the class gradient emerges earlier for the younger age group than for 
the older. Already in the period 1930– 1949, skilled and white- collar workers 
have significantly lower mortality than low/ unskilled workers. In general, class 
differences are also larger in the working- age group for both men and women.

Turning to the urban– rural differences, the patterns are quite similar be-
tween the age groups. Men in Landskrona experienced higher mortality than 
those in the rural parishes for much of the twentieth century in both age groups. 
Differences are often somewhat larger in the working- age group than among the 
elderly. Also in the final period, most of the rural parishes show lower mortality 
for men than does Landskrona, even though most estimates are not statistically 
significant. For women, few of the estimates are statistically significant, and it is 
difficult to see any clear pattern of difference in the urban penalty by age group.
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Table 9.2 Hazard ratios of mortality by social class, ages 30– 89, by urbanity.

A. Men

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Rural (Five parishes)
White- collar workers 1.068 1.105 1.261** 0.928 0.847**
Skilled workers 0.836 1.189 1.176 0.927 1.035
Low/ unskilled 
workers

ref ref ref ref ref

Farmers 1.027 1.158 1.155 0.791* 0.884
NA 1.526 1.860* 1.656** 1.175 1.721***

Urban (Landskrona)
White- collar workers 1.037 0.962 0.955 0.857** 0.736***
Skilled workers 0.987 0.911 0.959 1.036 0.885**
Low/ unskilled workers ref ref ref ref ref
Farmers NA NA NA NA NA
NA 0.992 0.859 1.440*** 2.419*** 1.545***

B. Women

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

Rural (Five parishes)
White- collar workers 0.873 1.003 0.870 0.844 0.895
Skilled workers 0.833 0.979 0.964 0.847 1.176
Low/ unskilled workers ref ref ref ref ref
Farmers 0.855 0.837 0.957 1.070 0.664**
NA 0.987 1.090 1.146 1.023 1.359***

Urban (Landskrona)
White- collar workers 1.103 0.798 0.819** 0.760*** 0.621***
Skilled workers 0.878 0.851* 0.923 0.980 1.075
Low/ unskilled workers ref ref ref ref ref
Farmers NA NA NA NA NA
NA 1.923*** 1.264*** 1.023 1.210*** 1.246***

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. Number of deaths and time at risk are presented in Table A9.1. 
Models control for birth year, foreign born, and marital status.
Source: Bengtsson et al. (2021) and Statistics Sweden, see text and Chapter 1.
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Table 9.3 Hazard ratios of mortality by social class and age group. Landskrona and 
the five parishes.

A. Men

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

30– 59 years
Social class

White- collar 
workers

1.098 1.045 0.915 0.739** 0.535***

Skilled workers 0.992 0.866 0.934 0.690** 0.731*
Low/ unskilled 
workers

ref ref ref ref ref

Farmers 1.027 0.884 1.037 0.708 NA
NA 1.207 2.200** 3.609*** 4.218*** 2.268***

Parish
Hög 0.629 0.707 0.447 0.384 1.445
Kävlinge 0.947 0.606*** 0.587*** 0.774* 0.878
Halmstad 0.646 0.632 0.498 0.964 0.771
Sireköpinge 0.742 0.514** 0.677 0.425** 0.771
Kågeröd 0.667** 0.804 0.572*** 0.844 0.983
Landskrona ref ref ref ref ref

60– 89 years
Social class

White- collar 
workers

1.084 0.999 1.063 0.923* 0.787***

Skilled workers 0.901 0.975 0.978 0.994 0.910*
Low/ unskilled 
workers

ref ref ref ref ref

Farmers 1.145 1.133 0.946 0.783** 0.881
NA 1.049 0.845 1.025 1.220** 1.269***

Parish
Hög 0.462** 0.964 0.749 0.704 0.684
Kävlinge 0.918 0.766*** 0.719*** 0.964 0.955
Halmstad 0.912 0.599** 0.549** 0.953 0.926
Sireköpinge 0.900 0.701*** 0.670*** 0.826 0.773*
Kågeröd 0.784 0.715*** 0.711*** 0.877* 0.866*
Landskrona ref ref ref ref ref
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B. Women

1905– 1929 1930– 1949 1950– 1974 1975– 1994 1995– 2015

30– 59 years
Social class

White- collar workers 0.878 0.755** 0.762** 0.700** 0.493***
Skilled workers 0.850 0.667*** 0.818 0.985 0.736
Low/ unskilled 
workers

ref ref ref ref ref

Farmers 1.190 0.799 0.757 0.999 NA
NA 2.437*** 1.626*** 2.388*** 3.460*** 2.838***

Parish
Hög 0.711 0.367* 0.647 0.928 1.323
Kävlinge 0.813 0.955 0.832 1.054 1.074
Halmstad 0.586* 0.602 0.563 3.200** 0.857
Sireköpinge 0.643** 1.300 0.659 0.934 0.691
Kågeröd 0.753 0.913 1.099 0.937 1.001
Landskrona ref ref ref ref ref

60– 89 years
Social class

White- collar workers 0.977 0.943 0.923 0.873*** 0.867***
Skilled workers 0.857 0.991 0.950 0.956 1.122*
Low/ unskilled 
workers

ref ref ref ref ref

Farmers 0.861 0.841 1.035 1.117 0.814
NA 1.137 1.174** 0.972 1.067 1.155***

Parish
Hög 1.584* 0.731 0.760 0.711 1.146
Kävlinge 1.122 0.834** 0.821*** 0.905* 0.991
Halmstad 0.824 1.282 0.683 0.961 0.477
Sireköpinge 1.012 0.966 0.817 0.616*** 0.897
Kågeröd 1.219 1.036 0.865 0.954 0.952
Landskrona ref ref ref ref ref

Notes: ***p < 0.01, **p < 0.05, *p < 0.1. Models control for birth year, foreign- born, and marital status. 
Number of deaths and time at risk are presented in Table A9.1.
Source: Bengtsson et al. (2021) and Statistics Sweden, see text and Chapter 1.
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Conclusion

This chapter examines whether social-class differences in adult mortality 
emerged at the same time in the urban as in rural parts of the study area. We 
found in our previous research that the adult mortality gradient in the study area 
emerged in the mid- twentieth century; it was slightly earlier for women than 
men and slightly later for the elderly than the working- age adults, regardless of 
whether SES was measured by social class or income. While our findings are lim-
ited to Landskrona and the five parishes, they are almost identical to findings for 
Sweden as a whole for the period after 1970, when we can make this comparison 
(see, e.g., Hederos et al. 2018; Torssander and Erikson 2010). Likewise, they are 
very similar to what has been found in Sweden as a whole for cohorts born 1880– 
1920 (Dribe and Eriksson 2023). This means that our findings have relevance not 
only for the southern part of Sweden but for other parts of the country as well.

The late emergence of the mortality gradient does not support that SES is of 
universal importance for health, as has often been argued— or at least implied— 
in previous research. The emergence of the gradient is consistent with the timing 
of socioeconomic differences in lifestyles, including smoking behavior, which 
is getting a successively stronger socioeconomic gradient after 1970 (Nordlund 
2005). Moreover, it is consistent with changes in working conditions affecting 
work- related stress, as has been underlined as an explanation of the health gra-
dient. Stress has indeed increased and is today the most common reason for sick 
leave in Sweden (Folkhälsomyndigheten 2022). Even though conditions in early 
life are known to affect adult health, it is unlikely that the class gradient in infant 
mortality that emerged in the second half of the nineteenth century could help 
explain the emergence of the adult mortality gradient in the period after 1970.

A new result presented in this chapter is that the social class gradient in mor-
tality was more pronounced in urban than in rural areas. The fact that adult 
mortality rates among white- collar and skilled workers of both genders were 
similar in Landskrona and the five parishes in the final period but different for 
low/ unskilled workers is consistent with findings for contemporary Finland 
and Denmark, showing a very small and stable adult life span variability for 
high-  and medium- status groups but high and increasing variability among the 
lower- status groups regardless of whether measured by education, social class, 
or income (Brönnum- Hansen 2017; Van Raalte et al. 2018). The reasons for the 
weaker mortality gradient in the rural area we can only speculate about. It could 
be connected to different lifestyles in the rural and urban working classes or pos-
sibly factors related to working conditions and work environment.

We also found that the urban mortality penalty lasted considerably longer 
than has been found at the aggregate level in Sweden (Statistics Sweden 1969). 
In fact, there is still higher mortality in the urban area for lower- skilled and 
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unskilled male workers. However, the explanations for the higher urban mor-
tality most likely changed over time. In the early twentieth century, poorer public 
hygiene in the city was probably a crucial factor, together with crowded housing 
and the spread of infectious diseases. In the late twentieth and early twenty- 
first century, on the other hand, a greater prevalence of work- related stress and 
urban– rural differences in lifestyles may have become increasingly important. It 
seems more unlikely that the higher urban mortality was due to access to health-
care, although we cannot rule out that there were some differences in its utiliza-
tion between Landskrona and the countryside.
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Introduction

Throughout the world there is a clear health and mortality gradient by educa-
tion, social class, and income (Chetty et al. 2016; Hederos et al. 2018; Kondo 
et al. 2014). It is debated to what extent such a gradient has always existed (see 
Bengtsson and Dribe 2011; Bengtsson et al. 2020; Chapter 9), but it is well es-
tablished that socioeconomic health differences have widened in many coun-
tries over the past decades (Mackenbach 2019) and thus become a key topic for 
epidemiologists, sociologists, demographers, and economists.

The idea that income and socioeconomic status are important for people’s 
health and well- being seems reasonable. Having more resources can directly 
or indirectly allow for different lifestyles and behaviors compared to when re-
sources are scarce, which can in turn have health consequences. At the same 
time, research shows that the pattern of socioeconomic health disparities is very 
different when evaluated across countries and societies. Specifically, the slope of 
the gradient is much steeper in some contexts than others (Beckfield et al. 2013; 
Vågerö and Lundberg 1989). It was particularly notable early on that the health 
gradient was more evident in societies that were less equal in economic terms 
(Bergh 2021; Wilkinson 2001; Wilkinson and Pickett 2009). This pattern gave 
rise to the so- called income inequality hypothesis (IIH) which states that income 
inequality affects health over and above own socioeconomic status and that in-
come inequality in society is harmful to the health of every individual regardless 
of whether they are at the top or bottom of the income distribution.1

Independent of underlying mechanisms, the idea that income inequality 
is detrimental for individual health is clearly suggestive. If income differences 
within society matter for our well- being, progressive and pro- poor transfers 
could be a way of improving general health both because such economic re-
sources directly can facilitate and improve access to, for example, high- quality 
healthcare, proper nutrition, and education, but also that such transactions 
would per se reduce economic inequality. Research in several academic fields 
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has studied the relationship between income inequality and health using a 
plethora of health outcomes and has also asked whether inequality can make 
us ill. Most studies use population data from which one cannot disentangle the 
individual impacts of own absolute income, relative income, and income ine-
quality on health outcomes (see Pickett and Wilkinson 2015; Tibber et al. 2021 
for reviews).2 More recent contributions to the literature therefore generally use 
individual- level data. A recent extensive summary of the state of this research 
concludes that the evidence is mixed, with a considerable amount of variation 
across studies (Bergh et al. 2016) present. Many studies using individual- level 
data find no support for the IIH, although there are several empirical studies 
suggesting that inequality significantly harms or, in contrast, even improves in-
dividual health (Du et  al. 2019; Gerdtham and Johannesson 2004; Grönqvist 
et al. 2012; Jen et al. 2009; Karlsson et al 2010; Zagorski et al. 2014).

One clear pattern in the literature is the assumption about an instant con-
nection between income inequality and health. Studies generally consider a 
contemporary correlation, assessing income inequality and health outcomes 
at around the same point in time. A few studies explore the lagged effects of 
income inequality, suggesting that the association between health and ex-
posure to inequality over a period of up to 15 years is stronger than the as-
sociation between health and current inequality (Blakely et al. 2000; Kondo 
et al. 2014; Zheng 2012). However, these cannot follow individuals over time 
in the sense of successfully identifying the individual’s long- term exposure to 
inequality. Moreover, the health consequences of income inequality may not 
manifest themselves until after some time, and the long- term effects of income 
inequality on individual health may be stronger in some periods or life stages 
than in others. Hence, inequality is either measured with errors or not neces-
sarily measured at stages that really matter for health and which could explain 
the mixed evidence regarding the IIH. To improve the accuracy and precision 
of these measurements, we need information about individuals’ residence and 
income over time.

A second pattern in the literature shows that most studies use measures based 
on income inequality that are aggregated at coarse geographical levels, such as at 
country, state, or region. Some studies highlight the role of the geographical level 
(and which level of aggregation regarding inequality that is relevant in evaluating 
health effects) by examining the relationship between inequality and health in 
US metropolitan areas and counties, respectively. For example, no relationship 
between income inequality across metropolitan areas and self- assessed health 
(Blakely et al. 2002), whereas research focusing on state and county inequality 
and various self- reported health measures (including insurance status, influ-
enza vaccination, and self- assessed health) found some evidence in line with the 
IIH (Chen and Crawford 2012). Few studies have focused on the role of local or 
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micro- level inequality in health and longevity. An exception is one study on the 
role of inequality in self- reported health in the urban capital area of Stockholm 
which finds some support for the idea that high and very high inequality are det-
rimental to individual well- being (Rostila et al. 2012).

Local (neighborhood) income inequality may be a relevant aggregation level 
when studying the implications for individual health (the underlying poten-
tial mechanisms are described in detail in this chapter under “Data, Analytical 
Strategy, and Methods”). In addition, there are advantages in measuring expo-
sure to inequality over a longer period and having the exact information on the 
individual’s residence. The scarcity of appropriate data is the main reason that 
exposure to income disparities over time and the role of local inequality in health 
in later life are areas that have been neglected in the literature. To investigate 
such effects, we need to know an individual’s migration history to measure prop-
erly their long- term exposure to income inequality together with later- life in-
formation on health or mortality, which requires detailed individual residential 
histories. It also requires geocoded information and adequate income data from 
historical times.

This chapter brings light to the relationship between income, income ine-
quality, and health in Landskrona, Sweden. We first examine how neighborhood 
inequality developed over time and study if long- term exposure to local income 
inequality had an impact on adult mortality. We use detailed geocoded data and 
evaluate changes and persistence in spatial inequality for the period 1939– 1967. 
This spatial analysis complements the analyses in Chapter 3 on the general trend 
in income inequality and social mobility in Landskrona across the twentieth 
century.

Second, we discuss the theoretical relationship between income inequality 
and mortality and present three interconnected hypotheses. In addition to the 
IIH, we discuss another two hypotheses. The first is the absolute income hy-
pothesis (AIH), which says income is important for how long people live, but 
the health benefits from higher income lessen over higher levels of income. The 
second is the relative income hypothesis (RIH), which suggests that their eco-
nomic position may influence a person’s health and life span compared to others 
around them. This means that if someone compares their income to others and 
feels worse off, it could negatively affect their health.

Finally, we use the information derived in the spatial analysis together with 
our individual- level data to assess these three hypotheses. The results section 
summarizes the findings from the empirical analysis, which addresses the ques-
tion of temporality and locality using the information on characteristics re-
garding income and income inequality in the neighborhood and age at death. 
That is, we test the hypothesis that long- term exposure to local inequality can 
affect adult health and mortality.
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We use rich individual- level longitudinal information on income and dem-
ographic outcomes, including death, for individuals residing in the town of 
Landskrona geocoded at the address level (Hedefalk and Dribe 2020). This in-
formation provides a unique opportunity to examine the development of spa-
tial inequality and test the relationship between local inequality and mortality. 
In addition, Landskrona is an interesting case for our purposes. First, the set-
ting allows us to study the development in local inequality and its role in health 
during a period when income inequality first decreased, then stagnated, and 
then increased again in less than 30 years. While the underlying processes de-
termining income inequality are generally known to be very stable and change 
little over time, the Gini coefficient for working- age individuals in Landskrona 
decreased from 0.44 to 0.25 and then increased again to 0.28 between 1935 and 
1965 (see Chapter 3). Second, the socioeconomic mortality gradient in Sweden 
today has mostly appeared in the post- World War II period, an aspect that has 
been observed for both social class and income (Bengtsson and Dribe 2011; 
Bengtsson et al. 2020; Debiasi et al. 2023; see also Chapter 9), making Landskrona 
a relevant context for testing the AIH as well. This in turn makes it relevant to test 
the IIH in the Landskrona setting.

Theory

Economic inequality in Landskrona changed markedly over just a few decades 
in the mid- twentieth century. The analysis in Chapter 3 suggests that inequality 
significantly declined between 1930 and 1950, followed by almost no changes 
until the early 1990s. Can such a development have had an impact on people’s 
health and well- being? And what would be the possible explanations for such 
a relationship? Below we discuss three parallel hypotheses3 and their related 
mechanisms that are compatible with a negative association between income in-
equality and health.

The Income Inequality Hypothesis (IIH)

One explanation for why inequality might vary with health is that every indi-
vidual suffers when there is an increase in income inequality, regardless of 
where they stand on the income ladder. This explanatory model is traditionally 
referred to as the “income inequality hypothesis.” Several mechanisms may ex-
plain the observed relationship between income inequality and health: social 
structures, psychological phenomena, monetary factors, and political processes. 
These mechanisms primarily work at the micro level— among individuals 
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or households— through either individual experience or interpersonal 
connections. Other mechanisms generally operate at the macro level, where so-
cietal structures related to the healthcare system, economic growth, and redistri-
bution of resources matter.

A first possible mechanism relates to trust and social cohesion. Research has 
demonstrated that societies with high income inequality are often characterized 
by low levels of trust and confidence between people and by minimal involve-
ment in civic society and social networks (see Jordahl 2007; Putnam 2000). Some 
believe that significant income differences reduce trust. The reasons are that 
inequality can be interpreted as a sign that some individuals in society act in 
unreliable ways and entrench their position at the expense of others, and experi-
mental research also shows that we tend to trust others who are relatively similar 
to ourselves in terms of, say, income (Coleman 1990; Fukuyama 1995). The link 
to health is mainly based on psychosocial mechanisms. Trust can increase the 
individual’s sense of security. Access to social networks can affect health when 
the individual is offered social support in a stressful situation and given access to 
health- related knowledge (Baum 1999; Kawachi et al. 2008).

A second possible mechanism that may allow income inequality to affect 
health is that societies with large income disparities often have problems with 
crime and violence. According to sociological theory, high crime rates go hand 
in hand with income inequality as those who feel permanently locked into their 
economic situation experience frustration and alienation. Over time, this feeling 
of alienation eventually breaks down societal values and results in greater levels 
of crime (Merton 1968). Economic theory also predicts a positive relationship 
between economic inequality and property crime. Large income disparities can 
encourage the view that the expected returns from crime are generally greater 
than the returns from legal activities (Becker 1968; Ehrlich 1973). Crime and vi-
olence can in turn have direct negative health effects on victims of crime as well 
as trigger mental health problems in others out of fear and concern that they, too, 
or their loved ones will be exposed to crime and violence (Demombynes and 
Ozler 2005; Green and Grimsley 2002).

A third possible mechanism relates to policy and the supply of public goods. 
When high income means greater political power as well, the self- interests of 
elite groups may dictate which political reforms are implemented (Krugman 
1996). In this scenario, tax cuts and the setting of priorities in public healthcare 
may be more detrimental to the poor than the rich, which may in turn be more 
detrimental to population health. Even in the context of a democratic political 
process, healthcare expenditures and the funding of the healthcare system may 
be related to economic inequality. For example, the richer and poorer may have 
conflicts of interest regarding how public resources should be used (Alesina et al. 
1999; Zweifel et al. 2009).
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In summary, the aggregation level of inequality can be crucial for identifying 
the mechanisms we believe may be at work for the IIH. In our setting, where we 
examined neighborhood income inequality and its relevance for adult mortality, 
the most likely mechanisms are the two that mirror either trust and social co-
hesion or crime and violence. Our assumption is that the political mechanism 
must be less relevant in this setting since there was surely no large variation in 
terms of access to public goods or differences in taxation across neighborhoods 
in Landskrona during the period of our study.

The Relative Income Hypothesis (RIH)

A somewhat different starting point as to why inequality matters for our well- 
being and health is that people make social comparisons and assess their lives by 
comparing their social status to that of others. From an economic perspective, we 
can think of social status in monetary terms and the fact that individuals perceive 
their place in the “social hierarchy” to be relative to others in the income distri-
bution. The greater the income differences in a society, the more aware people 
presumably are of their social status in this respect. The social comparisons we 
make to others who have greater (more visible) economic resources may cause 
chronic stress, which could in turn give rise to poor physical health over time 
and consequently also affect mortality. For example, people with a lower income 
may feel lower self- esteem and greater shame when comparing themselves to 
wealthier individuals living in the same neighborhood (Wilkinson and Pickett 
2009). Social status comparisons could also cause stress by making the indi-
vidual feel that they are not in control of their life (Marmot et al. 1991).

Consequently, a relative income effect on health may exist, which is referred 
to in the literature as the “relative income hypothesis.” Essential here for indi-
vidual health and well- being is the difference between an individual’s income 
and the income of a reference group; that is, the individual’s income is seen in 
relation to the average income of others and used by the individual for compar-
ison. According to this hypothesis, an individual who feels that everyone else is 
becoming better off in terms of their income and economic position while his 
or her own is unchanged will consequently feel worse off.4 Hirschman (1973) 
compared this to a situation in which a driver who is stuck in traffic and sees 
the cars in the other lanes starting to move forward will become frustrated. The 
argument that making social comparisons will in turn affect the individual’s gen-
eral health refers to a body of literature on primate health (see, e.g., Sapolsky et al. 
1997 on subordinate baboons having higher stress levels than their superiors) 
and also to experimental research on how the stimulation of anger and frustra-
tion gives rise to stress, which in turn has physiological effects.
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The RIH is consistent with a negative relationship between income inequality 
and population health (Wagstaff and van Doorslaer 2000). Thus, the RIH is a 
competing hypothesis to the IIH and should be tested in parallel. Since the RIH 
thesis concerns the relationship between an individual’s economic position and 
that of their peers, an appropriate test of the RIH is to see how the average in-
come of the individual’s neighborhood affects their health or longevity while also 
controlling for individual income. Such a test will show how the average income 
in a neighborhood affects individual health when everyone else, but not the indi-
vidual him-  or herself, on average gets economically better off.

The Absolute Income Hypothesis (AIH)

If health depends on economic resources and if this relationship is nonlinear, 
then the level of absolute income provides another possible explanation for the 
negative relationship between inequality and population health. There are sev-
eral reasons why income matters for health and well- being. First, those with a 
low income probably cannot afford certain goods that are important for health 
or, to a lesser extent, cannot consume health services (Deaton 2002). Second, the 
quality of medical treatment may depend on the ability to pay. Third, income can 
be relevant to health when a low- paid job is associated with more health risks 
(e.g., jobs with higher danger or negative exposures). And, last, there may be 
differences in health- related behaviors between rich and poor, such as smoking, 
alcohol consumption, diet, and exercise (Östling et al. 2020). It is also likely that 
health returns to income, regardless of the mechanisms that are driving the rela-
tionship, diminish with a rise in income. In other words, one extra dollar given to 
a deprived individual will increase their health status more than the same extra 
dollar spent on a rich individual.

Notably, health and well- being may also affect earnings. Individuals with poor 
health face reduced work opportunities and lower earnings when they are able to 
work. This is, for example, illustrated in research revealing that hospitalizations 
among adults lead to subsequent declines in earnings (Dobkin et  al. 2018). 
Moreover, it is crucial to acknowledge that various factors can contribute to both 
good health and higher income. For instance, self- control or better knowledge of 
the health production function is a potential third factor that may be associated 
with income, and more affluent parents may be more inclined to invest in the 
healthcare of their children while also striving to ensure their economic pros-
perity. Taken together, it is a difficult task to make causal statements about the 
relationship between income and health, and systematic empirical evaluations 
suggest causal effects of income appear to vary over time, space, and context 
(Lleras- Muney 2022).
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To sum up, three parallel hypotheses are compatible with a negative associ-
ation between income inequality and population health. This implies that they 
should be tested simultaneously, including all three factors in the same empir-
ical model.

Data and Methods

Data

We used the Scanian Economic- Demographic Database (SEDD) with 
individual- level longitudinal data for Landskrona (Bengtsson et al. 2021; see also 
Chapter 1). The database includes annual information on income, occupation, 
and mortality for all individuals and their families in Landskrona during 1939– 
1967. For the same period, we also have geocoded the residential histories of the 
entire population of Landskrona at the address level (Hedefalk and Dribe 2020). 
Because each move has been traced within the city boundaries, we have con-
tinuous information about an individual’s place of residence at a very detailed 
geographic level (Figure 10.1). In addition, individuals have been linked with ac-
curacy to the buildings where they resided because the start and end dates of the 
buildings and streets in Landskrona are known.5

Our first step was to describe the pattern and development of spatial inequality 
over time in Landskrona. Next, we tested the three hypotheses regarding income, 
income inequality, and mortality (the AIH, RIH, IIH). To do so, we focused 
on two mortality outcomes: early- adulthood death (dying before age 50) and 
dying before the life expectancy of the cohorts studied (age 70) (see Dribe and 
Eriksson 2023). We observed and followed the individuals who were present in 
Landskrona between 1939 and 1967 and aged between 18 and 70 years.

We used total annual income at the family level, which was derived as the 
equivalized family income for each family j in a given year t. This method 
of equivalence follows the guidelines of the Organisation for Economic Co- 
operation and Development (OECD) adopted in most studies dealing with 
family poverty and economic inequality and helps us understand how much 
income a family has available to meet their basic needs (Brea- Martinez et al., 
2023). It considers the family’s size and income accordingly so we can compare 
the financial situations of different families more accurately (OECD 2011).

 Equivalized family income income sizejt jt jt
   = √( ) ( )



Σ Σ/  (10.1)
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The descriptive results display Landskrona’s evolving demographic and eco-
nomic spatial patterns for the study period (see Table 10.1). We present three 
indicators by 250 m2 grids for 6 benchmark years covering (1) neighborhood 
population density, (2) average family income per neighborhood, and (3) the an-
nual within- neighborhood Gini coefficient.6

We analyzed the adult long- term exposure to inequality by using the income 
information in two ways. First, to study mortality before age 50, we followed 

Table 10.1 Descriptive statistics of the variables used in the logistic regressions.

Sample P(mortality before age 50): exposure ages 18– 50

Variables N Mean SD Min Max

Deaths before age 50 (percent) 9,337 5 0 100

Ln average family inc. 9,088 9.84 0.74 3.5 12.68

Ln average grid income 9,337 9.78 0.51 6.49 11.49

Average grid Gini 9,337 0.33 0.05 0.01 0.66

Women (percent) 9,337 50 0 100

Birth year 9,337 1904 8.54 1888 1947

Maximum HISCLASS 9,337 3.85 1.81 1 7

Born in Landskrona (percent) 9,337 42 0 100

N of observations 9,337 13.74 7.86 1 29

Sample P(mortality before age 70): exposure ages 18– 70

Variables N Mean SD Min Max

Deaths before age 70 (percent) 6,103 33 0 100

Ln average family inc. 5,843 9.63 0.83 5.7 12.83

Ln average grid income 6,103 9.82 0.46 6.77 11.73

Average grid Gini 6,103 0.33 0.05 0.02 0.62

Women (percent) 6,103 52 0 100

Birth year 6,103 1889 12.03 1868 1947

Maximum HISCLASS 6,103 4.17 1.94 1 7

Born in Landskrona (percent) 6,103 38 0 100

N of observations 6,103 15.17 7.77 1 29

Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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those individuals living in Landskrona between 1939 and 1967 from age 18 ei-
ther until death before age 50 or until they were censored from our study on 
turning 50. We then repeated the procedure for individuals aged 18– 70.

In examining the AIH, we averaged the annual family income for each indi-
vidual studied over the period of observation (aged 18– 49 or 18– 69). In addition, 
we averaged the annual family income by neighborhood to examine the RIH. 
We averaged the income of all neighborhoods in which the individual resided 
during the period of observation. Finally, we examined the IIH by calculating 
the within- municipality Gini coefficient for each year and averaged this for the 
individual’s period of observation by the neighborhood in which they lived.

In the regressions we used basic demographic and socioeconomic controls. 
The control variables were gender, year of birth, the total number of observations 
of the individual, the highest social class achieved in the period of observation 
(using HISCLASS), and whether the individual was born in Landskrona. Table 
10.1 presents the descriptive statistics for all variables.

We were interested in the individual’s long- term and cumulative exposure 
to income inequality at the neighborhood level, so the data used has a pooled 
format that merges all individuals’ observations into only one, averaging all the 
characteristics from individuals. In this regard, we can capture the cumulative 
health exposure of people across their adult life. We used logistic regressions to 
model the probability of dying before ages 50 and 70, respectively. We display 
the results in terms of average marginal effects to make correct comparisons 
across subsamples (Mood 2010). The modeling strategy has been done stepwise. 
First, we included a regression model with sociodemographic controls and the 
averaged family income (for testing AIH). Next, we added the average neighbor-
hood income (for testing RIH), and finally, we included the averaged neighbor-
hood annual Gini coefficient (for testing IIH). We estimated the models for both 
men and women together and separately to capture possible gender differences 
in the association between income, relative income, income inequality, and 
health.

Results

Descriptive Results

Figure 10.1 displays the evolving population density by neighborhood in 
Landskrona for 6 benchmark years (1940, 1945, 1950, 1955, 1960, and 1965). 
The colors scaled from light (lower levels) to dark (higher levels) were classified 
using sextiles and represent each neighborhood’s population density over time. 
Moreover, the maps show reference points for the city’s main square, secondary 
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Figure 10.1 Population in Landskrona by 250 m2 grids in six different years 
(1940– 1965).
Quantiles (sextiles) are used to group the population values. Only populated grid- 
cells are shown in the maps.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Figure 10.2 Mean family income in Landskrona by 250 m2 grids in six different 
years (1940– 1965). 
Quantiles (sextiles) are used to group the mean family income values. Only 
populated grid- cells are shown in the maps.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Figure 10.3 Gini index in Landskrona by 250 m2 grids in six different years 
(1940– 1965).
Quantiles (quintiles) are used to group the Gini coefficients. Populated grid cells 
that have a missing Gini index (due zero mean family income) belong to the 
NULL group.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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and primary schools, and the principal streets (in black dashed lines). In the 
first half of the twentieth century, the town experienced rapid industrialization 
connected to shipbuilding, sugar, and textiles. The population grew from 13,000 
in 1900 to 30,000 in 1970 (see Chapter 2). From the 1960s, and especially from 
the mid- 1970s onward, the industrial crisis hit Landskrona hard in the form of 
population decline and a contracting labor market. As a result of intense popu-
lation growth in Landskrona from the early twentieth century until the 1970s, 
the city often faced problems with housing shortages. This is illustrated in Figure 
10.1, which shows both rapid urban growth and high levels of population density 
throughout the period.

Across all the years under study, the most densely populated neighborhoods 
were located in the eastern part of the Citadel, along or near the main city 
thoroughfares. In contrast, the more peripheral neighborhoods, including those 
that emerged as the city grew, were usually less densely populated. An example 
of this is the former fishing village of Borstahusen on the north coast, which over 
time became a new residential area.

Figure 10.2 shows how the average family income by neighborhood changed 
and varied over time (see also Chapter 5 for segregation patterns based on 
social class). The figure reveals patterns of the economic concentration of 
neighborhoods in Landskrona from the 1940s until 1970. The average income 
level to which the inhabitants were exposed in their own neighborhoods and 
in others is intrinsically related to the individual’s perception of inequality and 
works as a proxy for testing the RIH. In the maps, the average family income 
by neighborhood is categorized into sextiles, whereby a light color denotes the 
bottom of the income distribution and a darker color denotes the top.

Overall, Landskrona’s spatial segregation in terms of average income 
levels increased during our period of study. In the beginning, relatively poor 
neighborhoods were often located close to the relatively wealthy. However, the 
pattern of income concentration changed gradually during the near 30 years 
of observation and was seemingly in line with urban growth. For instance, the 
neighborhoods with the highest average income in 1940 and 1945 were located 
in the more central areas of the city, especially near the main square and south 
of the Citadel. However, from 1950 onward, and especially in the 1960s, most 
of the wealthiest neighborhoods were clustered near the coast and north of the 
Citadel, where new residential areas were built. The concentration of wealthy 
neighborhoods in the city center east of the Citadel gradually shrank during this 
period.

In contrast, the poorer areas followed the opposite trend. They were initially 
clustered on the north coast near the fishing village of Borstahusen in the 1940s, 
but, by the 1960s, the poorest neighborhoods were increasingly found in the city 
center and the outskirts southwest of Landskrona.
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Finally, we illustrate spatial inequality in Landskrona using Gini coefficients 
for the years under study. Figure 10.3 illustrates the Gini trend shown in quintiles 
and labeled by intensity, with a light color representing low inequality and a 
dark color higher income disparity. The figure shows important within- city in-
equality variation as the Gini coefficients are almost four times higher in some 
neighborhoods than others. This variation follows a marked spatial and tem-
poral pattern. We can see a particular change in the concentration of low and 
high income inequality neighborhoods from the 1940s to the 1960s.

Figure 10.3 also indicates the overall pattern of income inequality in the city 
during this period (see Chapter 3). For instance, almost all neighborhoods in 
1940 and 1945 are dark colors, when the Gini coefficient measure for overall ine-
quality in Landskrona was about 0.4. Conversely, we see neighborhoods in light 
colors, from 1950 onward, that denote lower within- neighborhood inequality, 
and this was at a time when inequality in the city overall was below 0.3. More 
specifically, in 1940 and 1945, within- neighborhood inequality was usually con-
centrated at higher levels (with the Gini above 0.3) in the city center, an area also 
characterized by higher mean income. At the same time, areas further away from 
the city center show a low concentration of within- neighborhood disparity, with 
Gini coefficients below 0.25.

It is notable that, for the years 1960 and 1965, we observe how the pattern of 
within- neighborhood inequality, one that was initially high, started to vary as in-
come inequality increased in areas where it had previously been low. This change 
may be explained in part by the new residential areas built in the north of the city 
from the end of the 1950s, and by the new socioeconomic configuration, which 
progressively changed from being an area of low inequality to one with a much 
more mixed pattern.

When we relate Figure 10.3 to Figure 10.2, we observe two compositions of 
high- inequality grids. On the one hand, several neighborhoods with high in-
come inequality also had a relatively high average income, an aspect one might 
expect since within- neighborhood inequality tends to be high among relatively 
wealthy groups. On the other hand, some neighborhoods representing the lowest 
average income group also had relatively high income inequality.

Regression Results

We now move on to the regression results. We estimated three regression models 
to examine the association between adult mortality and long- term exposure 
to inequality at the neighborhood level and the relative economic position of 
individuals in comparison to peers in their neighborhood, as well as their abso-
lute income. Table 10.2 displays the marginal effects for the three main variables 
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of interest; namely, the logarithm of the mean family income, neighborhood 
mean income, and mean within- neighborhood inequality to which individuals 
were exposed over time based on the neighborhood in which they resided over 
the years. We present the marginal effects for both our main outcomes: mortality 
before ages 50 and 70.

Panel A at the top of Table 10.2 presents the results for the full sample re-
garding long- term exposure (averaged information from age 18). Model 1 
includes mean family income for the individual, which shows a slightly neg-
ative association with mortality; the increase in the long- term family income 
reduced the probability of dying before age 50 or 70 by 3– 5 percentage points. 
Model 2 includes the mean neighborhood income for all individuals. Here we 
note contrasting magnitudes for the two outcomes studied. For individuals 
dying before age 50, an increase in the mean neighborhood income is associ-
ated with a decrease of 0.08 in the probability of dying, whereas for those dying 
before age 70, the increase is associated with a decrease of almost 40 percentage 
points.

Model 3 includes the within- neighborhood inequality exposure. Once again, 
we find negative and statistically significant associations for mean family in-
come, in line with the AIH, and a negative relationship for mean neighborhood 
income. The result for average Gini exposure indicates a positive and statistically 
significant association, in line with the IIH stating that inequality is bad for indi-
vidual health over and above one’s absolute level of income. Each unit increase by 
one standard deviation in the average Gini coefficient increases the probability of 
dying before ages 50 and 70 by 0.01 and 0.05, respectively, a relatively big increase 
given the small number of individuals dying before these ages.

Panels B and C present estimation results by gender. Overall, these results sug-
gest similar patterns for both men and women and for that observed in Panel 
A for the pooled sample, with only some difference in magnitudes. For example, 
we note slightly lower magnitudes for women, especially regarding the impact of 
mean neighborhood income and within- neighborhood inequality on mortality 
at ages 50 and 70.

We also see similar patterns in the baseline regression when restricting the 
span of observation for the individual’s exposure from age 18 up to 10 years be-
fore the cut- off points (i.e., up to ages 40 and 60 on the probability of dying before 
ages 50 and 70, respectively; Panel D). One main difference between the results 
of the two models concerns magnitudes, which are generally lower in this spec-
ification and explore more recent exposure compared to the baseline. Similarly, 
the neighborhood inequality estimate is lower in Panel D than in Panel A. This 
finding gives an indication of the relevance of accurately capturing long- term ex-
posure in studying the role between relative income and income inequality and 
health and well- being.
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In all specifications, the marginal effects for the control variables are in line 
with what we expected based on theory and previous empirical work (see Tables 
A10.1– A10.6 for full specifications). Notably, men had a higher probability of 
dying than women, and, similarly, individuals born in the city of Landskrona had 
a higher probability of dying than those born outside of the city.

As a final test of sensitivity, we ran the models without adding informa-
tion on social class. In Table A10.7, we see that, by excluding HISCLASS for 
likely disparities in the risk of dying, all three variables of interest (family in-
come, neighborhood income, and the neighborhood Gini) still show the same 
associations noted in the baseline setting. Finally, by adding the squared term of 
the Gini index in Table 10.1 we conclude that the relationship between income 
inequality and the risk of dying before ages 50 and 70 is still weak and mainly 
linear.

Conclusion

This chapter provides insights into the spatial development of income inequality 
in an industrial city in Sweden over a period when overall income disparities 
decreased and there was rapid expansion of the welfare state. Despite the notable 
overall decline in income inequality, we find remarkable spatial differences in 
income concentration and distribution across neighborhoods in Landskrona. In 
our empirical analysis, we explore this variation in order to understand the pos-
sible health effects in relation to such economic inequalities.

We tested three hypotheses linking income inequality and mortality and fo-
cusing particularly on long- term exposure and the role of local neighborhood 
influences. The results from our full regression models show that exposure to 
high mean neighborhood incomes can increase survival. This association be-
tween relative income (RIH) and mortality is stronger in the case of mortality 
before age 70 than in that of mortality before age 50. One should bear in mind 
here that the incidence of early- adult deaths before age 50 was low in our sample 
(around 3 percent).

Taken together, we find no support for the RIH as stated in the literature, 
which finds other people’s average income, conditioned on own income, to be 
harmful for one’s own health and well- being (Daly et al. 2013; Eibner and Evans 
2005; Jones and Wildman 2008). Instead, our results align with what Hirschman 
(1973) called a “signaling effect” when he likened this to a situation where an 
individual who is stuck in traffic sees the cars in the other lanes starting to move 
forward. If the individual interprets this as meaning that he or she, too, will soon 
start rolling, then this inequality could actually reduce stress and increase well- 
being and health. Similarly, knowing that the neighbors have a higher income 
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or have been given a pay raise might also improve health and well- being if this 
is interpreted as: “If she can do it, so can I” or “Soon it will be my turn to receive 
a higher income.” Given that individuals in the neighborhood are quite similar, 
our testing of the RIH on this very local geographical level partially relates to 
studies considering reference groups based on common characteristics other 
than just geographical proximity. Miller and Paxson (2006) suggest that the RIH 
should be tested with reference to average income within the subgroup of the 
population to which the individual belongs. Their study, focusing on the United 
States, uncovers no support for the notion that residing in close proximity to 
prosperous neighbors leads to heightened mortality, but they find evidence that 
certain age cohorts experience a decrease in mortality risks when residing in 
communities with relatively affluent neighbors.7 Interestingly, our results also 
align with research that focuses on the role of contemporary relative income in 
Swedish municipalities, finding a positive RIH effect of mortality (Gerdtham 
and Johannesson 2004).

Regarding the question of whether income inequality is detrimental to indi-
vidual health in the case of long- term exposure and when disparities are meas-
ured at the local level, we find support for the IIH. As noted in reviews of the 
literature and in a meta- analysis (Wilkinson and Pickett 2006; Kondo et  al. 
2014), the literature on inequality and health has found more evidence in sup-
port of the IIH at relatively high geographic scales. Our results show that, in 
the case of long- term exposure, we may also find support for the hypothesis at 
a lower geographic aggregation, such as the neighborhood level, even if income 
inequality in small areas may be affected by the residential segregation of rich 
and poor— segregation that serves to increase inequality between areas and di-
minish inequality within them.

A main contribution of this chapter in relation to the existing literature is 
that we focus on long- term inequality exposure. If it takes time for the health 
effects of income inequality to manifest themselves, approaches that use near 
simultaneous measures of income inequality and health will underestimate the 
long- term effects. Our results suggest that temporality and cessation of exposure 
matter, and estimated magnitudes across the different empirical models indicate 
that long exposure in adulthood to income inequality is more detrimental to in-
dividual health than is more recent exposure. Our study thus confirms previous 
research that claims that the association between health outcomes and exposure 
to inequality over a span of up to 15 years holds greater significance compared to 
the association between health and immediate levels of inequality (Blakely et al. 
2000; Kondo et al. 2012; Zheng 2012).

We cannot test possible mechanisms, but the level of aggregation used for the 
period of exposure in our study suggests that the positive relationship between 
income inequality and mortality is channeled through either (1) trust and social 
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cohesion, or (2) crime and violence, or both. Theoretically, the positive relation-
ship between income inequality and adult mortality could also be explained by 
public policy decisions on issues such as healthcare and educational expendi-
ture taken at the city rather than the neighborhood level. The results are thus 
consistent with growing evidence that certain social outcomes associated with 
disadvantage in society are more common in contexts with greater inequality be-
tween rich and poor (Pickett and Wilkinson 2015).

Finally, when comparing all three of the main variables studied, we find mixed 
evidence for the AIH. This is interesting when seen in relation to— and possibly 
also explained in part by— the fact that the socioeconomic gradient in health in 
Sweden only seems to appear near the end of the study period.

Taken together, factors such as own family income, living in wealthier 
neighborhoods for a long time, and exposure to more unequal neighborhoods 
can all impact individual health and survival. It is worth noting that the associ-
ation between relative income and income inequality with mortality moves in 
opposite directions when mortality is measured at the neighborhood level. This 
suggests that the health effects of a person’s relative position in the income dis-
tribution, compared to their peers, can differ from the health effects of income 
inequality in the broader neighborhood context.
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Appendix

Table A10.1 Full model marginal effects for the probability of dying before age 50.

Model 1 Model 2 Model 3

Women (Men ref.) −0.02*** −0.02*** −0.02***

(0.00) (0.00) (0.00)

Birth year 0.01*** 0.01*** 0.01***

(0.00) (0.00) (0.00)

Low skilled (ref)

Higher managers −0.01 −0.00 −0.01

(0.01) (0.01) (0.01)

Lower managers −0.00 −0.00 −0.00

(0.00) (0.00) (0.00)

Skilled workers −0.01 −0.01 −0.01

(0.01) (0.00) (0.00)

Unskilled workers −0.01 −0.01 −0.01

(0.01) (0.01) (0.01)

NA 0.01 0.02 0.02

(0.01) (0.01) (0.01)

Born in Landskrona 0.03*** 0.02*** 0.02***

(0.00) (0.00) (0.00)

N of observations −0.00*** −0.00*** −0.00***

(0.00) (0.00) (0.00)

Ln of average family income −0.03*** −0.01*** −0.01***

(0.00) (0.00) (0.00)

Ln of average grid income −0.08*** −0.08***

(0.01) (0.01)

Average Gini (standardized) 0.01***

(0.00)

N 9,088 9,088 9,088

Note: ***p < 0.01, **p < 0.05, *p < 0.1.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Table A10.2 Marginal effects of the full logistic regression models on the 
probability of dying before age 70 in Landskrona, 1939– 1967.

Model 1 Model 2 Model 3

Women (Men ref.) −0.02*** −0.02*** −0.02***

(0.00) (0.00) (0.00)

Birth year 0.01*** 0.01*** 0.01***

(0.00) (0.00) (0.00)

Low skilled (ref)

Higher managers −0.01 −0.00 −0.01

(0.01) (0.01) (0.01)

Lower managers −0.00 −0.00 −0.00

(0.00) (0.00) (0.00)

Skilled workers −0.01 −0.01 −0.01

(0.01) (0.00) (0.00)

Unskilled workers −0.01 −0.01 −0.01

(0.01) (0.01) (0.01)

NA 0.01 0.02 0.02

(0.01) (0.01) (0.01)

Born in Landskrona 0.03*** 0.02*** 0.02***

(0.00) (0.00) (0.00)

N of observations −0.00*** −0.00*** −0.00***

(0.00) (0.00) (0.00)

Ln of average family income −0.03*** −0.01*** −0.01***

(0.00) (0.00) (0.00)

Ln of average grid income −0.08*** −0.08***

(0.01) (0.01)

Average Gini (standardized) 0.01***

(0.00)

N 9,088 9,088 9,088

Note: ***p < 0.01, **p < 0.05, *p < 0.1
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Table A10.3 Marginal effects of the full logistic regression models on the 
probability of dying before age 50 with exposure measured on ages 40– 50 
in Landskrona, 1939– 1967.

Model 1 Model 2 Model 3

Women (Men ref.) −0.02*** −0.02*** −0.02***

(0.00) (0.00) (0.00)

Birth year 0.00*** 0.01*** 0.01***

(0.00) (0.00) (0.00)

Low skilled (ref)

Higher managers −0.01* −0.01 −0.01

(0.01) (0.01) (0.01)

Lower managers −0.01 −0.00 −0.00

(0.00) (0.00) (0.00)

Skilled workers −0.01 −0.01 −0.01

(0.00) (0.00) (0.00)

Unskilled workers −0.01 −0.01 −0.01

(0.01) (0.01) (0.01)

NA 0.01 0.01 0.01

(0.01) (0.01) (0.01)

Born in Landskrona 0.02*** 0.02*** 0.02***

(0.00) (0.00) (0.00)

N of observations −0.01*** −0.01*** −0.01***

(0.00) (0.00) (0.00)

Ln of average family income −0.01*** −0.01*** −0.01**

(0.00) (0.00) (0.00)

Ln of average grid income −0.03*** −0.03***

(0.00) (0.00)

Average Gini (standardized) 0.00

(0.00)

N 8,873 8,873 8,873

Note: ***p < 0.01, **p < 0.05, *p < 0.1.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).



330 Urban Lives

Table A10.4 Marginal effects of the full logistic regression models on the 
probability of dying before age 70 with exposure measured on ages 60– 70 
in Landskrona, 1939– 1967.

Model 1 Model 2 Model 3

Women (Men ref.) −0.04*** −0.03*** −0.04***

(0.01) (0.01) (0.01)

Birth year 0.01*** 0.02*** 0.02***

(0.00) (0.00) (0.00)

Low skilled (ref)

Higher managers −0.01 −0.01 −0.02

(0.02) (0.02) (0.02)

Lower managers −0.01 −0.00 −0.01

(0.01) (0.01) (0.01)

Skilled workers −0.03* −0.03* −0.03*

(0.01) (0.01) (0.01)

Unskilled workers −0.00 −0.00 −0.00

(0.02) (0.02) (0.02)

NA −0.05*** −0.05*** −0.05***

(0.01) (0.01) (0.01)

Born in Landskrona 0.03** 0.02** 0.02**

(0.01) (0.01) (0.01)

N of observations −0.04*** −0.04*** −0.04***

(0.00) (0.00) (0.00)

Ln of average family income 0.01 0.03*** 0.03***

(0.01) (0.01) (0.01)

Ln of average grid income −0.13*** −0.14***

(0.02) (0.02)

Average Gini (standardized) 0.02***

(0.00)

N 4,839 4,839 4,839

Note: ***p < 0.01, **p < 0.05, *p < 0.1.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Table A10.5 Marginal effects of the full logistic regression models on the probability 
of dying before age 50 in Landskrona, 1939– 1967, by gender.

Model 
1: Men

Model 
1: Women

Model 
2: Men

Model 
2: Women

Model 
3: Men

Model 
3: Women

Birth year 0.01*** 0.01*** 0.01*** 0.01*** 0.01*** 0.01***

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Low skilled (ref)

Higher managers −0.00 0.00 0.00 0.00 −0.00 0.00

(0.01) (0.00) (0.01) (0.00) (0.01) (0.00)

Lower managers −0.00 −0.00 0.00 0.00 −0.00 −0.00

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Skilled workers −0.00 −0.01* −0.00 −0.01* −0.00 −0.01*

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Unskilled workers −0.01 −0.02* −0.00 −0.01* −0.00 −0.01

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

NA 0.06 −0.00 0.09 0.01 0.08 0.01

(0.07) (0.01) (0.07) (0.01) (0.07) (0.01)

Born in Landskrona 0.03*** 0.02*** 0.02** 0.01** 0.02** 0.01**

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

N of observations −0.00** −0.00*** −0.00*** −0.00*** −0.00** −0.00***

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Ln of average family 
income

−0.04** −0.02*** −0.01** −0.01*** −0.01** −0.01***

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Ln of average grid 
income

−0.11*** −0.06*** −0.10*** −0.06***

(0.01) (0.01) (0.01) (0.01)

Average Gini 
(standardized)

0.01*** 0.01***

(0.00) (0.00)

N 4,524 4,450 4,524 4,450 4,524 4,450

Note: ***p < 0.01, **p < 0.05, *p < 0.1.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Table A10.6 Marginal effects of the full logistic regression models on the probability 
of dying before age 70 in Landskrona, 1939– 1967, by gender.

Model 
1: Men

Model 
1: Women

Model 
2: Men

Model 
2: Women

Model 
3: Men

Model 
3: Women

Birth year 0.03*** 0.03*** 0.04*** 0.04*** 0.05*** 0.04***

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Low skilled (ref)

Higher managers 0.03 0.09* 0.05 0.08 0.00 0.03

(0.03) (0.04) (0.03) (0.04) (0.02) (0.04)

Lower managers −0.01 −0.01 −0.00 0.01 −0.01 −0.01

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02)

Skilled workers −0.01 −0.05** −0.01 −0.04* −0.01 −0.03*

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02)

Unskilled workers −0.04 0.01 −0.01 −0.01 −0.01 −0.01

(0.02) (0.03) (0.02) (0.02) (0.02) (0.02)

NA −0.23*** −0.03 −0.16** −0.02 −0.16** −0.02

(0.06) (0.02) (0.05) (0.01) (0.05) (0.01)

Born in Landskrona 0.05*** 0.02 0.04** 0.01 0.03** 0.01

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

N of observations −0.02*** −0.01*** −0.02*** −0.02*** −0.02*** −0.02***

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Ln of average family 
income

−0.05*** −0.05*** 0.03* −0.00 0.03** 0.00

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Ln of average grid 
income

−0.41*** −0.36*** −0.40*** −0.35***

(0.02) (0.02) (0.02) (0.02)

Average Gini 
(standardized)

0.05*** 0.05***

(0.00) (0.01)

N 2,851 2,992 2,851 2,992 2,851 2,992

Note: ***p < 0.01, **p < 0.05, *p < 0.1.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Table A10.7 Marginal effects of the full logistic regression models on the 
probability of dying before age 50 and 70 without HISCLASS in Landskrona, 
1939– 1967.

Age 50 Age 70

Women (Men ref.) −0.01*** −0.04***

(0.00) (0.01)

Birth year 0.01*** 0.04***

(0.00) (0.00)

Born in Landskrona 0.02*** 0.02**

(0.00) (0.01)

N of observations −0.00*** −0.02***

(0.00) (0.00)

In Family Income −0.01*** 0.02**

(0.00) (0.01)

In Grid Income −0.08*** −0.40***

(0.01) (0.01)

Grid Gini 0.01*** 0.05***

(0.00) (0.00)

N 9,015 5,843

Note: ***p < 0.01, **p < 0.05, *p < 0.1.
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Table A10.8 Marginal effects of the full logistic regression models on the 
probability of dying before age 50 and 70 in Landskrona 1939– 1967, adding Gini 
and squared Gini terms for controlling for non- linear associations.

Age 50 Age 70

Women (Men ref.) −0.02*** −0.04***

(0.00) (0.01)

Birth year 0.01*** 0.04***

(0.00) (0.00)

Low skilled (ref)

Higher managers −0.01 0.01

(0.01) (0.02)

Lower managers −0.00 −0.01

(0.00) (0.01)

Skilled workers −0.01 −0.02

(0.00) (0.01)

Unskilled workers −0.01 −0.01

(0.01) (0.01)

NA 0.02 −0.03*

(0.01) (0.01)

Born in Landskrona 0.02*** 0.02*

(0.00) (0.01)

N of observations −0.00*** −0.02***

(0.00) (0.00)

Ln of average family income −0.01*** 0.01*

(0.00) (0.01)

Ln of average grid income −0.08*** −0.40***

(0.01) (0.01)

Average Gini (standardized) 0.01*** 0.04***

(0.00) (0.00)

Average Gini ̂ 2 (standardized) −0.00 0.01***

(0.00) (0.00)

N 9,015 5,843

Note: ***p < 0.01, **p < 0.05, *p < 0.1
Source: Own calculations based on Scanian Economic- Demographic Database (SEDD) (Bengtsson 
et al. 2021).
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Notes

 1. The income inequality hypothesis was given impetus early on by the Whitehall Studies 
for the United Kingdom and by parallel studies for France (Desplanques 1976) and the 
United States (Kitagawa and Hauser 1973), which showed that social position mattered 
for death patterns despite the existence of a well- developed welfare state. A dominant 
idea before the publication of these studies was that socioeconomic health differences 
were a remnant of the past and would completely disappear in the mature welfare state 
and with the introduction of medical innovations that made a significant difference in 
healthcare (cf. Bengtsson and van Poppel 2011).

 2. The problem is that we may have an ecological fallacy when drawing conclusions about 
individuals based on aggregate data on population health. An ecological fallacy occurs 
when correlations found in aggregate observations differ from the correlations in the 
underlying individual observations (Robinson 1950). In the specific case of the income 
inequality hypothesis, an ecological fallacy is likely to occur because the relationship 
between individual income and health tends to be nonlinear (Karlsson et al. 2010).

 3. The three hypotheses are parallel and interconnected in the sense that it is in fact pos-
sible to find support for all of them at the same time when using individual- level data. 
This also means that a negative relationship between income inequality and popula-
tion health (i.e., one at the aggregate rather than the individual level) is compatible 
with all three hypotheses in that it is not possible to distinguish whether inequality or 
relative or absolute income explains a noted relationship at this aggregation.

 4. It is, however, unclear to whom individuals primarily compare themselves. Do income 
differences within society matter, or do we primarily compare ourselves to people who 
are of the same age, who do the same kind of work, who are at the same workplace, who 
live in our neighborhood, or who are our closest friends? See Deaton (2008) for an 
elaborate discussion on the difficulty of defining appropriate reference groups.

 5. See Hedefalk and Dribe (2020) and Hedefalk et  al. (2023) for more details on the 
geocoding and its match rate. For the purposes of this chapter, we used grids of 250 m2 
to spatially analyze the neighborhoods.

 6. The Gini coefficients are calculated using yearly equivalized family incomes, whereby 
each family is regarded as one unit per year. This is a different approach to that used in 
Chapter 3, where Gini coefficients were computed by individual income at an active 
age. Despite these differences, the overall trends and levels in income inequality are 
highly similar.

 7. However, there is evidence that other outcomes are affected by such relative dep-
rivation. For example, the risk of teenage childbearing has shown to be especially 
high for individuals residing in poor neighborhoods surrounded by more affluent 
neighborhoods (South and Crowder 2010).
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The Industrial City and Its People

Summary and Conclusion

Martin Dribe, Therese Nilsson, and Anna Tegunimataka

This volume is about how individuals and families lived their lives in an indus-
trial city during much of the twentieth century and the beginning of the twenty- 
first. It was a period of major societal transformations, related initially to the 
Second Industrial Revolution and the final phases of the demographic transition, 
and later to the emergence and development of the modern Scandinavian wel-
fare state. Throughout this period, Western societies experienced unprecedented 
gains in material welfare and living standards, although these gains were not al-
ways equally distributed. From 1900 to 1980, the ratio of average incomes in the 
top 10 percent and the bottom 50 percent dropped from 19 to 7 in Europe and 
from 14 to 9 in North America (Chancel and Piketty 2021). In the late nineteenth 
century, Sweden ranked among the most unequal countries in Europe, but even 
here a substantial reduction in economic inequalities took place in parallel with 
a rapid increase in average incomes, making Sweden one of the most equal coun-
tries in the world by 1980 in terms of income (Chancel et al. 2022; Roine and 
Waldenström 2008, 2009; Schön 2010). These trends, however, saw a reversal 
after 1980, when Western countries experienced growing disparities, with in-
come and wealth becoming increasingly unequally distributed (Piketty 2018; see 
also DeLong 2022). The Nordic countries— Sweden included— also experienced 
very similar trends (Roine and Waldenström 2008, 2009; Schön 2010) despite 
the stronger involvement of the state in the economy and well- developed welfare 
systems. Still, the Nordic countries remain among the most equal Western coun-
tries in terms of income, although Sweden is the most unequal of the Nordics 
(World Bank 2020).

The course of the demographic transition and the post- transition dem-
ographic development followed a similar course across the Western world. 
Mortality, which had already started to decline in Sweden in the late eighteenth 
century, continued to decline in the twentieth century, increasing life expectancy 
at birth from about 55 years for men and 57 years for women in the first decade of 
the twentieth century to 80 and 84 years, respectively, in 2015.
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After the end of the fertility transition in the 1930s, when the total fertility rate 
was less than two children per woman, there was an increase in marriage and 
marital fertility during the baby boom of the 1940s and 1950s (Van Bavel and 
Reher 2013), followed by a long- term decline in fertility to the subreplacement 
levels (e.g. Sobotka 2017) that have become a major concern of the early twenty- 
first century as Western populations are aging (United Nations 2023). Sweden 
has shown a somewhat deviant pattern, with more pronounced fertility varia-
tions than most other Western countries (Hoem and Hoem 1996)— variations 
that to a large extent have been related to economic cycles affecting the labor 
market for both men and women (Stanfors 2003). Nonetheless, the trend toward 
lower fertility has taken place in Sweden, as well as in the other Nordic countries, 
and the most recent decline— since 2010— would appear more difficult to link to 
changes in family policy, gender equality, or economic growth (Hellstrand et al. 
2021; Ohlsson- Wijk and Andersson 2020).

This volume fills a gap in the narrative of twentieth- century demographic, so-
cial, and economic history by focusing on the individual— or micro— level as a 
complement to the more standard macro- level perspective. This approach has 
rarely been taken in previous research over such a long period of time due to 
a lack of high- quality micro- level data. To apply a micro- level perspective, we 
would prefer to have information similar to that available in contemporary ad-
ministrative registers in many Western countries. But no country has had com-
prehensive digitized registers of demographic, social, and economic conditions 
of its entire population until the late 1960s— and most are often much later than 
that. Instead we have focused on an industrial city— Landskrona— and its rural 
hinterland in a region of southern Sweden, where we have a unique opportu-
nity to analyze interactions between demography and socioeconomic conditions 
at the individual and family levels for the entire period 1905– 2015. The dif-
ferent chapters of this volume present analyses that are based on data from the 
Scanian Economic- Demographic Database (SEDD), and, taken together, they 
give a nuanced picture of the demographic and socioeconomic development 
of families and individuals undergoing the fundamental societal changes of the 
twentieth century.

Landskrona constitutes a fair representation of a Swedish industrial city 
during this period. History and statistics reveal the city to be a good lens through 
which to observe the processes of industrial expansion and decline during the 
twentieth century. Its story is similar to former industrial hubs across Europe 
and North America, even though Landskrona, by international comparison, is 
a rather small industrial city. At the same time, it is important to keep in mind 
that, in some aspects, Sweden differed from most other Western countries in that 
the population was very homogenous throughout almost the entire period, the 
extension of suffrage came late and then happened very quickly, the country was 
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neutral in both World War I and World War II, and institutions of exceptionally 
high quality were established (Bergh 2022). Notwithstanding, the findings based 
on individual and family data provide invaluable insights and impart lessons ap-
plicable to other contexts.

The overview presented in Chapter 2 shows that Landskrona followed the 
same trends and variations as other Swedish cities in economic and demographic 
terms, but that, in some cases, the city was at the lower end of the distribution, 
such as in terms of earnings and education. The Social Democratic party— whose 
ideological view was that collective social provision is a productive investment 
and a condition for growth, central to the inception and development of the uni-
versal Swedish welfare state (Andersson 2006)— came into political power in the 
city in 1919 and stayed there until the 1990s.

Within 150 years the city of Landskrona was transformed into an indus-
trial center, with periods of boom and crisis followed by de- industrialization. 
Major transformations, including industrial expansion and decline, changing 
labor market conditions, in- migration from the countryside and from abroad, 
changing family patterns and gender relations, and also progressive solutions to 
problems such as the lack of social security, can generate fundamental socioec-
onomic change, shaping economic inequality and conditions for social mobility 
(cf. Birdsall et al. 2001; Deaton 2013; Galor 2022).

As demonstrated in Chapter 3, economic inequality in Landskrona showed 
a clear U- shaped long- term trend, coinciding with the similar development in 
Sweden as a whole. Notably, the microdata also showed a U- shaped pattern for 
the development of intergenerational income persistence over time, recalling 
the negative association between inequality and intergenerational mobility 
as envisaged by the “Great Gatsby curve” (cf. Blanden 2013; Chetty et al. 2014; 
Corak 2013). A small literature on long- run mobility trends based on brother 
comparisons suggests income mobility improved for the cohorts of 1930– 
1955, in parallel with the introduction of the modern welfare state and also the 
reductions in income inequality noted in Finland and Norway, and this was 
followed by stagnation and declines in mobility for the cohorts of 1955– 1970 
(Markussen and Roed 2017; Pekkala and Lucas 2007; Pekkarinen et al. 2017). 
Moreover, findings for the United Kingdom (Blanden et al. 2004) and France 
(Nicoletti and Ermish 2007) suggest that the role of family background mattered 
more for individuals born in 1950– 1970 compared to earlier cohorts, and this 
was mirrored by increasing income persistence across generations. Thanks to 
the micro- level income data across multiple generations, and for both sons and 
daughters, the case of Landskrona shows us that the decline in income persist-
ence started before 1930 and that daughters acquired an income level closer 
to that of their fathers as women increasingly entered the labor force. Turning 
to absolute upward mobility, the share of individuals earning more than their 
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parents has decreased in recent decades, suggesting that the development of eco-
nomic inequality might be an obstacle to equal opportunities.

The industrial city of the twentieth century rested on migration, whereby 
streams of people moving in and out of it defined its changing character over 
time. Overall, as shown in Chapter 4, the net migration to Landskrona was pos-
itive throughout this time except for two distinct periods involving industrial 
crises in the 1920s and the 1970s, and, similarly, the economic crisis in the early 
1990s initially meant negative net migration. Still, for most years, the majority 
of the city’s inhabitants were not born in the city, thus pointing to the city’s role 
in offering job opportunities and the importance of the labor market and to 
the role of economic development as a pull factor for migration (see Lee 1966; 
Massey et al. 1993; Massey et al. 2005; Piore 1979). In the early twentieth century, 
migrants came from rural or other urban contexts in Sweden, but, over time, 
the city included a larger share of migrants from other countries, and, in the 
last decades, they came increasingly from non- European origins. Notably these 
migration patterns might partially explain the marked development in income 
persistence across generations in Landskrona (Chapter 3). A long- standing hy-
pothesis is that intergenerational mobility may surge during periods of rapid 
economic transformation and high migration, particularly migration induced 
by spatial differences in economic development (Abramitzky et al. 2021; Lipset 
and Bendix 1959; Long 2005; Ward 2022). Evidence for Swedish municipalities 
in the late nineteenth century shows that migrant brothers were more likely to 
transition out of their father’s occupation compared to brothers who did not 
move (Berger et al. 2023). During the period of our study, moving may at times 
have also enabled the individual to exploit the advantages of city living over 
rural living, and the city provided opportunity, too, in terms of higher economic 
growth and greater occupational and income mobility. On the other hand, the 
industrial crises of the 1920s and 1970s meant poorer employment opportunities 
and lower wages. There is both theoretical and empirical support for the idea 
that the labor market conditions encountered upon arrival matter for migrants’ 
long- term earnings and employment (Åslund and Rooth 2007; Holmstrom and 
Milgrom 1987; Oreopoulos et al. 2012).

The large and more or less continuous inflow of individuals and families to 
Landskrona, together with the changing character of the in-  and out- migrants, 
make it pertinent to examine the spatial distribution of households and how 
this evolved. The role of residential segregation is relevant because high levels 
can raise concerns regarding social sustainability and reduce the status of urban 
areas as places of opportunity with equal chances and prospects for all (Van Ham 
et al. 2021). A large interdisciplinary literature also shows that socioeconomic 
segregation can affect the life chances of many (e.g., Chetty et al. 2014; Hedefalk 
and Dribe 2020), and segregation of the urban housing market interacts with 
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high rates of poverty and results in geographically concentrated poverty, with 
the lower social classes residing in geographically isolated, homogeneous 
neighborhoods. Segregation patterns and their development are generally de-
termined not only by demographic trends but also by macro- structural factors, 
including economic policy (Alba and Foner 2014; Koopmans 2010), as well as 
by local factors such as housing, housing tenure, and labor markets (Musterd 
et al. 2017).

Despite considerable previous research in this field, we have limited insights 
into whether and how segregation changed over time when measured at the 
local level. The analysis in Chapter 5 used geocoded information at the block 
level to show an emergent spatial pattern of social class segregation from 1940, 
after which the city developed from a pre- industrial and compact conurbation 
with socially mixed neighborhoods to a more segregated urban area that expe-
rienced suburbanization of the upper social classes. These findings mirror re-
search on contemporary European cities showing that residential segregation 
between high-  and low- income groups has increased in recent decades (Fujita 
and Maloutas 2016; Musterd et al. 2017; Tammaru et al. 2020). Available time 
series on segregation within cities cover only short periods, whereas residential 
segregation is likely to be a long- term process. Factors affecting social class seg-
regation of this kind may have long time lags, and the processes that shape resi-
dential segregation (e.g., housing and income policy) are equally long.

Both industrialization and the demographic transition have had a far- 
reaching impact on individuals and families by fundamentally altering social re-
lations within the family. These changes, together with increased female labor 
force participation, have revolutionized the productive role of women (Davis 
1945; Demeny 1968; Notestein 1945). In the first half of the twentieth century, 
married women chose to add occasional paid employment to their role set but 
with little or no impact on men’s involvement in household work. The post- 
World War II period witnessed a striking change in the economic role and posi-
tion of women and also in terms of gender relations both within and outside the 
family (e.g., Jonung and Persson 1994; Stanfors 2007; Stanfors and Goldscheider 
2017). In the 1970s, this was followed by family demographic changes, including 
delayed entry into marriage and parenthood, increased union instability, the rise 
of nonmarital cohabitation and childbearing, and greatly reduced total fertility. 
These trends, referred to as the “second demographic transition,” are often linked 
with rising female independence and labor force participation (Lesthaeghe 1983, 
2010; Van de Kaa 1987).

The analysis in Chapter 6 shows that trends in family formation (i.e., mar-
riage and fertility) and in union dissolution through death or divorce developed 
in parallel with economic and institutional change, most notably the expansion 
of the welfare state, over the twentieth century. Few married women worked at 
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the beginning of the period, but unmarried women, mostly active in agricul-
ture and domestic roles, were more likely to be employed. A key shift occurred 
around 1970, when more than half of married women joined the labor force, 
with childcare, government jobs, and female skill upgrade facilitating this 
change (Bhalotra et  al. 2022; Fischer et  al. 2020). This shift, boosting female 
labor force participation rates to very high levels by international standards 
at the time (Grönlund et  al. 2017), broke traditional gender roles, impacting 
family dynamics by making family choices more voluntary and enabling di-
vorce. During the 1970s and 1980s, women’s economic independence improved. 
Despite concerns of a weakening of the family as an institution in the 1960s, 
families remained strong. By 1990, the labor force participation of married and 
cohabiting women was higher than for single women, indicating a dual- earner 
norm. The development in Landskrona signifies a regional gender revolution 
over the twentieth century, altering family dynamics and roles significantly.

While traditional analyses of the benefits of marriage have generally 
emphasized the economic gains, contemporary research also shows that mar-
ried people on average tend to have better health (Aizer et  al. 2013; Hu and 
Goldman 1990; Rendall et al. 2011). In the light of Gary Becker’s theoretical work 
(Becker 1973, 1974), marriage can be viewed as a partnership for joint produc-
tion, consumption, and risk- sharing that is in many ways beneficial for both 
parties. Having a partner and related social support can benefit individual phys-
ical health and emotional well- being and may also follow on from the increased 
likelihood of the healthy to marry or from a relationship between disease and 
divorce (Goldman et al. 1995; Lillard and Panis 1996).

Health differences by marital status existed in historical societies (Grundy and 
Tomassini 2010; Mineau et al. 2002), but there is limited knowledge about the 
long- term development of such differences and their interaction with gender 
and social class. Interestingly, the analysis in Chapter 7 demonstrates that the 
health gains of marriage increased after 1950, in conjunction with fundamental 
societal improvements and changes regarding family and demographic behavior. 
Possible explanations for the widening differentials are the decline in baseline 
mortality, the change in selection into single living, the increased importance of 
lifestyle differences between the married and the single, and possibly the greater 
emotional stress of singlehood.

The noted falling marital fertility in the first decades of the twentieth cen-
tury and concerns about population decline fueled by high maternal and in-
fant mortality laid the foundations of an international infant welfare movement 
(Fildes et al. 2013). In the early 1890s, public health strategies such as gouttes 
de lait (milk stations) to provide babies of poorer families with clean, sterilized 
or pasteurized milk had begun in France before traveling to Great Britain and 
the United States (Meckel 1998). For many countries, the losses of World War 
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I coupled with the continued decline in the birth rate placed an even greater em-
phasis on the importance of preserving infant lives (Dwork 1987). While the de-
bate on the need and desire to save the lives of mothers and young children was 
international, the solutions in Sweden were in part unique (Bhalotra et al. 2022). 
During the period 1920– 1950, a number of welfare schemes focusing on pre-
ventive health measures for children and their mothers was implemented across 
the country, of which all were universal and of which several constituted signif-
icant steps in the development of the modern welfare state. Both city dwellers 
and rural inhabitants benefited from the modernization of healthcare and med-
ical progress, as shown in Chapter 8. These findings have the potential to influ-
ence current global health priorities (cf. World Health Organization [WHO]/ 
UNICEF 2022) by highlighting that large gains in infant health may be achieved 
by relatively low- cost and scalable interventions, and they also have wider con-
temporary relevance, as shown by a number of recent programs targeting high- 
risk mothers and their children in, for example, the United Kingdom, Chile, and 
India (Bhalotra et al. 2017; Cattan et al. 2019; Clarke et al. 2018; Dhamija and 
Gitanjali 2021).1

Institutional and medical developments played a role in infant survival 
chances and thus partly explain the large gains in infant health and life expect-
ancy during the period studied. Life expectancy in Sweden has increased from 
40 years in 1840 to more than 80 years today, which is an increase of almost 
3 months per year over the course of the study period. At the same time, we have 
become taller, stronger, and more productive (Floud et al. 2011; Öberg 2014), 
and the decisive role of infectious disease in determining length of life has been 
replaced by cardiovascular disease and cancer.

In the 1950s and 1960s, it was assumed that not only would mortality further 
decline with the development of the modern welfare state, economic growth, and 
medical progress, but also socioeconomic differences in mortality would con-
verge and possibly even disappear (Antonovsky 1967, 1980). However, recent 
evidence suggests that the health gaps between rich and poor have increased in 
most industrialized countries— Sweden included— from 1970 onward (Fors et al. 
2021; Hederos 2018; Mackenbach 2019; Marmot 2004). Research has questioned 
the convergence hypothesis and argued that class differences in mortality have 
always existed and have stayed more or less constant over time (e.g., Cassel 
1976; Deaton 2016; Elo 2009). The analysis in Chapter 9 shows that the social 
class gradient in adult mortality appeared as late as the mid- twentieth century 
(see also Bengtsson and Dribe 2011; Bengtsson et al. 2020) but that it was also 
more pronounced in urban than in rural areas. Moreover, the findings suggest 
that the urban mortality penalty lasted considerably longer than has previously 
been found at an aggregated level in Sweden. A possible mechanism behind the 
greater mortality difference in urban areas is that the urban environment was 



346 Urban Lives

unable to provide the means to compensate for an inherently more stressful life-
style, one known to have more adverse health effects on individuals from the 
lower classes than on those from the higher classes. Another mechanism could 
be that work conditions were unhealthier and more dangerous in the factories in 
the city than were conditions in the countryside.

There are many theories regarding how health inequalities arise and why they 
persist in modern welfare states (see Mackenbach 2019 for a comprehensive re-
view). While some theories emphasize the role of social selection and the fact that 
individuals have certain characteristics beneficial for both socioeconomic status 
and health resulting in the noted gradient (Batty et al. 2006; Mackenbach 2010; 
West 1991), other theories emphasize the role of absolute and relative resources 
respectively (i.e., that individual income and/ or average income in society at 
large as well as income distribution matter for our health; Wilkinson and Pickett 
2009). In Chapter 10, a descriptive analysis using geocoded data on the neigh-
borhood level describes changes and persistence in spatial income inequality in 
Landskrona from 1940 to 1970, and, in a second- step regression analysis, shows 
that own family income, long- term exposure to wealthier neighborhoods, and 
also long- term exposure to a more unequal income distribution in the neighbor-
hood of residence were important for individual survival. The analysis not only 
brings to the literature examining the role of income dispersion for health and 
well- being insights regarding the role of local inequality, but also complements 
research on how neighborhoods influence the outcomes of children (see, e.g., 
Ainsworth 2002; Chetty et al. 2014, 2016; Donnelly et al. 2017). The historical 
and longitudinal study of a medium- sized city beyond the US context provides 
a more comprehensive understanding of how neighborhoods impact individual 
outcomes across a diverse context and also shows that such effects are not only a 
contemporary phenomenon.

In conclusion, the chapters in this volume present a wide range of research on 
the interaction between economic, social, and demographic factors at the indi-
vidual level. It is based on a unique data infrastructure whereby individuals and 
families can be followed longitudinally over the twentieth and early twenty- first 
centuries. Thus, the research is able to close the gap between historical studies 
based on parish records and contemporary research based on full- count registers 
or detailed surveys.

The findings show how the behavior of individuals and families was con-
ditioned by the larger societal transformations of the twentieth century; 
transformations associated with industrialization and deindustrialization. The 
rise and fall of the industrial city had far- reaching implications on some patterns 
of behavior while leaving few traces in others. The life events in Landskrona offer 
a prism through which we can view individual life courses during these times of 
profound social change. Even though the study population was not statistically 
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representative of the Swedish population, the societal transformations of the 
twentieth century affected it in the same way as it did the populations of other 
cities and areas. The long- term patterns of social, economic, and demographic 
interactions revealed in the different chapters are therefore likely to be of broad 
relevance far beyond Landskrona and its hinterland. From the 1970s onward, 
when we have national comprehensive registers that also allow us to compare the 
differences in demographic outcomes across groups, the patterns are quite sim-
ilar in the study area to Sweden as a whole, which further underlines this conclu-
sion. Taken together, the volume provides a novel micro- based understanding 
of urban life and its developments in Sweden during the twentieth century. This 
knowledge is highly relevant in itself, and it also offers important insights into 
contemporary policy considerations as well as the development of theoretical 
frameworks.

Note

 1. Regarding the role of economic versus social investments for population health across 
countries and time, see Riley (2007). For countries like Japan, Mexico, and Sri Lanka 
he states that dissemination of information about health risks and their avoidance, 
rather than investments in healthcare, explains much of the significant improvements 
in health and life expectancy.
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