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pages demonstrate the assertion that the more complex the problem, the 
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	 Foreword: The Power of Collaborative 
Explorations
Minna Ruckenstein

This book invites you to think about who you do research with, and what 
you are trying to accomplish with it. Six years ago, I was gathering evidence 
in Helsinki for a European mapping exercise of the Berlin-based NGO 
AlgorithmWatch. The collaboration had started after I received an email 
asking whether I would be interested in a European-wide mapping exercise 
of what goes on in the f ield of automated decision-making (ADM). The aim 
of this collective undertaking was to get a better sense of emerging cases 
and debates connected with ADM. We documented locally situated views 
of how ADM, referring to decisions made without human intervention, was 
promoted across Europe. The work included national AI strategies and civil 
society organisations’ perspectives, paying attention to regulatory proposals 
and oversight bodies and mechanisms in place.

The reason I am telling about this collaboration is that it is an example 
of collaborative research, discussed in this book as joint efforts involving 
professionals from different backgrounds, disciplines, and organizations 
to explore a particular topic or project. More importantly, however, this 
venture made me think about my research in a new way. After the joint report 
was published, I held workshops with my colleagues where we discussed 
examples of data analytics, credit scoring and employee evaluations with 
various audiences, illustrating the risks associated with using machine-
generated models in ADM. The discussions in these workshops revealed 
aspects of automation and algorithmic systems that I could not have learned 
solely from other researchers.

Opening up research processes to non-academics has been beneficial for 
my research, but it also benefits the broader society. As this book outlines, 
educational policies, new funding instruments and commissioned research 
often expect cooperation that combines the expertise, resources, and 

Schäfer, M.T., K. van Es, and T.P. Lauriault (eds.), Collaborative Research in the Datafied Society: 
Methods and Practices for Investigation and Intervention. Amsterdam: Amsterdam University 
Press, 2024
doi 10.5117/9789463727679_for
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perspectives of researchers and stakeholders to achieve a common goal. 
On the other hand, the research topic or theme, methodological approaches 
and aims, might greatly benefit from partnership between academics and 
stakeholders.

Collaborative research has already proven to be an effective way to 
study how digital data and algorithmic techniques shape society. Scholars, 
interested in the implications of dataf ication and algorithmization, tend 
to use the term ‘algorithmic system’ to underscore that it is not merely 
the algorithm that has sociocultural effects, but the overall system that is 
def ined by people, algorithms, and the organizational or political context. 
Algorithmic systems are complicated by nature and the information gained is 
often partial and incomplete. Collaborative research might be an opportunity 
to observe developing systems, including pilot trials that serve as empirical 
probes to examine datasets or expectations concerning automation. It can 
familiarize parties involved in existing data sets, scoring systems and digital 
tools. By collaborating with practitioners, researchers learn about the visions, 
practices and methods that are used to promote data uses or algorithmic 
techniques in organizations. This offers the possibility to pay attention 
to what kinds of disciplinary backgrounds are favored in teams, what are 
the most used conversational tropes, tools, and methods, and whether the 
organization has auditing processes or risk assessment strategies in place.

The volume at hand is a welcome addition at a time when scholars, deci-
sion makers and the broader public are increasingly concerned about rapid 
technological changes, social and political unrest, and ecological disruption 
– challenges that affect everyone. A focus on collaborative research aligns 
with the strengthening trend in the humanities and social sciences to move 
away from scholarly critique towards projects with practical applications 
and more impactful results. The authors featured in this volume recognize 
their ability to contribute to relevant societal and policy debates and strive 
towards more sustainable and just options. This indeed is inspiring. Their 
efforts highlight the importance of interdisciplinary approaches in ad-
dressing complex issues, offering much-needed support for future visions.

The contributions offer timely, reflective and at times provocative accounts 
of the state of academia, and the possibilities to push forward impactful 
humanities and social science. On the other hand, the chapters work as a 
practical guide for students and scholars promoting uses of digital methods 
and forms of participation to study datafication. With all that is going on, 
researchers are also proactively transforming higher education, pushing for 
change, and not merely responding to outside pressure. Some changes are 
practical, including how to respond to current research funding instruments, 
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and strengthen infrastructures catering to projects developed in collaboration 
with external partners. The academic labor required for setting up, managing, 
and executing collaborative projects is intimately tied to ethical, political, 
and epistemological stances that matter in terms of how research will be 
defined and perceived by policy makers and stakeholders in the future.

One of the core features of this book is the thinking and doing that brings 
people together to share their insights and steers them in collaboration. This 
also brings to the fore how dialogue with communities and practitioners, 
whether they are company representatives or civil servants, can only be 
nurtured in a culture that values openness; ideally, developers of algorithmic 
systems need to feel that they are participants in an ongoing societal debate. 
While the authors outline epistemological and political stances that intersect 
in collaborative research, and offer testimonies of what makes collaboration 
rewarding, they advocate ‘staying with the trouble’ by paying attention to 
concerns and contradictions without explaining them away. Their insights 
underline the importance of treating collaboration as an integral aspect of 
the research design and knowledge generation. By integrating f indings from 
practical cases that aim to strengthen the study of data-related processes 
and algorithmic systems, this book illustrates how complex challenges can 
be more effectively addressed in reflexive dialogue, paving the way for novel 
approaches in the exploration of data, algorithms, and algorithmic systems.

With this volume, we learn that the gains of collaborative research range 
from acquiring new insights and accessing data to educating students and 
professionals. For researchers who aim to contribute to current debates and 
influence the discourse, collaborative research opens up opportunities to 
develop participatory, adaptive, improvisational, and inventive methodolo-
gies. This volume celebrates the agentive capacity of researchers to create 
their own paths through collaboration. To keep this exploratory spirit 
alive, it is crucial to continue fostering cross-organizational reflection and 
dialogue – a goal this book will support successfully.

About the Author

Minna Ruckenstein is professor of Emerging Technologies in Society at the 
University of Helsinki and the founder of the Datafied Life Collaboratory. She 
has dedicated over a decade to studying the human aspects of digitalisation, 
dataf ication, and AI. Currently funded research projects focus on public 
values in algorithmic futures, re-humanising automated decision-making, 
and repair and renewal of algorithmic systems.





Part I

Theory and Position Papers





1.	 Making a Difference�: The Epistemic 
Value of Collaborative Research in a 
Datafied Society
Mirko Tobias Schäfer, Karin van Es, and Tracey P. Lauriault

Abstract
This chapter addresses the evolving role of academia amidst budget 
constraints and neoliberal policies, highlighting the growing need for its 
work to be more socially relevant, especially in the humanities. It argues 
that academia can actually benefit from moving beyond its institutional 
walls, engaging with diverse community and civil society stakeholders. 
Such collaboration enables universities to respond to pressing societal 
challenges. The chapter explores three primary motivations for increased 
academic engagement with societal sectors, identif ied by researchers and 
university administrators: vocational, educational, and societal impetus, 
and advocates for a fourth motivation: the epistemic impetus. Collabora-
tive research allows researchers to gather evidence and generate insights to 
produce knowledge with communities and in context, enriching academic 
research and allowing interventions and the application of f indings.

Keywords: Societal engagement; Data work; Stakeholders; Civil society; 
Unacknowledged labor

Academia is rapidly changing, struggling with relevance and the need to 
be more engaged with the community. Also, universities are experiencing 
signif icant budget cuts. While austerity measures and neoliberal ideologies 
have sparked debates about the value of teaching and research, particularly 
in the humanities, for some time (e.g., Brandt 2011; Collini 2012), university 
policies increasingly push for greater engagement with social sectors. We 

Schäfer, M.T., K. van Es, and T.P. Lauriault (eds.), Collaborative Research in the Datafied Society: 
Methods and Practices for Investigation and Intervention. Amsterdam: Amsterdam University 
Press, 2024
doi 10.5117/9789463727679_ch01
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consider this shift to be positive and timely, given urgent global challenges 
that research institutions (among others) must address: the climate crisis, 
pandemics, hybrid warfare, migration, demographic shifts, digitalization 
including AI, and the platformization of social services to name a few. Here, 
scientif ic research and social, technical, and political discourses and public 
debates align with those of journalistic commentary and advocacy from 
political groups, industry, and civil society. Reflecting on these intersections, 
we argue that academia has much to gain by moving beyond its institutional 
wall, in our case, by doing data work with a community.

The contributors to this book share a specif ic interest about datafication, 
knowledge economies and the rise of artif icial intelligence (AI). They col-
laborate with stakeholders across diverse communities and civil society to 
tackle challenges that address pressing issues stemming from data practices 
and social justice issues. The chapters also discuss public engagement that 
extends beyond the scope of traditional science communication, teaching, 
and the reporting of applied research results. They also constitute trans-
disciplinary cooperation and mutually generated knowledge with actors 
outside the university, data work with issue stakeholders, professionals, 
practitioners, the public and researchers from other multiple disciplines.

Reflecting upon this contemporary context, we identif ied three main 
arguments put forth by researchers and university administrators for more 
collaboration with societal sectors, and we emphasize a fourth:

1.	 Our expertise is needed (vocational impetus).
2.	 It provides learning opportunities (educational impetus).
3.	 We can contribute to shaping society (societal impetus).

The vocational impetus acknowledges that research produces knowledge 
to respond to societal challenges, and for researchers to make efforts 
to mobilize their f indings with specif ic audiences, and to engage with 
stakeholders who can build on that expertise. For emerging data and AI 
practices, this increasingly includes researchers from the humanities and 
the social sciences (Van Dijck 2017).

The educational impetus is about creating learning opportunities resulting 
from cooperation between universities and civil society. Here, universities 
f ind new student audiences, develop community-engaged learning, and 
provide education for professionals (e.g., UNESCO 2023). The societal impetus 
targets the application of research f indings for the benef it of society at 
large. Utrecht University and Carleton University, among others, have both 
expressed these sentiments in their mission statements: “Utrecht University 
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is working to create a better world” (Utrecht University 2020) and “connect 
and partner with community and businesses to advance excellence in 
research” (Carleton University 2024).

However valid such motivations are for encouraging and intensifying 
collaboration between academia and society may be, they typically imply 
the view that knowledge originates within academia and is then distributed 
to society as a whole. We, however, propose an additional motivation: the 
epistemic impetus. This epistemic impetus extends the capacity to gather 
evidence and arrives at insights to produce knowledge with community 
and in context.

Datafication, we suggest, also provides researchers and community with 
new data resources, including advancements in computational or digital 
methodologies, allowing for new possibilities to generate and access new 
kinds of empirical evidence which had previously been out of reach (Van Es 
and Schäfer 2017). New data and computational approaches necessitate differ-
ent kinds of interdisciplinary collaboration, to jointly refine knowledge about 
the impact of data on our lives, work, politics, and culture. Collaborative 
research that actively engages with society not only taps into the intrinsic 
motivation for knowledge discovery – the epistemic impetus – but also 
increases opportunities for professional and educational growth which, in 
turn, supports a broader commitment to the societal impetus.

Doing Data Work

The emerging f ield of critical data and AI studies has provided a much-
needed correction with regard to the objectivity claims made in the overly 
optimistic discourse of Big Data (e.g., boyd and Crawford 2011; Iliadis and 
Russo 2016; Richterich 2018; Kitchin and Lauriault 2022) and is aligned with a 
similar critique of AI (e.g., Broussard 2018; Crawford 2021; Buolamwini 2023). 
Collaborative research in this domain not only facilitates the collection, 
presentation, and discussion of empirical evidence to support this critique 
but also actively enables education, intervention, and transformative change 
in data, AI, and social-technical processes.

Collaborative research practices, involving colleagues from various 
disciplines with practitioners and issue specif ic stakeholders, aim to explore 
opportunities for the in-depth study of social and technological transforma-
tion. Collaborating with stakeholders and the co-creation of research leads 
to insights beyond the typical distant gaze of traditional academic research. 
This form of shared inquiry also addresses issues, problems, and challenges 
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often overlooked and willfully ignored. This may involve reexamining 
labor practices and organizational structures, governance, developing 
data literacy and the co-creation of datasets to name a few. This is what 
we call data work.

Data work includes meticulous and labor-intensive efforts along the data 
value chain: capturing and annotating data; compiling datasets; storing, 
retrieving, and processing data; as well as visualizing and publishing data. 
Additionally, the concept accounts for the social and local contexts within 
which data practices occur. Data work here is about the detailed, socially 
conscious effort to counter the often unsubstantiated promises associ-
ated with big data. Collaborative research projects in this area facilitate 
and advance data work efforts, enabling effective knowledge transfer and 
interventions. They also benefit the research methods, as researchers develop 
the capacity to count, measure, and record events or phenomena previously 
not available as data. Unlike easily available records, which may be of lesser 
quality in representing phenomena but make up what has widely been 
called “Big Data,” this kind of data work also represents “real social analyt-
ics” (Couldry et al. 2016). Furthermore, the close study of a phenomenon 
enables critical examination of the indicators used to score individuals, a 
practice central to many reported cases of algorithmic harm. Collaborative 
research with knowledge experts beyond the academy brings us closer to 
the actual phenomenon, putting all in a better position to engage in “data 
point critique” (Gerlitz 2017). This is connected research that responds to 
societal needs and urgencies, most especially datafication and algorithmic 
issues that affect local, social, and organizational data and technological 
contexts (e.g., Loukissas 2019).

Shifting Academia

Universities are struggling for social relevance, to be more open and inclusive, 
and wanting to be oriented toward addressing societal issues. We also see 
scholars and administrators increasingly participate in public debates, influ-
ence policy decisions, and create educational outreach programs. Further, 
there is also the move toward the mobilization of scholarly knowledge 
beyond the academy. This has long been subject to criticism, in some cases 
critiques that universities have become more commercial and are limiting 
academic freedom, stif ling methodological rigour, and cutting costs (e.g., 
Slaughter and Rhoades 2000; Bok 2003; Oostrom 2007). Indeed, applied 
research and life-long learning have become the hallmarks of neoliberal 
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policy to serve the research-and-development (R&D) and the human-capital 
demands of corporations. The aim of demonstrating value to society has 
fuelled new managerialist outlooks, such as impact agendas (Holbrook 2017). 
We and the authors of the chapters in this book, on the other hand, argue 
for a different type of impact and engagement, by providing examples that 
make a difference in the dataf ied society. Approaches discussed in this 
volume not only facilitate applied data research but also enrich fundamental 
research by providing new insights and perspectives. We embrace the power 
of collaborative, societally engaged, and impact-focused research as part of 
the epistemic impetus that has social and technical relevance.

Through collaborative research, universities can advance the educational 
impetus as they involve students in research activities, who often become 
professionals who continue cooperating with researchers, and actively 
inform public policy and provide applicable real-world solutions to the 
dataf ied society (Lauriault, Leonne and Ivanoff 2021; Schäfer, Van Es, and 
Muis 2023). In other words, doing data work helps develop highly qualif ied 
personnel for social good – the vocational impetus. We align with the recently 
broadened understanding of open science as being research practices beyond 
open data and open publishing (Miedema 2022). Through enlarging the f ield 
of data work with a holistic understanding of open knowledge production 
processes with stakeholders from societal sectors and with those experienc-
ing social and economic exclusion or societal harms, our research activities 
become meaningful and engaged data work.

Collaborative research considers the expertise found among stakeholders 
and their respective societal sectors and communities. Changing research 
practices, as described here, allow researchers to immerse themselves 
in specif ic societal sectors and communities under investigation and to 
study phenomena up close with local experts. The practices discussed 
here extend beyond participatory observation: they are forms of action 
research, where scholars, practitioners, and the public shape the research 
questions and methods and do data work together to address immediate 
issues, achieving results that could only be realized in multi-sectoral teams 
(Cizek and Uricchio 2022; Dwivedi 2024). Collaborative research here is 
rooted in disciplinary training, but it unfolds in interdisciplinary and even 
transdisciplinary research projects; it takes different manifestations of 
expertise into consideration and is driven more by the current urgencies 
and needs felt in particular societal sectors than by the inner, often self-
referential discourses of academic sub-disciplines and associations. This 
approach represents a signif icant shift from focusing on highly individual-
ized academic achievements to valuing collective work.
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Researchers from different disciplines collaborate with practitioners 
or stakeholders to conduct a research project. In such collaborations, the 
distinctions between participants outside of the university, academic re-
searchers, and support staff often blur in favor of a cooperative effort. These 
are historically informed and situated perspectives of cultural complexity 
that are socially dynamic, involve public discourses and aesthetics, and 
require the integration of the humanities and the social sciences (Van 
Es and Schäfer 2017). This also means that research will develop directly 
with events unfolding within particular societal or community contexts. 
While we do not argue that “pure science” will or should be replaced, we do 
however think that this kind of data work invites humanities researchers, 
social scientists, and data scientists to alter their modes of research.

In Changing Cultures in Higher Education, Tony Bates (2010, 22) quotes a 
vice chancellor’s metaphor to describe universities’ resistance to change: 
“Universities are like graveyards. When you want to move them, you don’t 
get a lot of help from those inside.” Such resistance is not limited to “pure 
scientists” who would prefer to continue not to reward, or even acknowledge, 
individual academic labor being performed outside the norms of the peer-
reviewed publication or grants. When universities decide to collaborate 
with partners outside the university, and have their researchers engage with 
publics outside of the reigning academic discourse to educate audiences 
other than the traditional student cohorts, data work profoundly changes. 
These changes are as much epistemological as they are administrative 
challenges.

As interdisciplinary and even transdisciplinary research practices become 
more relevant, academic institutions should reconsider how initial discipli-
nary training and the subsequent inter- and transdisciplinary collaboration 
will be ensured. This shift requires the additional education of researchers 
in neighboring disciplines, the development of skills for working in mixed 
teams, and the need to listen and understand different perspectives. It 
raises questions about the rather monolithic organization of universities 
into departments def ined by disciplines, a structure that often seems to 
stifle collaboration between disciplines rather than stimulating it.

With regard to operations, universities need to expand their research 
support off ices. Up to now they have catered to the traditional research 
grants distributed through national or supranational funding organiza-
tions or various foundations. Legal advice, expertise in contracting, project 
management, data sharing agreements, progressive data and technology 
procurement, and corporate communication are usually underdeveloped 
in supporting collaborative research projects with stakeholders or funders 
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other than with traditional funding organizations. If such knowledge is 
present, it mostly relates to joint projects with large corporations. As many 
of the chapters in this book demonstrate, incredibly relevant work is done 
with small and local organizations and communities.

Aside from the absence of suitable policies, engagement guidelines, 
and essential support infrastructure, the primary barrier to collaborative 
research is the lack of recognition and rewards given to do this sort of 
work. University administrations may claim the contrary, but traditional 
incentives remain prevalent within academic institutions. These incentives 
primarily benefit the individual researcher, typically a full professor sup-
ported by a postdoctoral fellow and several PhD students. In evaluations 
and considerations for potential promotions, the metrics that carry weight 
include the publication of peer-reviewed papers, the acquisition of grants, 
the quantity of supervised and successfully defended dissertations, and, 
occasionally, public visibility through television appearances or op-ed 
contributions in newspapers. There are very few formal incentives for 
researchers to go out of their way to build a network with partners outside 
the university, to engage in the challenging process of interdisciplinary 
collaboration, to meticulously review results for practical problem-solving 
and application, to involve their students in f ield research experiences, or 
to develop innovative educational formats for professionals encountered 
in the f ield and with government.

This book identif ies various challenges in the domain of collaborative 
research. Despite these obstacles, as the examples presented here demon-
strate, many have successfully engaged in collaborative research, gaining 
insights they could not have captured otherwise, intervening effectively in 
society, providing much-needed data work, and enabling others through it, 
and taking part in shaping the digital society.

Our aim with this contribution is to facilitate connections among 
colleagues across different disciplines who are already involved, in some 
capacity, in similar research efforts. We hope to inspire others who are ad-
dressing issues relevant to current societal challenges, and those compelled 
to interact with stakeholders and audiences beyond the academic sphere, 
by providing them with practical guidance on practices and methods for 
setting up collaborative research projects, and to lead scholars in new 
directions. Finally, we want to inform university policymakers about the 
challenges posed by collaborative research, encouraging them to design 
policies that support these endeavors and appropriately recognize and 
reward the efforts and accomplishments of university faculty and employees 
involved in such work.
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Collaborative research fosters practices, strategies, and tactics that 
effectively address the challenges of doing this type of research. These ap-
proaches can inform university policies and shape the training of scholars to 
respond appropriately to these challenges. We suggest that the collaborative 
research not only exemplify the four impetuses – vocational, educational, 
social, and epistemic but also fall into two broad objectives:

1.	 Making visible and acknowledging forms of (academic) labor, valid 
research, and teaching efforts which are widely marginalized.

2.	 Highlighting exemplary practices, activities, and methodologies that re-
spond to the shift of academia towards intensif ied societal engagement.

This book provides insight for universities to be more closely linked with 
public debates, societal needs, and pressing issues in spite of the fact the 
lack of their institutional infrastructure to effectively support this type of 
public engagement and collaborative research.

Overview of This Book

This book provides examples of collaborative research that address the 
consequences of dataf ication, and excellent examples of doing data work. 
These research activities are inherently interdisciplinary and multi-sectoral 
that includes the expertise of practitioners, stakeholders, or the public. 
Chapters include practices that respond to urgencies within the social sector 
or communities by researchers and facilitate mutual knowledge transfer. 
They also take into account situated knowledge and practices rather than 
prescriptive analysis from afar, as here research outcomes are co-created 
with stakeholders.

These efforts align with the emerging ambitions of universities to become 
more inclusive, acknowledge diversity, expand their curricula, and develop 
community-engaged learning. The activities described incorporate such 
practices naturally. The contributors to this book are developing new forms 
of data informed interdisciplinary inquiry and are re-shaping the discourse 
of dataf ication and doing data work.

The book is divided into two parts. Part I includes theoretical perspectives 
and position statements towards the development of evidence-based and 
impactful collaborative research from different universities and in diverse 
societal contexts. They emphasize cooperation with external partners and 
how these processes affect and shape their research. Drawing from their 
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experience, they address the limitations imposed by how academic research 
has typically been organized and point to necessary changes to normalize 
these activities in academic institutions.

Part II presents ten case studies. Here we selected novel data work 
practices that engage with stakeholders, collaborate with partners outside 
the university, and use knowledge resources beyond traditional institu-
tions. More importantly, we sought insightful discussion about the tactics, 
resources, and skills necessary to conduct this type of dataf ied society 
research. Many of these case studies demonstrate a commitment to improve 
the situation of people in the contemporary digital society, to develop novel 
didactic knowledge transfer processes, and, most importantly, to apply 
academic labor to societal sectors. This includes case studies that provide 
clear evidence of societal impact, characterized by successful knowledge 
mobilization and collaboration with partners outside the university. We 
hope these case studies inspire others and serve as models to establish new 
forms of data work research initiatives.

Theoretical Perspective and Position Statements

Part I begins with two chapters that address roles where scholars are neutral 
observers or active agents of change and discuss questions pertaining to 
academic neutrality and independence. In the chapter “Performing Critical 
Data Studies from the Inside: Working with Government to Change Data 
Regimes,” Rob Kitchin revisits the work he and his team have done coopera-
tively with government to change data regimes. He argues that academics 
should operate beyond the boundaries of their individual disciplinary 
contexts and actively engage with relevant problems. Drawing from almost 
two decades of research, the chapter demonstrates that active engagement 
in society and working with those who have an insider position is often the 
most eff icient way to develop relevant policy, shape government programs, 
and build mutually beneficial infrastructure. In their chapter “Confronting 
Politicized Research: The Case for Reflexive Neutrality,” René König, Payal 
Arora, and Usha Raman provide a way forward with the concept of reflexive 
neutrality that strikes a balance between the so-called “neutral” researcher 
and the counterproductive activist researcher. Referring to Pielke’s notion of 
the researcher as an honest broker of different policy options, they propose 
reflexive neutrality as a process by which researchers acknowledge their 
sociopolitical embeddedness while formulating evidence-based results 
from their analysis.
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The next set of chapters ref lect on applied research, methods of col-
laboration, and the relationship between research, teaching, and society. In 
his chapter, Mirko Tobias Schäfer introduces entrepreneurial research as a 
distinct method to investigate data practices and AI in their social contexts. 
Using entrepreneurial activities, he argues, allows researchers to immerse 
themselves in specif ic societal sectors to arrive at privileged insights to 
create learning opportunities and possibilities for intervention. Referring 
to examples from the work done at the Data School at Utrecht University, 
Schäfer points to the challenges and opportunities emerging from such 
an approach. Subsequently, in “Open Government Partnership: Balancing 
Expertise, Practice, and the Academy,” Mary Francoli and Daniel J. Paré 
explore the professional benef its and the challenges they encountered 
in their data-focused policy work for, and engagements with, the Open 
Government Partnership. They argue that applied research nurtures and 
enriches service, scholarship, and teaching, yet they f ind that the value 
and merit of such work is often not recognized in academia. Their chapter 
formulates concrete measures at institutional and individual levels. In their 
chapter “The Challenge of Addressing Subjectivities through Participatory 
Action Research on Datafication,” Katherine Reilly and Maria Julia Morales 
write about data audits as a mode of participatory action research. Drawing 
from various research projects, they argue that general data literacies fall 
short, and suggest that making a meaningful difference requires active 
participation in reviewing and situating data within affected communities. 
Their chapter also connects critical data studies to participatory action 
research to demonstrate how the involvement of researchers and citizens 
in actual data projects might lead to improvements in data literacy, citizen 
agency, and research quality.

Case Studies: Do Try This at Home!

In part II authors provide ten case studies clustered around three themes: 
(1) accountability and policy work; (2) data work and literacy; and (3) col-
laborative practices. Part II starts with cases concerning the building of in-
frastructure for accountability and informing policy. “Community Responses 
to Family Violence Policy” describes the collaboration between public 
management employees and researchers to chart how public awareness and 
the understanding of family violence has changed over time in response 
to public interventions and policy using novel data analysis techniques. 
Anthony McCosker, Jane Farmer, and Arezou Soltani Panah also reflect on 



Making a Difference� 29

the quality of the collaboration, the motivation behind their joint research 
approach, and its outcomes.

“Data Against Feminicide” provides a detailed account of the process and 
impact of feminist participatory approaches that place technology develop-
ment and data science in the service of activists and social movements. In 
their mixed team of activists and researchers, Helena Suárez Val, Catherine 
D’Ignazio, and Silvana Fumega developed practical tools to collect evidence 
about femicide from media reports in Latin America. These tools made femi-
cide visible and became a call to action to authorities, who had been neglecting 
available evidence and also ignored an entire category of criminal activity.

“The Fairwork Project: Promoting Good Labor Practices in the Digital 
Platform Economy through Action Research,” by Tatiana López, Funda Ustek 
Spilda, Patrick Feuerstein, Fabian Ferrari, and Mark Graham, introduces a 
method to tackle information asymmetries in the platform economy that 
construct and conceal exploitative labor relations. The authors provide 
critical insights into the challenges of conducting action research in the 
gig economy with regard to maintaining the independence of the research 
process and its f indings. In “Advancing Equity through Data Practices” 
from Equity Ottawa, a program working to advance the integration of 
immigrants in Ottawa, Canada across a multi-sectoral partnership, Muna 
Osman and Hindia Mohamoud explain how the project supported processes 
of organizational change at the intersection of equity and the dataf ication 
of public institutions. This is data work that also reflects upon successes, 
challenges, and next steps.

Attention then shifts to cases that empower through data literacy. In 
“Advancing Critical Data Literacy through Justice-Focused Research,” Savan-
nah Hunter, Lindsay Poirier, and Nicholas Shapiro report on a project that 
uses open government data to explore Occupational Safety and Health 
Administration violations in US prisons and detention centers. They reflect 
on how the project, involving various faculty members and (under)graduates, 
advanced critical data literacy education for students, and they consider the 
challenges involved in this sort of multidisciplinary collaboration.

Acilon H. Baptista Cavalcante and Ana Claudia Duarte Cardoso then 
offer insights from the Data Firme project in their chapter “Empowering 
Citizenship through Academic Practices.” Using Design Thinking, they 
discuss how academics co-created media practices with young residents 
from Terra Firme, a neighborhood in the Brazilian city of Belém, to counter 
representations of that area in the mainstream media and to strengthen a 
civic media network. Their contribution reflects on the academic challenges 
of a project built in collaboration with the community.
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Jonathan Gray, in “Speculative Data Infrastructures: Prototyping a Public 
Database on Corporate Tax Avoidance,” explores three ways to workshop 
“data-in-the-making.” These workshops critically engage with “Country-by-
Country Reporting” (CBCR) data. In organizing collaborations with data 
and offering a generative format, they promote collective learning and 
interpretation among researchers, teachers, students, and activists. In what 
follows, “The DataWorkplace: Collaborative Learning about Datafication in 
Local Government” offers insight into data work between a university and 
local and regional governments around how these organizations adapt to 
data practices and AI. Krista Ettlinger, Mirko Tobias Schäfer, Albert Meijer 
and Martiene Branderhorst then reflect on transdisciplinary research as a 
means to tackle such complex problems. Next, in “You Will Be Assimilated,” 
Daan Kolkman discusses his own experiences conducting ethnographic 
f ieldwork about data professionals and the algorithmic systems they helped 
create. He reflects on navigating the challenges to negotiate access, establish 
rapport, and develop expertise. Additionally, he considers the implications of 
his gradual transition from an outsider to an insider’s role regarding research 
integrity and established academic practices of rewards and recognition. 
Finally, in “Lessons Learned from the eQuality Project,” Valerie Steeves 
reports on an interdisciplinary and intersectoral project concerned with 
creating knowledge about young people’s lived experiences of privacy/
surveillance and equality in networked space. She discusses the benefits 
and challenges encountered in a partnership approach to research.

Taken together, the book’s chapters formulate relevant concepts for 
grounding societally engaged research in the theories and methodologies 
from different disciplines. Their authors also redef ine what is commonly 
understood as academic research, and they make unacknowledged academic 
labor and data work explicit. They advocate for urgent changes to be made 
to the traditional organization of universities, marked by the latter’s coun-
terproductive distinction between research and support staff; insuff icient 
support infrastructures for community-engaged learning and the co-creation 
of research with stakeholders and partners outside the university; their 
neglect of societal impact work; and the hesitancy of their commitment to 
inter- and transdisciplinary collaboration.

In the afterward, Ben Peters considers practice as theory that matters. 
He strongly argues that we revisit our research priorities and embrace 
collaborative research as a means forward so that the inherent drive of 
fact-f inding and world-understanding can be combined with developing 
capacities for actually making a difference.
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In summation, we seek, with this book, to highlight the unique knowledge 
gained through collaborative research, which provides empirical insights 
that may be challenging or impossible to achieve through other methods. 
Besides generating practical outcomes, educational frameworks, and sustain-
able knowledge exchange between academia and society more broadly, 
collaborative research emerges here as a highly benef icial and essential 
practice for our knowledge-driven and dataf ied societies!
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2.	 Performing Critical Data Studies from 
the Inside�: Working with Government 
to Change Data Regimes
Rob Kitchin

Abstract
This chapter considers the role of academics in society and to what extent 
they should seek not simply to produce knowledge about the world but to 
change it. The chapter argues that academics should operate beyond the 
academy, proactively engaging state, industry, and civic society organiza-
tions to enact progressive interventions. It contends that the most effective 
way to achieve such interventions is to occupy insider positions that 
directly contribute to the formulation of policy and the development of 
programs and infrastructures. The case is made by reflecting on nearly 
two decades of applied action research, working with state agencies and 
government departments to try to change data policies and practices and 
to build data infrastructures.

Keywords: Critique; Advocacy; Action research; Positionality

Introduction

There is a long-standing debate in the social sciences concerning the rel-
evance, purpose and practice of academic research (Mouton and Marais 
1988; Fuller and Kitchin 2004a; Bastow et al. 2014). The dynamics in these 
debates largely hinge on beliefs regarding the extent to which: (i) research 
should simply produce knowledge about the world or, alternatively, should 
actively seek to change it; and (ii) academia should work with and for state 
and industry actors. Some would hold that the academy should produce 
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impartial and independent knowledge, with researchers’ personal politics 
left at the university gate as they conduct objective and neutral research and 
act in a value-free manner. In this view, academia is to produce independent, 
objective, and impartial assessments of society and to set out the pros and 
cons of policy options that enable others to evaluate such assessments and 
make their own decisions (Mouton and Marais 1988; Kitchin 2015). In other 
words, scholars produce knowledge and suggest possible ways to respond to 
their f indings, but it falls to others to evaluate and apply such knowledge in 
practice. This position does not preclude conducting commissioned research 
on behalf of state and industry actors; however, such research should be 
objective, impartial, and non-prescriptive.

In contrast, the post-positivist social sciences hold that it is impossible 
to produce truly independent and impartial knowledge; the work of an 
academic, and of the academy more broadly, is always political (Rose 
1997; Fischer 2005). These inherent politics, rather than being denied, 
are mobilized within academic endeavor (research, teaching, publishing, 
external service) to actively seek change in society. For some, change is 
sought principally through critique, which assesses and appraises the 
work of the state and of industry, which are held accountable for their 
expressions of power and structural violence (Mitchell 2004; Allen 2011). 
Here, the academy is necessarily separate from the state and industry 
(Allen 2011), ensuring its critical distance, independence, and scientif ic 
autonomy rather than being co-opted into and legitimizing state and 
industry actions (Wilton 2004; Allen 2011). For others, critique is not a 
suff icient intervention in the process of seeking change. Those holding 
this view propose that academics work with civil society organizations 
and local communities, performing action research, formulating and 
promoting policy alternatives, and undertaking advocacy and activism 
(Fuller and Kitchin 2004b). Such aactivity can include direct work with 
state and industry actors, even though they may hold different views and 
aspirations, seeking change from within. The latter approach has become 
more popular in recent years given the prevalent impact and engagement 
agenda, along with the pressure being exerted by government policy and 
by funding agencies demanding that the academy produce work with 
instrumental value (Bastow et al. 2014).

This variance in the understanding of the politics, praxes, and purposes 
of academic endeavor is partially encapsulated in Michael Burawoy’s (2005) 
taxonomy of social science research. Burawoy argues that there are four 
main orientations and praxes of social science, which are defined principally 
through the form of knowledge produced (instrumental or reflexive) and 
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the intended audience (academic or extra-academic). Independent research, 
of the supposedly value-free and neutral variety, as well as the sort that 
engages in critique and advocates for change, is largely subsumed under 
instrumental and reflexive knowledge. In contrast, research produced for 
an extra-academic audience is more applied, engaged, and action-oriented. 
Of course, the production of reflexive knowledge can be translated into 
instrumental insights, and work produced for academic peers can be recast 
to suit extra-academic audiences, and vice versa. An academic can certainly 
undertake research that f its each category: that is, it is wholly possible to 
produce instrumental and reflexive knowledge for academic and extra-
academic audiences. For example, over the course of my career, I have 
produced instrumental knowledge for an academic audience, but I have 
also conducted applied and policy work for an extra-academic audience, 
produced reflexive knowledge that is highly critical of the state and industry, 
worked on participatory projects with community groups, and produced 
public scholarship (blogs, social media, print and online media) aimed at 
influencing public opinion.

Table 2.1. � Forms of knowledge production and praxis (framed with respect to 

Geography)

Academic audience Extra-academic audience

Instrumental knowledge
– K nowledge
– L egitimacy
– A ccountability
–  Pathology
–  Politics

Professional Geography
Theoretical/empirical
Scientific norms
Peers
Self-referentiality
Professional self-interest

Applied (Policy) Geography
Concrete
Effectiveness
Clients/patrons
Servility
Policy intervention

Reflexive knowledge
– K nowledge
– L egitimacy
– A ccountability
–  Pathology
–  Politics

Critical Geography
Foundational
Moral vision
Critical intellectuals
Dogmatism
Internal debate

Participatory and Public Geography
Communicative
Relevance
Designated publics
Faddishness
Public dialogues

Source: Adapted for Geography by Kitchin et al. (2013) from Burawoy (2005)

Critical Data Studies (CDS) makes data and its framing, production, 
and use its core conceptual, analytical and empirical focus (Dalton and 
Thatcher 2014). The “critical” aspect in its name refers to the adoption of 
a perspective rooted in critical social theory. CDS does not regard data or 
data work as commonsensical or take them at face value (Kitchin 2022). 
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Rather than data being understood in essentialist terms (natural, benign, 
representative), abstracted from the world in neutral and objective ways 
subject to technical constraints, data are understood to be produced; that 
is, they are generated within and ref lective of socio-technical contexts. 
Data are not simply waiting to be collected; they do not exist before they 
are generated (Markham 2017). Data are the product of discursively framed 
and technically mediated processes as shaped by protocols, organizational 
processes, measurement scales, categories, and standards that are designed, 
negotiated, and debated (Kitchin 2022). Similarly, the entirety of the data 
lifecycle (generation, handling, processing, storing, sharing, analysis, 
interpretation, deletion) is socio-technically mediated and saturated with 
politics. So, too, are the production and operation of data infrastructures 
and the many ways in which data are used (Leonelli et al. 2017). CDS, then, 
ref lects on philosophical concerns relating to data and their use, and it 
asks political and ethical questions so as to reveal what is really at stake 
in data-driven systems and regimes (Kitchin 2022). As such, the majority 
of endeavors in CDS research are reflexive and academic (critical), though 
a reasonable proportion of them are instrumental and extra-academic 
(applied), and some are ref lective and extra-academic (participatory). 
In contrast, research in Data Science is dominated by instrumental and 
academic (professional) and instrumental and extra-academic (applied) 
endeavors.

My own CDS research has predominantly been critical and applied 
rather than professional or participatory/public. I would consider myself 
a post-positivist scholar who seeks to change the world in proactive ways. 
My work is political and pragmatic; it engages and works with public 
and civic stakeholders and is aimed at multiple audiences. Consistently 
critical, it is also applied work, seeking to formulate and shape public policy 
and practice and to help build public data infrastructure. At times, it is 
participatory and activist or takes the form of advocacy and public debate. 
Over the past twenty years, I have enacted this multifaceted approach with 
respect to state data and associated data assemblages and infrastructures in 
Ireland. In what follows, I focus on work relating to planning and develop-
ment, discussing three projects (All-Island Research Observatory, the 
Programmable City project, and the Building City Dashboards project). 
I have undertaken similar work related to culture and heritage as a co-
principal investigator for the Digital Repository of Ireland, as well as to 
the qualitative social sciences as a co-principal investigator of the Irish 
Qualitative Data Archive and as a participant in the open data movement 
more generally.
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Performing Critical Data Studies from the Inside

My research related to data is premised on the assumption that the best 
way to enact positive progressive change is not to produce knowledge and 
leave it to others to convert such knowledge into necessary action, but 
rather to seek the desired outcome proactively. However important critical 
analysis for a mainly academic audience may be in terms of generating 
fundamental insights and informing praxis, its impact beyond the academy 
is usually limited if it is not accompanied by translational praxis work. If 
one really wants to influence how the state deals with a phenomenon, the 
optimal approach is to directly contribute knowledge, ideas, potential 
solutions, and resources (e.g., time, energy, networks, institutional capaci-
ties, reputation, etc.). If one regards a new policy to be necessary, then the 
way to push it onto an agenda is to be an advocate and to lobby for its 
creation. If one desires a particular policy formulation, it is best achieved 
by being involved in its creation. The mere existence of a policy does not 
mean that all will welcome and implement it, so if one wants to ensure its 
adoption and a desired impact, then advocacy work needs to be undertaken 
to persuade others to engage and implement its core principles and practices. 
If one believes that data practices and management need to be updated or 
rethought, then offering constructive feedback on better alternatives, or 
facilitating scoping workshops, or delivering training for staff, will help 
shift embedded thinking and processes in new directions. If one wants to 
support the creation of a data infrastructure and seeks it to possess certain 
qualities and capacities, then the best means of ensuring its production is 
to be part of the development team. In other words, the best way to effect 
the desired change is to gain an insider position.

A cynic might argue, with some justif ication, that this approach as-
sumes that all academics can leverage enough power to exert suff icient 
influence to change the status quo. Certainly, well-established academics 
with a strong research and publication profile might have suff icient social 
capital and a high enough public visibility to be consulted on issues at 
a national or international scale. They might have suff icient capital to 
mobilize institutional and network resources that will open doors of their 
choosing and build relationships and goodwill. The majority of academics, 
however, have less clout and reputation to gain insider status; to do so 
requires work and its development will be gradual. The key is to start locally, 
with a realistic goal and a contribution that is meaningful and sustainable 
(in terms of time, resources, knowledge, ideas, and continued engagement 
over a span of years). Organizations at a local scale looking for informed help 
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and resources are keen to form partnerships and extend networks. Often 
seeing academics as useful allies, they appreciate the reputational effect of 
having university involvement in their initiatives as well as the potential 
access to shared resources through collaborative funding applications. 
Successful work at a local level tends to gain the attention of stakeholders 
at the next scale, with project work, “grey” publications, events, media work, 
and networks providing a means to cultivate relationships and develop 
suff icient capital to move up into a new position. Delivering on promises 
and building networks are vital to gain trust and new openings. Even if 
one stalls at a particular scale, one might hold a reasonable degree of sway 
at that level. I have followed this ladder route, starting by working with 
local authorities and civic organizations and then progressing upwards, 
eventually serving on national-level advisory boards (e.g., Data Forum, Dept 
of Taoiseach [Prime Minister]; Census Advisory Board; board of the Irish 
Research Council; National Consultative Panel on Open Data) and working 
with government departments and state agencies.

AIRO, a joint venture between Maynooth University and Dundalk Insti-
tute of Technology, was founded in 2005 as a means to produce harmonized 
cross-border datasets spanning the Republic of Ireland and Northern Ireland 
(see chapter 7 of Kitchin 2021). In the wake of the Good Friday Agreement 
and the peace process in Northern Ireland, cooperation between public 
sector bodies in the North and the Republic, including shared infrastructure 
and development plans, had increased enormously. However, there was a 
dearth of evidence that might underpin these endeavors and little activity to 
resolve the lacunae. Given animosity between political parties, the diff iculty 
of organizing cooperation between public bodies in different jurisdictions, 
and entrenched statistical systems and geographies, the most viable solution 
was the creation of an independent third party to investigate possibilities for 
creating cross-border data infrastructure, including interactive data tools, 
for the planning, assessment, and tracking of cross-border developments. 
AIRO proposed to become that third party, with the Special EU Programs 
Body (SEUPB) providing the initial funding (€68,000). It was hoped that 
AIRO would be able to leverage the established applied GIS expertise and 
networks of its principal investigators to tackle the challenge.

While much of the project tasks were technical, a substantial aspect of 
the project work consisted of outreach and negotiation with stakeholders 
to convince them to work with the project and to embrace its vision and 
ambitions. Much of this advocacy work was highly political given the political 
sensibilities of key stakeholders concerning cross-border cooperation. It 
required the project team to act as mediators, to broker relationships, and 
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to lobby stakeholders and demonstrate the potential benefits and paths to 
achieving them. The team organized several events and bid for research 
contracts relating to data on both sides of the border and used these to 
further the cross-border data agenda. The project was also an early advocate 
of open data, insisting that the datasets and tools it had built for stakeholders 
were made openly available. Out of its small initial grant, AIRO built a 
sizable network of allies and a reputation for creating datasets and tools for 
evidence-informed policymaking, and it has subsequently undertaken work 
for all the local and regional authorities in the Republic and several in the 
North, as well as government departments and state agencies. It has placed 
researchers into state organizations to help develop their data practices 
and infrastructures along with their capabilities for data analytics and 
data-driven policy (see Gleeson et al., 2022). While remaining independent, 
it works closely with stakeholders to shape the Irish state’s data regime. 
It can act in this way because it has worked hard to gain a trusted insider 
position. Nonetheless, much of what it advocates for remains unrealized 
given inertia and competing interests. In this sense, ongoing advocacy and 
change management work are always in play.

AIRO also provided part of the platform for splinter initiatives such 
as The Programmable City and Building City Dashboards projects. The 
Programmable City project, funded by the European Research Council, 
was principally concerned with undertaking a critical assessment of urban 
digital technologies and their use in city management and governance. This 
initiative included a focus on the production and use of open and proprietary 
data, as well as the deployment of data-driven systems. The project was to 
incorporate interviews with key stakeholders and ethnographies of smart 
city initiatives. Early in the project (2013), I was asked to join the steering 
committee of Dublinked, Dublin’s open data repository, which was being 
jointly developed by the four local authorities and Maynooth University. 
In 2015, Dublinked was folded into the newly created Smart Dublin, a body 
for promoting smart city endeavors in the city, with the existing steering 
committee staying in place. In 2014, supplemental funding from Science 
Foundation Ireland initiated the production of a city dashboard for Dublin, 
to be developed in conjunction with Dublin City Council and leveraging 
foundational data auditing, collation, and visualization work by AIRO. The 
politics and praxes involved in the unfolding of this project are detailed 
in Kitchin et al. (2016). The project also aided Smart Dublin in some of its 
work by organizing and facilitating workshops to scope out the city’s smart 
city vision and agenda. Later work prompted and helped develop its ethics 
approach to smart city technologies. In exchange for its contributions of 
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time, expertise, and resources, the project also gained access to key personnel 
for interviews. In fact, no exchange of funds ever took place between the 
university and the local authorities; the aid was mutual and quid pro quo. 
Through my involvement in the steering committee, the project’s contribu-
tion to Smart Dublin, and the development of the city dashboard, I was 
able to occupy an insider position, directly contributing to open data and 
smart city policy and to the development of a data infrastructure. In 2016, 
Science Foundation Ireland funded the Building City Dashboards project 
that extended the dashboard partnership to include two local authorities 
in Cork and two state agencies (the Central Statistics Off ice and Ordnance 
Survey Ireland, the national mapping agency).

In these projects I, and others on my teams, have moved to varying 
degrees into insider positions. We have not simply been providing a research 
service, but have contributed to governance, policy formulation, agendas 
and visions, and the scope and workings of projects. Importantly, my work 
with the government has not been to do what they want or to say what they 
want to hear. I am supportive when support is merited, but I will also stick 
to principles, debating an issue and arguing a case, and being contrary when 
necessary. In contrast to my initial expectations, I have found that politicians 
and others in the public sector are f ine with critical voices and robust 
discussion as long as this sort of engagement is backed with rhetoric and 
evidence, is constructive and fruitful, and their overall agenda is advanced. 
They are well used to internal debate and spats between colleagues and 
among cliques, and they have been subjected to public critique through 
the media. They are used to evolutions and mutations in the formulation of 
policy and its implementation, to the political context being relatively fluid, 
and to certain issues being politically hijacked. Nonetheless, critique and 
robust exchange can lead to some diff icult situations if a partner is losing 
face or does not want to change the approach or if neither party wants to 
compromise. At the same time, the discernment of knowing which battles 
to f ight and when to make a tactical concession or retreat is important. To 
continue to influence plans, decision-making, and actions, I want to stay 
inside the system rather than be frozen out. I am therefore prepared, as part 
of a longer game, to tolerate approaches, decisions, and policies that I think 
are suboptimal or regressive. This long-game orientation requires committed 
involvement over several years. My strategy is to put my opposition on the 
record through publication (meeting minutes, social media, blog posts, 
media interviews, academic articles) while not making a given matter a 
do-or-die issue. Such pragmatism will not suit all academics, who might 
feel that it would overly compromise their integrity, independence, and 
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impartiality. Ultimately, I feel I am more likely to gain a desired outcome 
by being inside the system. That is not to say that I will compromise on all 
issues, and if there was a decision or approach that I felt I could not tolerate 
being a party to I would actively oppose it and, if necessary, withdraw from 
the process.

Conclusion

The role of academics in society is very much a live debate within the acad-
emy and its disciplines, as well as within political, policy, and media circles. 
Some academics frame academic endeavor as the production of objective 
and value-free knowledge that others translate for instrumental ends. Others 
contend that academics should seek to change the world in proactive ways, 
and that all research and dissemination is inherently political. Some are 
concerned about the independence and impartiality of academic work, and 
the extent to which it is being enlisted in the agendas of other stakeholders. 
Nonetheless, academics are increasingly being asked to make a societal 
impact beyond their work being acknowledged and used by their peers. 
Academic researchers are being encouraged to engage the public through 
media channels and to work with civil society, industry, and government to 
address societal challenges. For post-positivist scholars, such collaborations 
pose certain concerns, since research rooted in critical social theory often 
challenges the ethos, rhetoric, and actions of government and industry and 
seeks to hold them to account. Working with these stakeholders necessarily 
means compromising on specif ic ideas and ideals. Yet insider positions are 
a powerful means of actively shaping the thinking, decision-making, and 
actions of stakeholders; and to exert influence from such a position is often 
more effective than critiquing from the outside. This chapter has sought 
to illustrate the concerns and praxis of such insider researchers in relation 
to three sustained engagements with data regimes in Ireland. Key to these 
projects and the effort to enact progressive change from within has been a 
keen sense of positionality and reflexivity (Rose 1997), both in relation to 
collaboration and in terms of publication stemming from the work. As an 
advocate-researcher, I have always sought to be open about my agenda, my 
situatedness within the research and policy fields, and any compromises that 
have been made. This transparency is important to help others frame and 
understand the knowledges being produced and the kinds of instrumental 
practice being enacted, and they help to negate, or at least make clear, 
concerns over independence and impartiality. While such concerns have 
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some legitimacy, it is my contention that using academic endeavor to change 
society for the better by enhancing data regimes through working with key 
stakeholders (who themselves are far from independent and impartial) as 
“critical friends” is vital.
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3.	 Confronting Politicized Research: The 
Case for Reflexive Neutrality
René König, Payal Arora, and Usha Raman

Abstract
We have come a long way from a model that idealizes politically neutral 
research to one that expects researchers to take a stand and to actively 
change society. Our paper retraces this development and highlights the 
criticisms that led to this change in orientation. Concluding that it might 
be too early to entirely abandon the idea of neutrality, we outline initial 
ideas of a revised model that considers certain valid criticisms while 
maintaining the goal of neutrality.

Keywords: Knowledge production; Epistemology; Objectivity; Post-truth 
era

Introduction

Increasingly researchers are expected to ‘make a difference,’ an appeal that 
a few decades ago would have been deeply controversial in its contention 
that scholars should actively shape society. Then the prevalent mindset of 
positivism expected that researchers would be neutral observers, merely 
dedicated to truth and facts, instead of wading into the muddy waters of 
activism and politics. Today, this formerly accepted approach is widely 
regarded as naïve. Constructivism has made us question the very existence of 
an objective reality; science and technology studies have taught us about the 
social embeddedness of research practices, and theoretical and methodologi-
cal discussions have highlighted the limitations of academic knowledge 
production. Yet the imposed binary between the passive model of scholars 
as neutral observers and the active model of scholars as agents of social 
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change should make us pause. Before we dive headfirst into the endeavor 
of ‘making a difference,’ it may be worth our while to reflect on how we got 
here. In this essay, we take a look at what caused this significant turnaround 
of scholarly principles. We then critically assess the implications of the new 
expectations directed towards researchers and the accompanying claims 
about their role in society. Finally, we conclude with a provocation: a call to 
revive the ideal of academic neutrality – in a modif ied and reflective way.

The Neutral Researcher – From Idealization to Disillusionment

The ideal of objective research, not motivated by particular political 
intentions and biases but solely dedicated to truth-seeking, is strikingly 
ambivalent: on the one hand, the aforementioned decades of critical philo-
sophical discussions, methodological reflections, and empirical insights on 
how research is performed, make proponents of this ideal appear, at best, 
uninformed and, at worst, willfully manipulative. On the other hand, science 
certainly has achieved an elevated status and a special authority in the 
hierarchy of knowledge types. As Böhme and Stehr argued, “contemporary 
society may be described as ‘knowledge society’ based on the penetration 
of all its spheres of life by scientif ic knowledge” (1986, 10:8).

To some degree, the resistance and skepticism towards scientif ic knowl-
edge does not contradict but rather result from the very success of this 
mode of knowledge production. From the devastation wrought by the world 
wars, increasing ecological destruction, and, f inally, the potential total 
annihilation of humanity in the nuclear age, the twentieth century was a 
testament to the deep but also troublesome impact of supposedly ‘objective’ 
scientific and technological development. The growing awareness of modern 
societies’ self-induced risks led scholars to diagnose a “reflexive modernity” 
(Beck 1992; Giddens 1990). Science and technology were no longer regarded 
as a solution but increasingly viewed as a problem.

Moreover, persistent inequality and poverty meant that the promised 
benef its of scientif ic progress were unevenly distributed. This disparity 
became not just a question of justice and fairness but also of scientif ic 
validity. How can universal and objective knowledge possibly be produced if 
the access to the necessary tools and skills is limited to a small but dominant 
elite? Accordingly, feminist scholar Donna Haraway described the claim of 
scientif ic objectivity and universality as the “god trick of seeing everything 
from nowhere” (1988, 581). Instead, she emphasized the situatedness of 
knowledge and its relation to power structures (1988, 585). Noting that 
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so-called objectivity “may predicate colonial practices and establish a 
hegemonic ideology of difference” decolonial studies researchers concluded 
“[a]ll research is political” (Sandoval et al. 2016, 27).

The existential threats posed by scientif ic knowledge and the uneven 
means to produce and benefit from it are particularly challenging for demo-
cratic societies, whose egalitarian aspirations have long conflicted with the 
elitist model of scientif ic expertise (Fischer 2009). Accordingly, there have 
been numerous appeals for a deliberate blurring of boundaries beyond the 
confining categories of scientific disciplines (Gibbons et al. 1994) and towards 
a ‘democratization’ of science and technology (Hennen 2012; Guston 2004; 
Nowotny 2003). The rise of the internet, particularly the platform-driven 
so-called Web 2.0 (O’Reilly 2005), in combination with the wide availability 
of smartphones, have fueled hopes of a more inclusive “wisdom of crowds” 
in which a wider public participates in knowledge production (Surowiecki 
2004; Rheingold 2003; Shirky 2008).

Of course, not everyone welcomed this transformation. Fears of a coun-
terproductive ICT-related “information overload” had already been voiced 
as far back as in 1970 (Toffler 1970), and commentators have criticized the 
novel influence of amateurs (Keen 2007). Moreover, it has become obvious 
that the emerging “platform society” (Van Dijck, Poell, and Waal 2018) is 
itself entangled in power structures and political struggles and is largely 
driven by capitalist ideology (Zuboff 2019; Fuchs 2011; Mager 2012).

Thus, seemingly ‘democratizing’ developments may cement existing 
hierarchies rather than empowering the marginalized. For example, the open 
science movement started with the goal to “democratize all aspects of the 
scientif ic process, from conceptualization and design, to data gathering, to 
publication and peer review, to dissemination of research f indings” (Dutta 
et al. 2021, 2). However, as Dutta et al. point out, power imbalances are in 
practice actually deepened:

The steps to achieve openness, including pre-registration of studies, 
publishing materials, data and code, and conducting replications, add 
exponential burdens to the already complicated submission procedures, 
U.S.-based English language hegemony, and inaccessibility behind pay-
walls that shape the hierarchy of publishing […] (ibid., 5).

Additionally, opening research practices up may disproportionately harm 
marginalized and vulnerable communities (Fox et al. 2021, 767). This po-
tential outcome is particularly concerning, as researching such groups is 
inherently burdensome for participants as well as researchers, bringing into 
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relief the fact that even as science cannot be objective and disinterested, 
neither can the researcher. Rawshon Akhter, a colleague from our research 
project Feminist Approaches to Labor Collectives (FemLab.Co), recalls a 
dramatic incident during her f ieldwork:

[…] a divorced mother of three young daughters became faint when she 
recounted her experience of domestic abuse meted out to her for failing 
to give birth to a male child. I had to call for help as she was close to 
collapsing. (Akhter 2020)

Such vivid examples underline the artif iciality and unrealistic nature of the 
ideal of the objective and neutral researcher. Observation never occurs in 
isolation. Empirical studies may exert a profound impact on the f ield and its 
people, and this has implications for the researcher. Based on her experience, 
Akhter ref lects: “Researchers are not psychologists nor social workers. 
However, they may f ind themselves playing these roles unconsciously as 
they try to be of help to their respondents” (ibid.).

These concerns raise the questions: What, exactly, is the researcher’s role 
if it is not that of a neutral observer? If research cannot be neutral, what 
stance is the researcher supposed to take?

Research in the Post-Truth Era

Objectivity and neutrality are by nature ideals vulnerable to criticism, 
as they require preconditions that are hard – if not impossible – to meet. 
However, f inding a convincing alternative model is no less challenging. 
Debates on how normative research can or should be have gone on for 
decades, especially in the social sciences, where it is particularly diff icult 
to draw a line separating researchers and their object of study. In German 
sociology, Niklas Luhmann and Jürgen Habermas engaged in a prominent 
disagreement about the discipline’s purpose (Habermas and Luhmann 1990). 
Habermas made the case for a rather ‘interventionist’ role, a perspective 
rooted in the critical theory of the Frankfurt School. Luhmann, for his part, 
was convinced that this normative approach would be limiting, as it would 
bind the discipline to certain assumptions instead of aiming to formulate 
a general theory and understanding of society.

Although this theoretical debate was mostly concerned with the narrow 
disciplinary circle of sociology, wider audiences, too, have debated the 
actual or alleged normative biases among (social) scientists. In 2018, 

http://FemLab.Co
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Helen Pluckrose, James A. Lindsay, and Peter Boghossian effectively 
hoaxed numerous academic journals when they submitted a series of 
fake papers, including one that was actually a chapter of Adolf Hitler’s 
Mein Kampf, though it had been rewritten from a supposedly feminist 
perspective (and its source text left undisclosed). Their motivation was 
to reveal the biases of some parts of academia they labeled “Grievance 
Studies”. They stated:

Scholarship based less upon f inding truth and more upon attending to 
social grievances has become f irmly established, if not fully dominant, 
within these f ields, and their scholars increasingly bully students, ad-
ministrators, and other departments into adhering to their worldview. 
This worldview is not scientif ic, and it is not rigorous. (Pluckrose, Lindsay, 
and Boghossian 2018)

Pluckrose et al. saw their point conf irmed when some of the papers got 
through the peer review process, including the rewritten chapter from 
Mein Kampf. The story of the hoax was picked up by several larger outlets, 
including The Atlantic (Mounk 2018) and The Wall Street Journal (Melchior 
2018). The incident mirrors the so-called ‘Sokal Affair’ or ‘Sokal Hoax’ of 
1996, when physicist Alan Sokal successfully published a bogus article to 
the journal Social Text to demonstrate the journal’s ideological bias and 
lack of rigor. At the core of his criticism was what he saw as the denial of 
objective truth among postmodern scholars and the inappropriate usage 
of scientif ic terminology.

Lee McIntyre has described the denial of objective truth as the “f irst 
thesis of postmodernism”. A second thesis, according to him, is that “any 
profession of truth is nothing more than a reflection of the political ideology 
of the person who is making it” (McIntyre 2018, 126). Referring to Michel 
Foucault, he concludes his sharp criticism of postmodern thought by drawing 
out the implications of its underlying logic:

Since there is no such thing as ‘truth,’ anyone who claims to ‘know’ 
something is really just trying to oppress us, not educate us. Having 
power allows us to control what is true, not the other way around. If there 
are many perspectives, then insisting that we accept any particular one 
is a form of fascism. (ibid.)

As McIntyre himself notes, this account is a rather condensed and perhaps 
an unfair and distorted interpretation of postmodern thought. We do 
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acknowledge the rich and enlightening research inspired by this sort of 
postmodernism; in fact, our own work is built on it. The FemLab.Co project 
is informed and driven by the insights offered via the lens of critical theory, 
e.g., feminist and decolonial studies. Our project team has embraced feminist 
design as an approach to platform workers’ problems (Bansal 2021), applied 
feminist methodology in creating an inclusive workshop (de Souza and 
Gupta 2021), drawn from a critical studies perspective to reveal the gaps of 
methods such as those employed in stakeholder analysis (Mehta 2021), to 
name just a few examples.

Therefore, we are fully aware that the cited criticisms – let alone our 
concentrated version presented here – do not do justice to such a complex 
and multifaceted research tradition. Moreover, these critiques are themselves 
not without flaws. For instance, the “grievance studies” hoax was, ironically, 
accused of itself adhering to what it intended to reveal: an unscientif ic, 
ideology-driven approach (Afinogenov 2018).

However, it would be careless to simply dismiss the raised concerns – 
especially if we value the ideas being criticized. When the political value 
and the potential societal impact of academia become decisive factors in 
research, there is an inherent risk that the traditional focus on truth-seeking 
may suffer. Quality standards may be lowered due to political motives 
or political motives may create barriers to the execution of high-quality 
research. In short, ideology may be prioritized over truth. Not only does 
this diminish the original function of scientif ic inquiry, but such efforts 
will often backf ire, as their underlying motivation detracts substantially 
from the power such research could have had. Thus even from a political 
standpoint, where the primary aim is to aid a particular cause or a group, 
the adoption of this strategy does not promise desirable results. It does, 
however, leave us with a conundrum to address.

If all research is inherently political, we need to ask: what political agenda 
is – or should be – pushed here? Who is defining such an agenda and how? So 
far, academia has not been very well equipped for political decision-making. 
Instead, political goals often remain implicit or vague. To some extent, 
the schools emerging from critical studies share certain progressive ideas 
aimed at emancipating marginalized groups and questioning oppressive 
structures – an approach rooted in the 18th-century Enlightenment. Still, 
it is by no means clear which values are deemed suitable. Even a seemingly 
shared ideology – for example, feminism – often possesses many diverging 
schools of thought (Delmar 2018). Thus, defining the values that are supposed 
to guide a research project and translating them into methods and practice 
are far from trivial tasks.

http://FemLab.Co
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In an often cited introductory book on action research, Jean McNiff lays 
this responsibility largely at the foot of researchers, since they are asked 
to “clarify your values from the start” (McNiff 2016, 20). In the validation 
process, however, this perspective is expanded, as it is supposed to involve 
“social validation, to do with testing the validity of the claims against the 
critical feedback of others” and “public legitimation.” While social valida-
tion should help to assess “truthfulness,” public legitimation is aimed at 
“establishing the acceptability of the claim” (McNiff 2016, 52).

While this approach appeals to the idea of the ‘democratization’ of science, 
it raises numerous additional questions. How independent can or should 
research be? On the one hand, independence is emphasized by letting 
researchers def ine their values. On the other hand, these researchers are 
then asked to let the public decide whether their f indings should be accepted.

One underlying assumption behind the idea of welcoming the public 
into academia appears to be the assurance that the public will show itself 
to be on the ‘right’ side – or even on some ‘better’ side that researchers have 
neglected. Here we f ind the postmodern version of the “god trick”: instead 
of researchers being glorif ied as objective observers, the public is imbued 
with an elevated function and is idealized. But it is not clear why the public 
should be graced with a superior perspective that would justify such an 
idealization. After all, each member of the public is entangled in individual 
power structures, biases, and distorted perceptions of their own. There is 
no reason to assume that these perspectives will be compatible with a given 
research project’s values. Would that render the results ‘illegitimate’? If not, 
why involve the public at all?

For us, this is not just a hypothetical discussion. In the course of engaging 
with f ieldwork for our project FemLab.Co, we were often confronted with 
regressive and misogynist views. In fact, such views are what motivated us to 
take a specif ically feminist perspective on the Future of Work in the Global 
South. Women in countries such as India and Bangladesh are exposed to 
discrimination and injustice on a daily basis, and thus the public is a central 
part of the problem we are trying to tackle. Our researchers and participants 
often need protection from the public, not its active involvement.

In 2020, only 8.4 percent of the world population lived in full democracies 
(Economist Intelligence Unit 2021). If the democratization of political systems 
is so unsuccessful, how realistic is it to hope for a democratization of science 
in accordance with progressive values? To make matters worse, even in 
full democracies it seems unlikely that the high hopes placed on citizen 
participation will be met. In 2017, Kellyanne Conway, then Senior Counselor 
to US president Donald Trump, famously coined the term “alternative facts”. 

http://FemLab.Co
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Her phrase and what it implied caused a fair amount of bewilderment among 
those who still believed in objectivity, and they naturally turned towards 
academia as an ally to ward off the looming ‘post-truth’ era. In his book 
on the phenomenon, McIntyre points the f inger at postmodernism and 
states that it is “embarrassing to admit that one of the saddest roots of the 
post-truth phenomenon seems to have come directly out of colleges and 
universities” (2018, 123). We cannot know if Conway and her peers have read 
postmodern theory, of course. But presuming that there are multiple versions 
of the ‘truth’ is certainly compatible with postmodern perspectives. This 
incident made it painfully obvious how the acceptance of truth in a plural 
form may serve the powerful and promote regressive ideas. This is not a new 
insight. MyIntyre explains in his book (2018) how tobacco companies have 
tried to establish scientif ic ‘facts’ on the products’ health hazards, and how 
conservatives have created counternarratives to the overwhelming scientific 
consensus on anthropogenic global warming. More recently, ‘anti-vaxxing’ 
movements have challenged established scientists and their point of view 
on how the COVID-19 pandemic should be understood and fought. These 
challenges exert severe impacts not only on public health but also on the 
scientists themselves, who increasingly face negative consequences after 
public appearances, including death threats (Nogrady 2021). The direct link 
between academics and the public through social media has made such 
experiences almost unavoidable in certain f ields: researchers now have to 
f ind their own coping strategies to deal with this problem (Gewin 2018).

What can we learn from all this? Researchers cannot be neutral. They 
do not operate in a social vacuum. But we should not then assume that the 
politicization of research is the answer here. At the very least, we need to 
acknowledge that politicization is not a solution to the underlying epistemo-
logical and societal problems in the context of scientif ic expertise. Perhaps 
letting go of the traditional ideal of academic neutrality was premature, 
even careless.

Conclusion: Towards a Reflexive Neutrality

While Nazis in Germany and elsewhere attempted to justify their murderous 
policies through racist pseudoscience, the sociologist Robert K. Merton 
reflected on what the foundations of the underlying ethos of science should 
be. Among the “institutional imperatives” (1973, 270 ff.) invoked by Merton 
is a stance that appears to be the opposite of our contemporary, deliberately 
political approaches to research: disinterestedness (Merton 1973, 275). Merton 
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saw the goal of science in the “extension of certif ied knowledge” (Merton 
1973, 270), something he believed could be achieved via an institutional and 
functional detachment from society and the partisan goals of its political 
actors. In contrast to the later idealization of a ‘democratization’ of science, 
this perspective regards scientif ic independence and autonomy as beneficial 
for both sides: a disinterested orientation helps to resist both the politiciza-
tion of knowledge production and its instrumentalization vis-à-vis a public 
that may not be equipped to judge it.

The lessons learned in the phase of reflexive modernity preclude idealiza-
tion of the ‘ivory tower’ – science situated outside and somewhat above 
society and its concerns. In any case, such an ideal would be to no avail. 
Science and the knowledge society are closely interconnected and the advent 
and now the ubiquity of the internet has made the ‘ivory tower’ irreversibly 
more accessible (Nentwich and König 2012, 11:151 ff.). We should not, however, 
be misled to idealize the opposite stance: an intentional politicization of 
science and academia.

Perhaps we are entering the era of reflexive postmodernity. During the 
era of reflexive modernity, society dealt with the risks from modernity (see 
above), but now we face the self-induced risks of postmodern society. One 
strategy to cope with our predicament might be to re-establish academia as a 
depoliticized safe space for free thought, adhering to the ideal of uncovering 
the truth in its singular form. As McIntyre has put it: “There is no such thing 
as liberal science or conservative science. When we are asking an empirical 
question, what should count most is the evidence” (2018, 163).

Accordingly, we argue that it is time to revisit the concept of academic 
neutrality, while also considering previous criticisms. First and foremost, we 
must acknowledge that neutrality is a process. It is a never-fully-achievable 
ideal. As such, it requires constant reflection on one’s values, biases, and 
methods (see also Markham 2006). The ideal’s inherent unattainability also 
implies that no researcher can claim absolute neutrality, as the “god trick” 
allowed them to [claim]. Instead, our ideal of reflexive neutrality does not 
deny the social embeddedness of academia, shot through with its political 
and cultural particularities.

All research is political – but not all researchers are politicians, nor need 
they be. Indeed, researchers can choose how they position themselves in 
politically contested f ields. As Roger Pielke Jr. (2007) suggests, they may act 
the role of an “honest broker”, making diverging perspectives visible instead 
of negating them under the cover of an alleged objective truth. This does not 
mean that researchers need to present all perspectives evenly and without 
judgement. In fact, in many cases, to do so would result in an endless and 
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ultimately meaningless list of random claims. A core task in research is 
always to distinguish between valid and invalid claims.

Reflexive neutrality is not some utopian ideal. One variation of reflexive 
neutrality is ongoing and has been fairly successful: Wikipedia. The online 
encyclopedia has instituted a Neutral Point of View (NPOV) policy for 
its articles, which is constantly ref lected upon through a collaborative 
process. Various critics have argued that the platform is not actually neutral 
(Lovink and Tkacz 2011). Indeed, a bias towards scientism can be identif ied, 
for example, in the way the platform handles unorthodox claims such as 
conspiracy theories (König 2012). But this would only be a problem if the 
goal was an entirely agnostic and radical neutrality. Reflexive neutrality, 
however, acknowledges its biases – here, scientism – and even deliberately 
nurtures them, as long as they are justif iable. At the same time, there needs 
to be an openness to legitimate criticism. For example, decolonization 
scholars have argued that Wikipedia’s ‘No Original Research’ policy “creates 
barriers for those consistently underrepresented in writing or publishing: 
historically marginalized communities and knowledge systems relying on 
oral traditions” (Acey et al. 2021, 3). However, such biases are not an argument 
against neutrality but rather indications of its inadequate application.

Admittedly, our appeal for reflexive neutrality provides more questions 
than answers. We do hope, though, that we have raised questions that 
make the reader pause on the quest to ‘make a difference’ – because we do 
share the urge to affect societal change. Certainly, many questions remain 
that deserve further thought: How can reflexive neutrality be achieved on 
a practical level? What are the necessary organizational structures and 
methodologies? More fundamentally, the role of science in society needs 
to be discussed beyond academia and expert circles. Or, to change the 
perspective, the problem of politicized research is also one of rationalized 
politics. In opposition to the popular notion of ‘post-truth’, Alexander Bogner 
(2021) puts the power of knowledge at the center of concern. From this point 
of view, the dominance of science has led to a depoliticization of political 
discourse, often framing it in terms of questions of rationality and truth 
instead of values and justice.

While the idea of reflexive neutrality is diff icult to outline in satisfying 
detail, the model of a deliberately non-neutral researcher presents us with 
even more questions to answer and more problems to solve. Rather than 
imagining some unachievable clarity, we should acknowledge the complexity 
and muddiness that unavoidably evolves when science and politics mingle. 
Taking this reality seriously and learning from past mistakes, we can only 
conclude that we are compelled to engage in ongoing reflection.
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Abstract
At Utrecht University, the Data School embarked on a journey to inves-
tigate AI and data practices up close, from within the organizations that 
implement them. This empirical work thrives on a process involving 
entrepreneurial activities – practices of collaborative and co-created 
research enabling researchers to deeply immerse themselves in the societal 
sectors under investigation. Occupying this privileged position, they 
do not only gather insights: they can also intervene and immediately 
apply their f indings. This chapter presents how entrepreneurial activities 
are used for collecting evidence, creating learning opportunities, and 
possibilities for intervention and social impact. Referring to examples 
of entrepreneurial research at the Data School, the chapter discusses 
challenges and opportunities of this approach, and presents practices 
for mitigating risks.

Keywords: Participatory observation; Action research; Methods; Social 
impact

Introduction: Land and Expand

In response to the increasing need to use data from social media platforms 
for analyzing social interaction and political debates online, I co-founded the 
Data School (formerly Utrecht Data School) with Thomas Boeschoten – then 
a master’s student in Utrecht University’s media studies program – in 2013. As 

Schäfer, M.T., K. van Es, and T.P. Lauriault (eds.), Collaborative Research in the Datafied Society: 
Methods and Practices for Investigation and Intervention. Amsterdam: Amsterdam University 
Press, 2024
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there was no funding for building a course on digital methods – which was 
seen as too labor-intensive – we turned to external partners for f inancing. 
They would provide a team of students with a case or an issue related to 
dataf ication or their current data practices or those in development. They 
not only f inanced the additional contact hours needed for teaching but 
granted our students and researchers access to their organizations and data.

While their funding was helpful in the development of our program, we 
quickly noticed that there was a more appealing incentive for this kind of 
cooperation (Schäfer and Van Schie 2019). Students and researchers became 
embedded researchers who developed close cooperative relationships with 
members of the external partners’ staff. Working with external partners 
allowed us to enter their organizations and the respective societal sectors, 
and thus provided a means to investigate the process of dataf ication and 
algorithmization from ‘within.’ By ‘dataf ication’ we refer to the process 
of translating everyday activities and social interactions into tabulated 
information (Mayer-Schönberger and Cukier 2013; Van Dijck 2014). By 
‘algorithmization’ we refer to the use of models, machine learning, or what 
is generally called artif icial intelligence (AI). But both ‘dataf ication’ and 
‘algorithmization’ also carry ideological connotations of objectivity and 
accuracy claims, which exert strong effects on the strategy and management 
of organizations and profoundly shape the technological imaginaries related 
to Big Data and AI (e.g., Kennedy, People, and Van Dijck 2014; Richterich 
2018; Männiste 2022).

To learn more about how AI and data practices affect democracy and 
citizenship, we looked for ways to conduct research within public man-
agement and media industries – areas where citizenship and democracy 
manifest themselves and where we could observe particular transformations. 
We developed this practice further so that it evolved into what we labeled 
entrepreneurial research, a distinctive method of empirical and collaborative 
research. This approach led to invaluable insights and to mutual knowledge 
transfer (e.g., Schäfer 2018; Schäfer, Van Es, and Muis 2023).

What is Entrepreneurial Research?

The ecstatic side of our f ieldwork was experienced when the single-minded 
pursuit of data within a clearly def ined research agenda was momentar-
ily set aside, and the opportunity to enter deeply into the world of our 
hosts was embraced. To our surprise, this led to insights and knowledge 
that redef ined the relationships with our hosts, deepened our ability 
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to interact with them in more meaningful ways, and opened the door 
to epistemological and ontological issues that begged to be addressed. 
(Goulet and Miller 2007, 1)

Originally, “entrepreneurial research” indicated research into entrepreneur-
ship (e.g., Ucbasaran, Westhead, and Wright 2001; Grant and Perren 2002; 
Perren and Ram 2004; Landström and Lohrke 2010). However, we consider 
entrepreneurship to be not the object of our research but a central aspect of 
our research method. Furthermore, our concept of entrepreneurial research 
is not to be confused with “academic entrepreneurship” (e.g., Etzkowitz 
2003). Academic entrepreneurship mostly describes individual researchers 
or research groups (often from the so-called STEM subjects) as well as the 
emergence of campus-embedded startups or university spinoffs (Shane 
2004; Wright 2007; Pattnaik and Pandey 2014). It often provides accounts 
of the commercial application of research f indings, the development of 
viable services and products on the basis of academic research, and the 
establishment of companies initiated by the commercial exploitation of 
academic research outcomes in a business model (Shane 2004); however, 
non-commercial initiatives, such as the example of social and humanistic 
entrepreneurship, can also fall in this category (Etzkowitz 2014).

The concept of academic entrepreneurship is also applicable to the 
far-reaching cooperation of university divisions with commercial parties. 
Universities with strong engineering and technology departments maintain 
close contacts with industry partners and take part in joint-venture research 
projects as well as other forms of cooperation and direct collaboration (Lee 
1996, 2000). Pharmaceutical research, the health sciences, and agricultural 
research in particular have long traditions of cooperating with related 
branches of industry and of collaborating in research projects and in the 
development of products and services (see for example Powell, Koput, and 
Smith-Doerr 1996; Stuart 2000; Dooley and Kirk 2007).

One success story of academic entrepreneurship in the humanities is 
detailed by Pilegaard, Moroz, and Neergaard (2010), who describe an academic 
entrepreneur producing medical dictionaries. These efforts eventually led to 
the creation of a knowledge communication lab at Aarhus University that uti-
lized research results commercially and attracted external funding (Pilegaard, 
Moroz, and Neergaard 2010, 52–53). Pilegaard et al. recognize the possibilities 
of entrepreneurship for educational and scientif ic innovation. Their main 
efforts, however, are directed towards the creation of better methodologies 
for researching entrepreneurship, rather than investigation of the benefits 
of entrepreneurial methods for academic research itself. Nevertheless, there 
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are calls for the humanities to develop applied research and interdisciplinary 
collaboration and to engage with societal partners (e.g., Brom 2019).

In his programmatic post “Towards the 4th Generation University,” 
Maarten Steinbuch (2016) describes the kind of transdisciplinary research 
that we can identify with: joint research collaborations of universities and 
external partners, carried out by academics and practitioners alike, that 
aim at a more dynamic and mutual knowledge exchange between the 
related organizations and participants, focused on basic research as well 
as the application of research f indings. A similar perspective has been 
promoted by the computer scientist Ben Shneiderman, who claims that 
collaborations across disciplines and with partners outside the academe, 
as well as the combination of applied and basic research, will respond to 
the urgent research agenda better than traditional academic research has 
(Shneiderman 2016). While applied research was for too long a byproduct 
of academic research, their positions will now be reversed, and applied 
research will lead to basic academic research (Steinbuch 2016; Shneiderman 
2026). Unsurprisingly, these voices come from the engineering and science 
departments, a more frequent site of interdisciplinary collaboration and 
cooperation with external partners than one f inds in the humanities.

One reason for the scarcer occurrence of such cooperation in the humani-
ties has been suggested by Andrew J. Nelson (2005) and his research on the 
entrepreneurial efforts of Stanford University’s musicology department. 
Nelson proposes that the logics of academia, which often include the sharing 
of knowledge in order to receive recognition, are diff icult to merge with 
an entrepreneurial and commercial logic, which favors keeping insights to 
oneself so that one can f inancially exploit them. We suspect this argument 
is f lawed. Our practice of entrepreneurial research depends on teamwork, 
collaboration across academic disciplines, and cooperation with external 
partners. The absence of incentives for doing this kind of labor-intensive 
and time-consuming, empirical, and transdisciplinary work, we would 
argue, is a far more plausible explanation.

With entrepreneurial research, we refer to a creative process of opportuni-
ty-seeking and risk-taking, which includes the use of commercial activities, 
among other means, to carry out research. Our research activities make use 
of entrepreneurial skills to enter a predefined field of investigation. But these 
commercial activities serve as an ‘anthropological vehicle’ to immerse ourself 
in a societal domain where the research f ieldwork will unfold. As such, 
entrepreneurial research is a qualitative method, sharing much in common 
with other forms of participatory research (e.g., McNiff 2013; Hennink, Hutter, 
and Bailey 2020). Another aspect of entrepreneurial activity manifests itself 
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in our attempt to develop applications for our external partners, which in 
turn enhances our capacity to carry out research. We want our tools and 
processes to double as means for participatory observation, and to generate 
data for research (e.g., Siffels et al. 2022).

At the heart of our entrepreneurial activities is the development of 
processes, services, and products which respond to a need within the f ield 
at which our investigation is aimed. Basically, the range of services and 
products serve as a ‘door opener,’ allowing us to enter the domain of our 
research interest and to immerse ourselves in it. In their contribution to the 
volume Historical Foundations of Entrepreneurship Research, Landström and 
Benner (2010) explain the close relationship between entrepreneurship and 
the academy in terms of a development network. With reference to Blume 
(1985) and Funtowitz and Ravetz (1990), they state:

many research f ields, especially those with major political and economic 
interests, are shaped by ‘development networks’ consisting of practical 
and academic inf luences, where content, direction and validation of 
research are outcomes of ‘negotiations’ between academic and societal 
interests (Landström and Benner 2010, 16).

The Data School f inds itself right in the middle of such a ‘development 
network’ in a f ield with ‘major political and economic interests’: data science. 
By employing entrepreneurial research as our method, we can play an active 
part in the negotiations invoked by Landström and Benner. In an attempt 
not to exaggerate the impact of our research activities, we say that we are 
“taking part in conversations” about dataf ication and algorithmization, 
along with the development of practices for responsible AI and data science. 
Nevertheless, this means participating in a process of negotiating the shared 
understanding of, and the perspective taken with regard to, data practices 
and their social impact.

Because we are working with data scientists in organizations where the 
emerging datafied society is taking shape, we are able not only to interview 
people but to pick up tacit knowledge: volatile opinions and ephemeral 
practices that people have learned by being in a particular environment 
or by working with a certain tool. In the words of Michael Polanyi: “we can 
know more than we can tell” (Polanyi 1966, 4). To extract meaning from 
practices and to understand the narratives of the dataf ied workplace, one 
has to learn to use the same tools.

Similar initiatives exist elsewhere. In Hamburg, the Bureau for Social 
Research developed a model of carrying out student research projects 
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commissioned by external partners (Schnapp 2017). In these projects 
students can directly apply what they have learned in their studies or call 
into question its validity, in view of the empirical reality.

At the University of Helsinki, a research group led by Minna Ruckenstein 
studies developments around automation via a collaborative, open-ended 
approach. Using the notion of breakages as a collaborative reflection point 
to study algorithmic systems, the Repair project, directed by Ruckenstein, 
engages stakeholders to identify such breakages in AI systems (Ruckenstein 
et al. 2024). Researchers ask what happens after AI systems fail, promoting 
thinking about how they might be repaired. Whereas empirical f ieldwork 
and stakeholder engagement are essential to this approach, this work also 
raises questions about the epistemological nature of breakages and repair 
efforts that do not receive suff icient attention (Lehtiniemi 2023).

The Critical AI & Crisis Interrogatives research group, directed by Nitin 
Sawhney at Aalto University, also works systematically with external 
stakeholders to investigate the uses and discourses of AI while develop-
ing practical solutions to ensure responsible and trustworthy AI, citizen 
participation, and algorithmic literacy (e.g., Gonzalez Torres and Sawhney 
2023; Gonzalez Torres, Kajava, Sawhney 2023).

At the Tallinn University of Technology, Anu Masso started the Data 
Lab with the explicit aim of cooperating closely with external partners. 
This intention has taken concrete form, among other manifestations, in 
the publication of an 800-page book on the social aspects of generating, 
collecting, and processing data from the perspectives of experts. This 
volume, aimed at anyone working with data, featured contributions from 
academics and practitioners alike and was published in Estonian, and 
now this methodological guide to understanding a data-informed world 
is successfully f inding its readership among Estonia’s rapidly emerging 
technology sector. The introduction includes ten postulates – comprising 
the so-called Estonian Data Manifesto – that researchers and practitioners 
can use as starting points when working with data. It is written with explicit 
consideration of the Estonian context (Masso, Tiidenberg, and Siibak 2020).

And at Bremen University, the Center for Media, Communication & 
Information Research (ZeMKI) built two MA programs intentionally con-
necting with societal stakeholders and developing applicable solutions. 
Probably the most noted example is their app molo news, a platform for 
delivering locally relevant news (Hepp and Loosen 2019).

The above examples have several aspects in common: they are situated 
locally, their research practice engages with urgencies and needs identi-
f ied in the societal sectors under investigation, they successfully seize 
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opportunities for intervention and knowledge transfer, and these projects 
are inherently inter- and often even transdisciplinary. Most importantly, 
the projects are deliberately not geared towards forms of public outreach 
or the use of f indings to be applied but are grounded in the understanding 
that collaborative research with external partners advances epistemological 
capacity. With reference to Ruckenstein’s project on breakages, the inquiry 
into failures opens up insights into the often invisible labor of responding 
to errors, compensating for undesired effects, or adapting oversight and 
governance. These f indings – only possible through the close reading of 
algorithmic systems in the f ield – allow for better conceptualization and 
for intervention.

Immersing in the Field

Our attempts to immerse ourself in the sector under investigation have 
many historical predecessors. These prior examples also demonstrate how 
these sorts of undertakings lead to the development of distinct methods 
and practices that not only advance research capacities but also support 
research subjects and perhaps even constitute change. In 1931, a group 
of social scientists investigated the impact of unemployment on a small 
Austrian community (Jahoda, Lazarsfeld, and Zeisel 1974). The village 
of Marienthal, known for its textile production, was struck by a sudden 
economic decline due to closure of the factory that was the town’s main 
employer. The resulting widespread unemployment enabled the scholars to 
investigate the effects of unemployment on people and their everyday lives, 
including their physical and mental health. To gain more reliable insights, 
one of the scholars lived in the community for several weeks, and other 
team members also spent time in the village. Not merely observers, they 
developed several activities that at once provided support for the residents 
and served their research interests.

Providing consultation hours on health issues, organizing a clothing drive, 
and offering classes in sewing were means of arriving at detailed insights 
into the villagers’ needs and their standard of living, but these efforts also 
built trust. The residents were likely more open to participate in interviews 
and spoke with greater honesty to researchers whom, they felt, not only 
understood the local situation but were trying to do something about it. 
Residents agreed to keep diaries about how they spent their days and to 
note down the challenges they were struggling with; they documented their 
spending and how they would compensate for shortfalls.
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While Jehoda, Lazarsfeld, and Zeisel’s social engagement in Marienthal 
was strongly motivated by their political attitude and their desire to support 
the community and ease the hardships of unemployment, it undeniably 
served their research efforts. With the trust they earned, they gained access 
and insight that allowed them to capture the social impact of unemploy-
ment. Their seminal study also demonstrates the development of novel and 
inventive methods to capture relevant data. Immersing themselves deeply in 
their subject of study, they were able to capture empirical evidence reflecting 
how unemployment affects all aspects of everyday life and the elements 
that constitute resilience or powerlessness. In a similar fashion, Gabrielle 
Coleman lived with San Francisco hackers and intimately mapped how their 
understanding of society and technology profoundly informed their software 
development work (Coleman 2013). The investigation of societal issues is 
inherently interwoven with an approach towards conceiving solutions. 
In their investigation of laboratory life, Steve Woolgar and Bruno Latour 
(2013), and in Latour’s paper on the epistemic practices of geologists in the 
rainforest (Latour 1999), the “embedded researcher” – Latour himself – is not 
simply observing how knowledge develops but is, with his own expertise, 
contributing to this epistemic community.

The practices of the Data School can be seen in the tradition of these 
examples of embedded research. We enter the area under investigation and 
try to respond to the immediate needs that are present there, and our hosts’ 
trust and cooperation allow us to investigate the area more closely. This 
relationship leads to the co-creation of applicable solutions, interventions, 
or educational formats, which eventually advance responsible forms of AI 
and data science. Akin to what Lazarsfeld and his colleagues did in Mari-
enthal, we, too, develop specif ic formats that eventually help us to gather 
more insights. While the services and instruments we offer to our external 
partners help them to respond to challenges in their own organizations, 
they simultaneously help us gather more information.

Entrepreneurial Research in Action

Initially, as mentioned above, the Data School worked as a practicum course 
for students; assignments revolved around social media data analysis 
commissioned by external partners. The Ministry for Infrastructure and 
Environment requested an investigation of social media publics (mostly on 
the platform then known as Twitter) that were interested in and relevant 
to their policies. The nongovernmental organization Unicef Netherlands 
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had, at the time, a Twitter account with more than 200,000 followers, but it 
possessed little understanding of the extent to which these accounts would 
consist of different clusters and relate to different topics, nor did it know 
how to adapt the organization’s communication strategy and campaigning 
objectives to the dynamics of Twitter. Since then we have engaged in various 
commissioned projects for which we employ computational methods to map 
and analyze public debates. These projects have explored topics such as the 
role of public broadcasters in these debates (Veerbeek et al. 2021; Veerbeek et 
al. 2022), data centers (Van Es et al. 2023), and the reporting of Covid-19 news 
(Nguyen and Van Es 2024). In these projects, the domain expertise of our 
partners played a crucial role in the interpretation of the data. Additionally, 
this work has contributed to academic discussions within digital methods 
and the Digital Humanities on the importance of tool criticism, the need to 
critically examine how digital tools influence knowledge production (Van 
Es, Schäfer and Wieringa 2018; Van Es, Wieringa and Schäfer 2021). The focus 
of these projects very quickly expanded to other data and to other issues 
than online communication.

Talks with off icials from municipal safety and security departments 
revolved around the use of Twitter for detecting disorder, specif ic incidents, 
or emergencies during large public events. For the city of Gouda, a student 
team used data from more than twenty municipal datasets and the local 
police’s data on residential burglaries to f ind correlations in environmental 
factors such as escape routes and lightning. Long-term cooperation with 
the city of Utrecht allowed for frequent and informal conversations with 
several city off icials on issues of smart cities and datafication. Responsible 
data practice and ethics were recurring themes. Eventually, this partnership 
led to a joint effort to develop a process for tracing ethical issues early in a 
data project. The result was the Data Ethics Decision Aid (DEDA), released 
in 2017 (Franzke, Muis, and Schäfer 2021).

Designed as a dialogical process, DEDA brings together the various 
participants and managers of a municipal data project for a deliberative 
discussion of ethical issues. Providing DEDA workshops for municipalities 
allows Data School researchers to gather comprehensive information about 
an organization’s operation and its planned data projects. The workshop 
process provides insights into the way data analysts, project managers 
and other participants are thinking about the discussed project, their 
responsibilities, and how their values and professional attitude affect 
their ethical decision-making. It also allows for estimates to be made of 
operational capacities and skills related to data practices (Siffels et al. 2022). 
Here another quality of entrepreneurial research manifests itself which 
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extends beyond funding research. The general dynamic became a pattern 
of projects at the Data School. With the European AI Act on the horizon, 
our understanding of public management and data ethics allowed us to 
develop the Fundamental Rights & Algorithms Impact Assessment (FRAIA) 
commissioned by the Ministry for the Interior & Kingdom Relations (Gerards 
et al. 2022). Subsequently, we offered a teaching module and have trained 
more than 250 government employees in implementing FRAIA.

Our use of digital methods and data analysis led to a collaboration with 
a broadcasting company involving a review of their performance metrics 
as well as the development of alternative metrics (Veerbeek, Van Es and 
Müller 2022), and it also yielded inquiries into the relationship among 
public discourses, radicalization, and safety issues such as death threats 
against city council members (Boiten et al. 2020), online antisemitism 
(Veerbeek et al. 2020), and correlations between street protest and social 
media conversations (Bakker et al. 2021). The competence developed at the 
Data School in applying natural language processing led to cooperation 
with the weekly magazine De Groene Amsterdammer to investigate the 
impact of machine learning on investigative journalism. The combined 
team of Data School researchers and journalists also jointly won a Dutch 
journalism award for one of their articles. The projects led to a co-f inanced 
PhD position for one of our junior researchers.

What started in 2013 with small student research projects emerging out 
of the personal network of the two founders has grown, over the years, into 
an interfaculty research and teaching platform, now reporting directly 
to the deans of the Humanities and the Science faculties. Initially, our 
only proposition for our external partners was some sort of data analysis, 
mostly network analysis of social media accounts and conversations. That 
focus expanded into a range of services that could be offered on different 
scales. We defined relevant domains where AI and data practices could be 
observed and which are essential to our understanding of democracy and 
deliberation. These domains are mostly public management and media 
industries. Data School now focuses on two areas of research: responsible 
AI and data practices, and public (political) debates (Schäfer et al. 2023). 
In all this time, the Data School was funded almost exclusively through its 
cooperation with partners outside the university. External funding allowed 
for significant autonomy and flexibility in project management and research 
capacity allocation. Time and again our research projects and teaching 
activities proved to have a tangible impact, shaping a track record that not 
only is leading to new cooperative initiatives and assignments but is also 
inspiring colleagues and university administrators.
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Ethics of Entrepreneurial Research

Over the past years we have encountered a number of ethical issues in 
working with data and working in the f ield with external partners. The 
narratives concerning ‘Big Data’ or ‘AI’ shared in the corporate domain 
often paint a rather simplistic picture of the value of their novel possibilities 
or, alternately, the damage they might inflict (see Brevini 2021; boyd and 
Crawford 2012; Kitchin 2014a; Zwitter 2014). Both these overly optimistic 
and dystopian imaginations have led scholars to refer to Big Data and AI 
in terms of a mythology (Couldry 2014; 2017; Ziewitz 2016). Such distorted 
understandings sometimes result in unrealistic expectations and unethical 
requests on behalf of potential partners, especially when considering the 
fact that the Data School combines digital methods with a critical reading 
of societal and cultural context, as well as ethical inquiry.

A high-placed manager at a large European bank asked that we match the 
bank’s database of defaulted debtors with their social media contacts; appar-
ently research had indicated that the friends of people who default on their 
loans are also unlikely to be able to pay off their own debts. A data warehouse, 
hosting transaction data from various foreign banks, inquired whether we 
could develop indicators for money laundering. Neither request went further 
than the initial conversation. The first appeared unethical to begin with, and 
the latter lacked the legal grounds for us to inspect the transaction data. In 
another instance, a branch organization of Dutch companies put us in contact 
with the US Department of Homeland Security. They were in the process of 
developing an ethical framework and wanted us to review and comment on it. 
We quickly decided to not go forward as we considered the entire Department 
of Homeland Security to be inherently unethical. The contact ceased after 
a conference call and a brief email exchange. A request to participate in a 
project commissioned by Google was also turned down due to the limiting 
effects of its prerequisites on academic integrity and agency. At another point 
we were contacted by a startup that was seeking to improve the information 
provided to general physicians through the analysis of large datasets. Lacking 
understanding of the particular data and of the health sector in general, we 
felt that our participation in such a research endeavor would be inappropriate. 
In addition, we had concerns related to the privacy-sensitive information of 
the startup’s data. These are just a few examples of how research integrity 
can be challenged due to interactions with external partners. The experience 
has profoundly informed our approach to selecting external partners and to 
defining research goals, educational objectives, and guidelines for student 
participation, as well as the ways we review our role as researchers.
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Following certain rules and guidelines enables decision-making that 
is in line with ethical standards. In our practices, we strictly follow the 
Code of Conduct for Academic Practice (VSNU 2014; Universities of the 
Netherlands 2018) and, when the research topic requires it, the Association 
of Internet Researchers’ Guidelines (Markham and Buchanan 2012; Franzke 
et al. 2019). Often, however, these recommendations are not suff icient in 
addressing the specific issues arising from cooperation with partners outside 
the university, working with datasets from diverse origins, and student 
participation. Throughout our research projects within public management, 
consideration of the ethics of data practices emerged as a relevant issue in 
itself and started to affect our research practice as much as our research 
agenda did (Van Schie et al. 2017). It also led to the development of our own 
ethical deliberation instruments, such as the Data Ethics Decision Aid for 
Research (Data School 2018). In addition, we influenced the university in its 
own process of developing policy and ethics committees for data practices. 
For example, as our research often relies on social media data, we called in 
the help of a privacy lawyer, who developed guidelines for GDPR-compliant 
data collection (Gerritsen 2021). It became an off icial university guideline.

Checks and balances for research integrity manifest themselves on pro-
cedural, f inancial, and informal levels. The procedural level consists of the 
selection process of the partners and the terms of collaboration included in 
the cooperation agreement. On the f inancial level, budget planning ensures 
that we are never dependent on a single partner. Together, the contract and 
our f inancial planning allow us the option of walking away from any project 
that would seem to compromise our integrity. The informal level is essential, 
too: we have agreed that if any member of the Data School management 
team should feel uncomfortable, for any reason, with a potential external 
partner, a veto can prevent the partnership from going forward.

Funding from external partners expanded our capacities to hire research-
ers, extend contracts, and expand teams as needed. Importantly, the projects 
that we conduct are rather small-scale, so we are never reliant on a single 
partner. Moreover, the university offers us signif icant basic support by 
providing us with off ice space as well as administrative and legal support 
within their capacity to do so; the academic staff are on the university payroll.

Setting Goals and Basic Values

From experience, we learned what to look for in an external partner and how 
to effectively communicate and negotiate our values. The entrepreneurial 
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activities we engage in are guided by our initial research interest. Within 
these topics, we develop collaborative research projects and educational 
activities. Our cooperation with external partners must present the prospect 
of advancing our insights into the transformation of organizations through 
dataf ication, and it should also create valuable learning and career op-
portunities for students. Lastly, it should offer the possibility of intervention. 
We formulated this sense of our values in the form of three prerequisites 
for our activities:

–	 We need to be where the societal and technological change manifests 
itself.

–	 Research and teaching must be intrinsically connected.
–	 Our activities must yield insights relevant for academic research and 

make an impact.

We consider these aspects before embarking on any sort of cooperation with 
external partners. Lisa Spiro has proposed several values that she considers 
essential for the digital humanities (Spiro 2012): openness, collaboration, col-
legiality and connectedness, diversity, and experiment. These values largely 
overlap with those common to academic institutions. However, this list can 
serve as a useful set of guidelines for dealing with external partners (and for 
shaping the work-related ethics of your team). Because external partners 
naturally follow agendas that are somewhat different from an academic 
agenda, these values constitute helpful guidelines to explain the limits of 
cooperation and, more importantly, to define requirements for collaboration. 
Referring to our objectives, values such as openness and collaboration, as 
well as collegiality and connectedness, are essential. External partners, 
therefore, have to be open to providing access to corporate information and 
technical support if needed and applicable, but most importantly, they need 
to offer the time to answer queries about the external partner’s perspectives 
on data practices. Collegiality is at the core of this aspect, and it is a quality 
that requires all participants – including academic staff, practitioners, and 
students – to create an atmosphere that encourages mutual cooperation, 
support for one another, the solving of problems together, and joint efforts 
directed towards realizing shared objectives. According to the terms of 
contract research at our university, research activities are centered around 
best efforts rather than results.

The value of openness plays out on several levels. First, because the 
research projects are inherently interdisciplinary and sometimes even 
transdisciplinary, openness to different methodological approaches, 
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values, and objectives must be embraced by all participants. It takes time 
to overcome the inherent differences of specific epistemic cultures, to f ind a 
common language, and to integrate the different forms of explicit and tacit 
experience and knowledge. Second, openness also relates to access to the 
external partners’ infrastructure and data resources, as well as the sharing 
of research f indings. This is at times diff icult, as partners might not want 
to share sensitive f indings that can make their way to competitors, and 
f indings might also be subject to security concerns. In such instances, the 
researchers and the external partner try to come to terms by either delaying 
publication through an embargo or by excluding sensitive information 
when a text is prepared for publication. Third, there should be openness 
considering the varying motivations, agencies, and codes of conduct of the 
different participants, external partner organizations and their employees, 
university staff, and students. At the Data School, we always emphasize 
that we are action researchers, not activist researchers. We are also not 
investigative journalists. With reference to Marshall McLuhan, we com-
mit to a “technique of suspended judgement”, which McLuhan – drawing 
from Bertrand Russell, and A. N. Whitehead – described as a practice of 
discovery (1964, 68). For us, this can sometimes mean holding back critical 
commentary or refraining from dismissive judgement, which otherwise 
might prematurely end conversations that we need to continue in order 
to gain insight or to intervene. But it also means granting others the space 
to voice their perspective, to share their insights and knowledge, to accept 
and to embrace their subject expertise and practice experience as relevant 
for the process of knowledge generation.

Selecting Partners

Most parties interested in cooperation learn about our services through 
publications in professional magazines or appearances at practitioners’ 
conferences, business fairs, or expert meetings, though we increasingly get 
referrals from recent graduates or professionals taking part in our education 
for professionals programs. Figure 4.1 shows, schematically, the selection 
process of partners for collaboration: an initial meeting, follow-up meeting(s), 
planning collaboration, and follow-up. After initial contact, a brief phone 
call is scheduled to determine whether there is enough common ground 
for an in-person meeting. This initial contact lays out basic parameters 
of cooperation needed for a common research interest, the acceptance of 
academic freedom, and information about f inancial contribution.
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In a follow-up meeting we explain our methods and modus operandi and 
present examples of our work. The external partner reports their data issue or 
research question and elaborates on their perspective towards datafication. 
The challenges and opportunities of potential cooperation are discussed. 
Here we point the external partner to our objectives (such as learning 
opportunities for students), our research agenda concerning dataf ication, 
publication opportunities, and our university guidelines concerning best 
effort rather than results.

Afterwards, both parties deliberate whether they are interested in 
developing a research project together. This discussion allows us to reflect 
on whether our objectives and values overlap suff iciently with those of 
the external party. If both parties agree, the follow-up meeting focuses on 
developing a research project. At this stage irreconcilable differences may 
well manifest themselves, or perhaps a joint effort will appear to be not 
feasible or, for whatever reason, to be undesirable. But if that meeting does 
produce a viable research project, then a third meeting is scheduled. There 
we sketch the modus operandi of cooperation; def ine common guidelines; 
speak about data management, data ethics, and non-disclosure agreements 
if applicable and necessary; and anticipate the resources that will be needed 
by both parties. A contract is subsequently drafted and signed.

Acquisition and managing the cooperation is a time-consuming activity 
that is diff icult to delegate to designated impact off icers. The expertise of 
the researchers, and their social capabilities to build and maintain networks 
outside the university, are essential for collaborative research projects. We 
developed activities such as network events, expert meetings, and seminars 
where we would meet our partners and other parties who might be interested 
in collaboration. However, this particular activity is a form of invisible labor, 

Initial meeting

• Interview

• Presentation

Decision: y/n Decision: y/n Contract

Follow-up meeting(s)

• Research question

• Modus operandi

• Project plan

• If yes: o�er • If applicable
NDAs
Certi�cate of 
conduct
Public embargo

Planning cooperations

• Brainstorm meeting

• Data management

• Research Ethics

Initial meeting

• Evaluation
Project results
Cooperation

• Possible next 
steps
Expanding project
New project
Future cooperation

• If yes: o�er

Figure 4.1. Schematic selection process.
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work that is hardly recognized or understood, let alone rewarded, within 
and by universities. On the positive side, we developed many long-term 
collaborations and have carried out multiple projects.

Knowledge Dissemination

In entrepreneurial research, as explained, the researcher has to engage 
simultaneously with different communities. The primary reference group 
is certainly the peer groups where dissemination manifests itself in peer-
reviewed publications, conferences, the supervision of PhD students, and the 
teaching and development of appropriate courses. Given the interdisciplinary 
quality of the research projects, this is already challenging. In addition, dis-
semination is supposed to focus on the societal sector in which the research 
takes place. Here, we publish in professional magazines and present research 
for the practitioners. Other platforms, such as practitioners’ conferences, as 
well as participation in workshops and expert meetings and availability as 
speakers or conversation partners, provide opportunities to disseminate 
research, f ind collaborators, solicit feedback, and, most importantly, engage 
in critical conversations on the use of data and AI.

Reaching out to journalists covering the societal sector or topics relevant 
to the research interest is highly recommended. Even if such outreach does 
not directly lead to citations or media coverage of the individual researcher, 
it fosters the entrepreneurial scholar being regarded as an expert on the 
topic as well as a person who is approachable for questions. Members of 
our research group had numerous, often hour-long conversations with 
journalists from a wide range of publications to provide background 
information for an article the journalist was working on or just to have an 
informed discussion on data practices for journalists and on the impact of 
dataf ication in general.

Challenges of Entrepreneurial Research

The approach to research sketched above provides many opportunities. 
It is a creative way of seizing opportunities for research that takes place 
within particular societal sectors. It opens up many ways for intervention 
and change, for learning and knowledge transfer, as well as for funding. 
These opportunities, described at length above, are summarized in the table 
below. When engaging with entrepreneurial research one also encounters a 
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number of challenges. These challenges, also listed in the table below, will 
be addressed in detail in the following section.

Table 4.1.  Benefits and Challenges

Benefits  Challenges

Connecting with the knowledge and 
expertise of professionals

Shared vocabulary (between disciplines and 
in translation to societal partner)

Unique access to internal discourses and 
data

Different speeds between academia and 
society

Providing learning opportunities for 
students/recent graduates

Protecting academic integrity 

Independence through external funding Types of (applied) questions and fragmenta-
tion of academics’ research agendas 

Theory meets practice = empirical 
grounding

Institutional infrastructures, e.g., administra-
tive, legal, technological

Enriching fundamental research Recognition and rewards

Shared vocabulary

Often researchers f ind it diff icult to work in an interdisciplinary fashion 
because doing so requires them to acquaint themselves with the practices, 
methods, jargon, and publication culture of a different discipline. It becomes 
even more diff icult if research projects include partners outside the univer-
sity, each having their own practices, methods, jargon, and organizational 
culture. In addition to reading papers from the cooperating disciplines, 
researchers also have to become acquainted with the knowledge present and 
disseminated within the relevant societal sector, as expressed concretely 
in reports or more ephemeral formats such as memos, notes, etc.

Different speeds

Academic organizations operate at a different speed and according to 
different parameters than many organizations from other societal sec-
tors. These differences inevitably give rise to several practical challenges 
for entrepreneurial research. The infrastructure and expertise needed 
to support third-revenue projects in setting up contracts, carrying out 
project management, providing legal support, etc. are often not developed 
in academic institutions. Traditionally, research projects revolve around the 
budgeting and duration of the PhD thesis, which is usually scheduled for 
periods ranging from three to six years. Most of the research projects carried 



78� Mirko Tobias Schäfer 

out in the fashion of entrepreneurial research are shorter than a year; they 
often last several months. The response time of academic administrative 
units and researchers is often slower than external partners might expect. 
Decision-making and project development, but also acquisition trajectories 
and contracting, can suffer or even lead to termination because of such 
disparities. Additionally, attention in the public realm is determined by the 
fast pace of media publications, which affects the dissemination of research 
results and the decision of when and where to publish them.

Academic integrity

As we are not mere observers but active participants, we as scholars must 
develop antennae to properly understand how our research objectives might 
clash with the agenda of the cooperating party, and to what extent such 
varying priorities might compromise our integrity. Our research practices 
are not limited to observation: we are participating, we are actively engag-
ing and intervening. We are not onlookers or bystanders but are invested 
collaborators; and sometimes we might be even complicit in undesirable 
ways. One of our projects led to the termination of our corporate liaison’s 
contract by his employer. The project carried out by our students revealed 
that this employee had failed to stimulate necessary cooperation from other 
organizational units and departments.

The need for an awareness of ethical issues and responsible data practices, 
as well as the inherently political quality of data practices, became apparent 
to us in almost every research project that was undertaken. These concerns 
are now explicitly addressed in our research mission and our objectives; 
before starting a project, we always reflect on how it advances our research 
agenda, aligns with our values, and complies with codes of conduct and 
regulations. Signaling to external parties that they must critically assess 
their own data practices and related policies also helps us to prevent actions 
or incidents which might compromise our own ethical standards. Ethics and 
responsible data practices can be made explicit through the implementation 
of an ethics review as part of every project. Using our own Data Ethics 
Decision Aid (DEDA), a process initially developed with the city of Utrecht 
as an external partner, students and external partners structurally review 
a data project and identify possible ethical issues.

External funding allows researchers to enjoy an exceptionally autonomous 
position, provides flexibility in executing research and getting work done, 
and creates independence from the often neglected power asymmetries 
and dependencies within the university and instituted through traditional 
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research funding. Nevertheless, external funding always raises issues of 
academic integrity. Here our modus operandi, with clear procedural rules 
separating budgetary flexibility and the possibility that management team 
members can veto – without further argument – any project they do not 
feel comfortable with, has allowed us to remain largely independent and 
able to walk away from any project that goes against our values.

Rewards and recognition

Other risks of entrepreneurial research entail marginalization, time issues, 
and institutional restraints. Developing entrepreneurial research requires 
activities that lie outside faculty duties: developing and maintaining an 
extensive network within the sector where the research takes place; de-
veloping services and products that will eventually facilitate collaboration, 
participatory observation, data collection, and funding; promoting those 
services and products; f inding external partners and forming collaborations 
with them; optimizing results and implementing them in societal sectors; 
managing a team and securing needed funding; dealing with a signif i-
cant amount of additional administrative work arising from cooperation 
agreements and contracts, licenses, contracts, and other legal aspects; and 
thinking of branding and promoting educational formats among students 
and professionals. In fact, entrepreneurial researchers have two jobs: one as 
entrepreneur and the other as researcher. At times the burden of carrying 
out both tasks and bringing together these two worlds can be exception-
ally diff icult. However, we experience the perpetual oscillation between 
academia and societal sectors as an inspiring and productive experience.

Within academia, neoliberal policies have emphasized the immediate 
application of research results. Impact, not only through peer-reviewed 
publication but also through dissemination to non-academic audiences and 
application to problem-solving or policy development in various societal 
sectors, has been added to the list of academic responsibilities. However, 
we have experienced the university as an institution widely unprepared for 
the challenges of structurally interacting with societal sectors. There are 
hardly any incentives for engaging in the range of activities listed above. 
Scholars on temporary contracts in particular cannot risk their careers in 
the service of developing an entrepreneurial research agenda, which has 
to be developed with limited support from the academic host institution.

But the tide is changing. University policymakers are not only calling for 
change but are initiating it (Kummeling et al. 2023). By signing the DORA 
declaration, thousands of academic organizations around the globe have 
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committed to developing better ways of measuring and evaluating academic 
performance. In 2023, Utrecht University withdrew from the Times Higher 
Education World University Rankings, arguing not only that its analytical 
methods were insuff icient but, most importantly, that the rankings process 
contradicts their core value of academic collaboration.

The Royal Netherlands Academy for the Arts and Sciences lists, as key 
performance indicators for accreditation evaluation, the development of 
‘academic’ and ‘societal products’, the dissemination to non-academic 
audiences, and the impact of research findings in policymaking and problem-
solving. We hope that the universities will move from mere lip-service 
towards promoting impact, interdisciplinary cooperation, and societal 
impact and actually support and reward these activities. For now, we still 
note that the institutional infrastructures are “slow and reluctant to adapt 
to innovations in creative research approaches” (Cornish et al. 2023).

Conclusion

To reiterate: entrepreneurial research is a creative process of f inding op-
portunities to carry out research and to apply f indings. Entrepreneurial 
researchers seek opportunities to immerse themselves in a societal sector 
in order to study it or a phenomenon unfolding there. Like action research-
ers, they also want to provide applicable f indings, to intervene, and to 
disseminate learnings effectively. However, their core motivation is to gain 
better insights from within, to understand a phenomenon – in our case, 
how AI and Big Data change democracy – through studying it up close. The 
entrepreneurial activities provide us with the opportunity to get close to 
the phenomenon, understand it within its complex socio-technical context, 
and to devise appropriate means for learning and change. Entrepreneurial 
research is about empirically understanding a phenomenon and seizing 
opportunities to advance both societal change and academic research. 
To do so, entrepreneurial research avails itself of a range of activities, 
of which some might be commercially oriented and aimed at funding, 
others at creating and sustaining knowledge transfer and learning, or at 
developing applicable solutions to respond to problems. Many activities 
serve the goal of immersion in the f ield of investigation and gain access to 
rich data that would not otherwise have been accessible. The activities are 
merely a means of conducting research. The rewards of this approach are 
plentiful: they range from accessing rich data and gaining deep insights 
into developing additional expertise and novel education formats, to career 
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opportunities for students, the application of f indings, and societal impact. 
However, this approach raises points of concern and requires tactics, 
skills and actions that should be discussed and revisited on the level of 
research associations and university policymakers. As universities put 
greater emphasis on societal impact and community-engaged learning, 
and as they are now opening up their processes of generating knowledge 
through inter- and even transdisciplinary collaboration, they must address 
the epistemological and administrative challenges brought forth by these 
approaches.
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Balancing Expertise, Practice, and the 
Academy
Mary Francoli and Daniel J. Paré

Abstract
In this chapter, the authors ref lect upon the institutional challenges 
and professional benef its they have encountered as a consequence of 
their data-focused policy work and research for, and engagements with, 
the Open Government Partnership (OGP). Both authors have extensive 
experience working with OGP’s Independent Reporting Mechanism 
(IRM). Drawing from this experience, they set out three ways in which 
data-focused policy work often f inds itself marginalized in relation to more 
‘typical’ academic research, and contrast these with what they identify 
as f ive benef its arising from hands-on applied research. They wrap up 
their discussion by suggesting steps that can be taken to move toward 
more fully recognizing the value and merit of such scholarly endeavors.

Keywords: Policy research; Applied research; Transdisciplinary network-
ing; Societal impact

OGP: A brief history

The Open Government Partnership (OGP) is an international body that 
champions open data and open government as tools for improving transpar-
ent, accountable, and participatory governance. OGP’s founding can be 
traced back to former US president Barack Obama’s 2010 introduction to the 
UN General Assembly of a multilateral initiative seeking to reinforce open 
government in the US and worldwide that pledged to promote transparency 
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and civic participation, and to tackle corruption through data-based initia-
tives (The White House, 2010). The following year representatives from eight 
countries – Brazil, Indonesia, Mexico, Norway, the Philippines, South Africa, 
the United Kingdom, and the United States – convened in New York City 
with members of nine civil society organizations to off icially launch OGP. 
Formally established in 2011, OGP was founded on three pillars (Open 
Government Declaration 2011): to increase the availability of information 
about governmental activities; to implement the highest standards of profes-
sional integrity throughout our administrations; and to increase access to 
new technologies for openness and accountability.

As of January 2024, OGP’s membership comprises seventy-f ive countries 
and 104 local governments. Each member government commits itself to 
meeting specif ic criteria and participation requirements in areas of f iscal 
transparency, access to information, citizens’ participation, and public 
disclosure. In implementing their respective OGP initiatives, member 
governments follow similar approaches to designing national or local ac-
tion plans, amending and/or implementing various laws and regulations, 
opening new communication channels and practices with civil society 
representatives and other interested stakeholders, and harnessing new 
technologies to enhance the availability and accessibility of government 
data. To date, the commitment to these initiatives has varied widely across 
the participating governments, as have the results. Some have claimed 
successes in particular policy areas (e.g., open contracting in Ukraine and 
beneficial ownership in the UK), whereas others have withdrawn completely 
(e.g., Hungary [2012–2016], Luxembourg [2016–2023], Turkey [2012–2017]), 
and a few have been suspended for failing to meet their OGP obligations 
(e.g., Azerbaijan [2011–2023], El Salvador [2011–2023], Pakistan [2016–2022], 
Tanzania [2011–2017], Trinidad and Tobago [2012–2019]).

Canada formally joined OGP in 2012. Since then, it has implemented four 
national action plans (2012–2014, 2014–2016, 2016–2018, 2018–2021) and is 
currently carrying out its f ifth plan. Each plan is designed and enacted in 
consultation with the federal government, civil society groups, and other 
stakeholders. As part of an OGP-led pilot experiment, the province of Ontario 
designed and implemented a sub-national action plan in 2016–2017. In 
September 2021, it launched a second action plan, focusing on the building 
of a framework for trustworthy AI use in the province. In 2020, the province 
of Quebec became a local member of OGP. Its 2021–2023 action plan has 
f ive commitments structured around four themes: open data, open science, 
digital public participation, and open software.
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The focus of the Canadian government’s action plans has shifted over the 
past decade from an initial concentration on enhancing transparency and 
openness to, more recently, pursuing principles of participation and col-
laboration. Its f irst three action plans, designed and implemented between 
2012 and 2018, centered around openness-related objectives, including open 
information, open data, open dialogue, open by default, and f iscal transpar-
ency. The fourth plan (2018–2020) was anchored by principles of inclusion, 
participation, and impact. Canada’s f ifth national action plan (2022–2024) 
is structured around f ive themes: climate change and sustainable growth; 
democracy and civic space; f iscal, f inancial and corporate transparency; 
justice; and open data for results.

The discussion in the remainder of this chapter details the institutional 
challenges and professional benefits we have encountered as a result of our 
data-focused policy work for and engagements with OGP.

Applied OGP-Focused Scholarship: The Institutional Challenges

We have both worked with OGP’s Independent Reporting Mechanism (IRM), 
an independent body that assesses the progress of member governments 
towards completing their open government commitments and fulf illing 
of OGP processes and vision. Mary Francoli has been involved with OGP 
since 2013. From 2013 to 2017 she was the IRM researcher for Canada, a role 
in which she assessed the Canadian federal government’s performance 
in meeting the commitments spelled out in its f irst and second national 
action plans on open government (Francoli 2015; 2016; 2017). In 2017, she was 
appointed to the IRM’s International Expert’s Panel (IEP). She held this role 
until 2024 and chaired the group twice. The IEP directly oversees the work 
of the IRM and plays a key role in ensuring the quality and independence 
of IRM reports. It also is instrumental in setting the vision for the IRM, 
reviewing the methodology used for assessments, and communicating data 
and f indings generated by IRM research. Daniel J. Paré has been involved 
with the IRM since 2017, when he conducted an independent assessment 
of the Ontario government’s progress towards its 2016–2017 action plan as 
part of OGP’s sub-national pilot experiment (later to become the OGP Local 
Program) (Paré 2018). In 2019, he became the IRM researcher for Canada, 
assessing the Canadian federal government’s performance in relation to its 
fourth national action plan on open government (Paré 2021). He is currently 
working on assessing the government’s performance in relation to Canada’s 
f ifth plan. After detailing the benefits we associate with our multi-domain 
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spanning OGP-related work, we offer some suggestions aimed at improving 
the recognizability of such efforts within academia.

When engaging in ‘hands-on’ research of the type outlined above, one 
must frequently undertake a complex negotiation of competing priorities. 
At issue is a disconnect between high-level institutional rhetoric about 
valorizing collaborative research with positive societal impacts versus 
the career-related consequences frequently awaiting those who engage in 
time-sensitive, ground-level, policy-relevant research that speaks to both 
academic and practitioner audiences and whose impacts are observable 
foremost in the form of changes in organizational policy and/or practice 
as opposed to being found in journal- and author-level publication metrics.

There are three ways this type of scholarship f inds itself marginalized 
vis-à-vis more ‘typical’ academic research. The f irst pertains to the standing 
of this type of work within academic disciplines. Specif ically, the applied 
data- and policy-centric priorities of the IRM’s research, analysis, and 
evaluation are often perceived as falling outside the intellectual priorities 
of individual disciplines. This, though, is hardly a new phenomenon. In the 
field of media and communication studies, for instance, the peripheralization 
of policy-oriented work on the grounds that “policy priorities are not the 
same as intellectual priorities” (Carey 1978, 116) or because policy researchers 
“cannot be expected to make contributions to the general f ield of knowledge 
of any specif ic academic discipline” (Lazarsfeld 1975, 211) has been manifest 
for at least a half-century.

The second factor contributing to the marginalizing of more practice-
oriented research pertains to the principal outputs generated by this 
type of work. Here, there are two complementary considerations. The 
f irst pertains to the outputs themselves. Contrary to what occurs within 
the typical academic assessment structure, the principal products of IRM 
work are published in the form of assessment reports. Second, the primary 
audience for these outputs is not other scholars but rather members of 
government, civil society, and other interested stakeholders, academic 
or otherwise. As such, these research outputs and their relevance do 
not fall neatly into the standard categories most valorized by workplace 
evaluation and promotion committees, or by granting councils. Work such 
as that done as part of the IEP is even more diff icult to have recognized 
within academic institutions precisely because such efforts do not lead 
to the production of written outputs in the same ways that work by IRM 
researchers does. The best that scholars participating in the IEP can hope 
for on the institutional front is that their efforts might be recognized as a 
form of service to the profession.
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An additional source of consternation in the face of this peripheraliza-
tion is that IRM research is, importantly, peer reviewed and has direct, 
real-world impacts. In terms of peer review, IRM research is subjected to 
high-level, quasi-anonymous quality control that is intended to ensure 
methodological rigor and accuracy of reported findings. Reports produced by 
IRM researchers are reviewed multiple times by IRM staff and by members 
of a reviewer pool comprised of subject matter experts, multiple civil society 
members, and several government representatives. They also are open to 
public scrutiny and comment. Quality of the reviewing process is overseen 
by the IEP and is evaluated regularly. Here, too, we are not dealing with a 
new debate. The academic reward structure places a premium on publishing 
in peer-reviewed academic journals with high-impact factors wherein the 
proxy for ‘impact’ is the frequency with which other scholars cite a given 
work. Yet, this academic norm overlooks a simple truth:

Examination of research theories, methods, results, and policy proposals 
by contending interests in a real-world policy context can provide a more 
rigorous critical assessment of views than any provided in the more 
antiseptic atmosphere of professional journals and meetings. In the 
policy debate, the theoretical and methodological trappings of research 
are directly confronted by reality and the test of relevance (Melody and 
Mansell 1983, 113).

Put simply, there is a case to be made that: (i) the peer review process for 
OGP work actually is more thorough and – certainly – more transparent 
and accountable than is the case with much academic publishing; and (ii) 
that OGP/IRM research is as (and possibly more) impactful than the social 
science and humanities research whose relevance is oriented foremost to 
discipline-bound academic audiences.

In addition, OGP-related work often requires research activities to be 
conducted in a time-sensitive manner, resulting in highly accelerated 
data collection and writing timelines when compared to much traditional 
scholarship. Fast-paced work is vitally important, as it ensures IRM outputs 
have utility and align with OGP’s two-year program cycles. For example, 
reports detailing the strengths and limitations of a government’s public 
engagement activities in the co-creation of their open government action 
plans (i.e., Design Reports, and more recently, Action Plan Reports) need to go 
through both the rigorous multi-step internal IRM review and the external 
public review noted above. They also need to be made publicly available 
well in advance of the start of planning for the subsequent action plan so 
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that the issues raised can be addressed and lessons can be learned. In other 
words, the IRM’s analyses and recommendations are meant to translate into 
action and change on the ground. To this end, governments are required 
to report back to the IRM in the form of self-assessment reports in which 
they address how they have incorporated feedback from IRM researchers 
into their next steps forward.

For those of us working in not-so-standard domains, the lack of recogni-
tion within the academy is doubly frustrating given the all-too-frequent 
disconnect between the supposed institutional priorities touted by uni-
versity administrators – whether at the unit, faculty, and/or more senior 
administration levels – and how work that actually advances these priorities 
is weighted when it comes to career-related decisions. For instance, the 
University of Ottawa’s strategic plan, Transformation 2030: Building the 
University of Tomorrow, sets out as one of its objectives, “Connect with local, 
national and global partners for research and knowledge mobilization” 
(University of Ottawa). Work such as the collaborative projects with OGP and 
the IRM clearly helps to build precisely these types of global connections. 
However, the objectives put forth in this plan – and many others like it from 
universities around the world – remain divorced from criteria for tenure, 
promotion, and other forms of recognition. There are two factors at play 
here. First are the challenges associated with operationalizing institutional 
priorities at the ground level. We suggest, without prejudice, that members 
of unit- and faculty-level academic personnel committees are not always 
aware of their university’s f ive-to-ten-year strategic objectives and that such 
objectives seldom factor into the decision- or recommendation-making 
process. Second is the fact that decisions about promotion and tenure usually 
call upon the services of external academic experts who have little to no 
knowledge of the requesting university’s strategic objectives. We recognize 
this gap is to be expected and, from an administrative perspective, may 
even be desirable. Nonetheless, the seeming inability – and, at times, what 
seems like a lack of motivation – to bridge this gap is an ongoing source of 
frustration for those whose work clearly is in line with, and advances the 
strategic priorities of, their institutions but perhaps less bound to adhere 
to disciplinary boundaries.

A third consideration regarding the disconnect between rhetoric and 
practice when it comes to formal recognition of this type of applied scholar-
ship presumably stems from challenges associated with ‘measuring’ reach 
or impact. Historically, it has been more diff icult to gather adequate metrics 
relating to work published outside the so-called hard sciences, let alone 
non-academic publications. Arguably, and despite known limitations with 
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citation counts, the h-index, and other related indicators, measurement is 
getting somewhat easier with the growing use of digital identif iers such as 
ORCID. Although the impact of non-typical academic work may be chal-
lenging to measure, researchers engaging in this type of scholarship know 
that such work has an impact in the real world, not least in bringing about 
changes in government policy and practice. Our OGP/IRM scholarship has 
directly contributed to augmenting the level and types of government-citizen 
engagement in decision-making across a variety of domains, spanning 
issues from the training of public servants to making it easier for Canadian 
citizens to access certain types of government data and information, to 
reforming benef icial ownership regulations. Given its reach, our efforts 
have garnered the attention of federal and provincial politicians in Canada, 
public servants, media, and the broader public. Our work has also resulted in 
a steady stream of invitations to speak to various groups within government 
and to give expert testimony to parliamentary committees. Additionally, 
there have been media interviews and offers to participate in conferences, 
workshops, and a host of other activities pertaining to matters of open data 
and open government.

Applied OGP-Focused Scholarship: The Professional Benefits

Invitations and attention to the work itself are only minor parts of what 
makes hands-on applied scholarship rewarding to researchers. In reflecting 
on our contributions to OGP, we have identif ied f ive other rewards that we 
detail below.

Front-Row Seats

Research and work, like that of OGP, requires frequent contact with practi-
tioners and with the intended beneficiaries of the reforms being pursued and 
the changes being implemented. In our cases we have had to engage with 
public servants and members of civil society in Canada who are working 
in open government-related domains (e.g., Open Contracting Partnership, 
Transparency International, Open North). Our endeavors have also entailed 
working with OGP/IRM staff, other IEP members, other IRM researchers 
around the world, as well as government and civil society representatives 
from other countries. Such immersive and long-term efforts have provided 
us with front-row seats to what is going on in practice. From a researcher’s 
perspective, the benefits of this longer-term, quasi-ethnographic immersion 
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in the workings of open government are immeasurable, not least because of 
the comprehensive and nuanced picture it provides of the intricate workings 
of the competing cultural, economic, political, social, and technological 
factors and tensions influencing action and inaction.

One illustrative example is the range of constraints that have complicated 
and, at times, impeded the design and implementation of national action 
plans and open government commitments in Canada. Three interrelated 
factors are particularly noteworthy here. First, responsibility for imple-
menting and overseeing the country’s OGP action plans falls under the 
remit of the Treasury Board Secretariat’s (TBS) Open Government Team. 
However, it is individual federal departments and agencies – sometimes in 
collaboration with the TBS – that are responsible for delivering on action 
plan commitments and achieving milestones. Within this context, the 
Open Government Team’s principal function is one of coordinator and 
facilitator, with much energy expended on getting department leaders and 
staff to understand how the latter f it into both their respective departmental 
briefs and the OGP process. Second, actions specif ied within commitments 
are designed and implemented in accord with the lead departments’ and 
agencies’ existing annual budgets and operating schedules. Most often, there 
are no departmental and/or agency budget lines specif ically dedicated to 
delivering on OGP-related activities. As a result, thinking about action plans 
and commitment content tends to be oriented towards deliverables that f it 
in with existing departmental initiatives and budgets. Third, time is needed 
to secure the f inancing and the approvals required to implement ambitious 
open government initiatives. Successfully navigating the approval process 
takes, on average, some eight to eighteen months, and it is only after it has 
been successfully completed that a ‘new’ idea can be presented as a ‘formal’ 
commitment in an action plan. A lack of congruence between the time 
when ‘new’ ideas emerge, the government’s budget cycle, and departmental 
operating schedules can, and often do, directly mitigate against the design 
and implementation of ambitious action plans and commitments. Put simply, 
given OGP’s two-year program cycles, within the Canadian context the art 
of the possible is determined by government scheduling.

Misalignment between OGP program cycles and the timing of federal 
budgets makes it diff icult for the federal government to associate open 
government commitments with budgetary commitments. As a result, open 
government activities set out in Canada’s national action plans often end 
up as under-resourced projects that land on the desks of public servants, 
many of whom already have busy portfolios. This is precisely the type of 
nuanced insight that would escape us were it not for our front-row seats.
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Network Building

Another advantage of having front-row seats is the network that gets built 
along the way. As previously mentioned, working with OGP has meant 
collaborating with a wide range of professionals from diverse sectors, 
both nationally and internationally. Building these connections helps to 
ground academic work. Indeed, so many of the academics, government, 
and civil society representatives involved with OGP found this to be so 
that, in response, they worked with OGP to establish ‘Academic Days’ that 
take place in conjunction with OGP’s major international summits. These 
events are designed as typical academic conferences, complete with calls for 
papers, peer-reviewed paper selection, and, periodically, the publication of 
conference proceedings. There also is a pragmatic angle to these events. All 
too frequently, academics are unable to use their institutional and research 
funds to attend conferences at which they are not speaking. Participation 
in the Academic Days offers academics a means of circumventing such 
inane policies and to benefit from the network building and learning that 
coincides with attending OGP summits, even if they are not speaking or 
delivering a research talk at the summit itself.

The network, and the work itself, also contribute to fostering new lines 
of scholarly- and practice-oriented inquiry, insofar as hearing from other 
academics and practitioners helps to identify gaps in existing knowledge 
and emergent trends in open government practice. Contrary to some of the 
longstanding pejorative tropes outlined at the start of this chapter, nothing 
precludes one from researching, publishing, and advancing knowledge for 
audiences in both academic and practitioner domains.

Contributing to Methodological Rigor

Having opportunities to participate in discussions relating to research 
design and methodology is another rewarding facet of our work. Although 
there are foundational principles anchoring the understanding of open 
government, there is no one size f its all approach to implementing and 
evaluating open government initiatives. Hence, in establishing the eligibility 
of its members and in conducting the research associated with the IRM 
reports, OGP relies quite heavily on the use of indicators that have been 
developed by external parties. These include: the Open Budget Survey 
conducted by the International Budget Partnership, the Right to Informa-
tion Rating (RTI) developed by Access Info Europe, the Democracy Index 
compiled by the Economist Intelligence Unit, and the World Bank’s Officials 
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Financial Disclosure Database. For those engaged in this type of research, the 
combination of working with these and many other indices, and having the 
opportunity to investigate whether, and/or the extent to which, government 
claims of opening government stand up to empirical scrutiny contributes 
to developing of more in-depth and nuanced understandings of the links 
connecting theory, praxis, and the measurement of open government. It 
also helps to elucidate diverse and rich country contexts in which open 
government initiatives are being implemented.

OGP’s IRM also has its own methodology for assessment that is used by 
IRM researchers and upon which they provide a steady source of feedback 
about the adequacy and reliability of the metrics used. This enables the 
large network of IRM researchers to generate reports that provide data 
that is comparable across countries. Here, the IEP plays an ongoing quality-
control role, ensuring that the methodology is applied as consistently as 
possible. It also conducts regular reviews of the methodology with the 
aim of addressing issues f lagged by IRM researchers. Working with the 
established methodology and with country-specif ic data and professionals 
allows IRM researchers to formulate unique insights into methodological 
limitations associated with monitoring and evaluating long-term, large-scale 
international governance-related, data-based initiatives.

One notable example of the limitations we have identif ied with the IRM 
metrics, and indeed much of OGP’s general emphasis, is the propensity 
to focus only on the public-facing actions that governments undertake 
to advance open government. Changes in practice and/or work such as 
training initiatives that are inward-facing are not recognized as relevant to 
OGP’s vision of open government. The result is a blind spot when it comes 
to recognizing that advances towards open government cannot be made 
without accompanying efforts in capacity-building. In other words, the 
current IRM methodology fails to recognize or otherwise account for the fact 
that it is public servants who ultimately are responsible for implementing 
and doing open government, and for engaging with external actors.

Creating Something Meaningful in Practice

One of the most rewarding outcomes of our work in this domain has been the 
opportunity to do, create, and write things that are meaningful in practice, 
with consequences that we witness with relative immediacy.

The IRM reports feed directly into the policy processes of OGP member 
governments. They are read and their recommendations are acted upon by 
governments and a wide variety of other civil society actors. The contents of 
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these documents also directly contribute to generating a range of datapoints 
that are curated by OGP in the form of an open-access database called 
OGP Explorer. This tool is particularly beneficial for anyone interested in 
conducting comparative and/or longitudinal studies of open government.

The IEP’s work ensures quality and establishes the methodology for 
assessment of which member governments are highly aware. To this end, 
the creation, design, and implementation of national action plans tends 
to be developed with the assessment criteria in mind so as to maximize 
opportunities for favorable IRM reviews.

Creating Learning Opportunities for Students

The type of hands-on work we have been discussing creates myriad learning 
opportunities for students. For example, in 2016, Mary Francoli developed 
a new undergraduate course in open government at Carleton University. 
Since then, students enrolled in the course have had the opportunity to 
hear from a range of national and international guest speakers. They have 
been able to engage in their own applied research, working on projects in 
collaboration with community partners such as the federal Treasury Board 
Secretariat’s Open Government Team, the Department of Public Safety, and 
the Canadian Security and Intelligence Agency, to name a few. They have 
also collaborated with OGP’s communication team to write and publish blog 
posts relating to open government. In 2019, students from both Carleton 
and the University of Ottawa participated in the 6th Annual Global Summit 
on Open Government, held in Ottawa, and the coinciding Academic Day. 
Daniel J. Paré has likewise developed a graduate-level seminar in open 
government that is scheduled to be offered in 2025 to Master’s and PhD 
students attending the University of Ottawa.

Outside the classroom, our work with OGP has contributed to research 
opportunities for both undergraduate and graduate students. These pos-
sibilities can take multiple forms. Students can be connected to networks 
built to help advance their own research projects. For example, at the time 
of writing, Daniel J. Paré is supervising a doctoral candidate whose dis-
sertation research focuses on how transparency is being operationalized 
within the context of the Canadian government’s public procurement 
activities and on whether its open contracting practices adhere to OGP 
principles and values. Students can be involved in the research and resulting 
publications of faculty research. Mary Francoli has also supervised several 
undergraduate and graduate theses directly related to open government. 
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She has hired a number of graduate students to support research projects 
on open government.

Such learning opportunities benefit students within the university setting 
and can help those seeking employment opportunities upon graduation. 
The skills garnered through applied research are highly marketable, as is 
specialist knowledge in the area of open government. Additionally, connec-
tions made with practitioners, either through guest speakers, assignments, 
or research opportunities, provide students with points of contact to draw 
upon when seeking employment.

Conclusions

It is clear that applied scholarship, like the hands-on OGP-related work 
detailed in this chapter, feeds and enriches all elements of academia, includ-
ing research, teaching, and service. Unfortunately, institutional norms, 
traditions, and practices continue to mitigate against fully recognizing the 
value and merit of such work. This said, concrete measures can be taken at 
the institutional and individual levels to help in this regard.

At the institutional level, revisiting the criteria applied in the making of 
career-impacting decisions such as tenure and promotion, and recogniz-
ing the merits of different types of scholarship, is important. Carleton 
University, home to one of the chapter’s authors, took a step forward in this 
regard around 2012 when it introduced more generic language about general 
university levels of achievement. In so doing, it created a means of moving 
forward with myriad interpretations of achievement and differing unit-level 
standards for tenure and promotion. At present, these include unit-specif ic 
indicators that are drawn up and agreed upon by individual units, external 
peer reviewers, the Faculty Dean, and the Provost. This model provides 
units an opportunity to build in consideration of a wide range of work, 
including innovative teaching that connects students with the community, 
research funding obtained from sources other than Canadian Tri-Council 
grants, policy work, and professional reports such as IRM reports. These 
standards are provided to all committees within the university, and to 
external reviewers considering tenure and promotion applications, helping 
them to read and adjudicate applications. They also provide the applicant 
with clear guidance on institutional expectations.

Mentorship of junior faculty, in particular, can be instrumental in deter-
mining how to best make and communicate linkages between traditional 
and applied scholarship. This is vital when communicating one’s work inside 
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and outside the academy, not least because the way one speaks about one’s 
work necessarily differs according to the audience being addressed.

At the individual level, scholars engaging in the type of applied work 
described in this chapter need to think carefully about the narratives they 
use to describe their work. This is particularly vital in tenure and promotion 
applications and when applying for new positions. Institutional mentorship 
and support, such as workshops and one-on-one guidance, can help to 
ensure that applications are strong. Individuals also have a growing toolkit 
of technology that can be used to identify their work and to bolster its 
likelihood of recognition. Digital identif iers, such as the ORCID which 
applies to a wide range of work outside the scope of traditional refereed 
journal articles, manuscripts, and book chapters, can help researchers in 
tagging and receiving credit for their work.

In closing, hands-on applied research is often a labor of love and it can be 
immensely rewarding. It provides researchers with front-row seats to what 
is happening in practice, it builds invaluable networks, it contributes to 
methodological rigor, it leads to the creation of something that is meaningful, 
and it can provide enriching learning opportunities for students. Neverthe-
less, it continues to be undervalued within academia. There are, however, 
signs that this is changing, and there clearly are institutional and individual 
steps that can be taken to help in this regard. As with the implementation 
of open government, successfully bringing about this change on a wider 
scale will, of course, be contingent upon the political will to transform 
organizational culture.
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6.	 The Challenge of Addressing 
Subjectivities� through Participatory 
Action Research on Datafication
Katherine Reilly and Maria Julia Morales

Abstract
Participatory action research leans heavily on the subjectivity of knowledge 
producers as a vehicle for change. In our work, however, we encountered 
several assumptions about how subjectivities, including our own, can 
be drawn on to address dataf ication’s implications for data subjects. We 
argue that participatory data literacy interventions, if they are to create 
fundamental change in the face of dataf ication, cannot be technocentric 
or top-down instruments. Rather, they must depart from the processes of 
subjectivation taking place in relation to specif ic instances of datafication. 
In addition, data subjects must have the tools necessary to engage in 
critical ref lection so that they recognize collective subjectivities and/
or embrace their individual agentic capacity. Without these tools, it is 
diff icult to realize participatory transformations.

Keywords: Data subjects; Subjectivity; Citizen data audits; Data literacy

Introduction

From September 2019 to December 2022, we worked with partners in f ive 
Latin American countries to realize participatory data literacy interventions 
with people who were sharing their personal data during daily activities 
such as shopping, banking, or seeing the doctor. These people are com-
monly referred to as ‘data subjects,’ meaning that they can be identif ied 
through the data they share. However, certain critical perspectives call 
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this conception into question, pointing out that our subjective experiences 
of existing, expressing and exerting ourselves are social constructs, the 
products of historical and structural forces including complex experiences 
with dataf ication.

These observations complicate the idea of participatory action research, 
which leans heavily on the subjectivity of knowledge producers as a vehicle 
for change. By ‘subjectivity’ we mean people’s cognitive and emotional 
positionality within our heavily mediated sensorium (building on Martín-
Barbero and Rincón 2019); ‘subjectivization’ refers to the processes of social 
construction and consciousness-building that happen within such a space. 
In this sense, we understand a sensorium to be a regime of perception. In our 
work we encountered several assumptions about how subjectivities, includ-
ing our own, can be drawn on to address datafication’s implications for data 
subjects. Thus, in this chapter we draw on our experiences to problematize 
the application of participatory action research to dataf ication.

Our project brought together academic investigators, civil society 
partners, and participants drawn from the public. It was organized into 
three interrelated processes that advanced roughly in parallel. Our partner 
organizations, which included Derechos Digitales from Chile, Hiperderecho 
from Peru, Karisma from Colombia, Tedic from Paraguay, and ObservaTIC 
from Uruguay, each identif ied a local case study and mobilized people af-
fected by a particular issue there to participate in a data literacy intervention. 
Meanwhile, the research team carried out an intensive literature review 
focused on theories of dataf ication, information systems, mediation, and 
platformization, drawing especially on work by scholars from Latin America. 
We then used these perspectives as inspiration for a set of techniques that 
grounded learning in participants’ daily experiences, personal values, 
needs, desires, and perspectives, as well as collective processes of reflection. 
The decision to focus on everyday experiences with dataf ication was a 
response to a 2018 pilot project which found that, because dataf ication 
and subjectivization are relational and situated phenomena, universal data 
literacy strategies are unlikely to create fundamental change (Reilly 2020).

The intersection of our various roles while carrying out this work revealed 
important assumptions about the nature of subjectivity under dataf ica-
tion. We struggled to engage in dialogue about our project goals given 
the transnational, cross-cultural, and multisectoral nature of our work. 
What did we each bring to the work, and how could we surface this and 
negotiate differences as a foundation for participatory action research? We 
needed to negotiate the demands of the various actors involved, but it was 
challenging to do so given our very different perspectives on dataf ication 



The Challenge of Addressing Subjec tivities� 105

and its relationship to subjectivity. We worked alongside our partners and 
participants to establish methodologies that balanced local needs with 
project goals and introduced ways to engage with users’ specific experiences 
and views. This intensive work was important because when it comes to 
data literacy, people’s daily experiences have little to do with data itself but 
rather rest on the creation of meaning that arises out of datafied transactions, 
which both emerges from and results in subjectivization.

Through this work, we’ve come to identify two areas for further engage-
ment. First, data literacy interventions, if they are to create fundamental 
change in the face of dataf ication, cannot be technocentric or top-down 
instruments but rather must depart from the processes of subjectivization 
taking place in relation to specif ic instances of datafication or platformiza-
tion. Second, data subjects must have the tools necessary to engage in critical 
reflection so that they recognize collective experiences of subjectivization 
and/or embrace their individual agentic potential. Without these tools, it 
is diff icult to image participatory transformations through either cultural 
change or advocacy channels.

Data Subjects and Participatory Action Research

Participatory action research, as traditionally understood (Fals Borda 1987), 
is a relational methodology that leverages ties created among the different 
actors involved in a knowledge production process to create change in the 
world. Researchers, practitioners, and community members might come 
together to produce knowledge that supports policy advocacy, for example. 
By this logic, we either assume that actors’ subjectivities are f ixed and 
advocacy work benefits from the sum of their contributions to change, or that 
subjectivities evolve through these interactions in ways that both encompass 
change and also create it. In some perspectives, these collaborations involve 
the embrace of critical consciousness as a means to enable change. In either 
case, the knowledge that results from action research is not an objective truth 
but rather a historically and culturally situated construct that emerges in the 
context of a particular goal, given the relationships that evolve among the 
participants and the processes through which this knowledge is produced. 
In turn, this knowledge changes the society it refers to, either directly, by 
informing decision-making, or indirectly, by transforming the knowledge 
sphere and the relations within it.

This cohesive image of action research is challenged by Dubet’s (1996) idea 
of the ‘neomodern’ subject. Dubet argues that in our contemporary world, 
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the unity of our roles has been displaced by the diversity of our experiences, 
and that our subjectivity emerges in and through the administration of the 
various logics we encounter in the many fractured expressions of modern 
life. Rather than manifesting cohesive subjectivity, he argues, it is more 
accurate to say that in our contemporary world, we search for authenticity 
and engage with meaning-making as we navigate and negotiate the many 
autonomous systems that we encounter on a daily basis.

This notion is reflected in critical and engaged research about information 
systems and personal data. For instance, Martín-Barbero (2011) explored 
how, in a digitally networked era, “the body itself is inserted into life worlds 
and into the instability of senses that configure an individuality that suffers 
from constant identitary fragility” (116). He argued that with the collapse 
of church and state as regulators of culture, “both individual and collective 
identities are subject to the fluid oscillation of guides and their interpreta-
tion, adjusting themselves to the image of a fragile network, without center 
and in continual movement” (ibid.). Similarly, Sefton-Green and Pangrazio 
(2021) argue that we are confronting the ‘death of the subject’ given the 
‘regimes of subjectivization’ created by myriad processes of dataf ication. 
They argue that “dataf ication proliferates the divisions of the singular, 
autonomous person into the ‘dividual’” (7). The ‘dividual,’ they explain, is 
a concept put forward by Smith (2012), which captures the idea that in our 
multiply mediated world, our experience is made up of various separable 
but interdependent dimensions. This situation culminates in the creation 
of a fractured individual who lacks a clear sense of self and the necessary 
foundations for critically engaged citizenship.

To the extent that this is true, both Dubet and Martín-Barbero argue that 
we can no longer locate the idea of society in social contracts or ideological 
domination. Rather, society is to be found in diverse and fractured processes 
of meaning-making mediated by the various communications technologies 
that create the contemporary conditions for our lifeworld. This would suggest 
that the lifeworld is at risk of colonization given the power of information 
systems and dataf ication to influence meaning-making, an observation 
which is central to action research about dataf ication. The problem is that 
we cannot rely on clearly expressed subjects to be a starting point for actions 
to create change, because those same systems of meaning-making exert 
their influence through fractured and shifting immediacies.

These observations raise important questions and concerns for critically 
engaged research that seeks to create change in the world. For starters, 
we need to query the extent to which data research is, itself, a force for 
subjectivization. Are our data-centric action research projects creating, or 
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are they reifying, information systems that contribute to our participants’ 
fractured experiences? And should action work in the f ield of data studies 
seek, as its goal, to work with data subjects so that they can recuperate 
subjectivity, embrace agency, and reclaim their sense of self (Touraine 1994)? 
Much data literacy work operates in precisely this vein (Markham 2019; 
Pangrazio and Selwyn 2019). However, this type of work is challenged by 
postcolonial critiques which suggest that research should not, indeed cannot, 
intervene to construct subjectivities, because subaltern consciousness 
emerges autonomously from outside the logics of the system; research is 
appropriate only to the extent that it engages in rearguard actions (Santos 
2015) that serve the needs and desires of affected communities. And yet it 
is not at all clear that a ‘subaltern consciousness’ can still be said to exist 
beyond the boundaries of contemporary systems of mediatization and 
dataf ication. If such consciousness does not in fact exist, then there is 
arguably a need for work that tracks the implications of information systems 
and dataf ication for identity formation and meaning-making, as well as 
reflection about appropriate methods, processes, and forms of collaboration.

Having said all this, Livingstone (2019) argues that we need not be so 
concerned: the reach of information systems is not as hegemonic as popularly 
claimed by observers of datafication. As she says, “not all public connection 
is signif icantly mediated, and nor is all mediated experience determining 
of democratic participation” (178). In this assessment, there is still room for 
audiences and publics to interpret their reality and to produce autonomous 
assessments of their experiences with datafication. Similarly, Martín-Barbero 
was convinced of communities’ power to resist and reinterpret the technical 
force of digital information systems (in Couldry 2019, 187). Drawing on 
Martín-Barbero’s work, Rincón (2019) argues that affect theory offers a 
means to “read the analytics and comprehension of contemporary modes 
of perception and feelings created by technicities” (270). For example, 
surveillance technologies can be understood based on how they make 
people feel. In this view, community members express their expertise 
about dataf ication through the fear, mistrust, frustration, vulnerability, 
insecurity, desire, agency, creativity, and resilience that they experience in 
their everyday lives (Lewis et al. 2018). This, then, forms the basis of critical 
consciousness, creative engagements, or a resistance to invasive, profiling, 
and discriminatory technologies.

A focus on people’s lived and affective experiences allows participatory 
action researchers to sidestep the dilemma of subjectivizing data subjects. 
However, further challenges present themselves in the analysis of affective 
expressions. Each set of experiences emerges in the context of a single 
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individual’s interactions with a single information system. To complicate 
matters, the content of these emotions and experiences is situated in rela-
tion to a variety of personal, organizational, or national relationalities. As 
Sefton-Green and Pangrazio (2021) point out, “the version of the self on 
Instagram needs to be different to the one that appears on their school’s 
learning management system in order to f it in and/or comply with different 
standards and benchmarks” (7). From the point of view of participatory 
action research, this means that researchers are no longer in dialogue with 
subjects who occupy roles; we are no longer bringing together everyone’s 
situated expertise to collaboratively solve a problem. Rather, we are more 
like therapists or pedagogues engaged in dialogue with desires and experi-
ences that may or may not align with individual and group subjectivities. 
As a result, it isn’t clear whether action research about dataf ication should 
work to acknowledge and enable subjective experiences within a fractured 
mediated plain (Rincón 2018), transcend the ‘dividual’ in an effort to reinte-
grate subjectivities (Sefton-Green and Pangrazio 2021), or bring individual 
experience into dialogue through care work (Skipper and Pepler 2020) as a 
basis for community-building.

Action research with data subjects has confronted these challenges in 
different ways. Early efforts simply revealed the volume and character of 
data collected to users of information systems (Lupton and Michael 2017; 
Selwyn and Pangazio 2018). Investigators were surprised and dismayed 
to discover that their revelations carried little weight with participants. 
Rather than expressing shock at breaches to the integrity of their being, 
they calmly observed the banality of data flows. Subsequent efforts sought 
to engage individuals in meaning-making through critical reflection about 
datafied experiences. For example, Markham (2019), in her work on critical 
pedagogies of datafication, argues that research f indings “are not for me, as 
the facilitator, but for the users who become researchers themselves. What 
they do with these f indings is up to them” (756). She continues: “The research 
outcome for me is not to provide answers but to raise questions and cause 
a chain reaction whereby participants raise their own questions and ask 
their parents, siblings, friends, and colleagues to also raise questions” (ibid.). 
Yet, in a more recent project, Markham (2021) grapples with the challenge 
of discursive closure around dataf ication and how it creates a sense of 
inevitability that prevents data subjects from imagining alternative futures. 
In both of these studies, she focuses on facilitating individual self-reflection 
and self-awareness, but people are not mobilized for any sort of communal 
or external change. In contrast, novel theorizations of action research seek 
to move beyond critical consciousness and engage in processes that generate 
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empathy and respect (Skipper and Pepler 2020). In this conception of action 
research, the goal could be to build bridges between various experiences 
of dataf ication with the aim of generating communities of understanding.

At the same time, a growing push to “reduce the burden of digital literacy” 
on individual citizens (Livingstone 2019, 178) has emerged, to be achieved 
through regulation that constrains the extremes of dataf ication and me-
diatization. By making the balance of power between digital platforms 
and data subjects more equitable, it is hoped that people will have better 
opportunities to express their citizenship (Kennedy and Moss 2015). Of 
course, such policies would make the playing f ield more fair, but there is 
a catch-22. If people lack digital literacy and data consciousness, how can 
they participate in policy-making processes in ways that reflect their local 
experiences with dataf ication, as well as their values, needs, and desires? 
And even if they do possess a greater ability to monitor data use, will they 
actually do so if the information systems they are involved in contribute 
to a fracturing of their subjectivity and sense of belonging to a larger social 
project?

The question then becomes how to support self-ref lection that helps 
people engage more deliberately in the processes of meaning-making 
that shape their own particular social contexts, and perhaps also become 
conscious of the need to change the conditions under which they carry 
out these acts. This is what we endeavored to do through our data literacy 
interventions.

Datafication and Subjectivity as Seen Through Our Work

The landscape for action research around dataf ication described above 
served as the backdrop for our data literacy interventions in Latin America. 
As we addressed the challenges we faced in the f ield, we came to better 
understand the role of subjectivities in participatory action research about 
dataf ication.

Our f irst dilemma arose with the identif ication of participants for our 
study. As principal investigators, we worked with our partner organizations 
to identify information systems whose data practices have important implica-
tions for the wellbeing of users. Once this was established, our partners 
needed to locate participants from these user groups to take part in the 
study. In four out of f ive cases, the groups that emerged were not natural 
communities sharing a common subjectivity but rather were made up of 
diverse individuals, each of whom happened to be related to or affected by 
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the information system in question. For example, Observatic brought together 
senior citizens who must use the same information system to access medical 
care but whose subject positions vary greatly in terms of socioeconomic 
status, education, and political commitments. However, Karisma decided 
to work with a union for a gig economy company called Rappi, so here there 
was a clearly defined subject with strong potential for action. In some cases, 
partners worked on the informational practices of a sector rather than a 
single information system. For example, HiperDerecho worked with women 
who purchase contraceptives from pharmacies, which led to discussions 
about all sorts of information systems, ranging from the informal knowledge 
exchanges resulting from one-on-one conversations to the loyalty programs 
that provide discounts to regular shoppers at these stores.

What appeared at f irst to be a failure of participatory action, or a road-
block for research, ended up revealing the diverse ways people experience 
information systems. Groups did in fact emerge through our processes, and 
participants discovered commonalities in their values, experiences, and 
desires, but they have not necessarily located a common subjectivity or basis 
for collective action. What is more, each project brought something different 
to the fore – gender, migration, the elderly, youth, and workers – each within 
a different local context. Context, it turns out, matters deeply for people’s 
experience of dataf ication. Take the respective cases of Uruguay and Peru, 
for example. In the former instance, people’s suspicions and fears about data 
and privacy are intimately related to the repression and surveillance that 
occurred during the country’s authoritarian military regime. In the latter, 
datafication has emerged in the context of the neoliberal economic stabiliza-
tion that followed a protracted civil conflict, so inclusion in information 
systems is associated with status and security. Hence there is no single or 
clear ‘data subjectivity’ for action researchers to work with. It is not entirely 
certain whether this matters in terms of mobilizing change, but as action 
researchers we were left with questions about how change would happen.

Indeed, as the project continued, it became evident that researchers 
and partners had very different views of how our work would play out. As 
researchers, we initially imagined our work to be engaged in consciousness-
raising, enabling participants to contest how datafication was shaping their 
perspectives and experiences. When a participant from Uruguay chidingly 
asked, “So what do you do with the data that we’ve shared with you?”, we 
celebrated: dataf ication was being questioned! Similarly, participants in 
Paraguay were impressed by our informed consent letter and used it as an 
example of how corporate actors should work with personal data. We saw 
this as evidence that our participants were becoming more critical about 
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data, could better identify what is at play in a data transaction, and were 
better able to express their own values in personal decision-making. And 
yet we are left with an unsettled feeling that the project did not achieve the 
impact we had hoped for at the level of information systems or policy change.

Meanwhile, our partners are digital rights organizations who actively 
participate in international discussions about data justice and work nation-
ally to effect change in the legal context of information access, technology 
use, privacy, copyright, net neutrality, and similar concerns. As people on 
the front lines of digital policy issues, they approached communities as 
experts. They wanted to educate people about their rights and mobilize these 
people’s agency as citizens to exercise these rights, with little consideration 
for either subjectivity or experiences.

In addition, the project initially imagined that it would develop techno-
logical interventions to support the work of its participants. Specif ically, we 
planned to identify people’s situated values vis-à-vis data use and information 
systems, as well as their main preoccupations and concerns about them. 
We then planned to use these identif ied values as a basis for the design 
and development of digital tools that would help groups conduct audits 
of the data use of corporate information systems. These plans suited our 
partner organizations, because as NGOs they liked the idea of creating and 
distributing a tool that citizens could use to exercise their rights. However, 
as the project took shape, it became clear that what citizens lack is not the 
ability to exercise their rights but rather the time, space, and suitable process 
to reflect on their experiences. We found ourselves developing workshop 
techniques for group activities rather than technological interventions in 
support of audits.

These differences in expectations and shifts in project goals meant that 
we had to negotiate demands with our research partners, which involved 
surfacing different ways of thinking and the making of compromises. 
One particular site of discussion emerged around definitions of data. Our 
partners wanted to begin their community engagement by sharing the legal 
def inition of data rather than by exploring how participants experienced 
and understood data. Partners also had a tendency to focus on the value of 
data as a commodity rather than on people’s values vis-à-vis data.

Eventually we decided to hold a workshop to highlight our different ways 
of thinking about data: namely, as the ‘grease’ that facilitates transactions 
and that therefore has an exchange-value, as opposed to a socially and 
culturally constructed artefact that reflects ethical commitments, traditions, 
community needs, and political interests. We explored examples from 
Indigenous data sovereignty movements (Animiiki 2019), African American 
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data rights work (McNealy 2020), and data feminism (D’Ignazio and Klein 
2020) to illustrate the latter. We concluded that participatory interventions 
should surface and explore participants’ values, perhaps including but not 
limited to transactional understandings of data. We needed to start by seeing 
where participants were coming from. This would allow us to understand 
how participants conceived of data, how they express their subjectivity 
vis-à-vis information systems, and how that subjectivity informed individual 
and collective experiences.

This episode revealed important dimensions of NGO-led data work in 
Latin America that bear greater scrutiny. Our partners are professional-
ized organizations that move in transnational circuits of dialogue about 
data rights. The spaces they move in, such as RightsCon and the Internet 
Governance Forum (IGF), tend to emphasize legalistic and technocentric 
frameworks for thinking about data, and they also tend to prioritize the 
transactional nature of data. As a result, data rights work tends to position 
people’s primary subjectivity as that of citizens and consumers; datafication’s 
primary effect on individuals, it is presumed, is to undermine democratic 
participation and expose individuals to abuse in the marketplace. But 
starting from this set of assumptions reif ies – at best – class relations by 
presuming that all people are equally included in national projects as 
citizens and consumers, which is manifestly not the case. At worst, these 
presuppositions push aside any careful examination of how subjectivity 
is actually expressed and gloss over the diff icult questions about action 
research and subalternity raised in the previous section.

As we struggled with these challenges, we read Latin American sociologi-
cal and communications literature to make sense of what we were observing 
and experiencing. We came to draw on Martín-Barbero’s technical-cultural 
construct of agency/subjectivity. In this view, ‘technicities’ describe how 
information systems structure processes of meaning-making, knowledge 
production, and, especially, how we know and express ourselves. As he said, 
“If during centuries technology was considered a mere instrument, today it 
is already well on its way to becoming reason [itself]” (2011, 110). Technicities 
are balanced by ‘sensorialities’ as the space of sensations through which 
we experience our surroundings. As Martín-Barbero and Rincón explain, 
“we need the human, cultural and emotional to counteract emotionless 
informational apparatuses” (2019, 20). Rincón introduces affect into this 
formulation as “the force and potential for developing the wisdom of an 
epoch given its technicities”, recognizing that “for their part, technicities 
make present new dimensions of sensoriality” that shape our affective 
experience (2019).
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Thus, the main products of our work are techniques that people can 
use to make sense of their situated experience of information systems 
and dataf ication. For example, ¿Qué es un nombre? (What is a name) asks 
participants to list different names they go by, the situations in which these 
names are used, how these name-situations make them feel, and the values 
they attach to them. For example, a family nickname might be used only by 
siblings within family settings and could make a person feel both nostalgia 
and paternalism. These prompts are designed to show the relationship 
linking naming practices, information systems, identity, and social relations. 
Auditors are then asked to reflect on how a particular information system 
identif ies them, and what this identif ication suggests for their relationship 
with that system or other people within it. Further prompts explore how the 
ritual of name-sharing organizes social relations in the community. The goal 
here is to spark reflection about complex responses to a specif ic moment 
of data collection and about how to exit or negotiate the expectations of 
conformity embedded within the designs of those systems.

Similarly, El Desborde (The Overflow) is inspired by the work of Villasante 
(1999), who studied how identities are expressed in response to the many 
possible demands we face in daily life. This method asks participants to 
describe a specific instance of data sharing and reflect on what was expected 
of them in that moment, along with how they felt, how they reacted, and how 
they wanted to react. Auditors then contrast their actual participation in 
the information system with how their identity, needs, desires, or emotions 
‘overflowed’ the requirements of that system. Villasante argued that people 
might respond to demands in various ways: they might comply with the 
system despite their misgivings; reject the system outright and forgo its 
services; engage in subterfuge by, for example, submitting false data; or 
identify gaps between their needs and what the system provides, and then 
demand change. Of these possibilities, he advocated the fourth option, 
which he saw as the best opportunity to redress injustices and improve the 
ability of systems to meet the needs of communities.

These tools offer data subjects ways to construct social meaning, express 
public values, and make sense of their current realities. However, we feel 
concerned that they might reify the very regimes of subjectivization that 
need to be superseded if people are to go beyond merely adjusting their 
individual practices. Sometimes people have no option but to make use 
of information systems, and it worries us that they might become more 
aware of how information systems are positioning or exploiting them 
without encountering some means to respond. We are left questioning how 
subjectivities can be reclaimed given the force of datafication’s technicities. 
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How do we move past individual experiences of dataf ication and reclaim 
subjectivization as a communal process of identity formation? How do we 
reduce the burden on data literacy as a means to protect individuals within 
digital spheres, without taking away people’s agency as actors demanding 
new forms of mediation that respect local cultures, values, and desires?

Conclusions

Subjectivities emerge through the very processes of participatory action 
research that brought us together – as researchers, digital rights organiza-
tions, and participants – to produce knowledge. As Dubet (1995) argued, 
the subject must be defended and reclaimed through the articulation of 
experiences because, in contemporary society, this is what gives coherence 
to identity, strategies, and subjectivity. Similarly, Touraine wrote:

The individual only becomes a subject by separating from themselves, 
opposing the logic of social domination in the name of a logic of freedom, 
the logic of free production of one’s self. It is about rejecting an artif icial 
image of social life seen as a machine or organism. […] in a world where 
humans have been transformed into objects, the free production of oneself 
aff irms the subject and their rights. (Touraine 1992, 231)

As our participants and partners came together and engaged in dialogue 
with one another, not only did they identify their subjectivities, they also 
became actors with the potential to transform their world. For Touraine 
(1992) actors do not just act according to a role but rather can transform their 
reality’s material structures – including the division of labor, the criteria 
for decision-making, and the relations of power or cultural orientations – 
through the expression of that role.

Our engagements have also forced us to rethink our research practices 
for the digital age. In particular, we learned the importance of setting aside 
technocentric sensibilities and of shifting data from being an object of study 
to a context for analysis. Social processes – ways of thinking, ways of doing, 
human relations – are what drive the transactions between the ‘users’ whom 
platforms, information systems, and software involve. This type of work is 
not straightforward. Analysis and intervention must be contextualized, 
which means that there cannot be eff iciencies of scale. Adequate funding 
is required to support these types of engagements.
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Researching these processes raises questions about how to engage with 
the subjectivities that come into play. We need new methods and tools for 
this type of research, particularly those that simultaneously engage people’s 
experiences of dataf ication while also developing digital literacies. The 
former offer a means to produce concrete research outputs from community 
engagements, while the latter builds agency within the community itself. 
In this way, people can give meaning to the actions and strategies they use 
in the digital world, with a view to effecting transformations that better 
reflect their values, desires, and needs.
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Collaboration
Anthony McCosker, Jane Farmer, and Arezou Soltani Panah

Abstract
In 2015–2016, the state government of Victoria, Australia, mounted a 
high-prof ile public inquiry into family violence, seeking input from vari-
ous stakeholders with the aim of guiding policy reform and widespread 
systemic and social change. In subsequent years, the government sought to 
use innovative data science methods to evaluate the impact and outcomes 
of the inquiry and of family violence policy interventions. This chapter 
reports on a collaboration between an interdisciplinary team of social and 
data science researchers and public sector stakeholders using innovative 
digital methods and natural language processing techniques to provide 
evidence of public responses to family violence policy. It explains the 
opportunities, processes, and challenges involved in a collaborative public 
sector social data project.

Keywords: Social media data; Domestic violence; Natural language 
processing; Policy

Introduction

This case study tells the story of a research collaboration with an Australian 
state government that led a large-scale Royal Commission inquiry and 
enacted signif icant policy changes to combat family and domestic violence.

The aim of the work was to use social media data analysis and to apply 
natural language processing techniques to chart changes in the public’s 

Schäfer, M.T., K. van Es, and T.P. Lauriault (eds.), Collaborative Research in the Datafied Society: 
Methods and Practices for Investigation and Intervention. Amsterdam: Amsterdam University 
Press, 2024
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awareness and understanding of family violence, in response to a high-
profile public inquiry and related policy initiatives (McCosker et al. 2020). 
The work’s impact centers on the collaboration processes that helped to 
re-shape the way the government evaluates policy outcomes, while also 
introducing new insights to associated agencies addressing the complex 
issue of family violence.

In Australia, as elsewhere in the world, there is evidence that family 
violence is endemic, and despite government and community health sector 
investment and effort, new responses are needed. Ongoing research into 
family violence continues to bring the issue into public view. This f ield of 
research has highlighted gender inequality and violence against women, 
revealing a host of related societal factors and issues including low educa-
tion, low socioeconomic status, and the experience of childhood abuse, 
among other factors (MacGregor et al. 2019; Phillips and Vandenbroek 2014). 
Growing evidence of this kind led to policy action in Australia, initiated 
by a government which has the responsibility to address family violence 
and social services.

In 2014, the Victoria State Government launched a major Royal Commission 
investigation into family violence (2015–2016), followed up by the establish-
ment of new family violence prevention policies. The term ‘family violence’ 
has been used in policy and research settings since at least the 1980s, but in 
public discourse the issue is often more commonly referred to as ‘domestic 
violence’. Similarly, the notion of gendered violence has been used to refer 
to the underlying dynamics of family and domestic violence. The emphasis 
placed on family violence through the Victoria Government’s terms of refer-
ence for the Royal Commission inquiry is fairly unique in policy contexts, 
offering the additional opportunity to chart, through the affordances of 
digital methods, the influence of this language and related policies over time.

Measurement, evaluation, and evidence-informed policy have been 
key drivers for governments seeking to partner with researchers and to 
expand the use of innovative data collection and analysis techniques. To 
this end, the Victoria Government’s Department of Premier and Cabinet 
produced a framework of outcome indicators, presented alongside extensive 
recommendations for public- and community-sector reform (Department 
of Premier and Cabinet 2017). These indicators tended to reflect aspirations 
for change and thus have been considered diff icult to measure, particularly 
those related to improved awareness, understanding and attitudes towards 
family violence in the community.

It is diff icult and costly to regularly produce reliable evidence of chang-
ing community attitudes about signif icant social issues. The National 
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Community Attitudes to Violence against Women Survey (NCAS), admin-
istered by Australia’s National Research Organization for Women’s Safety 
(ANROWS), offers a long-running and detailed survey of one key factor 
underpinning family violence (Webster 2018). It has been used as a general 
reference point for understanding community attitudes to gender equality 
and gendered violence. The Department of Premier and Cabinet sought to 
supplement this and related research in its efforts to address family violence.

Social media data analysis, with an emphasis on capturing more direct 
responses to events, incidents, and issues, has been shown to be an effective 
complement to traditional data collection and the analysis of attitudes and 
public discourse (Dragiewicz and Burgess 2016). In addition, the growing field 
of natural language processing (NLP) research now offers new techniques 
and approaches to generating insights from large text datasets (Maier et 
al. 2018).

Drawing on digital methods and NLP, we aimed to identify and chart 
changes in the public conversation, as well as in the knowledge and aware-
ness of and attitudes towards family violence and violence against women, 
by studying this ‘public conversation’ using public social media data.

How Did the Project and Partnerships Develop?

Collaboration with the Department of Premier and Cabinet (hereafter, 
the Department) and a group of stakeholder agencies was central to our 
approach. The yearlong project was funded directly by the Department, 
which oversees the implementation and review of policy and performance, 
coordinating activities that can help the government achieve its strategic 
objectives. Rather than via a traditional funding process, where a project is 
proposed and funded on the basis of merit or strategic need, our research 
institute was approached by the Department with the goal of exploring 
the potential to use innovative data and analysis to address an issue of 
importance for the government. The relationship that ensued was a more 
collaborative, interdisciplinary, and problem-led research process.

The project started in mid-2018 with discussions with a Department team. 
The team leaders were particularly inspired by the NESTA report “Governing 
with Collective Intelligence” (Saunders and Mulgan 2017). They sought to 
undertake a project exploring the use of repurposed or novel data to solve 
an information and policy challenge. From the start, it was clear that our 
research partners were looking for an issue for the government where the 
various stakeholder agencies and departments would be willing to come 
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together to address a data-driven challenge. Essentially, the partnership 
aimed to develop data analysis capability within government to improve 
the evaluation of policy outcomes (Farmer et al. 2023).

Because the focus and scope of the work had not been proposed and 
designed beforehand, our Department collaborators led a collaborative, 
co-design and scoping workshop, in which a range of participants from 
across government were invited. To formulate the research target, the 
Department stipulated that it should be in a non-controversial topic area 
(strategically important for the Government), there should be pre-existing 
good relationships between relevant agencies and departments, and the 
stakeholders involved should be interested in a novel data project. Follow-up 
planning workshops helped to narrow the work’s focus to the exploration 
of new methods using novel community data sources and NLP analysis to 
address the complex and multi-stakeholder problem of family violence.

At that point, additional partners from within government and associated 
agencies dealing with family violence were brought together, forming an 
Advisory Group that provided important input and a source of ‘ground 
truth’ for the analysis and outputs. The group included representatives from:

–	 Women Victoria, a state government department promoting gender 
equality and women’s leadership.

–	 Respect Victoria, an agency funded by, but independent of, state govern-
ment, dedicated to the primary prevention of all forms of family violence 
and violence against women.

–	 Family Violence Branch, Department of Premier and Cabinet, Victorian 
Government.

–	 the Victorian Government agency leading the implementation of many 
of the government’s family violence reforms.

–	 Behavioral Insights Unit, Department of Premier and Cabinet, Victorian 
Government.

In working with these stakeholders, certain issues and considerations had 
to be navigated. The Department had its own Behavioral Insights Unit 
that was analyzing data, so these staff members were involved from the 
beginning so as to avoid replicating the work they were already doing. 
Some of the stakeholders at Respect Victoria were involved as researchers 
with the independent organization ANROWS, working on more traditional 
studies of gender attitudes through the national survey (NCAS) and the 
analysis of media reporting of gendered violence (Sutherland et al. 2016). 
Exploring with the stakeholders what existing work had been done as well 
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as what gaps had remained helped to ref ine and strengthen the project. 
For example, through workshops and discussions, we clarif ied how the 
Behavioral Insights group undertook social media data analysis, and in 
response we developed and offered them new and alternative techniques.

Research Approach and Rationale

We worked with government and community partners to target outcomes 
relating to changes in public attitudes and awareness. We assessed changes 
by analyzing: (a) the public submissions that informed the new policy (to 
establish a baseline vis-à-vis core family violence issues) collected in 2015; and 
(b) public discussion through social media data (specif ically, Twitter [now 
X]) and news media reporting, to understand how the public conversation 
changed in response to public policy from 2014 to 2018. We used Twitter 
data for its consistency over time, its publicness, and its ease of access.

In collaboration with the Department and project Advisory Group, an 
iterative approach was taken to data collection, analysis, and interpretation. 
With the Advisory Group, we identif ied a set of data sources that could 
provide insights into public discussions about family violence over the 
f ive-year study period, allowing year-to-year comparisons.

1. Collaborative analysis strategy: The Advisory Group met six times during 
the project. Early workshops helped to establish questions to pursue in the 
data analysis and to examine the timeline of policy events from 2014. As 
data were analyzed – and explored through subsequent workshops – the 
Advisory Group guided the understanding of family violence discourses 
and also gave feedback on f indings and input to aid analysis.

The data sources and methods of analysis were as follows:

2. Submissions to the Royal Commission public inquiry (2015): Of the 838 public 
submissions published on the Royal Commission website, we extracted a 
stratif ied sample of 105 submissions, including those by service organiza-
tions, representative (peak) bodies, networks and research institutions, and 
local governments and individuals. The submissions represent a cross section 
of ‘informed’ and ‘experiential’ accounts of family violence, drawn from the 
organizations, local governments, researchers addressing family violence, 
and individuals who submitted accounts of their f irsthand experiences to 
the Royal Commission.
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The public submissions constituted a proxy for the attitudes and top-
ics discussed by an ‘informed public’ – that is, the diverse individuals, 
encompassing the community sector and services as well as government and 
research voices, who have experiences of family violence or work with victim 
survivors or perpetrators. We analyzed the whole sample through word 
frequency and thematic clustering using Pearson Coeff icient Correlation 
analysis (Pearson’s r) and, with the sample, used qualitative content analysis 
to establish a baseline for the key policy dimensions framing family violence.

3. Twitter corpus (Jan. 2014–Dec. 2018): A corpus of 99,840 Twitter posts 
from 2,819 geographically dispersed Australian social media users over the 
f ive-year study period, including a wide range of public voices, reactions, 
and responses. While not everyone uses Twitter, there were many on the 
platform who used it to engage publicly with issues such as family violence. 
This dataset was chosen because it contains a wide and often competing 
array of voices and perspectives, and because it established responses in 
real time to issues and events of the day.

To identify topics in the Twitter dataset over the f ive-year timeframe, a 
sampling strategy was used, generating a maximum of 500 tweets per week 
for keywords centered around ‘family violence’ and ‘domestic violence’. To 
inform the timeline analysis, this sample was supplemented by extracting 
the ‘Twitter counts endpoint’, which returns the total tweet count at each 
timepoint. This enables quantifying of tweets beyond the 500-per-week 
sample over the study period. Australian geo-located, English-language 
Tweets were collected on 1 Jan 2014 and 30 Dec 2018.

We applied the topic modelling method Latent Dirichlet Allocation (LDA) 
to the Twitter posts for each year. The topic modelling process established 
a range of topic options, which were then reviewed by the research team, 
with input from the Advisory Group, to identify the most coherent and 
distinct topics, with the number of topics varying each year.

4. News Media corpus (Jan. 2014–Dec. 2018): A corpus of 11,451 news articles 
from Australian national and regional news sources (including newspapers, 
radio, and TV) was extracted using Media Cloud (http://mediacloud.org). News 
articles contribute to the framing of political and social issues and discussion 
and offer a point of comparison to the Twitter and Royal Commission submis-
sions datasets. LDA topic modelling was applied to the news media corpus, 
with qualitative content analysis assisting in the labeling of topic clusters.

Natural language processing and qualitative content analysis techniques 
were supplemented with a timeline analysis of the Twitter dataset to identify 

http://mediacloud.org
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peaks across the f ive-year timeframe and to match these with known policy 
or public events. Named entity recognition was also used to identify key 
individuals and organizations and their prominence at different moments 
along the f ive-year timeframe. Importantly, we presented a wide range of 
data visualizations at stakeholder workshops, inviting collective interpreta-
tion and an iterative analysis process.

Findings and Collective Interpretation

Overall, the approach to analysis was informed by established theory in 
policy analysis, frame analysis, and sociolinguistics. These approaches 
address the formation of public social issues and account for the role of 
language and communication in framing, shaping, and contesting the 
parameters of those issues (Bacchi 2009; Vliegenthart and Van Zoonen 2011). 
We reported a range of f indings that helped identify longer-term changes 
in the way family violence was discussed and assisted in estimating the 
main effects of the Royal Commission and subsequent policy initiatives.

As noted, after the Royal Commission inquiry the Department worked 
to establish a set of Family Violence Outcome Indicators (Department 
of Premier and Cabinet 2017). Some of these indicators were measurable 
through existing government data. Several were related to the measurement 
of community awareness, understanding, and attitudes. By co-designing 
methods that used historical public social media and news datasets covering 
a f ive-year period, the analysis moved beyond the short-term analytics 
that the government’s Behavioral Insights team had relied on to gauge 
community responses to policy. And it provided a far more accessible and 
eff icient approach to the National Survey (NCAS).

One noteworthy outcome of our collaborative approach to analysis was 
that it led to the focused application of our f indings to the Department’s 
own family violence outcomes indicators framework. So while the insights 
themselves were important for what they said about the public’s response to 
government interventions and policy on family violence, the work exerted 
another form of impact as well: it addressed the Department’s capacity 
to provide evidence of policy outcomes through alternative data analysis 
techniques.

Responding to the goal of achieving an increase in public awareness of 
what constitutes family violence, we were able to detail the differences and 
synergies in the framing and focus of the ‘expert’ voices provided through 
public submissions to the Royal Commission, and accounts through news 
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and social media. On social media, people discuss family violence using 
their own terminology (referring more often to ‘abuse’) and increasingly 
probe its causes, contexts, and linked issues like gun violence. In contrast, 
the news media remains tied to a set of standard tropes – tending to portray 
family violence as extreme, violent, and involving policing. We conclude that 
discussion of family violence increased, but there were different construc-
tions of family violence according to the data source.

The government’s goal of increasing understanding of the forms and 
impact of family violence by perpetrators was an outcome indicator that our 
social media analysis was uniquely placed to address (Department of Premier 
and Cabinet 2017). Social media discussion regularly emphasizes diverse 
voices of those with f irsthand experience or those involved in advocacy 
and service-provision roles, accounting for the specif ic actions of (mainly) 
male perpetrators and the gendered context of family violence and the 
impacts of violence. The focus on men’s actions and forms of abuse became 
particularly prominent in 2016, 2017, and 2018. While news media shifted to 
incorporate more lived experience accounts into their stories, they tended 
to perpetuate the stereotype that family violence is public, very physically 
violent, and sensational.

Similarly, in contrast to policy documents, Royal Commission submis-
sions, and news articles, our social media analysis was able to show the 
public’s nuances in its recognition of the impact of family violence on victim 
survivors, another key outcome indicator (Department of premier and 
Cabinet 2017). We surfaced a wider range of terminology about types of 
abuse through social media discussion (verbal, physical, manipulation, 
f inancial, bullying). When given the chance to speak publicly, victims and 
those speaking on their behalf express experiences as varied forms of abuse.

These and other key f indings that detailed changing attitudes, under-
standing, and awareness showed clear differences distinguishing social 
media discussions and discourse, accounts submitted to the Royal Com-
mission, and news media discourse. The analysis brought forth a timeline 
of Twitter post-density around key policy and Royal Commission events 
over the f ive-year period of analysis. We also identif ied key actors through 
social media and news media analysis.

Identifying Research Impact, Challenges, and Opportunities

Through this project and partnership, we were able to map the character-
istics of the public discussion surrounding family violence over a period of 
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signif icant public policy reform between 2014–18. Our analysis f illed gaps 
in the public survey work that informed the government’s understanding of 
public attitudes to family and gendered violence, which it relied on to provide 
evidence of policy outcomes. During and after the project, the Department 
was able to draw on our evidence to reshape the core domains in their Family 
Violence Outcome Framework, matching more closely with our analysis, 
focusing on Victim Survivors, Perpetrators, Prevention and System.

The f indings were shared through a series of workshops at different 
stages of the research, involving our Department partner investigators 
and representatives from a range of agencies that address family violence. 
The workshops were a two-way conversation, presenting work in progress 
and f indings, but also helping to ref ine the scope, direction, and points of 
focus. We also engaged closely throughout with the government’s Behavioral 
Insights group, an analytics team that monitors public interactions with the 
government across a wide range of media including social media platforms.

The work led to ongoing relationships and engagement with the stake-
holder organizations and agencies. Our team was invited to showcase at 
the state government’s key knowledge transfer event for the public sector, 
an occasion where methods, insights, and processes could be shared with 
the public sector workforce. The work also led to a new funded research 
project dealing with accessing, integrating, and analyzing the government’s 
longitudinal datasets on Family Violence.

Collectively, we recognized that one of the main benefits of the project was 
the sharing of research methods and techniques in data analysis, offering 
new approaches to government policy evaluation. This was a transdisci-
plinary approach in the sense that it crossed disciplines and incorporated 
public sector input to address a complex social and policy problem. We have 
since conceptualized this process as one of collaborative data capability, 
in recognition that the benef its of digital and data-driven research are 
realized more effectively through sharing of skills and knowledge, as a form 
of “collaborative data action” (Farmer et al. 2023; McCosker et al. 2022). That 
is, although governments have greater access to data than ever before, the 
development of the capacity to analyze and make use of that data is still 
in its infancy. This is a role that interdisciplinary research teams can play.

The major lessons that came out of this project for our team were about 
the benefits of collaborative research despite its time-intensive nature. Public 
sector research partnerships can be challenging, and in large bureaucratic 
organizations require determined champions to drive experimentation 
and change. While we were fortunate to work with senior advocates within 
government, the project was hampered by staff changes, affecting continuity, 
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support and understanding of the work. Having contingencies and clearly 
documenting plans and progress are essential to manage this scenario. 
One of the benefits of public sector collaboration is the chance it offers to 
make a difference in the use of digital data for social good outcomes while 
contributing to oversight of ethical data practices in government.

We began the project without a f ixed method, research questions or 
outputs, and while this can easily derail the traditional research process, 
we learned the benefits of adapting and collaboratively negotiating research 
with our public sector partners and domain specialists. For research students 
and early career researchers this can be a daunting prospect. However, we 
recommend f inding like-minded collaborators across disciplinary divides 
to push the boundaries in the benefits of digital and data-driven research. 
Researchers can learn as much from our industry or public sector partners 
as they can from our knowledge base and research f indings.
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8.	 Data Against Feminicide�: The Process 
and Impact of Co-designing Digital 
Research Tools
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Abstract
Data Against Feminicide is an action-research collaboration that aims to 
foster an international community of practice around feminicide data. In 
this chapter, we present two tools we have co-designed and piloted with 
activists to facilitate their work and alleviate the burdens of workflow. Data 
Against Feminicide Email Alerts is an AI-based system that detects cases of 
feminicide from media sources; Data Against Feminicide Highlighter is a 
browser plug-in that helps activists scan media articles for specif ic data. By 
outlining the process and impacts of this work, we aim to motivate others 
to fully utilize feminist participatory approaches that place technology 
development and data science in the service of activists, movements, and 
changemakers who are making a difference in the world.

Keywords: Data activism; Latin America; Feminist HCI; Gender-related 
violence

Introduction

Data Against Feminicide is an action-research collaboration aiming to 
make a difference in the work of practitioners who engage with feminicide 
data. Feminicide is a phenomenon defined as the killing or violent deaths of 
women that is directly related to their gender, occurring at the intersection 
of multiple forms of oppression and resistance (Lagarde y de los Ríos 2010; 
Segato 2010). Data Against Feminicide was started in 2019 by Catherine 

Schäfer, M.T., K. van Es, and T.P. Lauriault (eds.), Collaborative Research in the Datafied Society: 
Methods and Practices for Investigation and Intervention. Amsterdam: Amsterdam University 
Press, 2024
doi 10.5117/9789463727679_ch08
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D’Ignazio, director of MIT’s Data + Feminism Lab, Silvana Fumega, then 
head of research at the Latin American Open Data Initiative (ILDA), and 
Helena Suárez Val, founder of Feminicidio Uruguay.

Before we met, Catherine had already begun doing research about 
feminicide data via Salguero’s work (D’Ignazio and Klein 2020, 22–47); 
Silvana had led the development of a Latin American regional standard for 
feminicide data collection (Fumega 2019b); and Helena, as part of her feminist 
activism, had been recording feminicide data for Uruguay since 2015 and 
was researching these practices through a doctoral project. We connected 
through this shared endeavor and, on a call from our respective locations 
in Boston, Buenos Aires, and London, we decided to work together. In 2023, 
after working on the project as a collaborator, Isadora Cruxên, Lecturer 
in Business and Society at Queen Mary, University of London, joined the 
leadership team. Given our various personal and strategic interests and our 
knowledge about the community of practice around feminicide data, we 
outlined three aims for our collaboration:

–	 To foster an international community of practice around feminicide 
data.

–	 To develop tools to support the collection of feminicide data from media 
sources.

–	 To support efforts to standardize the production of feminicide data 
where appropriate.

Our project has since grown and developed around these three strands. To 
understand the work of activists producing feminicide data, we have (so 
far) met and interviewed forty-one individual and group activists across 
the Americas. To help alleviate the emotional toll and intensive labor that 
activists must put into producing quality feminicide data, we collaborated 
with seven monitoring projects across three countries to co-design and pilot 
two tools specif ically tailored to activists sourcing data from mainstream 
and local news media. Finally, we created spaces for an emerging community 
of practice around feminicide data to meet, learn and collaborate with one 
another. More than 1,500 people from all around the world have signed up 
for our public events and courses, which were offered from November 2020.

In this chapter, we share the process and impact of co-designing digital 
tools, focusing on the two tools we co-designed with activists: Data Against 
Feminicide Email Alerts, a machine learning system that analyzes many 
thousands of media sources every day and sends an email listing probable 
cases of feminicide; and the Data Against Feminicide Highlighter, a browser 
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plug-in that helps activists scan media articles for specific data by automati-
cally highlighting key terms. After elaborating on the importance of collecting 
data on feminicide and the challenges associated with this work, we go into 
our design methodology and the tools that came out of this process. We 
conclude the chapter by reflecting on how feminist participatory approaches 
to technology development and data science can make a difference.

Feminicide and Data

Since the 1990s, the term ‘feminicide’ has been used by, has empowered, and 
has mobilized the feminist movement in Latin America (Bueno-Hansen 2010). 
The term recently regained visibility with hashtags such as #NiUnaMenos 
in Argentina in 2015 or #VivasNosQueremos in Mexico in 2019 (Chenou and 
Cepeda-Másmela 2019). In English-speaking countries, the term ‘femicide’ 
was f irst used in the 1970s but was not widely adopted (Radford and Russell 
1992); it later inspired the Latin American translation of the term, which 
has recently become widespread in public discourse due to the work of 
feminist activists.

The production and circulation of data about cases of feminicide has been 
and continues to be a feminist strategy to make this type of violence visible 
and to denounce it. Despite a call from the United Nations to establish a 
feminicide watch in every country (UN OHCHR 2015), official feminicide data 
are often inadequate or neglected, constituting what D’Ignazio and Klein 
(2020) conceptualize as “missing data”. Moreover, the collection of feminicide 
data has not been standardized, making the phenomenon diff icult to study 
across time and space (Fumega 2019a) and curtailing the ability to design 
evidence-based actions and public policy (Sivarajah et al. 2016; Buteau 2016). 
Activists have responded by learning to research, collect, visualize, and 
distribute feminicide data. They record data about the events’ contexts, 
locations, forms of killing, relationship between perpetrators and victims, 
demographic details about them, and other variables; most of all, activists 
make feminicide a “matter of care” (Puig de la Bellacasa 2017) by record-
ing and remembering the names of women whose lives and dreams were 
violently ended by feminicidal violence.

Some examples of this careful work include María Salguero’s sad and 
well-known map of feminicide in Mexico; feminist observatories in Ar-
gentina by Mumalá, Ahora Que Sí Nos Ven, and Mujeres de Negro; the 
femicide accountability project Women Count USA by registered nurse Dawn 
Wilcox and Black Femicide US by Rosalind Page, also a nurse; Transdados, 
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data_labe’s project aiming to combat the invisibility of trans and LGBTQ+ 
people in official data in Brazil; and the Sovereign Bodies Institute’s database 
of Missing and Murdered Indigenous Women, Girls and Two Spirit people. 
Thus far, we have found more than 180 feminicide data projects around 
the world (D’Ignazio 2023), driven by activists, journalists, or academics, 
working individually or as part of collectives or institutions, most doing 
the work for little or no remuneration.

Design Methodology

Drawing from the interdisciplinary experiences and the multiple situated-
ness of the lead collaborators – as activists, advocates, and researchers, and as 
members (to varying degrees) of the community of practice working with and 
researching feminicide data – it made sense to adopt a feminist participatory 
action-research approach working across the North and South (Gatenby and 
Humphries 2000; see also Caretta and Riaño 2016) with a strong ethos of 
care and a focus on building relationships through research and practice. 
We wanted to learn and invite others to learn by working with others. Our 
ethos is also guided by the principles of data feminism, which call on us to 
examine and challenge power, elevate emotion and embodiment, rethink 
binaries and hierarchies, embrace pluralism, consider context, and make 
labor visible (D’Ignazio and Klein 2020). Our design methodology walks in 
the footsteps of feminist human computer interaction (HCI) work that aims 
to challenge cisheteropatriarchal paradigms in computing and contribute 
to liberatory design practices through pluralism, participation, advocacy, 
ecology, embodiment, and self-disclosure (Bardzell 2010).

Individuals and groups that monitor feminicide do so in diverse contexts 
and languages; they use different def initions, categories, and taxonomies, 
and focus on regional or intersectional specif icities. Nevertheless, their 
methods and experiences of producing feminicide data share enough com-
mon ground to allow for the development of tools that can support their 
work across these differences. All the feminicide activists we met have 
encountered major challenges in information retrieval and extraction, which 
involve a signif icant workload and considerable emotional labor, with daily 
encounters with accounts of violent deaths adding mental health burdens. 
Because feminicide remains a contested term and not all its manifestations 
are addressed in existing legislation, feminicide cases are often not explicitly 
reported as such by the media, which is the main source of information 
for most activists. Activists must read between the lines of accounts often 
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marked by ignorant, sexist, racist, and transphobic biases (to name a few) to 
ascertain whether the reported violent death of a woman was a feminicide. 
Furthermore, mainstream media do not cover all cases, so activists must 
seek out smaller, local news outlets, such as amateur blogs or social media 
accounts, which are less prominent or do not show up on popular search 
engine results. While some data collection and reporting projects are led by 
data journalists or by people with access to technologists by virtue of being 
based in an institution with such support (for example, a university), most 
activists making feminicide data are neither data scientists nor researchers. 
Only by teaching themselves have they acquired the collecting, recording, 
visualizing, and circulating data expertise that they now possess. This lack 
of access to formal training and technological support makes data collection 
and dissemination more laborious and time-consuming.

We saw an opportunity to create tools that could better support this form 
of labor that most often is unwaged or under-waged. The Data + Feminism 
Lab at MIT has a mission to apply data and computational methods to gender 
and racial equity work, making it well placed to take the lead in supporting 
feminicide data collection and dissemination practices. Also, because of our 
feminist methodological framework and commitment, it was critical that we 
collaboratively work with activists and value their contextual knowledge, 
labor, and expertise. We were clear at the outset that we wanted to avoid, 
as Haraway (1991) warned, creating a God-trick machine that would a) 
potentially miss and/or erase cases of feminicide due to lack of context, 
and therefore add to the multiplicity of “discordant data” (Suárez Val 2020) 
already in circulation in some countries; b) be rejected by activists as an 
imperialist or extractivist appropriation of their knowledges and techniques; 
and c) divert resources and attention from local and grounded actors towards 
a Northern ‘White savior’. The decision was therefore to collaborate with 
activists who might see the benef it in investing time to work with us to 
design tools that could make a difference in their day-to-day work.

We started by meeting individuals and groups to understand their 
practices and needs. We were able to count on the diversity of our team 
to conduct semi-structured interviews and qualitative analysis in their 
native languages, which facilitated our rapport and allowed people to speak 
without being hindered by translation. In parallel, we started working 
with two co-design partners: Helena, wearing two hats as the maker of 
Feminicidio Uruguay and one of the principal investigators in Data Against 
Feminicide, and Dawn Wilcox of Women Count USA. The co-design team 
was thus made up of these activists, the Data Against Feminicide leads, 
and members and students of the Data + Feminism Lab. Between June 2020 
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Figure 8.1. Ideas from co-design sessions for tools to support feminicide data activism.
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and February 2021, we ran six co-design sessions with Helena and Dawn, 
applying interactive prototyping and brainstorming tools and techniques 
to generate ideas for the creation of technologies that could support the 
work of monitoring feminicide.

The sessions started out very open-ended, with the co-design team 
brainstorming tools that might be useful to feminicide data activists. 
Using digital sticky notes, the participants came up with dozens of ideas 
which were grouped around different functionalities, for example: tools 
to detect and record feminicides, tools to enable collaboration, tools to 
store and archive news articles and other primary source information, 
tools to visualize feminicide data (f igure 8.1). Out of the early sessions, two 
candidate tools emerged, and we prototyped and ref ined those in later 
sessions. Once the group was happy with the wireframes and prototypes, 
the Data + Feminism Lab developed and built a beta version of these tools 
between December 2020 and March 2021, and we then piloted both in 
English and Spanish. For this phase, we recruited groups from Argentina 
(Mumalá and Mujeres de Negro Rosario), Uruguay (Feminicidio Uruguay), 
and the United States (Sovereign Bodies Institute, Women Count USA, 
Black Femicide US, as well as a small non-profit organization that chooses 
to remain anonymous). Pilot participants f illed out weekly surveys and 
joined two two-hour focus groups over a period of two months.

Since participatory design aims to work directly with end users as domain 
experts at every stage of the technology design and development process 
(Simonsen and Robertson 2013), we knew participation in the project would 
involve a signif icant investment of time for all involved, especially activists. 
We therefore chose to compensate participants f inancially to cover the 
time expended for interviews and for taking part in the co-design process. 
This remuneration, however, would never be suff icient, as the passion, 
knowledge, and care these activists have for feminicide data, which they 
so generously shared with us, is priceless. We also extended our friendship 
and solidarity with the people and groups that collaborated with us and 
built ties that will continue beyond this project.

The Data Against Feminicide Tools

The Data Against Feminicide Highlighter

Most feminicide data activists scan the news to ascertain whether the 
reported violent death of a woman matches the criteria for feminicide, then 
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manually extract data variables such as the names of the victims, location 
of the crime, and details about perpetrator from these news sources. To 
discover as much as they can about a particular case, activists will usually 
read between three to f ifty articles about the case in order to triangulate 
the facts and collect as much information as possible. They often work with 
multiple open browser tabs or windows to copy/paste data, moving from 
the news articles to their database.

As seen in f igure 8.2, the Data Against Feminicide Highlighter is designed 
to facilitate this process. The tool is a browser extension for Chrome which 
auto-highlights on a webpage, with assorted colors, any words that represent 
proper names, places, dates, and numbers. Activists can also add custom 
words to search for and highlight. The Highlighter has a customizable ‘Open 
Database’ function that automatically arranges windows on their computer 
screen so that activists can see the news article and their own data-entry 
system on the side, top, or bottom of the screen. During the pilot phase, 
groups suggested enhancements, such as the ability to share an article 
with a colleague by email and a feature for highlighting custom words in 
assorted colors. These enhancements were implemented.

Figure 8.2. Data Against Feminicide Highlighter.



Data Against Feminicide� 141

By visually highlighting key information in news articles and arranging 
the screen to suit the activists’ preferences, making copy/paste faster, and 
by supporting in-team collaboration, the Highlighter reduced the overall 
time activists spent immersed in reading news articles about violence 
towards women.

The Data Against Feminicide Email Alerts

To update the data at Feminicidio Uruguay, Helena used to use Google Alerts 
to scan the web for new and old cases. She was often overwhelmed by the 
number of irrelevant and violent results she had to sift through. During 
our f irst meetings, we wondered whether we could develop a system to 
reduce the time spent searching for cases and the exposure to irrelevant 
news articles about violent events and their attendant emotional impacts. 
Our interviews with other activists conf irmed that such a system could 
really make a difference, as their respective workflows also involved search 
engines and alerts; they reported similar feelings of dissatisfaction with the 
results for being too broad, outside their geographical focus, or matching 
the same case repeatedly, making it necessary to repetitively review the 
same articles or story.

Therefore, at the f irst co-design sessions with Dawn and Helena, we 
explored the idea of creating a ‘better Google Alerts’ system, where we 
imagined myriad ideas, from a fully automated concept where a tool would 
scan the news and enter results directly into a database, to a partially 
automated concept that would scan the news and alert activists the way 
Google does, but better. Because of the nuances of context and the need to 
read between the (biased) lines of media reporting, feminicide detection in 
media is a complex intellectual and emotional task, and to avoid creating the 
God-trick machine, we leaned towards creating a partially automated system 
that would enhance the existing expert work of feminicide data activists.

The Data Against Feminicide Email Alerts tool uses a machine learning 
algorithm, a media database, and a mailing system to support feminicide 
data activists in f inding new cases and/or following the development of 
prior cases of feminicide and gender-based violence. As in Google Alerts, 
activists can configure a search query, choose a geography of interest, and 
select how often they wish to receive emails. However, most importantly, 
the tool f ilters all results through a machine learning classif ier specif ically 
trained to predict the probability that an article is about a case of feminicide. 
Moreover, the classif ier groups multiple results from various sources about 
the same case, reducing the impact of receiving many unsorted articles and 
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facilitating the activists’ workflow. Finally, Data Against Feminicide Email 
Alerts, unlike Google, is not a black box. Because it relies on Media Cloud, an 
open-source platform for media analysis, it reveals its search sources, which 
include blogs as well as local and regional news outlets, and activists can 
suggest new sources. This transparency and flexibility are useful because 
activists often f ind local news and blogs more relevant than mainstream 
national media, and they constantly work to update their sources so as to 
overcome biases and the lack of reporting. At the same time, dependence on 
external infrastructure and systems can introduce vulnerabilities: Media 
Cloud’s system outage in early 2022 temporarily prevented activists from 
using our tools.

While the Email Alerts worked well for groups who monitor all cases 
of feminicide, the system proved less effective for groups that specif ically 
monitor violence against Black women, Indigenous women, girls, and Two-
Spirit people, and/or LGBTQ+ people. In many news articles, race, tribal 
status, gender identity, sexual orientation, and other key details are not 
mentioned at all or are wrongly ascribed. Moreover, these groups of people 
are often subject to underreporting or misreporting in the news media 
generally, especially when it comes to violence against women, where media 
reporting tends to focus on “worthy” victims (Stillman 2007). Groups and 
individuals who monitor cases of feminicide for all groups, well aware of 

Figure 8.3. Data Against Feminicide Email Alerts system architecture. Graphic by Wonyoung So.
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these issues, try to overcome these distortions by acknowledging that their 
own works may reproduce the same biases (e.g., Helena calls Feminicidio 
Uruguay “imperfect and incomplete”). But the biggest challenge, in terms of 
workload and emotional burden, is for those who belong to, and specif ically 
monitor and care for cases that affect marginalized groups, who not only 
face the biggest gaps in terms of missing data but also endure violence 
disproportionately.

In line with our commitment to rethink binaries and hierarchies, and to 
avoid perpetrating erasure and missing data, the Data + Feminism Lab team 
continues to pilot this tool with two partners, experimenting together with 
tailored datasets and annotations. We hope to overcome these obstacles and 
improve the detection of cases of lethal gender-related violence involving 
people marginalized by sexism, racism, and colonialism.

Nonetheless, the Email Alerts system has proved to be an effective inte-
gration of a machine learning algorithm, a media database, and a mailing 
system into a tool that supports, rather than supplants, the expert labor, 
knowledge, and care of activists monitoring feminicide. Pilot participants 
continue to use the tool and report that it has reduced their workload.

Conclusion

In this chapter, we briefly introduced what feminicide data are and how 
this global phenomenon constitutes a case of missing data. To counter 
this missingness, activists have themselves produced feminicide data, 
shouldering the attendant workload and emotional burden. We described 
how Data Against Feminicide, an interdisciplinary collaboration among 
activists, academia, and civil society, supports and sustains the feminicide 
data community of practice through various strategies, including using 
technology to develop tools that may facilitate activist efforts. We also 
presented the Data Against Feminicide Highlighter and Email Alerts as 
concrete examples of how participatory design, guided by the principles of 
data feminism, can make a difference by not replicating technosolutionist 
and extractivist dynamics.

While we have not yet carried out a formal evaluation, we held an event 
in November 2021 where the pilot participants shared their experiences 
of working with these tools and other activists were invited to try them 
(ILDA 2021). At this event, activists told us the tools had helped with their 
work by reducing exposure to violent news and its resulting emotional 
toll; by facilitating case tracking; and by speeding up data entry. We also 
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imagined potential improvements for these tools, such as the addition of 
new sources, especially social media platforms, and the possible use of a 
common database format. Finally, activists raised the importance of the 
space the project created to reflect on their own processes and to meet others 
doing similar work. Rosalind Page, founder of Black Femicide US, said, “I 
do consider you sisters in the struggle”. For the research team, working on 
the different strands of this project has made us grow in our own feminist 
and data sociotechnical practices and research, and it has strengthened 
our resolve to continue pursuing this line of work.

Feminicide is an urgent concern in a world where one in three women 
reports suffering some form of gender-related violence in her lifetime. 
More and better quality data are needed to understand and combat this 
“shadow pandemic” (UN Women 2020). While more tools or data on their 
own will never ‘solve’ problems of structural inequality, the Data Against 
Feminicide tools suggest that small technological interventions, co-created 
in community, can indeed make a difference. How to secure adequate 
resources to keep the tools available for activists in the long term is an 
ongoing conversation for us. Signif icant student and staff labor to carry the 
work forward has been supported through funds made available by MIT or 
ILDA and its sponsors, but the project depends a great deal on the volunteer 
time and energy of its leadership team. Those who embark on technological 
developments in academia face the tricky issue of sustainability in a system 
that prioritizes and rewards innovation and invention over maintenance 
and code-f ixing.

There are still many challenges to overcome in supporting the femini-
cide data community of practice to continue researching, recording, and 
denouncing feminicide, and in the face of these challenges we will continue 
to do so. We hope this chapter inspires other researchers and technolo-
gists to explore the full potential of feminist participatory approaches that 
place technology development and data science in the service of activists, 
movements, and changemakers who are already doing the work to make 
a difference in the world.
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Organizations that participated in the pilot

Black Femicide US, United States, https://www.instagram.com/blackfemi-
cideamerica/
Feminicidio Uruguay, Uruguay, https://feminicidiouruguay.net
Mumalá, Argentina, https://www.mumala.ar/
Mujeres de Negro Rosario, Argentina, https://www.facebook.com/Mujeres-
deNegroRosario/
Women Count USA, United States, https://womencountusa.org
Small nonprofit organization that focuses on Black women killed in police 
violence, United States
Sovereign Bodies Institute (SBI), United States, https://www.sovereign-
bodies.org/mmiw-database

Partner organizations

Datos Contra Feminicidio, https://datoscontrafeminicidio.net
Data + Feminism Lab (MIT), https://dataplusfeminism.mit.edu
Feminicidio Uruguay, https://feminicidiouruguay.net
ILDA, https://idatosabiertos.org
Media Cloud, https://mediacloud.org
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Abstract
Though the digital platform economy in some contexts has created new 
employment opportunities, work in the platform economy has been 
widely criticized for its often precarious and exploitative character. One 
central mechanism through which digital platforms construct and conceal 
exploitative employment relations are information asymmetries among 
platforms, workers, and consumers. These information asymmetries 
are created through, among other things, a lack of transparency on how 
platforms allocate work, calculate payments, and use customer reviews 
for incentive structures and other rating-based work outcomes. Against 
this backdrop, the Fairwork project conducts action research to tackle 
these information asymmetries. In this chapter we introduce the Fairwork 
project and provide critical insights into our engagement with platforms 
as an action research strategy.

Key words: Gig economy; Exploitation; Social transformation; 
Independence

Introduction

The digital platform economy has experienced signif icant growth in the 
past decade. An increasing number of services such as transport, delivery, 
and care-work are now arranged via digital labor platforms connecting 
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consumers with individual service providers. Although various typologies 
of digital labor platforms exist, we consider two broad types in our work: 
geographically tethered and cloudwork platforms. Geographically tethered 
platforms link workers with clients around specif ic localized activities 
such as cleaning, delivery, or transport; cloudwork platforms link clients 
and workers on a global scale around spatially dis-embedded activities 
carried out over the internet, such as software programming, design, data 
entry, translating, transcribing, or microwork (Woodcock and Graham 
2020). Crucially, regardless of their geographical embeddedness or dis-
embeddedness, digital platform companies play a central role in mediating 
the relationship between clients and workers – not only by providing the 
technological infrastructure but also by actively governing interactions 
between consumers and workers, e.g., through the management of job 
allocation and payment processes, the oversight of customer and worker 
complaint resolution procedures, and the establishment of work conditions 
(De Stefano 2015).

By facilitating labor market access, particularly to those who have tra-
ditionally faced higher entry barriers – e.g., women, migrants, and workers 
lacking formal qualif ications – digital labor platforms have raised hopes for 
boosting employment especially in the Global South (see e.g., UNDP and 
FICCI 2021). At the same time, however, gig work remains often precarious 
and exploitative, characterized by contingent and insecure short-term work 
(Graham and Anwar 2019; Anwar and Graham 2021; Wood et al. 2019a). In 
this vein, Bertolini et al. (forthcoming) have highlighted the central role of 
digital labor platforms in creating new labor geographies that are shaped by 
three asymmetries between platforms and workers and that foster precarious 
work relations: contractual, f inancial, and informational asymmetries. 
Contractual asymmetries are constructed by platforms through practices of 
(mis-)classifying workers as independent contractors, thereby dis-embedding 
labor relations from national employment and social regulatory frameworks. 
As a result, many platform workers are deprived of benefits and protections 
such as pension plans or maternity leave. Financial asymmetries result from 
a platform’s disproportionate access to capital: whereas precarious wages 
hinder workers’ ability to save, most platform companies have access to 
venture capital and investments, enabling them to withstand economic 
slumps or disruptions.

Here, we aim to focus on the third type of asymmetries pointed out 
by Bertolini et al.: informational asymmetries. We argue that not only do 
platforms construct precarious labor relations shaped by informational 
asymmetries between platforms and workers, but they also create them with 
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consumers to conceal exploitative work relations (Rosenblat and Stark 2016; 
Ferrari and Graham 2021): On the one hand, platforms fashion informational 
asymmetries through limiting the information provided to workers and 
consumers on the organization of the labor and consumption process. On 
the other hand, platform companies collect and use data generated through 
each worker-consumer interaction to continuously enhance the company’s 
market power and value capture from the labor process. As a result, in many 
cases neither clients nor workers have detailed information about the criteria 
according to which they are matched or about the fees and commissions 
that are charged. Moreover, platform companies monopolize information 
on overall supply and demand by withholding information from workers 
and consumers on the total number of jobs and workers on the platform. 
Given this lack of information, the work process becomes atomized and 
individualized, which keeps workers in a constant state of insecurity and 
constrains their capacities for collective organization (Cant 2019).

When criticizing the informational asymmetries on digital labor platforms 
that are used to create unfair and exploitative conditions, most studies 
point to the critical role of algorithms, which take on central management 
processes on most digital platforms (Rani and Furrer 2020; Wood et al. 2019b). 
We argue here that algorithms do not come from nowhere: they need to be 
actively programed and fed by platform companies, which in turn have the 
power to create better or worse conditions for workers on their platforms. 
Precarious work is hence the result of direct choices and practices under-
taken by platform companies rather than an inevitable structural feature 
of the gig economy harnessed by AI systems. This is also exemplif ied by the 
variations in working conditions on different labor platforms: whereas many 
platforms base their business model on the asymmetries mentioned above, 
there are also platforms that seek to create decent conditions for workers 
through the provision of permanent employment and other benefits (see 
e.g., Heeks et al. 2021).

Against this background, we introduce the Fairwork project, an inter-
national action research project committed to increasing transparency in 
the platform economy by highlighting the best and worst labor practices of 
the digital labor platforms. By evaluating platforms against f ive principles 
of fair work, the project aims to support workers and consumers in making 
informed decisions. Moreover, the project uses platform ratings as a means 
to create public pressure and incentives for platforms to actively improve 
working conditions.

In the following, we f irst introduce the Fairwork project and describe its 
specif ic approach to action research. Thereafter, we focus on the project’s 
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engagement with platform companies as a central pathway for change within 
Fairwork’s action research strategy. We provide insights into the challenges 
linked to engaging with platforms from the researcher’s position and discuss 
strategies for addressing these challenges. We conclude with more general 
reflections on the role of action research projects like the Fairwork project 
in making a difference in dataf ied work settings.

The Fairwork Project: An Action Research Approach for 
Promoting Good Labor Practices in the Digital Platform Economy

Fairwork was founded in 2017 by researchers from the UK and South Africa 
with the aim of promoting fair work in the global platform economy. Initially 
operating in only two countries, the project rapidly expanded with teams 
in twenty-six countries by 2021. Fairwork activities, centrally coordinated 
by teams at the Oxford Internet Institute and the Berlin Social Science 
Center, have been generously supported by various funders, including but 
not limited to the UK Economic Social Research Council and the European 
Research Council, as well as the German Federal Ministry for Economic 
Cooperation and Development and the Ford Foundation.

Fairwork’s action research approach is inspired by critical or radical 
research approaches that link knowledge production to the active promotion 
of social transformation (see e.g., Fuller and Kitchin 2007). Along these 
lines, Fairwork analyzes working conditions on digital labor platforms and 
uses this knowledge to engage with various non-academic stakeholders; 
its aim is to improve working conditions in the platform economy. These 
stakeholders are 1) gig workers and their organizations; 2) consumers; 3) 
policymakers and governments; and 4) the platform companies themselves. 
League tables – a ranking list of all platforms rated by Fairwork in a specif ic 
country or sector – are the central instruments Fairwork uses to engage with 
these stakeholders. By making transparent which platform companies invest 
in good conditions for their workers and which do not, Fairwork’s league 
tables mitigate information asymmetries among platforms, workers, and 
consumers. Fairwork actively encourages stakeholders to use its league tables 
as resources for promoting positive social change in the platform economy: 
workers may use league tables, for example, to underpin their demands 
for better working conditions vis-à-vis platforms, whereas consumers and 
policymakers may rely on tables to make socially responsible decisions 
when using digital labor platforms. Fairwork furthermore uses league 
tables to create incentives for poorly performing platforms to improve their 
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ranking positions via the implementation of concrete changes for improving 
working conditions.

League tables show digital labor platforms’ performance in relation 
to the f ive principles of fair work developed by the Fairwork project in 
cooperation with workers, trade unions, state actors, researchers, and 
platform representatives. These principles are: fair pay, fair conditions, fair 
contracts, fair management, and fair representation. For each principle, a f irst 
and a second point are def ined to rate platforms’ labor practices. Table 9.1 
gives a summary of these principles and how they are operationalized for 
geographically tethered digital labor platforms.

Table 9.1. �Operationalization of Fairwork’s location-based platform work 

principles. Source: Fairwork 2024

Fairwork Principle  First Point  Second Point 

Fair Pay  Platform ensures workers 
earn at least the local 
minimum wage after costs.

Platform ensures workers 
earn at least a local living 
wage after costs.

Fair Conditions  Platform mitigates 
task-specific risks. 

Platform ensures safe 
working conditions and a 
safety net.

Fair Contracts Platform provides clear 
and transparent terms and 
conditions.

Platform ensures that no 
unfair contract terms are 
imposed.

Fair Management  Platform provides due 
process for decisions 
affecting workers.

Platform provides equity in 
the management process.

Fair Representation  Platform assures freedom 
of association and the 
expression of worker voice.

Platform supports democrat-
ic governance.

To evaluate a platform’s labor practices, Fairwork uses three research 
methods: desk research, interviews with workers, and interviews with 
platforms. Desk research involves the analysis of publicly available company 
documents as well as media and news reports on the platforms that have 
been chosen to be rated. Interviews with platform managers involve going 
through the Fairwork principles and requesting to see any evidence related 
to these principles and their particular thresholds. Interviews with workers 
involve conducting in-depth qualitative interviews (for geographically 
tethered platforms) and quantitative surveys (for cloudwork platforms).

Whereas we (and others) have discussed the various challenges and 
ethical implications when conducting research with gig workers elsewhere 
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(see e.g., Ustek Spilda et al. 2022), in this contribution we focus on our engage-
ment with platform companies. Fairwork employs three main strategies to 
influence platforms’ practices. First, Fairwork conducts large-scale media 
campaigns when new league tables are released, to raise broad public aware-
ness about the labor practices of different platforms and thereby to mitigate 
information asymmetries between platforms and consumers. Second, 
Fairwork has launched the ‘Fairwork Pledge,’ offering corporate customers 
of digital platforms as well as NGOs, universities, and other civil society 
organizations the opportunity to make a public commitment to supporting 
fairer platform work by using platforms with better labor practices. Third, 
Fairwork also engages directly with platforms and, when invited to do so, 
provides feedback about how to improve the working conditions on their 
platforms. Hence, interviews with platform managements are not only 
engagements for data-collection purposes but are also spaces for discussion 
and direct engagement with the platforms: when evaluating the scores for 
a specif ic platform, research teams also develop detailed action plans for 
platforms to implement the Fairwork principles; these action plans are then 
discussed with the respective platform management teams.

Through its action research strategy, the Fairwork project has already 
made an impact during its f irst four years of existence. Following their 
engagements with Fairwork, several platforms have introduced changes 
to their business practices which have led to signif icant improvements for 
workers across the world, helping to mitigate contractual, f inancial, and 
informational asymmetries between platforms and workers. For instance, 
in line with the Fair Pay principle, the South African labor platform NoSweat 
committed itself to ensuring that workers earn more than a living wage in 
jobs secured via their platforms, thereby mitigating precarious work rela-
tions. Moreover, in line with the Fair Contracts principle, several platforms, 
including the Indian labor platform Urban Company, provided terms and 
conditions for workers in local and accessible language. In line with the Fair 
Management principle, various platforms such as the cloudwork platforms 
TranscribeMe and Workana have introduced institutionalized appeal mecha-
nisms to allow workers to challenge unjustif ied disciplinary measures, and 
have introduced anti-discrimination policies for clients. Moreover, various 
platforms have made public commitments to accept and engage with collec-
tive worker bodies on their platforms, among them the South African labor 
platform SweepSouth. Most recently, the Spanish delivery platform Glovo, 
operating in more than 20 countries, developed a set of policies and social 
benefits for couriers in consultation with Fairwork, policies and benefits 
that will be rolled out in countries where Glovo operates.
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However, pushing for social change by engaging with platform companies 
carries with it, as an action research strategy, several challenges for ensuring 
the independence of research and for maintaining a critical position towards 
platforms. In the next section we discuss these challenges and how we 
address them.

Challenges and Strategies for Maintaining the Independence of 
the Research Process

A central challenge for conducting action research in the gig economy that 
directly engages with platform companies lies in ensuring the independence 
of the research process and its findings. The independence and objectivity of 
research may be compromised, for example, when platforms fund research 
activities or are directly involved in the selection of workers for interviews. 
Against this background, we at Fairwork seek to preserve the independence 
of the research process and its results through three strategies. First, Fairwork 
finances its activities exclusively through third-party funding such as tradi-
tional research grants and grants for social transformation projects; none of its 
research or social transformation activities are funded directly by the platforms. 
Even when platforms solicit voluntary ratings and advice from the Fairwork 
project – as in the case of the above-mentioned cooperation with the food 
delivery platform Glovo – Fairwork does not accept any transfers of funds from 
platforms. Although this policy enables Fairwork to maintain its independence, 
the need for all research and engagement with platforms to be financed through 
third-party funding poses limits to the project’s scope of engagement. Due to 
the limitations of personnel and its financial resources Fairwork has at times 
had to turn down requests for engagement and consultancy.

Second, to ensure the independence and objectivity of its research and 
to mitigate the potential risks for workers resulting from their participation 
in our studies, Fairwork tries to recruit participants independently from 
the platforms as often as possible. Only in exceptional cases do we ask 
platforms to distribute a call for participation in interviews or surveys via 
their mailing lists or community forums devoted to worker recruitment. 
We prefer to continue our communication with workers away of platform 
interfaces and move it to third-party sites, so that the platforms cannot 
identify workers who respond to our call (see Ustek-Spilda et al. 2022). 
Interested workers can then directly contact Fairwork researchers without 
the platform being involved in these interactions. When sharing workers’ 
feedback with platforms in the rating process and making recommendations 
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for improvements to them, we ensure that all feedback is anonymized, and 
that no information is shared that would allow platforms to identify and/
or single out individual workers or groups of workers.

Lastly, Fairwork implements several measures to maintain an independent 
and critical position when establishing collaborative communication with 
platforms in the rating process. To ensure that Fairwork ratings always 
accurately ref lect actual working conditions on a specif ic platform, we 
conduct platform ratings annually so as to be able to grasp the improvements 
to, as well as the deterioration of, the working conditions on platforms. 
Treating platform ratings as a continuous process rather than a one-time 
interaction is also important, because Fairwork seeks to continuously adapt 
and strengthen its principles of fair work based on feedback from workers and 
other stakeholders. Hence, to maintain continued high ratings, platforms also 
need to continuously improve their working conditions. To that end, Fairwork 
always reserves the right to publicly criticize platforms for not meeting 
Fairwork’s standards of fair work in the platform economy – independent 
of whatever sort of relationship Fairwork may have with a platform.

Conclusion

In this chapter, we introduced the Fairwork project, an action research 
project dedicated to promoting fairer work standards in the gig economy. Via 
the rating of digital platforms according to the f ive principles of fair work, 
Fairwork provides consumers, workers and other stakeholders with much-
needed information about the working conditions on different platforms. 
In so doing, Fairwork aims to mitigate information asymmetries among 
platforms, consumers, and workers. Moreover, Fairwork creates impact with 
its annual platform ratings, as the rating process involves consulting with 
platforms to improve working conditions. A central challenge for engaging 
with platforms within the framework of an action research project is to 
maintain the independence of the research process and findings. The ability 
to acquire third-party funding for producing ratings, and for Fairwork’s 
outreach activities, has been crucial to guarantee the independence of 
Fairwork’s research so far and to maximize the impact of the project. Against 
this background, one central pathway for supporting social change towards 
fairer work in the platform economy is the expansion of funding opportunities 
for impactful action research. Government institutions and public agencies 
can play a central role in providing such opportunities by setting up funding 
programs dedicated specif ically for promoting action research projects.
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We hold that action research is a particularly apt strategy for promoting 
social change for two reasons. First, we need continued independent research 
to keep unravelling platforms’ complex management and labor practices 
and to shed light on how these practices affect working conditions on a 
planetary scale. Second, research f indings need to be linked to applied 
processes of engaging with platforms and other stakeholders for generating 
social change. Expanding those collaborations among researchers, platforms, 
workers, unions, and state actors is hence crucial for the development of 
alternative visions and practices for a fairer platform economy. Researchers 
interested in building collaborative relationships especially with workers 
and unions should, however, be sensitive to potential conflicts of interest 
that may arise when collaborating with a diverse set of stakeholders – 
including, for example, platform management and workers – at the same 
time. Transparent and open communication about the research process, 
the independent nature of the analysis, and the aims and boundaries of the 
project are therefore key for a successful collaboration between researchers 
and non-academic actors in action research projects.
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10.	 Advancing Equity through Data 
Practices�: A Transformative Model for 
Organizational Change
Muna Osman and Hindia Mohamoud

Abstract
The Ottawa Local Immigrant Partnership (OLIP) is a multi-sectoral part-
nership of seventy-nine local organizations and community representatives 
promoting the equitable integration of immigrants in Ottawa. To remove 
inequities and enhance equitable policies and practices, organizations 
need a space to better understand inequities, develop inclusive data 
practices and secure infrastructure, and strengthen their capacity to 
collect and use disaggregated sociodemographic data. To address this gap, 
OLIP developed the Equity Ottawa initiative as a platform for knowledge 
mobilization, peer support, and shared learnings, as well as to promote 
accountability. This chapter outlines why and how we did this work, what 
challenges we faced, and the strategies we used to build more equitable 
and inclusive organizations in the city.

Keywords: Organizational change; Racial injustice; Ottawa; Immigrants

Situating Ourselves: Racism, Data, and the Role of Institutions

The global pandemic and racial awakening of 2020 shone a spotlight on 
issues of social and racial justice in Canada and around the world. Like 
other countries, Canada has a legacy of racism and oppression. This legacy is 
embedded in laws, enforced by government systems, and institutionalized 
across sectors. In our contemporary context, overtly oppressive systems have 
been more recently replaced by indirect and subtle forms of social exclusion 
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and marginalization. Despite changes in how racism is expressed, these 
mechanisms are deeply rooted in our public institutions through structures 
of governance, decision-making, organizational planning, data systems, and 
service delivery. Over the last decade, organizational leaders and staff are 
becoming more aware of the individual, interpersonal, institutional, and 
systemic manifestations of racism and oppression. This growing awareness 
has led many organizations and governments to reevaluate their role in 
sustaining the exclusion and marginalization of immigrant and racialized 
communities.

In Ottawa, close to 30 percent of the population are immigrants and 
about 33 percent racialized people (Statistics Canada 2023). Immigrants and 
racialized communities continue to experience discrimination, exclusion, 
and racism (Etowa et al. 2021; OLIP 2016; Williams et al. 2022). Disparities 
faced by immigrants span across many domains of life, including housing, 
education, health, policing, and employment. Immigrants and racialized 
people are also underrepresented in the labor force and leadership positions 
and are excluded from equitable access to public services, opportunities, 
and decision-making structures (Banting and Thompson 2021; Lightman 
and Gingrich 2018; OLIP 2016). Although these inequities are complex and 
persistent, organizations are actively looking for the best ways to leverage 
the insight and perspectives of diverse people in an equitable and inclusive 
way and to respond to these gaps and the changing demographics of the 
city.

Conversations about equity, both within and between organizations, 
have occurred against the backdrop of society’s growing dependence on 
data to guide policies, decision-making, and planning. We know that qual-
ity data and information are essential for policies and services that offer 
effective solutions to the complex social, economic, and health realities that 
are products of systemic racism. Unfortunately, however, the data on the 
life conditions of immigrants and racialized people are limited. Existing 
datasets fail to disaggregate across key individual characteristics, such 
as race, ethnicity, immigration status, and gender among others (Choi et 
al. 2021). This results in outdated and fragmented information that renders 
the experiences of these communities invisible to policymakers when 
planning, allocating resources, and designing policy (Choi et al. 2021; Etowa 
et al. 2021).

Over the last decade, the Ottawa Local Immigration Partnership (OLIP) 
has served as a citywide platform to bridge the existing equity knowledge 
and capacity gaps as well as deepen organizations’ responsiveness to com-
munity needs. Through the Equity Ottawa initiative, OLIP brought together 
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diverse partners, including data stewards from across the city, community 
representatives, academic researchers, equity specialists, nonprofit partners, 
and analysts from municipal and federal governments. This initiative used 
knowledge sharing, research, and community engagement to advance 
partners’ understanding of inequity. Data systems and practices were 
central to this collaborative initiative. There was a need for population data 
on immigrants’ experiences and for systems data from institutions on the 
effectiveness of structures and services to meet immigrant needs. These 
complementary sets of data are essential to understanding the historical 
and contemporary nature of disparities, to documenting community needs 
and systems initiatives, and monitoring progress and equitable change 
over time.

Effectively addressing these issues requires commitment, relevant knowl-
edge, dedicated resources, and collective action (Banting and Thompson 2021; 
Kania et al. 2022; OLIP 2016). Although many organizations are committed 
to advancing equity, leaders lack the necessary expertise, data, and resources 
to address inequities in a meaningful way. Collective action – a collaborative 
effort by a group to achieve a common goal – can be a valuable and eff icient 
way to share resources and address inequity (Kania et al. 2022). Through 
collective action, leaders can draw on the insights of organizations which 
have successfully been more welcoming and inclusive.

This chapter describes the exemplary case study of the Equity Ottawa 
initiative as an innovative way to support the processes of organizational 
change at the intersection of equity and the dataf ication of public insti-
tutions. We review this initiative’s guiding principles, its successes and 
challenges, and the next steps to be taken. In this chapter, we highlight 
the complexity of equity issues in our dataf ied society. To guide this work, 
we take the position that while systemic oppressions inflict devastating 
impacts on immigrant and racialized communities, diverse communities 
continue to be resilient and resourceful, and their members strive for better 
life outcomes despite persistent experiences of discrimination and exclusion. 
An additional principle is that advancing equity is a two-way process, an 
acknowledgement that recognizes the reciprocal and reinforcing relation-
ships between institutions and individuals. Institutions are mandated and 
aim to serve the public in a fair and equitable way; yet, it is the experiences 
of individuals that determine whether the services they provide are, in fact, 
equitable. Institutions and individuals must work together to understand 
the nature of inequities, including what policies and practices sustain 
them, and the actions and strategies needed to ensure fair, timely, and 
high-quality access.
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Ottawa Local Immigration Partnership: A Platform for Change

Canada is a global leader in immigrant and refugee resettlement (Triada-
filopoulos 2021). The Canadian economy also relies heavily on international 
immigration to remedy increasing labor and skill shortages. Although the 
successful integration of immigrants is a national priority, all immigrants 
settle in and integrate themselves into cities, neighborhoods, and com-
munities, and thus, the process of integration unfolds at a local level. As a 
result, the local characteristics distinctly drive the nature and dynamics of 
immigrant integration, including its local culture, history, and public-sector 
infrastructure. As such, government leaders and policymakers saw the need 
to enhance cities’ local capacity to address growing issues of service gaps 
and disparities, as well as improve immigrant outcomes at a municipal level. 
To address these concerns, a collaboration in 2008 between the Canadian 
federal and provincial governments developed the Local Immigration 
Partnership (LIP) initiative to build local capacity to support and plan 
for immigrant communities (IRCC 2017). Close to 100 LIPs are currently 
operating in municipalities and regions across the country. These partner-
ships engage organizations across multiple sectors to promote local policy 
change and long-term strategic planning to support immigrant reception, 
settlement, and integration.

The LIPs, representing a unique model, have made significant progress in 
the development and implementation of innovative multi-sectoral practices 
over the last decade. Many LIPs conduct local research on community 
needs, build the capacity and cultural competence of mainstream services, 
collaborate with provincial and municipal governments, and enhance 
information sharing and strategic planning for shared priorities across 
partner organizations. These strategies and notable achievements have 
increased the understanding of and coordination on issues specif ic to 
immigrants and racialized communities in cities across Canada (CIC 2013).

The Ottawa Local Immigration Partnership (OLIP) was one of the f irst 
established from the 35 LIPs in Ontario. OLIP quickly became a partnership 
of 60 organizations working collaboratively to advance a shared vision to 
create a vibrant, prosperous, and inclusive city that is strengthened by 
diversity and the contributions of immigrants. This partnership engages 
settlement agencies, municipal bodies, health service providers, social 
service agencies, school boards, universities and colleges, employment 
service providers, employer associations, immigrant civic organizations and 
community stakeholders. Partner organizations meet regularly to facilitate 
action on sector priorities, respond to community needs, and track their 
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ongoing progress across f ive sector tables: education; economic integration; 
health and well-being; language; and socio-civic integration. Working across 
sectors, OLIP promotes strategic alignment, catalyzes community planning, 
mobilizes research and knowledge, and spearheads collaborative action 
to respond to immigrant needs and remove persistent barriers. Given its 
shared vision and governance structure, OLIP is well-positioned to support 
multi-sectoral partners in their efforts towards equitable organizational 
change, specif ically through the use of disaggregated socio-demographic 
data.

Socio-Demographic Data for Advancing Equity

On a global and a local level, information and human experiences are be-
coming more dataf ied. As such, our everyday experiences are increasingly 
quantified and captured through digital information and processing (Kitchin 
2022). We are ever more reliant on data to drive decision-making, planning, 
and resource allocation. This contemporary process of datafication is broadly 
consequential for our lives and contains the potential for immense benefits 
as well as the risk of persistent harms. These consequences are closely 
examined across diverse disciplines including political science, economics, 
critical data studies, and law, and more recently they have incorporated 
decolonial and anti-racism perspectives (Kitchin 2022). Together, these 
perspectives critically explore the intersections of power, oppression, and 
data.

Socio-demographic data are essential to understand and expose the 
complexity of inequity and the diversity of perspectives and experiences 
(Etowa et al. 2021). However, in the context of historical and contemporary 
inequities, data systems are informed and driven by deeply rooted biases 
(D’Ignazio and Klein 2023). Understanding the role of data in perpetuating 
inequity is a multifaceted process. It requires examining our approach to 
data collection, analysis, interpretation, dissemination, and use through a 
critical lens of inequity (Kitchin, Lauriault, and McArdle 2017). This lens 
highlights the pitfalls of the collection and use of data to understand the 
experiences of marginalized communities, but also the harms of data 
misuse. Regrettably, without this lens data risks harming communities by 
perpetuating stereotypes and simplistic narratives that distort complex 
issues, and by reinforcing biases (D’Ignazio and Klein 2023).

Advancing equity through data requires us to grasp several key elements. 
We need foundational knowledge of how data is used to justify and maintain 



166� Muna Osman and Hindia Mohamoud 

harmful policies and decision-making practices, historically and in our 
contemporary context. We must comprehend how processes and decisions 
driving the dataf ication of society can exclude diverse perspectives and 
experiences. We need to make visible how systems of power and privilege 
can limit who can access or benefit from this datafication process and who 
can be harmed by it. Finally, we need to include community voices to best 
understand the risks associated with personal data use, issues of privacy 
that affect marginalized people, and the way these practices compromise 
the rights of diverse individuals. We keep these issues in mind as we explore 
the building of local capacity for the collection and use of disaggregated 
socio-demographic data.

Need for Local Data Capacity

Evidence indicates that immigrant and racialized communities experi-
ence disparities across multiple life domains, including health, education, 
employment, and civic-political participation. These disparities are also 
influenced by age, gender, abilities, socioeconomic status and other vari-
ables. To understand the complexity and nature of these inequities, OLIP 
highlighted the need for timely, granular, relevant, and local data. Given the 
intersecting nature of life domains, effectively addressing disparities requires 
a multi-sectoral and collaborative approach, in addition to quality data. Yet, 
the data available to organizations was limited, fragmented, and exclusion-
ary. This work effectively addresses the social bias and inequities, and faulty 
representations inherent in the situated and contingent; it reproduces the 
oppressive systems and power structures that conceive, produce, manage, 
and analyze the data (Kitchin et al. 2017; Loukissas 2019). By working directly 
with organizations, OLIP highlights the need to address data settings as well 
as the data practices, assumptions, and systems (Loukissas 2019).

Through partner mobilization and knowledge sharing, OLIP addresses 
the need to build organizations’ capacity to collect and use disaggregated 
data to inform community planning, equitable service provision and im-
migrant integration. Yet many organizations face resource constraints as 
well as knowledge and capacity gaps; they lack diversity in their workforce 
and leadership and are siloed in their efforts. To build local data capacity, 
OLIP relies on several strategic activities, including partner mobilization, 
research sharing, and community engagement. Partner mobilization focuses 
on regularly meetings with researchers, data practitioners, and community 
members to build a shared understanding of data needs and challenges. 
Research sharing includes compiling and sharing research evidence, hosting 
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presentations by data experts, and sharing partner experiences. Commu-
nity voices are incorporated through dialogues and exemplary narratives. 
These activities involve supporting direct-service providers and training 
them to collect, analyze, and use disaggregated socio-demographic data 
to understand service use and user experiences, and to evaluate effective-
ness and identify areas of improvement. Organizations need to balance 
external funder expectations and data requirements to demonstrate their 
achievements and internal data needs. These challenges often lead to data 
duplication and ineff iciencies. In the end, data is a key tool to understand 
whether marginalized communities have services available to them that 
meet their needs and are specif ic to their context in the best possible way. 
Data can be shared across organizations to build knowledge based on effec-
tive services and programs to reduce disparities across life domains. These 
strategic activities and dedicated resources help the social services sector, 
non-prof it, and other public organizations to strengthen their capacity 
to collect and use data to promote accountability and sustainability in 
advancing equity and mitigating disparities.

Beyond Disaggregation

Although disaggregation is valuable, it is only one way of using data to 
advance equity. There are several additional considerations. Focusing on 
equity will require the incorporation of community perspectives on data 
collection and use, along with community involvement in governance issues, 
using a strength-based approach, and the examination of the systemic nature 
of inequity through multiple levels of data. It is crucial to have community 
perspectives on how data can address that community’s needs, as well as on 
what data needs to be collected, how data are used, and how their unique 
experiences are represented. As partners appreciated the importance of 
data, they needed knowledge about data management and governance 
practices. Governance includes the data standards, practices, laws, and 
regulations governing how organizations can use data. However, governance 
also includes more subtle ongoing processes and decisions about who can 
access and use the data, under what conditions, and for what purpose.

One added consideration is the importance of using a strength-based 
approach to disaggregated data. In efforts to understand inequities, research-
ers might only consider data points about deficits, challenges, and negative 
outcomes. Furthermore, service providers might use a deficit-based approach 
as a strategy to secure funding, support, or resources to address community 
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needs. However, using a deficit-based approach reinforces stereotypes and 
simplif ies the narratives about communities, narrowing our understanding 
of deeper root causes. As an alternative, we need to use data to speak to 
strengths and assets in communities as they navigate discrimination and 
exclusion. Data can also explore the ways that being under resourced and 
underserved can negatively impact communities and perpetuate disparities. 
This approach will promote a deeper understanding of inequity, expand the 
narrative to include causes, and counter and reduce stereotypes.

With increased disaggregated data, we risk individualizing our interpreta-
tion of inequities. By focusing on the individual, the burden of changing 
the particular inequity (or inequalities) is placed entirely on the individual: 
systems are not held accountable. Using data to advance equity requires 
we understand the systemic nature of oppression and how systems, poli-
cies, and practices sustain disparities. As the experiences of immigrants 
and racialized people become more visible in data, rather than place this 
responsibility solely on communities and their members, we need to hold 
governments and organizations accountable so that these outcomes can 
be improved.

Case Study: Equity Ottawa

The Ottawa Local Immigration Partnership (OLIP), with local funding 
from foundations, launched Equity Ottawa in 2012 to help committed 
organizations explore the capacities they need to become more equitable 
and inclusive of immigrants and racialized communities, in order to better 
leverage community strengths, and best respond to their unique needs in 
a culturally informed way. Since August 2012, this initiative has advanced 
three distinct phases. Phase 1 (2012–2013) and Phase 2 (2013–2016) success-
fully engaged different mainstream organizations, developed a shared 
vision, and promoted knowledge sharing through a community of practice. 
Phase 3 (2016–2019) developed and ref ined a Theory of Transformational 
Change and a corresponding Collective Action Plan of seven interconnected, 
interdependent strategies and actions that support organizations in their 
endeavors to be more equitable and inclusive. Through these three phases, 
it was clear that organizations were becoming more aware of Ottawa’s 
changing demographics, and the corresponding change in community 
needs. Organizations, appreciating the complex, multi-dimensional, and 
rigorous nature of equity work, were seeking resources and tools as well 
as equity expertise, and they aimed to learn from the experiences of other 
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partners and sectors that were further along in their journey to be more 
diverse and inclusive.

Equity Ottawa supports organizations through three mechanisms. The 
initiative helps to develop an enabling environment to support organizations’ 
efforts in the service of equity. Partner organizations attend a supportive 
community of practice as a safe peer-learning space to discuss challenges. 
The initiative compiles and shares knowledge resources with organizations 
through learning events, tools, and equity specialists.

Research and expertise on equitable organizational change conf irms 
that this process is an ongoing journey that requires active engagement 
across organizational domains and processes to focus on changing sys-
tems and internal cultures. For many leaders, this process is fulf illing and 
challenging. The benef its of this process include renewed energy and a 
rejuvenated commitment to learn from the knowledge and insights of 
diverse communities. In contrast, the process of change can be uncertain 
and unsetting for individuals and organizations, as it counters f irmly held 
beliefs and introduces novel ways of working. Therefore, exploring issues of 
inequity through collaborative efforts need to be cognizant of the individual 
processes and structural components of equitable change. The structural 
components of this process form the basis for a critical examination of the 
systems and practices within organizations that enable the implementation 
of their respective mandates. Systems originate from and are informed 
by underlying cultures and traditions that guide practices, assumptions, 
and everyday functioning of the system. Working with organizations on 
equitable change requires a systematic re-examination of internal systems 
and practices to evaluate how they impact and respond to the realities of 
immigrant and racialized communities.

To help guide this work, this initiative conceptualized a Theory of 
Transformative Change and co-designed a Collective Action Plan with 
partner organizations. The emerging Theory of Transformative Change 
recognized that progress on equity requires a multifaceted and systemic 
approach through the key levers of change. Each of these levers plays a 
distinct role in advancing equitable change. These levers include organiza-
tions, community, the public, and the broader enabling environment and 
system in which organizations are embedded. As the project works directly 
with organizations, they are an important lever of equitable change. Equity 
Ottawa informs the functioning of this lever by providing peer support 
and cultivating equitable leadership, developing strategies for change 
across internal domains, sharing knowledge to acknowledge and address 
institutional racism, bias, and power relations, and building the capacity 
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of organizations to collect and use disaggregated data for decision-making 
and accountability.

Communities are also a key lever of equitable change. Equity Ottawa 
aims to improve engagement with diverse communities and to build up 
the capacity of leadership and knowledge among community stakeholders. 
This project also engages the general public as a lever of change, through the 
building of public awareness, attitudes, and actions as well as the promotion 
of connections among residents. Lastly, organizations are embedded in a 
broader system of legislation, policies, and funding structures that can either 
hinder or enable their progress towards equity. As an enabling environment, 
this lever informs socioeconomic conditions and can enhance cross-sectoral 
peer support and leadership. Using this theory of organizational change, 
Equity Ottawa maps the levers and mechanisms of transformative change 
to eliminate institutional and systemic inequities.

The partnership co-designed a Collective Action Plan to outline the action 
and strategies needed to advance equity across domains. As a roadmap, this 
plan aims to support organizations in building a vibrant community that 
values diversity in identities and perspectives and supports the full inclusion 
of all residents. The actions outlined in the plan guide organizations in the 
strategic and meaningful efforts needed to navigate internal and external 

Organizations

• Embed equity in 
organizational cultures, 
governance, human 
resources, service delivery 
community engagement

• Provide peer support & 
cultivate leadership

• Acknowledge & adress 
institutional racism & bias, 
power relations

• Collect & use 
disaggregated data for 
decision-making & 
accountability

Levers for change:
A multi-faceted, systemic approach

Public

• Adress public awareness, 
attitudes & actions

• Promote connections 
among residents

Enabling environment & 
system

• Adress legislation, 
policies, funding, 
socio-economic 
conditions, cross-sector 
peer support & leadership

Communities

• Improve engagement 
with diverse communities

• Build on leadership assets 
& knowledge

Progress
on Equity

Figure 10.1. Equity Ottawa Theory of Transformative Change.
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dynamics in their individual journeys to address inequities and become more 
inclusive. In line with the theory of organizational change, thie Collective 
Action Plan recognizes organizations are not isolated entities. Organizations 
are embedded in social, political, economic, and cultural circumstances 
that can either advance or hinder equity efforts. The plan also emphasizes 
the power and agency of organizations and their leadership to guide and 
inform legislation, policies, and social conditions. Additionally, organiza-
tions have the capacity to intentionally or unintentionally promote and 
perpetuate systemic disadvantage. Overall, this plan outlines the strategies 
and actions needed to support organizations to achieve their goals of equity 
and inclusion.

Understanding Equitable Organizational Change

Organizational change is a complex process. It involves identifying inequities 
and exclusionary practices across organizational domains, working with 
leadership to discuss, plan, and implement more equitable policies and 
practices, and monitor these changes over time to evaluate their impact 
on the organization and on community access and wellbeing. Building 
on the previous phases, the fourth phase (2020–2022) of Equity Ottawa 
worked with partners to determine how organizations can measure and 
report their progress on implementing anti-racism strategies and the ac-
tions outlined in the Equity Ottawa Collective Action Plan. This phase 
prioritized f ive organizational domains of change that often shape and 
reflect organizational values and systems of power. Given the embedded 
nature of inequity, organizations need to examine and re-examine internal 
policies and practices. These domains include human resources, governance 
and leadership, community engagement, service planning and delivery, and 
monitoring and accountability.

These domains are interconnected and interdependent. Efforts to change 
them can be captured as a continuum. This understanding of organizational 
change is based on evidence from psychological theories of behavioral 
change, business models of organizational change management, and the 
principles guiding Equity Ottawa. In addition to its f ive internal domains, 
Equity Ottawa also includes organizations building a foundation for equity 
in organizational culture and creating an enabling environment as two 
domains of change. Organizations can consider how they can build a foun-
dation for equity through the sharing of knowledge resources across the 
organization, as well as through engagement with equity practitioners and 
via diff icult conversations on how their practices can sustain inequity and 
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how they might improve these practices. Data is essential to the success of 
this change process. Partners are encouraged to collect and use disaggregated 
data to capture individual and systems level data. This would include data 
on multiple levels of their workforce, encompassing volunteers, staff, and 
senior leadership as well as data on service users. These data need to be 
both quantitative and qualitative to capture the people involved and the 
narratives about their experiences. Systems data can span practices in 
employment, governance, decision-making, service provision, and com-
munity engagement. Organizations were expected to collect these data 
internally and to do so regularly. Partners were also keen to document their 
progress on anti-racism strategies in their organizations.

Equity Ottawa also sought to collect data to monitor progress across the 
collective. Measuring progress required collecting data on diverse organiza-
tions within and across sectors. This was a diff icult task given the different 
mandates and priorities of organizations, as well as the diversity of indicators 
and data systems used by organizations. A measurement continuum and 
standardized survey design were co-designed with partners to address 
this challenge. Through this collaboration a tool for collective monitoring 
was developed as a way for Equity Ottawa regularly to report on collective 
progress. The focus on monitoring progress recognizes the complexity of or-
ganizational change and works to measure indicators of progress throughout 
an organization. Monitoring the collective progress of partners requires an 
understanding of the mechanisms of organizational change and how equity 
was evolving or improving across partners and sectors. This approach is 
used to map a way forward for new and existing partners.

Equitable Change: Challenges and Successes

Over the years, Equity Ottawa has achieved many successes. This initiative 
has facilitated discussions and learning and knowledge events. It has sus-
tained a regular community of practice for more than twenty-eight partner 
organizations and has included more than 100 stakeholders. Specif ically, 
partner and other organization and community representatives engaged in 
webinars, conference presentations, and sector-wide meeting discussions. 
The Equity Ottawa team, with data science researchers, worked directly 
with individual partners to provide tailored feedback and training. Partners 
accessed information and resources from the OLIP website and received 
thematic meetings notes and resources through the Equity Ottawa email 
distribution list. Meetings provided a space and process for partners to 
explore concepts, articulate and analyze challenges, explore progress, and 
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exchange strategies through expert and partner presentations and facilitated 
discussions. Building awareness and knowledge was a key achievement of 
this initiative by engaging twelve external equity, anti-racism, data science, 
and organizational change experts, and connecting partners to local data 
experts to support data systems, collection, and use.

This project also came up against several challenges – among them, 
the diversity of organizations, the nature of the public sector, and changes 
among the partners – given the diversity of the partnerships and the sectors 
involved. Organizations varied in size, resources, structures, and mandate. 
Partners also have differing funding needs and challenges. This diversity can 
present challenges when it comes to developing resources and guidelines and 
supporting organizations to implement actions. Furthermore, the public sec-
tor faces challenges related to limited human, time, and f inancial resources, 
which impact the actions taken by the collective. The size of organizations 
can also give rise to specif ic diff iculties. Smaller organizations may lack 
suff icient resources but are more nimble in implementing changes to their 
policies and practices. Larger organizations, though well resourced, can face 
barriers and resistance to influencing or changing policies and practices.

The nature of public institutions can also present challenges for this initia-
tive. Public organizations can be willing and informed about what actions 
to take, but they may lack the resources required to implement and monitor 
these actions. Changes in resources and funding can compromise the scope 
and continuity of organizations’ efforts. Additionally, public organizations 
can also experience turnover in leadership and staff. In addition, changes in 
the composition of the partner groups attending the community of practice 
also presented a challenge. Staff changes meant that new representatives of 
existing partner organizations were joining the sessions and new partners 
organizations were joining the Equity Ottawa initiative. As a result, the 
project team must support partners with varying levels of knowledge and 
experience. As new partners join, the group dynamics of the facilitated 
discussions, along with the concerns and needs of partners, can shift. As 
the partnership grows and experiences such shifts, the topics covered 
need to speak to the differing needs, interests, and concerns of partners 
organizations, which vary in size, mandate, nature, and structure.

The success and challenges of this initiative also could be intertwined. 
For example, partners reported having champions among senior leadership, 
staff, and/or community partners as key enabling elements of their work; 
however, limitations of human and f inancial resources, a key challenge, 
could diminish what they ideally would have dedicated to this work. Equity 
Ottawa provided the space to discuss these challenges, as partners made 
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reference to the valuable experience and insight they have accumulated 
over the years through their participation in this initiative. Overall, partners 
perceived the community of practice to be a valuable space, providing 
learning that they share with their individual organizations. In addition 
to the dialogue that they engaged in, partners appreciated having access 
to discussion papers, thematic summaries of dialogues, and resources on 
topics related to inequity, training, and assessment tools.

Next Steps

In addition to these main achievements, this initiative continues to grow and 
plans to expand on several fronts, including the number and diversity of its 
partners, the scope of the tools and resources it provides, and the specif icity 
of the topics covered, which address new and emerging challenges. Progress 
is regularly monitored through an annual survey and interviews, and the 
assessment of the intermediate and long-term impact of actions taken by 
partner organizations on the lives of immigrants and racialized people.

We have seen partnerships grow exponentially over the years, both within 
partner organizations (by including more departments and representatives of 
a given organization) as well as by new organizations being welcomed to join 
the initiative. As organizations grow and continue to advance their actions 
and strategies, several challenges associated with data management and use 
remain to be addressed. In terms of data, the main next step for this initiative 
is to focus on socio-demographic data collection at the individual and system 
levels, to standardize data collection tools so as to promote comparability 
across partners, and to engage community members in issues of governance, 
data analysis, and interpretations, as well as data privacy and ownership.

At a population level, organizations require timely data to evaluate the 
levels of representation in leadership and their workforce, to better plan 
for community needs in service provision, and to ensure that disparities 
are reduced and eventually eliminated. However, many of the existing 
datasets at the national, provincial, municipal, and community levels 
are not disaggregated by individual characteristics such as age, gender, 
race, ethnicity, immigration status, or income, among others. Such gaps 
have serious consequences, impeding our efforts to measure, monitor, 
and evaluate equity. This lack of data can also have a cascading impact 
on planning, funding, and local disparities. Furthermore, organizations 
collect data in ways that reflect their mandates, resources, data capacity, 
and funding requirements, among other considerations. By supporting 
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partners in standardizing data collection tools, Equity Ottawa can report 
on partners’ collective progress, map the changing demographics of specif ic 
institutions, and engage community members in guiding this process.

Additionally, due to systemic oppressions such as racism, many com-
munities do not trust public institutions to collect personal data. Data can 
be perceived as bringing benef it and harm in contradictory ways. Being 
captured in data can make the experiences of inequity more visible, but it 
can also be threatening and expose diverse people to more discrimination 
and harm. To mitigate these risks, communities need to be reassured through 
increased transparency in the data process, as well as by the inclusion of 
their perspectives and by engagement with communities to incorporate 
their feedback in data use. Data are most critical for advancing equity when 
community perspectives are centered, and a strength-based approach is 
employed that highlights strengths and focuses on more than challenges 
and barriers. Using a strength-based and systemic lens on data concentrates 
on mechanisms promoting inequity in systems and practices rather than 
placing responsibility on the people targeted by oppression. Equity Ottawa 
provides a space for community members, equity experts, key stakeholders, 
and public institutions to discuss and reflect on these issues and to design 
a meaningful and collaborative way forward.

Conclusion

Data has great potential to enhance equity and social justice; however, data 
are not a panacea. This chapter outlines the case study of Equity Ottawa as 
an example of a multi-sectoral partnership bringing together academics, 
practitioners, and the social service sector to bridge the gap between research 
and practice in data science justice. This partnership was effective and 
mutually beneficial in strengthening local understanding of the situated 
and relational nature of data as well as in starting the journey to building 
capacity to collect and use disaggregated data. Working with local leaders, 
data stewards, equity specialists, and municipal-level data analysts, this 
initiative increased knowledge and awareness about inequities experienced 
by immigrant communities and the role of data in promoting equitable 
organizational change. Through collaborative knowledge sharing, data 
partnerships, and action planning, OLIP continues to work with a growing 
partnership to create a vibrant, prosperous, and inclusive city strengthened 
by diversity and contribution of immigrants through transparent and 
equitable data systems.
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through Justice-Focused Research�: 
A Case Study of the Occupational 
Hazards of Mass Incarceration
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Abstract
This case study describes the model of multi-campus collaboration 
between Hack for California and Carceral Ecologies in advancing work 
on a project examining OSHA violations in US prisons, jails, and detention 
centers. The project – originally proposed by Carceral Ecologies – involved 
wrangling open government data that was notably fractured, inconsistent, 
and politically contentious. We conclude with a discussion of how facilitat-
ing multidisciplinary collaborations around social justice focused data 
science projects can advance critical data literacy education for students 
and produce more responsible and contextualized findings. After outlining 
the challenges involved in building and sustaining such collaborations, 
such as balancing educational opportunities and producing results that 
can lead to material outcomes, we chart some pathways forward.

Keywords: Critical data studies; Environmental justice; Prison-industrial 
complex; Pedagogy

Introduction

This case study outlines a collaborative effort to examine Occupational 
Safety and Health Administration (OSHA) violations in US prisons, jails, 
and detention centers through open government data. The project was 
initially conceived by Carceral Ecologies – a multidisciplinary environmental 
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research group at the University of California, Los Angeles (UCLA) – as one 
thread of their broader investigations into the environmental injustices 
of the prison-industrial complex. While other projects led by this group 
examined EPA violations in carceral facilities and the proximity of such 
facilities to toxic sites, this project centered OSHA data in recognition of the 
degree of scrutiny imposed upon indoor occupational facilities in monitoring 
environmental health risks as compared to similar settings for non-laboring 
people. In September 2019, Carceral Ecologies began collaborating with the 
University of California, Davis’s (UC Davis) Hack for California – a group of 
data wranglers seeking to deepen understanding of social and environmental 
inequities through analysis of public data. In designing and advancing 
work on the project, collaborators came to recognize the project’s reliance 
on open government data that were notably fractured, inconsistent, and 
politically contentious.

In this case study, we discuss the project’s model of collaboration, along 
with how the project animated lessons from critical data and information 
studies (Dalton et al. 2016; Kitchin and Lauriault 2014; Iliadis and Russo 2016) 
for researchers engaged in the work. We discuss how collaborators learned 
to grapple with the tensions of presenting meaningful and actionable results 
from the data, while also acknowledging the context-dependence of claims 
made through data and the uncertainties woven through data analysis. As 
we reflect on the model of the multidisciplinary collaboration, we outline 
the challenges to building and sustaining such collaborations and chart 
some pathways forward.

Project Description: Background and Project Rationale

Hack for California was a research and learning cluster hosted in the UC 
Davis DataLab: Data Science and Informatics department from 2019 to 2021. 
The cluster convened multidisciplinary faculty, graduate and undergraduate 
students, and alumni to advance progress on data analysis projects seeking 
to deepen the understanding of social injustices facing Californians and 
beyond. Inspired by work in critical data studies (Dalton et al. 2016; Kitchin 
and Lauriault 2014; Iliadis and Russo 2016) Hack for California sought, as 
one of its underlying aims, to engage in data work both reflectively and 
reflexively. Participants were encouraged to critically examine the socio-
political provenance of datasets engaged through the work and to assess 
the representational consequences of the judgement calls they made when 
cleaning and presenting data. The group met weekly to advance work on 
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a number of projects proposed by collaborating community organizations 
and research teams. One such team was Carceral Ecologies.

Carceral Ecologies is a multidisciplinary research group based in the Life 
Sciences division of UCLA, committed to investigating the environmental 
injustices of the prison-industrial complex. Due to the many failures of 
conditions-based prison reform at a local level, which have often enhanced 
the state’s capacity to surveil, criminalize and incarcerate, the lab is at-
tempting to approach the issue from a national perspective, querying the 
environmental health risks of the system as a whole. Drawing inspiration 
from Black (Davis 2003; Gilmore 2007; Kaba 2021), Latinx and Asian (Kim 
2021), and Indigenous (CLEAR 2021) feminist practices, the lab seeks to query 
the institutional and structural violences of racialized mass incarceration 
and foster an inclusive research environment for those most impacted by 
the prison-industrial complex, who are often made to feel unwelcome in 
research. The lab is composed largely of undergraduate women of color, 
with many from the Underground Scholars Initiative (the UC formerly 
incarcerated and system-impacted student organization) and one currently 
incarcerated member who communicates via letter.

Collaboration goals centered around examining the environmental health 
risks of carceral facilities, drawing on government data. The collaborators 
gathered data from OSHA, a federal agency formed in 1970 under the OSH Act 
to set and enforce health and safety standards in private-sector workplaces. 
Key to the formulation of the project was the question of: who might emerge 
as unexpected allies in the quest for environmental justice for the millions of 
people incarcerated across the U.S? Could correctional off icers or deputies 
also be endangered by the hazards of carceral environments and thus serve 
as at least fleeting de facto allies (Sobrino 2021) in the quest for justice? As 
occupational indoor settings are much more tightly regulated than analogous 
environments for non-laboring bodies, we saw an opportunity to gain more 
insights about the dangers of the carceral built environment than we could 
glean via EPA data. We wondered whether, and if so, how the shared vulner-
abilities of the human bodies that, unevenly, occupy toxic prisons might bring 
to bear the “queer productivity of toxicity” (Chen 2012, 211) in such a way that 
it might orient carceral laborers towards conversations on decarceration and 
searches for alternative rural economies. In line with these goals, the groups 
sought to: 1) obtain OSHA inspection and violations data for prisons, jails, and 
other carceral facilities; 2) explore the potential of OSHA data to lend insight 
into health hazards; and 3) examine carceral facilities’ cumulative records.

The collaboration involved faculty and graduate and undergraduate 
students from Hack for California and the Carceral Ecologies Lab. The work 
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occurred over a period of two years, with team members shifting over time. 
Members worked at two-hour in-person working/coding meetings at UC 
Davis and Carceral Ecologies members called in via phone or video. During 
the COVID-19 pandemic all meetings moved to Zoom. Carceral Ecologies 
members played a critical role in orienting the project, interfacing with the 
US Department of Labor (DOL) at several stages for information and data 
access and conducting research on the data’s variables and context. Hack 
for California members worked on project scoping, obtaining, wrangling, 
and analyzing data. Hack for California members were volunteers; however, 
the cluster received funding from the UC Davis DataLab to provide pizza 
at in-person coding meetings and to offer a small equipment stipend to 
a graduate student supporting the project. The Carceral Ecologies Lab 
members received either research apprenticeship credit or pay as part of 
this article’s co-author Nicholas Shapiro’s research start-up funds and a 
UCLA faculty senate grant.

Project Outcomes: Framing Critical Data Analysis Work

Engaging with OSHA data animated critical lessons from information 
and data studies for the group’s members. Scholarship in these f ields has 
critiqued metaphors that position data as a natural resource to be “mined” 
or “extracted” (Puschmann and Burgess 2014), calling attention to how such 
positioning obscures the human judgements and creativity invoked in the 
production, wrangling, and presentation of data. Contrary to dominant 
discourses that idealize neutrality in data work, ethnographic research into 
communities responsible for cleaning and analyzing data has shown that 
data analysts inevitably grapple with ethico-political concerns (Seaver 2021), 
even as various social forces and institutional structures render creative data 
labor invisible (Plantin 2018; Gray and Suri 2019; D’Ignazio and Klein 2020). 
Notably, this scholarship has shown that human discernment in data work 
is not limited to later analysis and visualization phases in a data science 
workflow; what is often referred to as ‘raw’ or ‘pre-processed’ data emerge 
as a result of judgments regarding ‘what counts’ (Martin and Lynch 2009), 
classif icatory infrastructures that prioritize certain worldviews over others 
(Bowker and Star 1999), and messy social and environmental dynamics 
in data collection f ields (Ribes and Jackson 2013; Biruk 2019). Thus, calls 
from these academic f ields to engage data science work more critically and 
ethically have prompted data practitioners to investigate the cultural and 
political provenance of their data sources (Radin 2017; Loukissas 2019; Gebru 
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et al. 2020; Denton et al. 2020) and have suggested avenues through which 
such critical interventions can be woven into the data science curriculum 
(Dumit 2018; Poirier 2021).

Engaging Lessons of Critical Data and Information Studies

Throughout the collaboration, members engaged with lessons from critical 
data studies at every stage of the process, including obtaining, wrangling, and 
analyzing data. Grappling with these core concepts is critical for students 
who will go on to be data subjects, users, and analysts. We highlight a few 
examples.

Grappling with Data Semantics

The f irst step of the project involved obtaining Occupational Safety and 
Health Administration (OSHA) inspection and citation data for carceral 
facilities. Members decided to approach the objective broadly at f irst and 
obtain OSHA data for carceral facilities from all states since 1970. The De-
partment of Labor (DOL) offers an API that allows users to obtain its data 
products; however, the API calls were not working due to a DOL technical 
error. The DOL also offers an interactive tool that enables users to obtain and 
subset enforcement data by clicking on different f ilters and downloading 
a dataset of the exact records desired. Members used the tool to f ilter the 
OSHA data to only include records with a Standard Industry Code (SIC) 
9223, which is supposed to identify Correctional Institutions. While the 
tool quickly summarized the number of inspections, initial violations, 
employees exposed, penalties, and accidents, the group received an error 
message that they could not download the data because the f ile size was 
too large and were redirected to download data f iles that had not yet been 
f iltered, aggregated, or analyzed from the DOL OSHA Enforcement Data 
Catalog. Through the manual effort to subset carceral facilities from this 
downloaded dataset, members realized that several carceral facilities in the 
dataset were missing SIC codes. Relying on SIC codes to identify carceral 
facilities in the data would delimit what would come to count (Martin 
and Lynch 2009) as a carceral facility in the data analysis. In response to 
this issue, members developed a dictionary of keywords often appearing 
in carceral facility names by which to additionally f ilter the data. While 
this identif ied more carceral facilities than the API or the interactive tool 
would have identif ied, it still posed limitations. The team acknowledged 
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that carceral facility names could be obscure (such as those appearing as 
acronyms) and indetectable via keywords alone. This practice prompted 
members to reflect on deeper questions: How do we def ine ‘what counts’ 
as a carceral facility? Why might there be inconsistencies between our 
own definitions and those of the agencies responsible for monitoring those 
facilities? Under what conditions are certain facilities unaccounted for?

Understanding the Social Dynamics Underlying Data Collection

After subsetting the data to carceral facilities, members grappled with 
how to focus the analysis. To scope the work, members f iltered the data 
to investigations that were either closed or unresolved between 2010 and 
2019. One co-author, having previous knowledge of OSHA jurisdictional 
issues, examined investigations by state and facility type (federal, state, and 
private). The OSH Act initially excluded state and federal employees from 
coverage. Almost half of states lack occupational safety and health coverage 
for federal or state employees, called “federal OSHA states” (OSHA, n.d.). 
In the data, we identif ied that seven federal OSHA states did not have any 
inspection records during the ten-year time period. An additional nine had 
no investigations for private or state-run facilities, although these states had 
investigated some federal facilities. Some states have OSHA-approved State 
Plans providing additional coverage for state/local government workers 
and/or stricter regulations for the private sector. Of those with state plans, 
there were thirteen with no investigations of private facilities during the 
time period. Members realized that while private-sector workforces were 
under the purview of federal OSHA, hardly any private carceral facilities 
appeared in the data. Additionally, given the lack of OSHA coverage for 
federal and state workers in many states (particularly the Midwest and 
South), it was hard to compare them to states with more comprehensive 
regulations covering private and public workers (like California).

Scoping the project involved learning the underlying social dynamics 
of data collection that influence what appeared in the records. Members 
realized that differences in OSHA jurisdiction meant that the scope of 
enforcement activities might vary, making potential comparisons between 
states challenging. Members learned that OSHA’s budgetary limitations 
meant that investigations were often motivated by complaints, leaving 
many potential violations uninvestigated (Weil and Pyles 2005). Addition-
ally, prison workers are exempt from federal OSHA purview (Montoya-
Barthelemy 2019). Finally, the Federal Bureau of Prisons operates a health 
and safety program for staff and prisoners, but the program’s data are not 
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publicly available. Considering these dynamics, the members focused the 
analysis on California’s carceral facilities.

Politics of Interpretation and Presentation

During exploratory and descriptive data analysis, students began to 
understand the potential political implications of how they presented 
results. For example, cited facilities had records indicating an initial penalty 
followed by a current penalty that the facility actually paid. Some facilities 
received lower current penalties than had initially been assigned, and at 
least one facility had a citation marked as deleted. The students grappled 
with how to interpret changes in the penalty amount. Did a lowered penalty 
signal that the facility had successfully decreased their liability via OSHA’s 
contestation process but the extent of the harm remained the same? The 
data provided no transparency regarding why a citation would result in a 
decreased penalty. The students learned that the data reflect a contested 
process in which facilities can challenge citations and penalty amounts. 
While data users can see the amount of monetary change, the reasons for 
the change remained opaque to them. Members grappled with how to think 
about and present these changes.

Similarly, members discussed how the interpretation of missing data 
could potentially reflect a particular politics. For example, only two of the 
149 California carceral facilities investigated during the ten-year period 
listed any hazardous substances. Members struggled with how to interpret 
this f inding. If no hazardous substances were listed, did this mean that 
the facility was free from hazard during the investigation or were hazards 
potentially unrecorded? The members learned that how they coded, inter-
preted, and discussed missingness could either present a picture of facilities 
performing well or could cast doubt on record-keeping.

Student Pedagogical Outcomes

Hack for California and Carceral Ecologies were explicitly focused on social 
justice projects that centered on marginalized communities. Engaging 
with lessons from critical data studies was vital to ensure that the projects 
remained true to those roots; for example, acknowledging that the data 
were partial and likely missed hazardous incidents that went unreported. 
Presenting missingness as ambiguity over the certainty that a prison was free 
from hazard was critical for students involved in the work as they reflected 
on the political implications of data analysis and presentation. In addition 
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to learning the skills of the research process (scoping a project, wrangling 
messy data, producing and presenting data analyses), the students learned, 
critically, the importance of examining data’s context and of the careful and 
thoughtful interpretation of results. These myriad skills provided important 
professional development for the students involved, helping them to be 
not only expert data analyzers but also critical data analyzers – attuned to 
the sociopolitical contexts of data production and reflective of the ethico-
political judgement calls made in their own data practice.

As a result of the project, members produced a Data Wiki documenting 
decision-making during data extraction and wrangling. The Wiki detailed 
different methods for obtaining OSHA data, described data quality issues 
encountered during cleaning steps such as standardizing facility names, 
documented how members decided to handle these issues, and considered 
how their re-coding might impact analysis. Additionally, it included a list of 
data definitions and resource links to help users gain a deeper understanding 
of how variables are defined and created by OSHA, as OSHA’s Data Dictionary 
lacked deeper contextual information and even basic violation code identifiers 
that are not publicly available. The Wiki also identif ied potential variables 
for examining health hazards. The group produced reproducible code for 
extracting and cleaning OSHA data (Hunter et al. 2021) and a publicly available 
table demonstrating facilities’ cumulative health and safety record for the 
variables identif ied. The table encouraged users to think about how they 
might conceptualize hazards by sorting and filtering the interactive columns. 
Finally, skills developed on the project helped one student to apply for and 
receive a two-year data science fellow position with a government agency.

Conclusion: Opportunities and Challenges

The interdisciplinary nature of the collaboration provided an important 
opportunity for students and the project as a whole. With the project conven-
ing diverse expertise in areas such as the carceral system, environmental 
health and justice, statistics, and computer science, skill sharing between 
members with different backgrounds often facilitated engagement with 
critical data studies topics, encouraging members to think beyond the 
confines of narrow disciplinary expertise.

Still, the collaboration faced a number of challenges. Hack for California 
and Carceral Ecologies operated according to different models. Carceral 
Ecologies was a research lab requiring students to work six hours per week 
in the lab. Hack for California followed a drop-in model, with volunteers 



Advancing Critical Data Literacy through Justice-Focused Research� 187

contributing to a project for two hours each week. Differing levels of com-
mitment, turnover, and working time occasionally created barriers to project 
advancement. Future collaborations might intentionally engage in dialogue 
about how members will structure and pace their work together.

Many students joined both groups to learn research and data analysis 
skills. However, given the unstructured nature of the project, the messiness 
of the data, and the students’ precursory experience with project design and 
implementation, members at times had diff iculties scoping out milestones, 
organizing tasks, coding, and performing data analyses. While these strug-
gles prompted important conversations and reflections on critical data 
studies topics, more extensive initial training could have supported more 
meaningful engagement. To this end, in its second year Hack for California, 
with contributions from Carceral Ecologies, ran a three-day workshop series 
on the basics of collaborating via GitHub, extracting open data via APIs, 
producing descriptive data visualizations, writing data documentation, and 
submitting public records requests. Requiring certain course prerequisites 
could have further supported the success of the collaboration and project.

Finally, the dual goals of advancing critical data literacy and producing 
results that examine and address carceral and environmental injustice at 
times became unbalanced, with pedagogical outcomes seemingly taking 
precedence over material outcomes. However, we came to realize that 
making a difference with data can take many forms. In this case, the most 
significant critical interventions involved documenting how social dynamics 
influence data collection, issues in data quality, and ambiguities in data 
missingness. Such documentation helps contextualize evidence and mobilize 
efforts to advocate for improved data infrastructure.
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12.	 Empowering Citizenship Through 
Academic Practices�: The Case Study of 
Amazonian Civic Media
Acilon H. Baptista Cavalcante and Ana Claudia Duarte 
Cardoso

Abstract
This chapter focuses on the potential contribution of academic practices 
to the training of young people for civic action in the periphery of an 
Amazonian metropolis. The text presents an account of the Data Firme 
project, carried out from 2018 to 2020 by a partnership of professors, techni-
cians, and students from the Federal University of Pará. Data Firme used 
Design Thinking strategies to co-create media practices that disrupted the 
mainstream narrative, giving visibility to the area’s cultural, social, and 
economic life and fostering civic movements with the support of digital 
media; such efforts form a central component of citizenship-building. 
This organized action resulted in social innovations being introduced in 
the relationship between community, media, and government.

Keywords: The Amazon; Civic media networks; Media practices; Informal 
settlements; Urban youth networks

Introduction

What difference can academia make in environments where there is social 
vulnerability? In addition to the obvious answers, based on scientif ic efforts 
aimed at solving problems – be they physical, social, or environmental in 
nature – this chapter presents a project that developed an unusual approach, 
strengthening a civic media network in areas with very little representation 
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in the city where they are located. This was a research and extension project 
developed at the Federal University of Pará, aimed at strengthening the 
population living on the periphery of Belém, the oldest and second largest 
city in the Brazilian Amazon (f igure 12.1). The project, called Data Firme, 
worked with twelve young residents from Terra Firme, a district located in 
a f lood-prone area that belonged to the Federal University of Pará; infor-
mally occupied, it was basically a landfill that had been built upon by the 
population. The project was led by young residents from Terra Firme who 
had entered university through the special access program created by the 
Quota Law (Federal Law 12711/2012), which enabled differentiated access 
for Black, Indigenous, and low-income populations, as well as people with 
physical disabilities, in order to increase the representation of these groups 
in public higher education.

The Data Firme project, which ran from 2018 to 2020, was f inanced 
by government funds and generated results that are just beginning to be 
felt by Terra Firme’s population. These results will be analyzed through a 
consideration of transformations: those that took place in the relationship 
between the media and the community; in the government’s relationship 
with the community; and in the social transformations triggered by training 
the young people who took part in the project.

The products delivered by the project were a web series, which registered 
the history and the living conditions and culture within the district, using 
testimonies from the residents themselves, and the creation of the Social 
Cartography of Terra Firme II, an action consisting of a series of activities 
that highlighted the daily problems experienced in the district due to a lack 
of sanitation, the precarious conditions of the streets, and the residents’ 
lack of access to services.

Initially, this chapter adopts a socio-spatial-historical approach (Soja 
2010) to characterize the Terra Firme district. It goes on to present the Civic 
Media Networks project, then ends with a reflection on the results and on 
how the academy can make a difference in contexts of social vulnerability.

Terra Firme: From Occupation to the Civic Media Networks

The occupation of the district occurred in a spontaneous and unplanned 
manner. In addition to there being neither organized road systems nor the 
provision of basic infrastructure, due to a land ownership impasse, a progres-
sive densification took place. The occupation took over peoples’ backyards and 
then spread to concrete slabs over the existing houses, which thus classif ies 
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it as a precarious settlement. Towards the end of the 1960s, Terra Firme’s 
population was 4,250 (Penteado 1967), but then, with all the transformations 
in the Amazon Region, the area would take in huge numbers of poor migrants, 
and by 1991 there were 59,231 residents in the district (Rodrigues 1996). In 
parallel, the city of Belém soared in population from 633,374 inhabitants in 
1970 to 1,244,689 in 1991. Thus the city grew by 96 precent and the district 
experienced an impressive 1293 percent growth in its population.

Such intense urbanization is one of the main reasons given for the prob-
lems faced by residents today. The name Terra Firme has a certain irony since 
83.75 percent of the district’s 433 hectares are f lood-prone areas (Pegado 
et al. 2014). During the 1980s, a period of major growth, the buildings and 
streets were largely made of wood, set on stilts and planks. There was no 
access to running water, nor was there any type of sewage system, and the 
streets were paved with solid waste (garbage and rubble) that came from 
the formal city (interview by Francisco Batista, 2019).

This type of occupation has occurred on the floodplains of the city, which 
are extremely f lat areas intersected by small rivers, and have received 
large contingents of migrants from the interior, which was also undergo-
ing an intensive restructuring process. These areas are made up of dense, 
informal neighborhoods that currently constitute the ‘nearby’ periphery 
(See f igure 12.2) (Lima et. al. 2015, 161), given its proximity to formal and 
high-income districts within the current metropolitan center. There has been 
a trade-off between ease of access to public services and equipment for the 
migrants from that particular location and the inadequate conditions of the 
site for this type of occupation, which over three decades has resulted in the 
consolidation of this low-income district and in an improvement in the living 
conditions of the families that have settled in the area (Cardoso 2007, 83).

In addition to the physical precariousness and the land conflicts, one 
other factor has stigmatized the population, which is the labeling by public 
opinion of this area as an ‘invasion’. This last aspect has been heavily played 
upon by the local media, which has portrayed this type of occupation from 
a perspective of marginality.

Canclini (2008) categorized such media practices as being part of a dis-
information strategy, stating that “there are policies to distort and conceal 
information, such as the government and media strategies to concentrate 
and exclude large sectors of society, thus rendering them invisible” (Canclini 
2008, 17). Indeed, this idea exposes the media’s aim to create a homogenized 
idea of life in the city, thereby obscuring everything that deviates from ideal 
conceptions of a street, house, or district.

Over time, popular pressure has resulted in improvements in some of 
the social (education and healthcare services) and physical (water supply, 
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sanitation, and drainage) infrastructures, and in the recognition of the area 
as a ‘low-income district’ (Cardoso 2007). However, this consolidation process 
has proved to be incomplete and the residents of the district currently live 
not only with the aforementioned problems but also with violence. During 
this decade, the low-income districts of the southern region of Belém have 
recorded the highest homicide rates and they suffer from the actions of 
militia groups and drug cartels.

During the 1990s, a type of media entertainment emerged in Brazil that 
explored urban violence on the periphery. It became known as community 
journalism but mainly worked with police news. Until the 2010s, Belém had 
five television programs, three radio programs, and two printed supplements 
dedicated to this type of content (Cavalcante 2020, 75).

A turning point came in 2014, after the so-called Belém Massacre. After the 
death of a militia police officer, one night of violence across nine peripheral 
districts saw eleven young people killed by a militia group as retribution. These 
sorts of ‘responses’ – actions to control the peripheral population through 
fear – have been taking place in Belém since 1996. With regard to public 
opinion, the media practices up to then have served to render this population 
invisible, as cited by Canclini (2008). From 2010 onwards, the stereotypical 
image of those living on the periphery as being marginal was so widespread 
that even these massacres’ victims had resigned themselves to the violence 
they suffered. It was at this point that a change took place in media practices, 
which transformed the way the image of the periphery was portrayed.

Media practices are composed of meaning, competence, and materiality 
(Lunemborg and Raetzch 2018, 22), which are interconnected and function 

Figure 12.2. The nearby periphery districts inside the current metropolitan center. Elaboration: Elis 
Brazil, source: CTM/PMB, 2013.
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through mutual reinforcement of the others. However, once the connec-
tions between the elements are broken, the practices attached to them also 
disappear, yielding new practices that re-emerge from what had existed. 
In the case in question, two changes contributed to the transformations. 
The f irst was the presence of a group of young people who, although they 
were born in the district, had access to a university education and so were 
much more aware of their role in society; they would reject the stereotypical 
‘marginalized’ image that had been imposed onto them. The second change 
was to put an end to the monopoly on the narrative, which was achieved 
through the expansion of digital inclusion via access to smartphones and the 
internet. The expansion of telecommunication networks on the periphery 
occurred via the specif ic design of data packages intended for consumption 
by the low-income population. Among the metropolitan regions of Brazil, 
greater Belém is particularly exceptional for its 96.4 percent rate of con-
nectivity, thanks mainly to the use of smartphones (Cavalcante 2020, 80).

Thus, fear gave way to indignation, which in turn led to action. Through 
digital media networks, the young people began to organize protests and 
to produce audio-visual content in order to raise public awareness. These 
actions made it possible to classify the groups that formed as civic media 
networks (Zuckerman 2014; Castells 2017); this emerging movement led to 
the proposal of the Data Firme project.

The Civic Media Networks in Terra Firme

Civic media networks, a global phenomenon, began around 2008 through 
movements such as Iceland’s ‘Kitchenware Revolution’ and the Arab Spring 
(Castells 2017). They are characterized by a deep dissatisfaction among young 
people regarding the forms of participation offered to them in public debate; 
thus they become engaged in new forms of conducting politics (Zuckerman 
2014; Castells 2017; Kahne et al. 2014).

After the Belém Massacre, young people used email groups to organ-
ize protests and debates, and through this mobilization, the leaders of 
the movement met and formed the f irst civic media group, Tela Firme 
(Interview with Ingrid Louzeiro, 2020). Tela Firme’s performance led to a 
Parliamentary Commission of Inquiry investigation into the actions of the 
militia police, thereby bringing visibility to the problem in a way that reached 
academics and members of the arts community. However, public opinion 
and mainstream communication channels still needed to be reached, since 
media practices remained the same in the years that followed, even though 
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Tela Firme had kept producing content and sustained its activism through 
social media.

In 2017, talks were initiated to build a partnership between the university 
and the Tela Firme Group, propelled by the presence of some of the group 
in undergraduate courses, such as those that regarded arts, pedagogy, and 
multimedia projects. The main result of this partnership was to formalize 
the Data Firme extension project, presented below.

Data Firme

The project off icially began in 2018 and was completed in May 2020. It 
emerged out of the Digital Language Incubator of the Faculty of Visual Arts, 
and a research project linked to the Postgraduate Program in Architecture 
and Urbanism (PPGAU), both from the same university.

The methodology adopted to build the ideas guiding the project was 
Design Thinking, which focuses on the construction of the process. In the 
words of Tim Brown, design thinking is “an exploratory process; done right, it 
will invariably make unexpected discoveries along the way” (Brown 2009, 15), 
which allows interaction with people in three stages: “an inspiration space, 
in which insights are gathered from every possible source; an ideation space, 
in which those insights are translated into ideas; and an implementation 
space, in which the best ideas are developed into a concrete, fully conceived 
plan of action” (Brown 2009, 63).

In this outline of action, the project defined the following axes: Promoting 
Citizenship, Increasing Income, and Constructing Social Capital. The table 
below presents the objectives generated within each of these three axes of 
action.

Table 12.1. � The categories and impact desired by civic media groups when Data 

Firme began. These categories are grouped according to the Practical 

Guide to Generating Impacts – Artemisia – (2017)

Category Objective

Promoting Citizenship Increase the visibility of those in low-income and excluded groups.
Physical access to the market for the sale of low-income production.

Increasing Income Better market channels for small businesses.
Constructing Social 
Capital 

Increase a sense of belonging.
Increase in self-esteem related to presence in the neighborhood.
Building a social network of trust, reciprocity, and cooperation 
with development. 
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After the objectives were agreed upon, the creation of the idea began: this 
was the stage where the products to be executed by the project were defined 
– namely, the seven episodes of the web series about Terra Firme and the 
Social Cartography of Terra Firme.

To set the action plan into motion, twelve undergraduate and postgraduate 
students were selected, all of whom lived in the district and were involved 
with civic media groups. In addition to the students, the project relied on 
f ive audio-visual professionals and two geographers, also residents of the 
district. Professors from the course on Technology in Multimedia Produc-
tion also participated; supervision was provided by a PPGAU professor 
(who supervised the master’s dissertation developed on the project); and 
another group from Terra Firme also took part: Ame o Tucunduba [Love the 
Tucunduba River], a collective of eight university students who promoted 
awareness-raising actions in the Tucunduba River basin.

The work plan activities were divided into four stages: planning, research, 
production, and post-production. Quantif iable goals were established for 
each stage, to be assessed at the end of the project. During the planning 
stage, the selected team was trained through workshops on scripting, plan-
ning, and Agile project management, and via meetings with university 
students. During the research phase, documentary research was conducted, 
interviews were f ilmed with residents from the f irst waves of occupation 
in the district (totaling more than 20 hours of recorded interviews), the 
Data Firme Hackathon was held by Ame o Tucunduba with the support of 
Tela Firme, and the II Social Cartography of Terra Firme, conducted by Tela 
Firme under the supervision of the geographer Francisco Batista, a leader 
from the district and the group.

The cartography f ieldwork mobilized residents from the neighborhood, 
who collected information classif ied into six categories: Religion, Com-
munity and Cooperative Entities, Education, Commerce, Services, and 
Leisure, in addition to reviewing the databases referring to the road structure 
in the district (f igure 12.3).

The cartography data were compiled into spreadsheets, which served 
as material for one of the videos in the web series, and were made avail-
able through digital networks, on f lash drives, and in printed form. 
OpenStreetMap was used, which is a kind of Wikipedia of Maps (Meir 
2015, 14) since there is an international community of contributors that 
feed it. OpenStreetMap was selected because it has advantages over other 
cartographic tools, such as ArcGIS, for this particular type of survey. It is 
online, it enables collaborative, shared contributions, it provides cloud 
storage, and it facilitates the development of applications for cell phones.
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At the end of the project, 300 boxes, with kits made up of printed maps 
and a f lash drive with videos and a digital version of these maps, were 
shared with schools and with social actors to replicate the data across the 
community. The engagement achieved during the process was so intense 
that it attracted the attention of the city’s main communication vehicles and 
helped to bring about changes in media practices concerning the district.

What Difference Did Data Firme Make?

A project built in collaboration with the community runs up against many 
academic challenges. First, within the academic environment, there exists 
an outdated, mistaken, and elitist belief that positions the researcher on 
a higher plane than the public. It is not uncommon for teachers, however 

Figure 12.3. Comparison between Google Maps and Open Street Maps updated for the Social 
Cartography. The red circle shows missing streets in the Google platform. Using OSM icons, the 
project added churches, community centers, shops, and services to the digital platform. Author: 
Acilon Cavalcante, 2020. Source: https://terrafirme.cartografiasocial.com.br/.

https://terrafirme.cartografiasocial.com.br/
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well-intentioned, to believe they possess the answers to social problems. 
They frequently fail to appreciate the knowledge of residents concerning 
their own daily lives. On this particular point, one of the main merits of 
the project was that the civic media groups were the protagonists and the 
cooperation evolved according to their perceived needs.

Another challenge encountered was the issue of how to deal with techni-
cal problems. The work was conducted professionally, but it involved students 
who, for the most part, had never experienced working with multimedia 
projects in a job setting. Here, the professionals and teachers participating 
in the project had to take on a supervisory role, trusting that the results 
achieved represented the best possible outcome given the unavoidable 
limitations. Nevertheless, due to inexperience, the schedule was delayed, 
although the production quality was assured, thanks to the level of engage-
ment of the students and of the Terra Firme community.

Data Firme contributed to the training of students, not only in the use 
of technological resources but also via their understanding of their role in 
the world. During the activities, other civic media groups emerged in the 
district that had relationships with the students working on the project 
(f igure 12.4). Their activities increased their visibility, leading to changes 
in the relationship between the community and the media, and between 
these entities and the off icial discourse.

These changes were felt the moment the results were presented to 
the public. On October 16, 2020, the day the cartography products were 
launched at Terra Firme, there were radio interviews, television programs, 
and articles published in the city’s print newspapers regarding the initia-
tive. The visibility of the district increased in the mainstream media, a 
repercussion of the heightened awareness displayed by the youth groups on 
social media. In 2019, Tela Firme’s fan page had 7,000 followers, and none of 
the posted content had reached more than 26,000 views. By May 2020, the 
page had reached 13,000 followers, and between January and May of that 
year, twelve posts attracted 17,000 to 600,000 views (f igure 12.4). The post 
that achieved the greatest visibility was precisely the post that presented 
the party celebrating the entrance of young people from the neighborhood 
into the university.

The relationship between the public authorities and the district’s popula-
tion has also changed. As of 2019, Ter Paz, Territórios pela Paz [Be in Peace, 
Territories for Peace] became the state government’s main public security 
‘pacif ication’ program and a series of social programs were introduced 
around the peripheries. However, the program’s organizers encountered 
great diff iculties in engaging the population that was supposed to benefit 
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from it. They began with top-down strategies, selecting f igures in the com-
munity who would replicate the proposals for the actions to be taken, thus 
persuading residents to participate in these social programs. In 2020, after 
the initiative had been running for two years, its results demonstrated 
that this strategy had not worked. It was then that the idea of a socially 
innovative intervention emerged at the Secretariat of Citizenship, and 
civic media groups such as Tela Firme started to be hired to promote Ter 
Paz within the communities.

In August 2021, Tela Firme was the f irst group to be hired and, using the 
collaborative networks it has established with other civic media groups, it 
has already operated in f ive districts, training 120 young people in actions 
related to citizenship.

Particularly outstanding among the results achieved by Data Firme is the 
training people have received based on this experience. Two students from 
the university joined, inspired by the project: Izabela Chaves in Cinema, and 
Walbster Martins in Multimedia Production. Both have pursued work in 
the area of human rights and have taken the lead, putting forth new visions 
of the world. Another student, Ingrid Louzeiro, was one of the founders of 
Tela Firme in 2014, and during the Data Firme period she began her master’s 
degree. Not only was she one of the students most engaged with the com-
munity and the development of the work, but she also took her learning to 
City Hall, where she currently works developing an adult literacy program. 
This sample, of just three of the twelve students from the project, indicates 
the tendency of the reciprocal transformation of the young people and the 

Figure 12.4. Timeline showing new civic media groups in the Terra Firme district since the Belém 
Massacre in 2014. It also shows the number of Facebook followers up to May 2020, and the vis-
ibility of Facebook posts reaching 20,000 views between July 2019 and May 2020. Before July 2019 
there were no posts with 20,000 views. Author Acilon Cavalcante, 2020.
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institution after the passage of the quota law, which is now at risk of being 
overturned by the current Brazilian government.

Conclusion

Educating young people is the main mission of the public university system 
in Brazil. It is essential, however, that higher education extends beyond 
merely producing professionals for the job market. Professionals should also 
be citizens who are aware of their role in the world. Access to the Federal 
University of Pará by the residents of the Terra Firme district, combined 
with the expansion of digital access, has begun a fast-track movement 
of social reengineering that has the potential to transform the lives of 
residents on the periphery. These transformations have re-presented these 
previously invisible individuals to the local society, with repercussions felt 
both in the media and in the off icial discourse. Nevertheless, there is still 
much to be done before the mission of promoting social justice and equal 
opportunities in the university will be achieved. Finding ways to confront 
media practices that exclude and enhance vulnerability was admittedly 
a small step. Still, it has been a signif icant step for the people living in 
districts like Terra Firme.
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13.	 Speculative Data Infrastructures�: 
Prototyping a Public Database on 
Corporate Tax Avoidance
Jonathan W. Y. Gray

Abstract
This chapter examines and reflects on three ways of workshopping ‘data 
in the making’ – redesigning, prototyping, and interfacing – drawing on 
activities leading towards a collaborative public database on the economic 
activities and tax contributions of multinational corporations. It examines 
how prototyping data infrastructures may serve as a method to engage 
with organizations, groups, and communities who are concerned with 
or affected by an issue, in order to materialize problems and to support 
learning which may go on to inform advocacy, policy, and reporting 
activities. It draws on ‘engaged research-led teaching’ activities with 
King’s College London, the Public Data Lab, and the Tax Justice Network 
to consider formats for critically engaging with data as a medium for 
issue articulation.

Keywords: Data studies; Participatory design; Engaged teaching; Tax 
justice

Introduction

How much tax do multinational corporations really pay? How much are they 
avoiding? What difference could it make if national and international rules 
were strengthened in order to tackle multinational tax avoidance? Since the 
turn of the millennium, tax justice advocates have argued for Country-by-
Country Reporting (CBCR) standards that would disclose how corporations 

Schäfer, M.T., K. van Es, and T.P. Lauriault (eds.), Collaborative Research in the Datafied Society: 
Methods and Practices for Investigation and Intervention. Amsterdam: Amsterdam University 
Press, 2024
doi 10.5117/9789463727679_ch13
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avoid tax, including through profit-shifting and other mechanisms (Kohonen 
and Mestrum 2008; Leaman and Waris 2013; Tax Justice Network 2015; 
Seabrooke and Wigan 2015b). Although earlier proposals were initially 
widely critiqued and rejected by many accountancy professionals, CBCR 
has subsequently made it into law and policymaking around the world, 
including at transnational bodies such as the OECD and the European 
Union (EU).1 Most multinational f irms do not yet have to publish CBCR 
data, but some of them do – particularly those operating in sectors where 
there are CBCR rules, such as extractive industry companies in the United 
States and f inancial institutions with operations in the EU.2

This chapter explores some of the things we have learned from an over-
lapping series of projects and activities exploring and critically engaging 
with CBCR data over a f ive-year period (2016–2021). It focuses on a series 
of workshops with CBCR data undertaken with members of the Tax Justice 
Network and the Open Data for Tax Justice initiative, as well as students 
and researchers at King’s College London and the Public Data Lab.3 Social 
and humanities researchers are used to ‘workshop’ texts. But what kinds 
of formats, we should ask, might be used to workshop data? Furthermore, 
how might one workshop data when there is not already a dataset or data 
collection to hand around, but where data is scattered, partial, not-yet-
completed, or “in the making” (Latour 1988)? Thinking along with recent 
work on formats such as the “data sprint” and the “technocultural workshop” 
to support encounters with digital data, methods, and devices (Munk, 
Meunier, and Venturini 2019; Venturini, Munk, and Meunier 2018; Berry et 
al. 2015; Coté and Pybus 2016), the following sections explore three ways of 
workshopping data-in-the-making: redesigning, prototyping, and interfacing.

In alignment with work on data feminism (D’Ignazio and Klein 2020), situ-
ated data analysis (Rettberg 2020), data hermeneutics (Acker 2015; Gerbaudo 
2016; Poirier 2021), and participatory data design (Jensen et al. 2021), these 

1	 See, for example, OECD BEPS Action 13 https://www.oecd.org/tax/beps/beps-actions/ac-
tion13/ and EU CBCR rules pertaining to multinationals, extractive and logging industries: https://
ec.europa.eu/info/business-economy-euro/company-reporting-and-auditing/company-reporting/
public-country-country-reporting_en.
2	 This includes, for example, Section 1504 of the Dodd Frank Act in the United States, and the 
EU Capital Requirements Directive IV (CRD IV).
3	 Thanks to Liliana Bounegru, Alex Cobham, Javier Garcia-Bernardo, Cristina Fernandez, 
Franki Hackett, Petr Janský, Danny Lämmerhirt, Anna Powell-Smith, Stephen Abbott Pugh, 
our data journalism students at the Department of Digital Humanities, King’s College London, 
colleagues at the Public Data Lab, and all who took time to advise, support and be involved in 
these workshops in various ways. For more information, see https://publicdatalab.org/projects/
corporate-tax-data/.

https://www.oecd.org/tax/beps/beps-actions/action13/
https://www.oecd.org/tax/beps/beps-actions/action13/
https://ec.europa.eu/info/business-economy-euro/company-reporting-and-auditing/company-reporting/public-country-country-reporting_en
https://ec.europa.eu/info/business-economy-euro/company-reporting-and-auditing/company-reporting/public-country-country-reporting_en
https://ec.europa.eu/info/business-economy-euro/company-reporting-and-auditing/company-reporting/public-country-country-reporting_en
https://publicdatalab.org/projects/corporate-tax-data/
https://publicdatalab.org/projects/corporate-tax-data/
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approaches are intended to support critical engagements with the question 
of what role data may play in relation to societal issues – engagements that 
are grounded in social and cultural research as well as in collaborations 
with activist, civil society, and community groups.

Who and What Is Data For? Redesigning Data Infrastructures

We started with a series of smaller workshops with researchers and ac-
tivists on the prospects of a public database dedicated to the economic 
activities and tax contributions of multinationals. These workshops took 
place against a background of research on the politics of public data 
that emphasizes the ‘opening up’ of existing institutional data, towards 
experiments in citizen and civil society data gathering and engagements 
(Gray 2016; Gray, Lämmerhirt, and Bounegru 2016; Gray 2018) as well 
as what we have called “data infrastructure literacy” which is “not just 
competencies in reading and working with datasets but also the ability to 
account for, intervene around and participate in the wider socio-technical 
infrastructures through which data is created, stored and analysed” (Gray, 
Gerlitz, and Bounegru 2018, 1).

Rather than starting with datasets and exploring what can be done 
with them – the premise of many hackdays, hackathons, challenges, and 
fellowships – we started with an approach that sought to prioritize com-
munities, issues and questions. The aspiration was to be community-centered, 
issue-centered and question-centered rather than data-centered. Engaging 
with civil society groups, nonprof its, and researchers, we sought to elicit 
pressing questions as well as the contexts in which these questions arose. 
An overview of the lines of inquiries and approaches from these workshops 
is included in Table 13.1.

Community snowballing with workshops, conversations, and online 
materials were used to gather a network of people who were interested 
in using public data on corporate tax avoidance in their work, which later 
became the Open Data for Tax Justice initiative.4 With this broader group 
we could gather questions that related to their work: Which companies 
are avoiding tax in my country? How much prof it is declared by mining 
and petroleum companies in countries where resources are extracted? 
In other countries? In tax havens? Workshop participants collectively 
drafted ‘user stories’ as a way to understand more about the contexts 

4	 See https://datafortaxjustice.net/.

https://datafortaxjustice.net/
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in which these questions mattered. For example: “As a [X] I need/want/
expect to [Y] so that [Z].” While user stories can be used to abstract and 
f ix interests for the purposes of making software or products, for our data 
workshops they were also a way to situate and pluralize concerns – and 
to be alive to many kinds of interests, issues, and settings that brought 
communities to care.5

These communities, questions, and circumstances then served as a 
starting point from which to assess data proposals as well as existing 
data – and in the process to surface gaps, differences, shortcomings, 
misalignments, unaddressed concerns, and unanswerable questions 
(f igure 13.1). This workshopping process also drew attention to the varied 
contexts of data f ields and what they depended upon (e.g., thresholds, 
def initions), as well as whose concerns were better represented and whose 
were missing.

The results of these initial workshops and mapping activities were pub-
lished in a report with the Tax Justice Network (Cobham, Gray, and Murphy 
2017). Collaborators at the Tax Justice Network have said that learning from 
this collaboration has shaped their advocacy activities and thinking around 
the role of public data in addressing tax justice, including key contributions 

5	 This mode of working with user stories has been written about in collaborative design 
research drawing on science and technology studies (Poderi et al. 2020).

Table 13.1 � Workshopping approaches for mapping communities, questions, 

circumstances, data proposals, and existing data

Lines of inquiry Workshopping approaches

Which communities are 
concerned with and affected by 
the issue? 

Community snowballing with workshops, interviews, 
online materials.

What questions do these 
communities have about the 
issue?

Developing lists of questions across workshops and 
sharing to elicit further input.

How, for whom, and in which 
circumstances might data help 
to address these questions?

Collective user story exercises to elicit more situated 
account of contexts in which questions arise and where 
data could help.

What data is proposed in 
order to make these questions 
addressable?

Mapping and comparing proposed data models and 
data standards, further developing proposals with 
materials above and soliciting for further input.

How does existing data 
compare with desired data?

Mapping existing data, the contexts in which it is 
produced, and assessing this against proposals above to 
surface gaps and differences.
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to the Global Reporting Initiative’s tax standard. The approach was also 
used to workshop data with other communities, such as public housing 
campaigners.

How Could a Database Work? Testing Transparency and 
Prototyping Collaborative Data Infrastructures

Further workshops were dedicated to exploring how a corporate tax database 
could work in practice. These workshops were undertaken in the context of 
“engaged research-led teaching” activities, involving researchers, students, 
and civil society actors such as activists and journalists as co-inquirers 
in a way which cared for their various perspectives, needs, and concerns 
(Gray et al. 2022). Several workshops took place as part of a data journalism 
module at King’s College London, for which the main text was The Data 
Journalism Handbook: Towards a Critical Data Practice, which sought to 
encourage “a relational perspective on data journalism as a kind of curatorial 
craft, assembling and working with diverse materials, communities and 
infrastructures to generate different ways of knowing, narrating and seeing 
the world at different scales and temporalities” (Bounegru and Gray 2021). 
The book highlighted how journalists not only used existing datasets but 
were increasingly assembling their own data.

One of the options for student group projects was to work together to 
prototype a collaborative data infrastructure for learning about corporate tax 
avoidance. The idea was to take data that was available in principle through 

Third party sales

Civil society proposal OECD CBCR CRD IV Dodd Frank Canada EITI EJ

Turnover

Number of employees FTE

Total employee pay

Assets?

Activity

Figure 13.1. Table showing which data elements were missing from which data proposals. Source: 
Open Data for Tax Justice.
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a patchwork of different rules (e.g., EU Capital Requirements Directive IV) 
but often scattered in corporate websites and PDFs, and to explore how 
different actors could work together to assemble and use it while also being 
able to trace where it had come from and assess the many issues associated 
with it. Several research groups had compiled subsets of this data (Janský 
2020), but it was felt that these efforts had been somewhat ad hoc: further 
work was needed to improve the coordination and documentation of what 
was there and what was missing, beyond and across projects.

In 2016 we had a daylong workshop with members of the Tax Justice 
Network and data journalists who were present for the duration. By 2021, 
being mindful of the limited time of our collaborators, we had packages of 
materials and documentation that researchers and students could work with 
independently across half-day workshops, receiving input and feedback at 
key moments. These events involved multiple smaller groups working on 
and coordinating around different aspects of assembling data – making 
lists of companies who had to comply with rules, gathering and publicly 
archiving copies of PDF reports, making guides to f inding CBCR data, 
assessing and trying out PDF transcription tools, extracting data tables from 
PDF reports, assessing and trying out database tools which could be used 
for a collaborative database, assessing and trying out tools and interfaces 
to support distributed collaboration around the data such as transcription, 
micro-tasking, and forums (f igure 13.2).

In the context of a data journalism course grounded in critical data stud-
ies, science and technology studies, and associated f ields, it was important 
for our students’ learning that these tasks were not just instrumental actions 
but also opportunities for “critical proximity” (Birkbak, Petersen, and Elgaard 
Jensen 2015); here we drew on class readings on information infrastructures, 
classif ication and standards, histories and sociologies of quantif ication, 
“statactivism” and data activism (e.g., Bowker and Star 2000; Espeland and 
Stevens 2008; Rottenburg, Merry, Park, and Mugler 2015; Lampland and 
Star 2009; Bruno, Jany-Catrice, and Touchelay 2016; Desrosières 2002; Merry 
2016; Bruno, Didier, and Vitale 2014; Milan and van der Velden 2016).6 The 
students’ challenge was to look at how these readings might become salient 
in engagements with data, including in advocacy and policy concerned with 
the making of data. These workshops and activities resulted in packages 
of materials with prototypes, documentation, and options for next steps 
for a collaborative data infrastructure. The workshops emphasized not 

6	 For additional example readings see https://www.zotero.org/groups/sociology_of_quantif ica-
tion and https://www.zotero.org/groups/data_journalism_research.

https://www.zotero.org/groups/sociology_of_quantification
https://www.zotero.org/groups/sociology_of_quantification
https://www.zotero.org/groups/data_journalism_research
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only technical and statistical literacy but also relational perspectives on 
data infrastructures and the social lives of data. Included here were data 
issues and data frictions (Edwards et al. 2011) that had been identif ied 
throughout the workshops, such as broken links, missing documents, missing 
f ields, inconsistent units, divergent accounting practices, and rejected FOI 
requests.7

By having multiple projects take different prototyping approaches, par-
ticipants were able to learn from one another and identify considerations 
for future work grounded in various kinds of hands-on engagements – such 
as querying, scraping, transcribing, archiving and interpreting reports. 
Workshopping data through prototyping involved the testing and empirical 
re-specification of transparency measures and their effects – often surfacing 
scattered, heterogeneous materials rather than revealing a clearer, bigger 

7	 A student FOI request aiming to establish which corporations fell under CBCR rules led to 
a government response that multinationals were considered ‘persons’ and therefore this could 
not be disclosed, which an activist collaborator described as a “shocking” rolling back of previous 
transparency commitments.

Data infrastructures
(group 1)

Data extractors &
report librarians
(groups 2 & 7)

Telling stories with data
(group 6)

Telling stories aboutt data
(group 5)

Engagement processes/interfaces
(group 4)

Short guide to 
finding & getting 
data from tax 
reports

Prototype 
database
(based on one of 
the options)

Analysis of 
database options
(short text with 
comparison boxes)

Extracted data 
from subset of 
reports

Mapping stories & 
journalists’
interests & 
priorities

Basic tax story 
with data

Story about
CBCR data - 
narrating issues 
and difficulties 
from across 
groups & from 
journalists/others

Prototype 
process/interface 
walkthrough for 
data contribution

Review of 
processes & 
interfaces for 
crowdsourcing data 
from PDFs

List of issues / 
difficulties with 
getting data from 
reports

What are 
examples of 
weird or difficult 
reports/data?

How could 
extracted data be 
added to 
database?

What stories 
could you tell 
with this subset 
of data?

Here are some 
ideas for subsets 
which could be 
interesting for 
journalists...

Here are some 
examples we 
found and tips on 
where to look for 
more...

How could 
people add to 
this database?

Figure 13.2. Group projects on assembling tax data at King’s College London. Source: Data 
journalism class of 2021, King’s College London.
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picture on corporate tax avoidance.8 Tax Justice Network collaborators com-
mented that these workshops represented the “single biggest contribution” 
to work in this area since the report mentioned in the previous section.

How Could It Be Meaningful? Outlining Interfaces and Data Stories

What could be done with CBCR data? A third format for workshopping 
data involved the outlining of experimental interfaces and data storytelling 
approaches. Researchers have drawn attention to the role of formats such 
as benchmarks and indices in tax justice advocacy (Seabrooke and Wigan 
2015a). What kinds of formats for displaying, exploring, and making sense of 
data could be appropriate given what had been learned about its problems, 
partiality, provisionality, and incompleteness?

These data workshops took their cue from “challenges for critical data 
practice” in the Data Journalism Handbook, including the following questions:

How can data journalism projects tell stories both with and about data 
including the various actors, processes, institutions, infrastructures 
and forms of knowledge through which data is made? […] How can data 
journalism projects tell stories about big issues at scale (e.g., climate 
change, inequality, multinational taxation, migration) while also aff irm-
ing the provisionality and acknowledging the models, assumptions and 
uncertainty involved in the production of numbers? […] How can data 
journalism projects cultivate their own ways of making things intel-
ligible, meaningful and relatable through data, without simply uncriti-
cally advancing the ways of knowing “baked into” data from dominant 
institutions, infrastructures and practices? (Bounegru and Gray 2021)

These workshops drew on projects and practices such as Mona Chalabi’s 
approach to data sketching (Chalabi and Gray 2021), a Public Data Lab 
collaboration exploring the visual representation of uncertainty in offshore 
f inance,9 and design practices to mock-up interfaces for not-yet-existent 
data infrastructures.

8	 Commensurate with what other researchers and investigators have found with transparency 
initiatives in other areas, e.g., https://blog.okfn.org/2011/03/08/a-kafkaesque-data-trail-the-
hunt-for-europes-hidden-billions/.
9	 See https://publicdatalab.org/projects/fog-of-f inance/ and https://offshoreatlas.publicdatalab.
org/.

https://blog.okfn.org/2011/03/08/a-kafkaesque-data-trail-the-hunt-for-europes-hidden-billions/
https://blog.okfn.org/2011/03/08/a-kafkaesque-data-trail-the-hunt-for-europes-hidden-billions/
https://publicdatalab.org/projects/fog-of-finance/andhttps
http://offshoreatlas.publicdatalab.org/
http://offshoreatlas.publicdatalab.org/
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In these workshops, participants outlined storytelling approaches and 
possible interfaces, visuals, and other materials which could be used to 
make sense of corporate tax data. This activity often started by longlisting 
stories where there were big questions (such as those in the “What Do They 
Pay?” report) that they discovered could not be answered. Some groups 
explored the visual display of possible indicators of tax avoidance – such as 
data visualizations of ratios of prof its to employees for each jurisdiction of 
each corporate group to identify outliers (corporate entities with high ratios 
of profits to employees may indicate avoidance). These projects proceeded 
by identifying meaningful and doable subsets to tell stories about – such as 
top corporate entities in particular sector by size. Other groups sketched 
interfaces for making games with data or inviting involvement in gathering 
it.

Along with such approaches to telling stories and making things ‘with 
data’, other groups looked at telling stories ‘about data.’ Inspired by Helen 
Verran’s chapter in the Data Journalism Handbook “Narrating a Number and 
Staying With the Trouble of Value” (Verran 2021) and by readings on the 
politics of data and quantif ication, workshopping data became not just an 
opportunity to regard data as material for stories about the entities within 
it (corporations, transactions, jurisdictions) but as an invitation to take 

Figure 13.3. Exploring the visualization of uncertainty with the “Fog of Finance” project. Source: 
Public Data Lab.
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data as an entry point for telling stories about the codif ication of concern, 
expert knowledge cultures, accounting, the emergence of the corporate 
form, identif iers and thresholds, problematization and answerability, data 
imaginaries, data politics, and data-in-the-making. Rather than taking data 
as background work for the making of portable facts, numbers, claims, 
and evidence, such stories could re-animate data as a site of struggle and 
contestation around the making and ordering of economic life and collective 
futures.

Conclusion

The three forms of workshopping data-in-the-making presented above 
suggest ways of organizing collaborations with data beyond a focus on 
capacities that may be conventionally desired or expected for its effective 
manipulation (e.g., data science, programming). They indicate other kinds 
of collective learning – including situating how and for whom data infra-
structures matter, surfacing frictions and considerations for collaborative 
infrastructures, and sketching outlines for alternative interfaces and data 
storytelling approaches.

In the case of corporate tax avoidance, they helped to foment encoun-
ters between researchers, teachers, students, and activists around the role 
that data may play in relation to materializing and addressing corporate 
tax avoidance, surfacing who and what is missing from proposals as 
well as the messiness of data and accounting practices, and unveiling 
alternative approaches for telling stories – provisional, partial, and 
incomplete, but nevertheless revealing. These kinds of data workshops 
can be a generative format for collective learning and interpretation, 
shaping expectations and orienting activities (de Mourat, Ricci, and 
Latour 2020), not just a means for producing outcomes or outputs which 
are known in advance.

Workshop formats have their own politics, and their conventions can 
embody problematic defaults which shape, silence, and order involvement 
– foregrounding and marginalizing, distributing work unfairly, making 
visible certain kinds of voices, concerns, and experiences while making other 
kinds invisible (Salesses 2021; Pierre et al. 2021). If data workshop formats 
are to be inclusive, meaningful, and equitable, they should be considered, 
documented, and cared for, in order to assess whether they are working for 
those involved and affected.



Speculative Data Infrastruc tures� 215

References

Acker, Amelia. 2015. “Toward a Hermeneutics of Data.” IEEE Annals of the History 
of Computing 37 (3): 70–75. https://doi.org/10.1109/MAHC.2015.68.

Berry, David M., Erik Borra, Anne Helmond, Jean-Christophe Plantin, and Jill 
Walker Rettberg. 2015. “The Data Sprint Approach: Exploring the Field of Digital 
Humanities through Amazon’s Application Programming Interface.” Digital 
Humanities Quarterly 9 (3).

Birkbak, Andreas, Morten Krogh Petersen, and Torben Elgaard Jensen. 2015. 
“Critical Proximity as a Methodological Move in Techno-Anthropology.” Techné: 
Research in Philosophy and Technology 19 (2): 266–290. https://doi.org/10.5840/
techne201591138.

Bounegru, Liliana, and Jonathan Gray, eds. 2021. The Data Journalism Handbook: 
Towards a Critical Data Practice. Amsterdam: Amsterdam University Press. 
https://www.aup.nl/en/book/9789462989511/the-data-journalism-handbook.

Bowker, Geoffrey C., and Susan Leigh Star. 2000. Sorting Things Out: Classification 
and Its Consequences. Cambridge, MA: MIT Press.

Bruno, Isabelle, Emmanuel Didier, and Tommaso Vitale. 2014. “Statactivism: Forms 
of Action Between Disclosure and Aff irmation.” Partecipazione e Conflitto – 
Participation and Conflict 7 (2): 198–220.

Bruno, Isabelle, Florence Jany-Catrice, and Béatrice Touchelay (eds). 2016. The 
Social Sciences of Quantification: From Politics of Large Numbers to Target-Driven 
Policies. New York, NY: Springer.

Chalabi, Mona, and Jonathan Gray. 2021. “Sketching with Data.” In The Data Journal-
ism Handbook: Towards a Critical Data Practice, edited by Liliana Bounegru and 
Jonathan Gray, 174–181. Amsterdam: Amsterdam University Press. https://www.
aup.nl/en/book/9789462989511/the-data-journalism-handbook.

Cobham, Alex, Jonathan Gray, and Richard Murphy. 2017. “What Do They Pay? 
Towards a Public Database to Account for the Economic Activities and Tax 
Contributions of Multinational Corporations.” January 2017. CIYPERC Working 
Paper Series. London: City University. https://papers.ssrn.com/sol3/papers.
cfm?abstract_id=3049857.

Coté, Mark, and Jennifer Pybus. 2016. “Simondon on Dataf ication. A Techno-
Cultural Method.” Digital Culture & Society 2 (2): 75–92. https://doi.org/10.14361/
dcs-2016-0206.

D’Ignazio, Catherine, and Lauren Klein. 2020. Data Feminism. Cambridge, MA: 
MIT Press.

Desrosières, Alain. 2002. The Politics of Large Numbers: A History of Statistical 
Reasoning, translated by Camille Naish. Cambridge, MA: Harvard University 
Press.

https://doi.org/10.1109/MAHC.2015.68
https://doi.org/10.5840/techne201591138
https://doi.org/10.5840/techne201591138
https://www.aup.nl/en/book/9789462989511/the-data-journalism-handbook
https://www.aup.nl/en/book/9789462989511/the-data-journalism-handbook
https://www.aup.nl/en/book/9789462989511/the-data-journalism-handbook
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3049857
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3049857
https://doi.org/10.14361/dcs-2016-0206
https://doi.org/10.14361/dcs-2016-0206


216� Jonathan W. Y. Gray 

Edwards, Paul N., Matthew S. Mayernik, Archer L. Batcheller, Geoffrey C. Bowker, and 
Christine L. Borgman. 2011. “Science Friction: Data, Metadata, and Collaboration.” 
Social Studies of Science 41 (5): 667–90. https://doi.org/10.1177/0306312711413314.

Espeland, Wendy Nelson, and Mitchell L. Stevens. 2008. “A Sociology of Quantif ica-
tion.” European Journal of Sociology / Archives Européennes de Sociologie 49 (3): 
401–436.

Gerbaudo, Paolo. 2016. “From Data Analytics to Data Hermeneutics. Online Political 
Discussions, Digital Methods and the Continuing Relevance of Interpretive 
Approaches.” Digital Culture & Society 2 (2): 95–112. https://doi.org/10.14361/
dcs-2016-0207.

Gray, Jonathan. 2016. “Datafication and Democracy: Recalibrating Digital Informa-
tion Systems to Address Societal Interests.” Juncture 23 (3): 197–201. https://doi.
org/10.1111/newe.12013.

Gray, Jonathan. 2018. “Three Aspects of Data Worlds.” Krisis: Journal for Contempo-
rary Philosophy, no. 1. https://archive.krisis.eu/three-aspects-of-data-worlds/.

Gray, Jonathan, Liliana Bounegru, Richard Rogers, Tommaso Venturini, Donato 
Ricci, Axel Meunier, Sabine Niederer, Natalia Sánchez Querubín, Marc Tuters, 
Lucy Kimbell, and Anders Kristian Munk. 2022. “Composing Collective Inquiry 
with Digital Methods and Data.” Digital Culture & Education (DCE) 14 (3): 55–86.

Gray, Jonathan, Carolin Gerlitz, and Liliana Bounegru. 2018. “Data Infrastructure 
Literacy.” Big Data & Society 5 (2): 1–13. https://doi.org/10.1177/2053951718786316.

Gray, Jonathan, Danny Lämmerhirt, and Liliana Bounegru. 2016. “Changing 
What Counts: How Can Citizen-Generated and Civil Society Data Be Used as 
an Advocacy Tool to Change Off icial Data Collection?” CIVICUS and Open 
Knowledge International. http://papers.ssrn.com/abstract=2742871.

Janský, Petr. 2020. “European Banks and Tax Havens: Evidence from Country-by-
Country Reporting.” Applied Economics 52 (54): 5967–5985. https://doi.org/10.
1080/00036846.2020.1781773.

Jensen, Torben Elgaard, Andreas Birkbak, Anders Koed Madsen, and Anders Kristian 
Munk. 2021. “Participatory Data Design: Acting in a Digital World.” In Making 
& Doing: Activating STS through Knowledge Expression and Travel, edited by 
Gary Lee Downey and Teun Zuiderent-Jerak, 117–136. Cambridge, MA: MIT 
Press. https://doi.org/10.7551/mitpress/11310.001.0001.

Kohonen, Matti, and Francine Mestrum, eds. 2008. Tax Justice: Putting Global 
Inequality on the Agenda. London: Pluto Press.

Lampland, Martha, and Star, Susan Leigh. 2009. Standards and Their Stories: How 
Quantifying, Classifying, and Formalizing Practices Shape Everyday Life. Ithaca, 
NY: Cornell University Press.

Latour, Bruno. 1988. Science in Action: How to Follow Scientists and Engineers Through 
Society. Cambridge, MA: Harvard University Press.

https://doi.org/10.1177/0306312711413314
https://doi.org/10.14361/dcs-2016-0207
https://doi.org/10.14361/dcs-2016-0207
https://doi.org/10.1111/newe.12013
https://doi.org/10.1111/newe.12013
https://archive.krisis.eu/three-aspects-of-data-worlds/
https://doi.org/10.1177/2053951718786316
http://papers.ssrn.com/abstract=2742871
https://doi.org/10.1080/00036846.2020.1781773
https://doi.org/10.1080/00036846.2020.1781773
https://doi.org/10.7551/mitpress/11310.001.0001


Speculative Data Infrastruc tures� 217

Leaman, Jeremy, and Attiya Waris, eds. 2013. Tax Justice and the Political Economy 
of Global Capitalism, 1945 to the Present. New York, NY: Berghahn Books.

Merry, Sally Engle. 2016. The Seductions of Quantification: Measuring Human Rights, 
Gender Violence, and Sex Trafficking. Chicago, IL: University of Chicago Press.

Milan, Stefania, and Lonneke van der Velden. 2016. “The Alternative Epistemologies 
of Data Activism.” Digital Culture & Society 2 (2): 57–74.

Mourat, Robin de, Donato Ricci, and Bruno Latour. 2020. “How Does a Format Make 
a Public?” In Reassembling Scholarly Communications: Histories, Infrastructures, 
and Global Politics of Open Access, edited by Martin Paul Eve and Jonathan Gray, 
103–112. Cambridge, MA: MIT Press.

Munk, Anders Kristian, Axel Meunier, and Tommaso Venturini. 2019. “Data Sprints: 
A Collaborative Format in Digital Controversy Mapping.” In DigitalSTS: A Field 
Guide for Science and Technology Studies, edited by Janet Vertesi and David 
Ribes, 472–496. Princeton, NJ: Princeton University Press.

Pierre, Jennifer, Roderic Crooks, Morgan Currie, Britt Paris, and Irene Pasquetto. 
2021. “Getting Ourselves Together: Data-Centered Participatory Design Research 
& Epistemic Burden.” In Proceedings of the 2021 CHI Conference on Human Factors 
in Computing Systems, 1–11. CHI ‘21. New York, NY: Association for Computing 
Machinery. https://doi.org/10.1145/3411764.3445103.

Poderi, Giacomo, Hanna Hasselqvist, Andrea Capaccioli, Cristian Bogdan, and 
Vincenzo D’Andrea. 2020. “Matters of Concerns and User Stories: Ontological and 
Methodological Considerations for Collaborative Design Processes.” CoDesign 
16 (3): 220–232. https://doi.org/10.1080/15710882.2018.1557694.

Poirier, Lindsay. 2021. “Reading Datasets: Strategies for Interpreting the Politics 
of Data Signif ication.” Big Data & Society 8 (2): 20539517211029320. https://doi.
org/10.1177/20539517211029322.

Rettberg, Jill Walker. 2020. “Situated Data Analysis: A New Method for Analysing 
Encoded Power Relationships in Social Media Platforms and Apps.” Humanities and 
Social Sciences Communications 7 (1): 1–13. https://doi.org/10.1057/s41599-020-0495-3.

Rottenburg, Richard, Sally E. Merry, Sung-Joon Park, and Johanna Mugler, eds. 
2015. The World of Indicators: The Making of Governmental Knowledge through 
Quantification. Cambridge: Cambridge University Press.

Salesses, Matthew. 2021. Craft in the Real World: Rethinking Fiction Writing and 
Workshopping. New York, NY: Catapult.

Seabrooke, Leonard, and Duncan Wigan. 2015a. “How Activists Use Benchmarks: 
Reformist and Revolutionary Benchmarks for Global Economic Justice.” Review of 
International Studies 41 (5): 887–904. https://doi.org/10.1017/S0260210515000376.

Seabrooke, Leonard, and Duncan Wigan. 2015b. “Powering Ideas through Expertise: 
Professionals in Global Tax Battles.” Journal of European Public Policy 23 (3): 
357–374. https://doi.org/10.1080/13501763.2015.1115536.

https://doi.org/10.1145/3411764.3445103
https://doi.org/10.1080/15710882.2018.1557694
https://doi.org/10.1177/20539517211029322
https://doi.org/10.1177/20539517211029322
https://doi.org/10.1057/s41599-020-0495-3
https://doi.org/10.1017/S0260210515000376
https://doi.org/10.1080/13501763.2015.1115536


218� Jonathan W. Y. Gray 

Tax Justice Network. 2015. The Greatest Invention: Tax and the Campaign for a Just 
Society. Margate: Commonwealth Publishing.

Venturini, Tommaso, Anders Munk, and Axel Meunier. 2018. “Data-Sprinting: A 
Public Approach to Digital Research.” In Handbook of Interdisciplinary Research 
Methods, edited by Celia Lury, Rachel Fensham, Alexandra Heller-Nicholas, 
Sybille Lammes, Angela Last, Mike Michael, and Emma Uprichard. London: 
Routledge.

Verran, Helen. 2021. “Narrating a Number and Staying With the Trouble of Value.” 
In The Data Journalism Handbook: Towards A Critical Data Practice, edited by 
Liliana Bounegru and Jonathan Gray, 55–64. Amsterdam: Amsterdam University 
Press. https://doi.org/10.2307/j.ctv1qr6smr.11.

About the Author

Jonathan W. Y. Gray is Senior Lecturer in Critical Infrastructure Studies at 
the Department of Digital Humanities, King’s College London. He is also 
Cofounder of the Public Data Lab; and Research Associate at the Digital 
Methods Initiative (University of Amsterdam) and the médialab (Sciences 
Po, Paris).

https://doi.org/10.2307/j.ctv1qr6smr.11


14.	 The DataWorkplace�: Collaborative 
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Abstract
The DataWorkplace is a transdisciplinary research collaboration between 
Utrecht University and a group of local and regional government organiza-
tions in the Netherlands. Its goal is to investigate and to support the digital 
transformation of public management in local and regional government 
organizations. The transdisciplinary quality of the DataWorkplace 
manifests in its hands-on, participation-intensive style of collaborative 
research; academic researchers and practitioners from local and regional 
government organizations collaborate on an equal basis while exploring 
pressing research questions together. This chapter presents outcomes of 
this ongoing cooperation and discusses the benef its and challenges of 
engaging in transdisciplinary work for academics, practitioners, networked 
collaborators, and society at large.

Keywords: Digital transformation; Public management; Good governance; 
Transdisciplinary research

Introduction

Dataf ication presents a complex challenge for government organizations. 
On the one hand, the increasing availability of data (Kitchin 2014) offers 
opportunities to government organizations: it can help them improve 

Schäfer, M.T., K. van Es, and T.P. Lauriault (eds.), Collaborative Research in the Datafied Society: 
Methods and Practices for Investigation and Intervention. Amsterdam: Amsterdam University 
Press, 2024
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their services, and citizens can be empowered and their quality of life 
enhanced (Kim and Chung 2014; Redden 2018; Meijer 2018; Micheli et 
al. 2020). On the other hand, dataf ication entails operational risks for 
government organizations, including the inability to handle and process 
such data (Kim and Chung 2014; Maciejewski 2017), as well as ethical 
risks in terms of transparency, privacy, and fairness (Maciejewski 2017; 
Redden 2018). Thus, the challenge for government organizations lies in 
facing that not only is the technology new and requires technological 
capabilities to work with it, but also that increasing dataf ication raises 
a host of other questions about the organizations themselves, including 
their structure and way of operating (Branderhorst 2020; Meijer 2018), 
their organizational culture (Redden 2018), their legitimacy (Klievink 
et al. 2017; Grimmelikhuijsen and Meijer 2022), and their ethics (Redden 
2018; Siffels et al. 2022).

The datafication of local and regional government is situated in the midst 
of a profound transformation of public management in the Netherlands. 
This change is being driven not only by technological development and 
the digital transition but also by policy, such as the central government’s 
delegation of tasks to municipalities, and by major administrative objectives, 
such as the energy transition, climate action, housing targets, the mobility 
agenda, etc. The use of data and algorithms are at the center of innovations 
in public management and in responses to contemporary challenges. Instead 
of studying these developments from afar, the DataWorkplace investigates, 
in an exploratory fashion, how these challenges manifest themselves within 
organizations, and it develops a conceptualization of good digital governance 
while initiating applicable solutions.

The Dutch Research Council rejected the initial proposal for the Data-
Workplace on the grounds that its ability to connect to stakeholders was 
claimed to be limited. Those stakeholders, however, decided to f inance 
the project themselves. The DataWorkplace was created as a collaboration 
between the Utrecht School of Governance and the Data School, both at 
Utrecht University, along with four local and regional government partners: 
the municipality of Gouda, the municipality of Almere, the municipality of 
Woerden, and the province of South Holland. These organizations partici-
pated in the collaboration from the beginning of 2019 until the end of 2020. 
In January 2021 a second round of the DataWorkplace began, keeping three 
of the existing government partners – the municipalities of Gouda and of 
Almere, as well as the province of South Holland – and gaining three new 
government partners: the municipalities of Amersfoort and of Zuidplas, 
along with the province of Utrecht. The third and current round involves 
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the provinces of Utrecht, North Brabant, and South Holland, as well as the 
municipalities of Amersfoort and Utrecht.1

In this chapter’s case study, we explore the DataWorkplace project, which 
focuses on transdisciplinary and collaborative research to address the 
complexities introduced by datafication in local and regional governments 
in the Netherlands. Our discussion centers on both the benef its and the 
challenges encountered in this research approach.

Collaborative Research

Organizing research projects at the DataWorkplace differs from what 
transpires with traditional academic research projects right from the start. 
Here, a steering committee, consisting of the academic PIs and high-level 
employees from the partner organizations, identif ies possible research 
questions in a collaborative design session. The researchers inform the 
process with theoretical grounding, connecting the issues brought forward 
by the extra-university partners to research agendas in governance studies 
and critical data studies (Van Es and Schäfer 2017; Schäfer, Van Es, and 
Muis 2023; Meijer, Ingrams, and Zouridis 2022). Contemporary academic 
discussions are closely aligned with the immediate demands and require-
ments of societal sectors, particularly public management organizations 
grappling with dataf ication challenges. This alignment also enables us to 
dynamically adjust our research focus in response to organizational shifts 
or technological advancements (e.g., Ruijer, Dingelstad, and Meijer 2023).

Our steering committee meetings played a crucial role in uncovering 
varied motivations for participating in the collaboration. Over time, we 
identif ied two primary agendas. First, there is an urgent need for practical 
solutions in tackling pressing challenges arising from technological advance-
ments and in effectively implementing new technologies. Second, a more 
profound interest has emerged towards understanding the theory of change 
to promote effective governance practices in digital public administration 
and to deepen our understanding of how datafication impacts government 
operations.

The research activities are collaboratively undertaken by academics and 
civil servants alike. Students from bachelor and master’s levels work together 
with the senior researchers and the government partners. Students are 

1	 Since then, the Dutch Research Council has featured the DataWorkplace as an example of 
alternatively funded research projects. We wear this acknowledgement as a badge of honour.
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recruited from the f ields of governance studies, media studies, and applied 
ethics. Once the topics are determined, researchers and mid-level contacts 
within the organizations co-design the research. During the research pro-
cess, iterative meetings with stakeholders explore opportunities to develop 
applications that can help solve some of the issues under investigation or 
that were revealed during the investigation. This means that instead of 
delivering the research results as a report, researchers and practitioners 
translate them into concrete instruments that employees in the organization 
can use. At the outset, this practicality was one of the unique characteristics 
of the DataWorkplace – instead of only transmitting reports that just create 
more paperwork for practitioners, it delivers tools to help these organizations 
embed their data practices within the organization.

Another unique feature of the DataWorkplace is the network element, 
connecting the participating organizations with each other and connecting 
organizations with researchers. Collaboration with researchers is an impor-
tant aspect in the development of new capabilities within local government 
organizations (Rathenau 2020). However, it can be diff icult for smaller 
municipalities to f inance such research efforts (idem). For researchers it 
is also not always easy to create effective knowledge transfer, affecting 
whether their f indings are translated into applicable solutions. Here the 
DataWorkplace offers a solution to these diff iculties. By being structured 
as a network, organizations can pool their resources and collaborate with 
university partners. Additionally, because the research is shared between 
the organizations, they also benef it from learning from and about the 
organizations within the network (Ettlinger 2021).

Finally, the DataWorkplace is directly connected to academic practices 
such as international conferences in public administration and media stud-
ies, as well as international network collaborations with other researchers 
and publications in national and international journals. These sorts of 
connections are important for the continuous conf irmation of research 
quality and for linking our contextual analyses to broader academic debates.

Knowledge Transfer and the Application of Research Findings

Because the DataWorkplace strives to facilitate effective knowledge transfer 
and the immediate application of research f indings, problem-solving is 
central to the collaborative effort it undertakes. During the f irst round 
of collaboration, the DataWorkplace developed f ive instruments with the 
participating organizations. These were: a process for setting up a data 
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team called Data Team Start; a checklist consisting of aspects to regard 
when sharing data (Samen Data Delen); and a test for measuring the aware-
ness of data ethics in an organization (Data Ethics Awareness Test).2 In 
addition, there were guidelines and a workshop on the meaningful use of 
dashboards.3 Motivated by the challenges of remote labor arising during 
the pandemic, guidelines for meaningful digital and hybrid collaboration 
were developed.4 The guidelines for both remote collaboration and for using 
dashboards responded to current and pressing problems in the organiza-
tions and were distributed so as to inform and change practices. They also 
show how stakeholder needs directly inform the research process. In the 
aforementioned steering committee, practitioners directly address current 
challenges and emerging urgencies, enabling the allocation of resources to 
investigate these issues. This approach fosters dynamic research processes 
and generates research questions that might not be evident without input 
from external partners.

Over the past f ive years, the researchers at the Data Workplace have 
investigated a broad range of topics that include data team collaboration; 
data visualization for better policy; responsible data practices by municipali-
ties; digital twins and related governance challenges; the government as 
platform; and citizen participation through data projects. Recently the topic 
of using large language models in public management organizations has 
been added to the agenda. Two dynamics evolve in parallel here: short-term 
projects revolving around a case example or a specif ic technology, and a 
long-term perspective on good governance for digital society. The short-
term projects are well suited for the master theses of student researchers 
and support the partner organization in developing applicable solutions 
to these challenges. The case examples as well as the application inform 
the long-term perspective on good governance practices. This leads to 
four different forms of research output: 1) graduation projects by research 
master’s students; 2) information and applicable solutions for internal 
use by the partner organization; 3) articles in professional magazines in 
the Dutch public administration sector; and 4) academic publications in 
peer-reviewed journals.

2	 For an overview, see the product page of the DataWorkplace: https://datawerkplaats.org/
producten-en-tools/.
3	 DataWerkplaats: Dashboards met waarde voor de hele organisatie [Dashobards with value 
for the entire organisation], https://datawerkplaats.org/producten-en-tools/dataweergave/
dashboards-met-waarde-voor-de-hele-organisatie-concept/.
4	 https://datawerkplaats.org/producten-en-tools/archief/zinvol-digitaal-en-hybride-
samenwerken/.

https://datawerkplaats.org/producten-en-tools/
https://datawerkplaats.org/producten-en-tools/
https://datawerkplaats.org/producten-en-tools/dataweergave/dashboards-met-waarde-voor-de-hele-organisatie-concept/
https://datawerkplaats.org/producten-en-tools/dataweergave/dashboards-met-waarde-voor-de-hele-organisatie-concept/
https://datawerkplaats.org/producten-en-tools/archief/zinvol-digitaal-en-hybride-samenwerken/
https://datawerkplaats.org/producten-en-tools/archief/zinvol-digitaal-en-hybride-samenwerken/
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The f irst rounds of the DataWorkplace were strictly tool-focused, but the 
collective learning process caused a gradual shift to take place. We noticed 
that the tools, however much they may have helped develop a range of 
important insights, were not necessarily being used well by organizations. 
Tool design, as a form of transdisciplinary learning embedded in a specif ic 
context, was important in strengthening the organizational understanding 
of socio-technical processes of change; nevertheless, the tools did not always 
travel well to other contexts. We therefore started putting less emphasis 
on the tools as such and focused more on generating specif ic knowledge 
for a particular situation given its context, and we would then f ind other 
formats – presentations, posters, papers – to convey this knowledge to other 
government partners.

Some tools, however, did in fact travel well to other contexts – these were 
the Data Ethics Decision Aid (DEDA) and the Code Digital Government 
(CODIO).5 DEDA is a process for dialogic deliberation on the design of a data 
or AI project (Franzke, Muis, and Schäfer 2021), and CODIO is a workshop 
helping civil servants and policymakers to map good governance practice 
for digital solutions in public management (Meijer and Ruijer 2021). Both are 
accompanied by a particular type of workshop with staff trained at Utrecht 
University, designed to meet the demands of training and application in the 
field. The public management sector in the Netherlands makes extensive use 
of both DEDA and CODIO, which seem not only better supported and more 
thoroughly developed but also more optimally aligned with the focus on 
organizational change. Having moved away from solely addressing particular 
local problems, the consortium of the DataWorkplace now concentrates on 
issues common to several of the participating organizations.

An important format for knowledge transfer in the DataWorkplace is the 
so-called knowledge conference, which takes place twice a year. Hosted by 
one of the partner organizations, this conference is a venue where research-
ers give presentations about the progress of their work. In addition, these 
meetings are used for collective learning about the challenges that the 
digital transition poses to public management. Usually, the audience is 
not limited to direct DataWorkplace participants and members of their 
organizations. Civil servants from other municipalities and provinces attend 
these knowledge conferences to learn about research projects and to connect 

5	 See Utrecht University / Data School: Data Ethics Decision Aid (DEDA), online: https://
deda.dataschool.nl/en/ and Utrecht University / DataWorkplace: Code Goed Digitaal Openbaar 
Bestuur (CODIO), online: https://datawerkplaats.org/producten-en-tools/ref lectie-evaluatie-
verantwoorde-digitalisering/goed-digitaal-bestuur/.

https://deda.dataschool.nl/en/
https://deda.dataschool.nl/en/
https://datawerkplaats.org/producten-en-tools/reflectie-evaluatie-verantwoorde-digitalisering/goed-digitaal-bestuur/
https://datawerkplaats.org/producten-en-tools/reflectie-evaluatie-verantwoorde-digitalisering/goed-digitaal-bestuur/
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with the learning community. These opportunities point to an important 
motivation for joining the DataWorkplace. Although the research projects 
and their results provide one motivation to participate in the DataWorkplace, 
the community that has evolved around it has become an almost equally 
important attractor.

Observed Benefits and Challenges of Transdisciplinary Research

The continued collaboration of the DataWorkplace and the realization of 
concrete insights and instruments for participating organizations already 
hint at the benefits of transdisciplinary research for researchers and par-
ties outside the university. The remainder of this chapter ref lects more 
systematically on such benefits – as well as the challenges posed by working 
in this way. This section considers these benef its and challenges under 
three pertinent rubrics: measuring their impact on academic researchers, 
on government organizations, and on networked collaborators. For each 
of these categories we discuss our own broad learning points along with 
examples from our experience with the DataWorkplace, illustrating the 
benefits and challenges that arise within each category.

For Academic Researchers

For academic researchers, the move from traditional research methods to 
transdisciplinary research indeed generates both benefits and challenges. For 
each research project undertaken at the DataWorkplace, the process followed 
a similar pattern. First, student researchers as well as senior researchers 
had extended contact with DataWorkplace partner organizations to gain 
an understanding of the work processes and problems within a particular 
organization. This introductory phase was followed by close collaboration 
with mid-level practitioners to design the research, as well as a period of 
observation and data collection. The next stage involved the translation of 
these research results into practical recommendations or the development 
of an instrument aimed at solving or preventing the practical problem that 
had been identif ied. The f inal phase was devoted to bringing this contextual 
knowledge to a broader group of interested practitioners in and beyond the 
consortium.

For example, in developing the Meaningful Digital Collaboration Tool with 
the province of South Holland, the student researcher started the research 
process by shadowing ten of the organization’s members to understand the 
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digital transformation taking place in the organization (Nieuwenhuizen 
2020). This process was disrupted by the Covid-19 pandemic, necessitating 
that all provincial workers had to work from home. Together the researcher 
and practitioners discovered that working from home impoverished their 
work processes: working online made collaboration, contact, and creativity 
more diff icult. Based on this f inding, they developed the Meaningful Digital 
(and Hybrid) Collaboration tool, which teams could use to discuss the 
challenges of working digitally and thereby develop team-specific solutions.

This process reveals that one of the greatest benefits for researchers is 
the possibility of being immersed in the area being investigated; researchers 
work closely with practitioners and thus benefit from extremely rich and 
detailed data from within organizations. They also gain knowledge about the 
practices taking place in these organizations. The process of collaboration 
with practitioners also delivers additional insights and ways of approaching 
problems because of the knowledge contributed by practitioners to the 
development of the research, which is also a benef it. In the case of the 
dashboards, the research pointed the practitioners to the limited degree of 
literacy in understanding the displayed information: the intended purpose of 
the dashboard was never explicitly communicated. There were nonetheless 
expectations that the dashboard could solve policy problems and carry out 
administrative processes. Here, a need for demystif ication was directly 
brought forward by the practitioners. In addition, the collaboration provided 
very granular insights into the power asymmetries, different agendas, and 
discourses within the organization, and how these affect the response to 
new technologies and their implementation.

For the junior researchers, usually master’s students from governance, 
media studies or applied ethics, working within the DataWorkplace 
created rewarding learning opportunities. Students were able to write 
their respective theses related to an actual case study and they acquired 
hands-on experience conducting research in the f ield and collaborating 
with practitioners (e.g., Nieuwenhuizen 2020; Ettlinger 2021). Alumni of 
the DataWorkplace frequently obtain PhD research positions. Others get 
jobs at consulting f irms or in government organizations directly after 
graduating.

As rewarding as transdisciplinary work is for researchers in terms of 
data and experience, this sort of work also poses challenges for researchers. 
One such challenge involves the depth of the research. Student research-
ers and project-based research often operate in cycles of a few months, 
perhaps too short a span to achieve suff icient depth. Practitioners in these 
organizations sometimes mention that the turnover of researchers within 
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the DataWorkplace as well as the short timeframe can be obstacles to the 
achievement of long-term outcomes in their organizations.

Another challenge for academic researchers concerns bias. Because of the 
co-collaboration process, transdisciplinary research in the DataWorkplace 
fosters strong connections between researchers and practitioners in these 
organizations. In principle these connections are not negative, but close 
relationships between researchers and their contacts in the organization 
can make it trickier to remain objective while carrying out the research. 
While we did not observe that such closeness affected the quality of the 
research, we noticed that it occasionally led to an awkward blurring of roles. 
In one instance, a junior researcher reported f inding herself helping a civil 
servant to organize an event – looking up addresses, checking schedules, and 
sending emails – though the event was not related to the research project.

Finally, the largest challenge for academic researchers in conduct-
ing transdisciplinary work is systemic: the academic system rewards 
publishing for one’s academic peers, not for making societal impact. 
Transdisciplinary work, however, is strongly focused on impact, on 
delivering practical – and often local – solutions. Precisely because this 
type of work differs from traditional methods of scientif ic work, we f ind it 
more diff icult to f it ourselves into the traditional evaluation of academic 
performance, which is concentrated on publishing research in high-impact 
journals. Although the international research community agrees that all 
data are situated in local contexts (Loukissas 2019), investigating contexts 
outside the English-speaking world is nonetheless a disadvantage. There 
is an additional burden of translating research which unfolded in a local 
language into English, and often to convince journals that it is even worth 
publishing.

The practice of the DataWorkplace may actually be leading the way 
towards new forms of evaluating academic performance that emphasize 
societal value more than academic metrics lacking meaning in the ‘real 
world’ (see also Utrecht University 2021; Miedema 2022).

For Government Organizations

Government organizations have shown real enthusiasm and motivation to 
engage in transdisciplinary work with researchers. Given the proliferation of 
data and the complexity of the societal problems these organizations hope 
to solve, these entities recognize the need to change their organizational 
processes. Engaging in transdisciplinary research can be a valuable resource 
for this sort of transition for several reasons.
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For the DataWorkplace’s partner organizations, the practical recom-
mendations for addressing specif ic issues they are struggling with, and the 
instruments developed in the process, are among the most prominent benefits 
of this transdisciplinary work. Members of these organizations have been very 
enthusiastic about the practical knowledge developed in conjunction with 
the DataWorkplace, describing the DataWorkplace’s uniqueness in its ability 
to deliver “fantastic” concrete products. Although these organizations are 
focused on the development of practical knowledge, prolonged collaboration 
between practitioners and researchers yields a host of other benefits.

First, we see an added benefit when the approaches taken by practitioners 
and researchers towards problems are combined. Practitioners, often saddled 
with busy workloads and many tasks to complete, frequently focus on finding 
solutions – a manifestation of a ‘what works’ mentality. In contrast, academic 
research adopts a different orientation, focusing on the system as a whole 
and taking more time to examine a given problem and its background. 
When perspectives are combined as in transdisciplinary collaboration, 
an organization’s established practices can be looked at with fresh eyes. 
Through involvement with the DataWorkplace, informal practices and 
experiential knowledge were developed, informal networks of data-savvy 
staff emerged across different departments, and there were even formal 
training programs set up to teach and advance digital-ethical literacy. 
Practitioners frequently cited the benefit of taking the time to reflect on 
their practices with researchers and developing new ways of understanding 
socio-technical dynamics, which add real value for their organizations.

Despite these benefits for the organizations participating in the Data-
Workplace, transdisciplinary research also presents signif icant challenges. 
From our experience, organizations have diff iculty transforming what 
they have learned into lasting organizational change. This was particularly 
true with regard to implementing the instruments into organizational 
processes. Conversations and interviews with practitioners provided us 
with very positive feedback on the instruments. And yet very few of the 
instruments – despite being scientif ically supported and viewed positively 
by the participating organizations – ended up being used on a long-term 
basis within the organizations.

This f inding highlights how challenging it is to implement the outcomes 
of transdisciplinary work. We as researchers were prompted to reflect on the 
central role of instruments in our projects, which led us to decide to take a 
broader perspective on the relation between contextual and generic insights. 
This also highlighted how challenging it is for the participating organizations 
to use research outcomes and integrate them into their organizations. 
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Transdisciplinary work asks that organizations adopt a certain mentality 
shift – transdisciplinary research does not deliver readymade solutions but 
requires work on the part of the organization. Given that these government 
organizations are so caught up in their day-to-day routines, they must f ind 
ways to free up capacity (e.g., time, expertise, authority) not only to develop 
transdisciplinary measures but also to implement them. Some organizations 
may f ind it diff icult to be open to the sort of critical reflection that can take 
place in collaborative research.

Finally, one of the foremost challenges of collaboration between academics 
and government organizations in a transdisciplinary way lies in developing 
research agendas that are both societally and academically relevant. We see 
that the participating organizations have very practical problems within 
their organization, and they hope that collaboration with the DataWork-
place can solve them. However, if the focus swings to solving such practical 
problems, it is often not broad or theoretical enough to be academically 
relevant. Finding this balance between societally and academically relevant 
research agendas requires constant attention and reflection.

For the Network of Government Organizations

One of the unique characteristics of the DataWorkplace is that it is organized 
as a network: it is not merely a transdisciplinary collaboration between the 
university and a single government organization. The DataWorkplace creates 
benefits because of the multiple options it provides for learning, knowledge 
dissemination, and cooperation across different organizations. But the full 
utilization of these options requires attention and effort.

The DataWorkplace provides multiple layers on which learning can take 
place. For government organizations, it occurs at the individual, organi-
zational, and strategic levels. There is also a networked layer of learning. 
Here, organizations within the DataWorkplace learn from one another 
and connect to other participants and organizations from their respective 
networks. Via this expanded network, they learn about other organizations’ 
experiences in dealing with datafication’s various challenges as well as the 
research being conducted within the various organizations.

To give a more concrete example of the different levels of learning that 
transpires in the DataWorkplace, we can cite the development of the Data 
Team Start instrument. As a result of this tool’s development at the munici-
pality of Gouda, individual employees described learning about potential 
challenges associated with data projects. At the team level, they described 
learning about a new process for starting data projects. This learning also 
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extended to the strategic level of the organization, which incorporated 
the use of DataWorkplace instruments into its vision for data-driven work. 
Several other organizations would also use the insights developed through 
Data Team Start to re-think data competencies in their organizations, which 
shows the network learning that is taking place.

These opportunities for learning are all very positive, but it is nonetheless 
challenging for organizations in the DataWorkplace to realize these learn-
ing outcomes at the various levels. Organizations can f ind it challenging 
to be open to other organizations’ experiences. Sharing experiences and 
knowledge with other organizations costs time and the benefits may not 
be directly tangible. Thus we note a tendency for knowledge to be shared 
between the university and one partner organization rather than being 
shared among the network. Although most of the partner organizations 
joined this collaboration to reap the benefits of learning from each other, we 
see that, in practice, such networked learning is more diff icult to achieve.

Conclusions

Overall, the DataWorkplace presents a unique opportunity for collabora-
tive investigation with practitioners into the impact of dataf ication on 
government organizations. Furthermore, our research not only aids these 
organizations in addressing challenges posed by technological change 
but also signif icantly transforms our own work as researchers. Instead of 
developing research merely for yet another peer-reviewed publication, we 
now have a different process of generating knowledge and disseminating 
it. This approach might lead to fewer traditional academic publications, 
but it facilitates more effective knowledge transfer to the sectors involved.

Our experience with the DataWorkplace highlights the benefits of trans-
disciplinary research. For academics, transdisciplinary research provides 
access to and f irsthand learning about local and regional government 
organizations. For government organizations, transdisciplinary research 
introduces a new way of reflecting on their own practices and enables the 
application of research f indings to improve their practices and further 
organizational change. For networked collaborators, it provides an environ-
ment for community-engaged learning at multiple levels: within academia, 
within each organization, and within the network of participants. Finally, 
the development of new knowledge and practical instruments for govern-
ment organizations to respond to the complex challenge of dataf ication is 
something that benefits society at large.
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Transdisciplinary collaborative research is not without its challenges. 
The environments of academia and government organizations can be 
diff icult contexts for such efforts to f lourish. At the same time, in the 
DataWorkplace we developed strategies to tackle these challenges and were 
able to create value for academia and for local and regional government 
organizations. Working on achieving and sustaining three types of bal-
ance – for researchers: between realizing local impact but also contributing 
to generic academic knowledge; for government organizations: between 
focusing on key tasks and being open to transdisciplinary learning and 
organizational change; for the joint collaboration: between research agendas 
that are both societally and academically relevant – demands constant 
attention and reflection.

Overall, this case highlights that transdisciplinary research requires 
curiosity, perseverance, empathy, and the courage to leave established trails 
behind and to travel new roads of joint knowledge creation.
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15.	 You Will Be Assimilated�: Reflections 
on Ethnographic Fieldwork on 
Algorithmic Systems
Daan Kolkman

Abstract
For over a decade, I have navigated the dual identities of being both 
a researcher and a practitioner within the data science domain. This 
unique vantage point has provided me with invaluable insights into the 
daily workings and challenges faced by those who develop and deploy 
algorithmic systems. However, this dual role has not been without its 
tensions. In this chapter I explore these tensions and consider if – and if 
so, how – critical algorithm studies can be pursued while being embedded 
as a data professional. More specif ically, I ref lect on my own gradual 
‘assimilation’ in the community of data professionals or my transition 
from playing an outsider to an insider role in my f ieldwork on algorithmic 
systems.

Keywords: Ethnography; Expertise; Artif icial intelligence; Sociology

Introduction

Prior to the early 2000s, the term ‘data scientist’ would have sounded 
outlandish to all but a very small contingent of statisticians and computer 
scientists. Although Peter Naur famously coined the term in 1974, it did not 
become common parlance until three decades later. The chess victory of 
IBM’s Deep Blue over Gary Kasparov in 1997 must have sparked the imagina-
tion of some, but machine learning and artif icial intelligence were fringe 
fields before the turn of the millennium. As recent breakthroughs pertaining 
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to Large Language Models (LLMs) show, to say that data-centric disciplines 
have evolved over the last few decades is something of an understatement.

The algorithmic systems that embody this evolution have been heralded 
by some as tools that may help solve some of our most pressing societal 
problems (Floridi and Taddeo 2016) due to the superior performance and 
objectivity of these tools (Kolkman 2020). Yet an increasing number of 
incidents show that algorithmic systems are fallible and can be biased 
(Angwin et al. 2016); they can also facilitate exploitation (van Doorn 2017) 
and perpetuate inequality (Eubanks 2018). These incidents have sparked 
calls for further research and regulation. Nevertheless, the fallibility of 
algorithmic systems is hardly a new phenomenon, with authors as early as 
Black (1962, 225) pointing out that the “attendant dangers are […] obvious.” 
Moreover, prominent mishaps with algorithmic systems have occurred since 
we started using computers (see Pielke 1999; Van der Sluijs 2002).

It seems, then – even with the EU AI Act on the horizon – that we have 
not learned from our mistakes, despite efforts to develop guidelines for 
the proper implementation of algorithms in high-stakes decision-making 
contexts (Dekker, Groenendijk, and Sliggers 1990; Treasury 2015). As a sociolo-
gist studying algorithmic systems, I recognize the urgency of advocating for 
more critical empirical research into the communities of data professionals 
(Gillespie 2014). However, it is equally important that we introspect and 
learn from our own efforts studying algorithms in practice (among others 
Christin 2017; Kolkman 2020; Seaver 2017; Young et al. 2019). Failure to do 
so would not only hinder our understanding of algorithmic systems but 
might also cause us to fall into the trap of unlearned lessons, something 
we critique when others fall short in this regard.

Fortunately, we f ind such introspection from Seaver (2017), who shares 
his ‘tactics’ for the study of algorithmic systems, and Jaton (2021), who offers 
an in-depth discussion of the foundations of his ethnographic methods. 
My approach, while similar, took a slightly different point of departure. 
This may explain in part why I did not observe the practices of secrecy, 
recklessness, or ill intent that others have described (O’Neil 2016; Pasquale 
2015). Specifically, I built on studies by Beunza and Garud (2007), Beunza and 
Stark (2012), and Spears (2014) that – like those of Seaver and Jaton – center 
on understanding the socio-material context of algorithms. However, such 
work in the Social Studies of Finance domain also focuses on understanding 
the ‘technical’ aspects of algorithms themselves.

In this chapter, I share key lessons from a decade of studying algorithms 
in practice. My journey, which started in 2012 with a PhD focused on com-
putational models in government, offers a unique lens to examine the 
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intricacies of accessing algorithmic systems and of transitioning from an 
observer to a participant in the f ield, as well as to engage with the insights 
and ethical considerations that emerge from such a transformation.

Embarking on an Ethnography of Algorithms

From the outset of my PhD, I was driven to understand more about why 
models were considered useful tools in government (see Kolkman 2016). 
My interest centered specif ically on when and why the use of models 
benef icially – or adversely – impacts decision-making. Given this aim, a 
qualitative research design seemed a natural choice. A variety of qualitative 
research designs and methods were suitable for the study of the digital as 
it unfolds in practice (see Roberts et al. 2016). Intrigued by the laboratory 
studies conducted by Science and Technology Studies scholars in the 1970s 
(Sismondo 2010), I opted for an ethnographic approach. Through the idea 
of “anthropological strangeness” (Latour and Woolgar 1979, 29), according 
to which a lack of prior knowledge does not prevent understanding of the 
object of study, these laboratory studies facilitated a deeper understanding 
of what exactly scientists do in laboratories (Shapin and Schaffer 1985).

I sought to develop rich accounts with a focus on descriptive detail (Ham-
mersly and Atkinson 1995) and intended to explore how power is manifested 
through practices, privilege, and the normalization of specif ic types of 
knowledge (Jain and Jadhav 2009). Following Marcus’ (1995) suggestions on 
studying communities of professionals, I opted for a multi-sited ethnography 
consisting of eight case studies in organizations where ‘computational 
models’ were used to inform decision-making.

Inspired by Social Studies of Finance, I did not adopt the ‘anthropological 
strangeness’ perspective as radically as had scholars in the laboratory studies, 
but I certainly considered myself, with regard to the communities of data 
professionals I was studying, to be an outsider (Adler and Adler 1987). In Gold’s 
(1958) classic typology of research roles that range from complete observer 
to complete participant, I was somewhere between complete observer and 
observer as participant. I had some postgraduate exposure to statistics, 
geographic information systems, and modelling; however, I completely lacked 
domain knowledge about – or statistical expertise on – the types of computa-
tional models that were used in government. Indeed, one finding of my work 
is that data professionals working on a particular model – or algorithm – may 
inhabit a distinct intellectual community with specific modelling practices 
and associated tacit knowledge (Kolkman 2022). Approaching my case studies 
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and the data professionals as an outsider came with a set of interwoven 
challenges. I discuss some of the more prominent challenges below.

Getting Access and Studying Up

It can be problematic for an outsider to any community to negotiate access 
for research (Dwyer and Buckle 2009). While Seaver (2017) points out that 
resistance to accessing algorithmic systems can be thought of as data in its 
own right, I wanted to get closer to my research subject. For data profes-
sionals, participation in a qualitative study on work practices surrounding 
algorithmic systems comes with risks. This was particularly true in the UK 
at that time (the Laidlaw Inquiry (2012) had brought modelling into the 
public eye) and is perhaps even more true today, since we have now been 
exposed to many episodes of algorithmic bias. From the perspective of a 
data professional, it requires a considerable degree of trust to meet with an 
outsider for an interview, to allow that outsider to sit in on meetings, and to 
permit that outsider access to their algorithms. There had to be trust that 
my stated intentions were true and that I was not seeking to expose another 
model mishap or case of algorithmic bias. I vividly remember an instance 
when a data professional seemed particularly distrustful:

So, can you tell me a bit more about where you are coming from? Are you 
some sort of research journalist that’s seeking to uncover dirt? We have 
had people like that before and all they did was see conflict where there 
really wasn’t any to begin with.

By allowing access to their organizations, the data professionals were making 
an implicit endorsement of me as an outsider and thus were putting their 
reputations at risk. In negotiating access to organizations where algorithms 
were developed, I benefited from the sponsorship of my PhD committee. 
Nonetheless, on two occasions I was asked to sign a confidentiality agree-
ment stipulating that I could not publish any of my f indings for f ive years. 
These confidentiality agreements were signed by the university and by me. 
As I was at that time an early career researcher facing the pressure to publish 
or perish, these stipulations were – to put the matter most charitably – an 
inconvenience. However, access to these communities was hard to come 
by and so, following the guidance of my supervisors, I was keen to oblige 
(see Petre 2021 for a similar experience).

To the data professionals, my pursuit of the study as part of my PhD 
may have demonstrated my seriousness and might have ensured that I 
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could be trusted with access to sensitive information. The confidentiality 
agreements helped cement this perception in the cases where additional 
safeguards were considered necessary. Being a PhD student, I often found 
myself in a situation known in anthropology as “studying up” (Nader 1972), 
with the researcher having lower status and less power than the subjects 
under study. In my case, this power imbalance produced various small 
indignities: I was frequently kept waiting for appointments, had to deal 
with data professionals not showing up for interviews, was mistaken for a 
delivery person, and had to cope with participants clearly doing something 
else on their phone during interviews.

Reflecting on my interactions, I am fairly certain I posed no threat to 
the model professionals I worked with. If anything, my presence as an 
academic may have given certain model professionals a status boost: I sat 
in on meetings where I was introduced as an expert from academia involved 
in reviewing the computer model that was the subject of the meeting. I 
thus sometimes felt enlisted in the performance of some sort of symbolic 
capital by the data professionals. This dynamic is akin to what Abidin (2020) 
describes in her study of the influencer industry. Although her research 
context – focusing on social media influencers – appears distinct from 
government algorithmic systems, she, too, experienced being perceived 
as a ‘trophy acquaintance’, a role that added value to the social standing 
of her subjects.

Establishing Rapport and Developing Expertise

To establish rapport and build trust with the data professionals, and to ensure 
they took me seriously, I felt I had to project confidence and demonstrate 
expertise with regard to my participants’ data-intensive work. This feeling 
was confirmed on numerous occasions during the exploratory phase of my 
research, for example when some of the data professionals asked about my 
educational background or tried to engage me in a discussion about some 
statistical or modelling concept such as sensitivity analysis, uncertainty 
bounds, or calibration. I soon found that most model professionals would 
dismiss or ignore my further invitations if I could not connect with them on 
the grounds of their subject-matter expertise. The problem with developing 
such expertise, however, is f inding a place to start (Spears 2014).

One strategy is to try and develop what Collins (2004) refers to as “in-
teractional expertise”. This is a type of expertise through which one can 
interact meaningfully with members of a particular community, while not 
possessing the tacit knowledge required to be a contributing member of that 
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community (Collins and Evans 2007). In the case of model professionals and 
their algorithms, this means developing knowledge of, among other things, 
the specif ic models they use, their logic and structure, and the various 
problems they face in implementing these models within their organizations. 
What such interactional expertise does not entail is mastering the largely 
tacit knowledge needed to contribute to the community itself: the skills 
needed to design, develop, and use algorithms.

By definition, interactional expertise flows from interaction with insiders 
and so – perhaps somewhat ironically – the most effective way to acquire 
this type of expertise is through immersion in the community one seeks 
to study. This very immersion is what I was looking for in the f irst place. 
In the context of studying the practices of data professionals working on 
models in government, this would have entailed substantial time spent 
working with model professionals in different organizations. In that regard, 
I was constrained by the three-year duration of my research funding. The 
diff iculty of developing this expertise was further exacerbated by the variety 
of domains represented by the models I was studying. So I instead pursued 
a substantial amount of self-study, reading, on my own time, textbooks and 
research papers on a variety of topics such as environmental modelling and 
pensions modelling. Through this effort I became familiar with what Collins 
and Evans (2007, 14) call “primary source knowledge”. I continued this process 
of ‘off-site’ learning throughout the research project when new concepts 
were brought up by participants. This sort of commitment, along with my 
many discussions with data professionals, helped build my credibility, but 
I nevertheless did not learn the tacit knowledge unique to a community.

Tacit Knowledge and Data Science Tools

How, then, does one acquire tacit knowledge before entering the f ield? 
The short answer is that it is virtually impossible to do so, given that data 
professionals form epistemic communities (Knorr-Cetina 1981). The practices, 
privilege, and the normalization of specif ic types of knowledge cannot be 
learned off-site, and neither can the expertise that stems from operating a 
specif ic model. Data professionals make use of many digital tools in their 
day-to-day work, and these tools may require tacit knowledge to operate. 
Familiarity with these tools is essential not only to interact with data 
professionals but also to explore the digital dimension of their work and 
communities (Góralska 2020). Given that many of these tools are used not 
just in one organizational setting but across communities of data profes-
sionals, it was possible for me to develop tacit knowledge while off-site.
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Some of the tools will be familiar to anyone who has been an undergradu-
ate: Microsoft Office, SharePoint, or the Slack messaging system. Other tools 
more specif ic to the data profession included statistical software such as 
SAS or SPSS, programming languages such as R, Python, or Fortran, and 
versioning tools such as Git. Since it was impossible for me to familiarize 
myself with all these tools, I focused on those in the Python ecosystem. 
Nonetheless, I found it was important to get some basic knowledge of the 
other tools to better understand the work that model professionals engage 
in. Specif ically, I brushed up on my statistics knowledge and developed 
some basic software engineering know-how through several postgraduate, 
Coursera, and Udacity courses. To acquire as much of the tacit knowledge 
that a data scientist would have acquired, I approached these courses as if 
I were studying to become a data scientist or statistician.

Assimilating as a Data Scientist

At the outset of my PhD, I felt like an outsider with regard to the communi-
ties of data professionals I was studying, but my role started to change 
towards the end of the project. Over the course of two-and-a-half years of 
f ieldwork and study, I had developed considerable expertise in modelling 
and data science methods. After my funding ran out, I started taking on 
some freelance data analysis work. At f irst, this work built mostly on the 
statistical expertise I had acquired for my undergraduate and postgraduate 
degrees. However, I soon found that the knowledge of subjects such as 
machine learning – which I encountered in my fieldwork – was of particular 
interest to many organizations. I decided to enroll in an intensive summer 
course aptly titled “Science to Data Science”. Gradually, I moved beyond 
the interactional expertise level and developed a decent understanding of 
a modest selection of data science and machine learning methods.

My newfound status as a ‘data scientist’ afforded me a steady income, but 
it also fundamentally impacted my role as a researcher. When I spoke to data 
professionals for my research, I was no longer ‘studying up’. I felt like I was 
more their equal and had transitioned to ‘studying sideways’ (Nader 1972). 
This transition came with considerable advantages. By virtue of my data 
expertise, I was taken more seriously, but I also got “primary access” (Bran-
nick and Coghlan 2007, 67) to several algorithmic systems. More generally, it 
became easier for me to access settings in which algorithms were developed 
and to establish rapport and trust with data professionals. However, being 
an insider also brought several new and distinct disadvantages. As Labaree 
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(2002, 12) points out, any researcher in an insider position must beware of 
“ethical and methodological dilemmas”. Below, I describe such challenges, 
which I found – and still f ind – diff icult to navigate.

Complicity

Since I could no longer consider myself fully outside the community of data 
professionals, I felt less and less at ease with stark criticisms of their work, 
but at the same time I did not feel comfortable defending their work. Earlier 
on, I found that this group of professionals worked hard and diligently to 
supply information to senior decision-makers in government. Nonetheless, 
I saw that they sometimes struggled to keep up with the latest quality-
assurance guidelines and decision-making time pressures. What I observed 
in my studies, however, were not the practices of secrecy, recklessness, 
or ill intent that others have described (O’Neil 2016; Pasquale 2015). I am 
not questioning the importance of such work: it seems to me the deeply 
problematic nature of some algorithms has been demonstrated beyond 
doubt. Yet I feel the discussion would have benefitted from some nuance 
and a different perspective on the people who build algorithms. However, 
I felt that I had little moral authority to voice such a view because of my 
assimilation as a data professional.

Ghorasi and Wels (2009) suggest that no member of society at large can 
escape complicity in the perpetuation of a variety of injustices, and that 
ethnographers are no exception. Of course, this does not absolve ethnogra-
phers from responsibility. Rather, they have a pivotal role to play in directing 
attention away from the “algorithmic drama” (Ziewit 2016) perpetuated by 
proponents and opponents of machine learning algorithms.

Ethnographers can reject the arrogance of ‘the moral high ground’ 
(Ghorasi and Well 2009, 244) and adopt an active mediating role or engage 
in reconciliatory discourse. They are well positioned to do so because of 
their specific temporality, which places them ‘betwixt and between’ (Turner 
1969). In my case studies, I have been embedded within a group of data 
professionals for at most a year, and the same goes for my work as a freelance 
data scientist. Yes, this liminality comes with a loss of impartiality, but 
it might also position me as being just acceptable enough to scholars of 
algorithms and data professionals alike.

From my own experience, such a role comes with a certain feeling of 
being disconnected or even anxious (see Blomley 1994). While the insider 
perspective can be very valuable in developing a deeper understanding of 
algorithmic systems, I am perhaps no longer distanced enough from data 
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professionals to function as a moral counterweight. Thus I feel vulnerable 
to suggestions that the standard of my research could be questioned or 
its validity threatened (see Stanley and Wise 1993). At the same time, my 
preoccupation with qualitative research does not permit me full membership 
in the data science profession either, as these professionals may rightly 
view my research as deeply qualitative and at odds with their data-driven 
worldview.

Covert Research?

Another issue arose with my becoming an insider: the reason I had access 
to the data professional communities had little to do with research. These 
organizations are interested in working with me because of my knowledge 
of data science, not necessarily because of my research on data science 
practices. Although I talk about my qualitative work and let those I work 
with know when I intend to publish something in a journal, this is of little 
concern to them. In practice, this situation entails a shift from a more overt 
to a more covert research approach. Anderson and Bissel (2004) point out 
that in practice, there is not always a clear-cut distinction between the two 
extremes of this continuum, an observation confirmed by my experience. 
They provide the comforting suggestion that the practice of building rapport 
could also be interpreted as “encourag[ing] people to forget that you are 
constantly observing them and registering everything they are saying and 
doing” (Bourgois 2007, 296–97).

Regardless, covert qualitative research is an emotive approach and 
is thus controversial. The most common issue with this approach is the 
justif ication of deliberate deception (Calvey 2013). Bulmer (1982, 252), who 
has written extensively on the topic, usefully def ines covert research as 
referring to research situations where the real identity of the observer as a 
social researcher remains entirely unknown to those with whom they are 
in contact. The investigator purports to be a complete participant and is 
in fact secretly something else.

Although I have not intentionally chosen a covert approach, it is hard 
to avoid it entirely. I probably talk more about issues of algorithmic bias, 
fairness, and transparency than others, but not everyone I talk to will be 
aware of my qualitative research efforts. Within what Calvey (2008, 3) calls 
the ‘standard view’ on covert research, there is a recognition that informed 
consent is not always achievable in its absolute form. With regard to such 
contexts there has been a call for the retrospective explicit debrief ing of 
subjects, so that at least they know that research had taken place even 
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if they did not know this beforehand (Calvey 2008). Such debrief ing can 
also be done in relation to a participant validation (Pighini et al. 2014) or 
triangulation schemes (Carter et al. 2014), in which f indings are presented 
to the participants for feedback. This is the approach I have ventured to 
use in my current studies.

Career Progress

My oscillation between the data professional community and academia 
means that I am sometimes confronted with institutional boundaries and 
arrangements from both communities. While my work on the SME Data-
lab1 – an initiative which connected more than 300 Master’s students and 
SMEs – was welcomed by practitioners and policymakers, it has done little 
to advance my academic career. This is not an issue per se, but it did – and 
does – affect my career trajectory in academia. For instance, although a 
broad alliance of academic institutions launched a new ‘Recognition and 
Rewards’ initiative which puts less emphasis on the number of publications 
in high-impact journals and more on education and societal impact made 
by academics, the effects of this change in policy still need to percolate 
through university systems.

In my case, I am engaged with many of the activities of a typical academic: 
I am involved in teaching, I do research, I join departmental working groups 
and discussions. Since f inishing my PhD, however, it was not until very 
recently that I held a formal academic position. After years of being employed 
as ‘support staff ’ I joined the computer science department at Utrecht 
University in the role of thesis coordinator for their Applied Data Science 
Master’s program. My expertise as someone who moves freely within and 
outside the university has prepared me well to build these bridges and 
foster the mutual knowledge transfer among the university, its researchers 
and students, and different organizations in the Netherlands and abroad.

Concluding Remarks

In this chapter, I have shared my experiences with conducting ethnographic 
f ieldwork on data professionals and the algorithms they help develop. A 
primary takeaway from my experience is the indispensable value of an 
insider’s perspective in conducting meaningful and impactful research in the 

1	 See https://www.jadsmkbdatalab.nl/

https://www.jadsmkbdatalab.nl/
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f ield of algorithmic systems. This perspective adds a layer to our understand-
ing, but it may also hold the potential to transform it by integrating the 
lived realities and tacit knowledge of practitioners into academic discourse.

To those who seek to undertake similar work, I would recommend the 
following. First and foremost, build meaningful relationships within the 
community of practice. This involves not just securing access but nurturing 
trust, demonstrating respect for the community’s knowledge, and actively 
collaborating with them to address shared concerns. As highlighted when 
discussing the challenges of gaining access, the importance of fostering 
genuine relationships was underscored in my interactions with data profes-
sionals, where establishing trust was paramount. In addition, you should seek 
to develop dual expertise by investing in both theoretical understanding and 
practical skills pertinent to the f ield. In the context of studying algorithmic 
systems, this may entail learning how to code or how to query databases. 
This dual expertise allows you to engage deeply with their subject matter, 
fostering richer insights and more nuanced interpretations.

My secondary takeaway is that immersion in the sector over time leads 
inevitably to assimilation – which presents a challenge. While the insider 
perspective is invaluable, it also means you are no longer a distant observer. 
You need to try to maintain academic rigor. The complexities I encountered 
when my role as a researcher began to merge with that of a data professional 
illustrate the continuous need to reflect on one’s positionality, acknowledg-
ing potential biases and rigorously applying methodological frameworks 
when analyzing data and interpreting f indings.

If universities are serious about this type of research, they should reward 
researchers who seek to act as a conduit between academia and practice. This 
involves not just translating academic f indings into practical interventions 
but also bringing real-world challenges and insights into academic discus-
sions. This dual role enriches both realms, as seen in my own experience 
in starting the SME Datalab and transitioning from a PhD student to a data 
professional. Moreover, universities need to ensure the presence of robust 
support systems, including administrative, legal, and ethical frameworks, in 
order to facilitate this kind of engaged and immersive research. As immersed 
research, this involves working closely with support staff and requires 
advocating for institutional policies and funding structures that recognize 
and reward this engaged approach to research.

Undoubtedly, this hinges signif icantly on institutional backing. Given 
the often static nature of institutions, fostering an environment conducive 
to this sort of engaged research necessitates a concerted effort. It is through 
this collaborative endeavor that we can foster a fertile research landscape, 
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one where multifaceted and deeply engaged inquiry not only flourishes but 
also substantially enriches our comprehension and shaping of algorithmic 
systems. As the importance of these systems grows, this effort is important 
if we want to build algorithmic systems that contribute to solving – rather 
than exacerbating – societal problems.
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16.	 Lessons Learned from The eQuality 
Project�: Privacy and Equality for Youth 
in Networked Spaces
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Abstract
This chapter provides an overview of insights on transdisciplinary re-
search, gained while working on the eQuality Project (EQ), a partnership 
of academic researchers, civil society and community groups, educators, 
policymakers, and youth who are working together to explore young peo-
ple’s lived experiences of privacy/surveillance and equality in networked 
spaces. The article delves into three main areas of the project: research, 
education/outreach, and policy. It also details working with collaborators, 
what makes for a successful partnership and what challenges may come 
up with this type of research.

Keywords: Non-governmental organization; Surveillance; Lived experi-
ence; Partnership

Introduction

The eQuality Project (EQ) is an eight-year partnership of academic research-
ers, civil society and community groups, educators, policymakers, and youth 
who are working together to explore young people’s lived experiences of 
privacy/surveillance and equality in networked spaces. The project is both 
interdisciplinary (involving academics from criminology, law, political 
science, communications, information science, social work, and computer 
science) and intersectoral (encompassing research, policy work, education, 
community outreach, and youth engagement). Our partners range in size 
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from large international groups (e.g., UNICEF Canada) and government 
departments (e.g., Women and Gender Equality Canada) to grassroots youth 
organizations (e.g., Canadian Center for Gender and Sexuality Diversity). So 
when we meet in a room, we encompass a variety of perspectives, agendas, 
and needs. It is always interesting.

Over the past eight years, we have consciously developed practices that en-
able this diverse, highly motivated, and sometimes fractious group of people, 
all of whom have full-time jobs of their own, to collaborate productively on 
a research project designed to create new knowledge about young people’s 
experiences with networked technologies. In this chapter, I talk about the 
lessons we have learned along the way, highlighting what has worked and 
what has not, in the hope that these insights can inform others who are 
considering a partnership approach.

I start the chapter with a brief overview of the project itself. I then explore 
the trials and tribulations – and joys – of working with a community of amaz-
ingly skilled and dedicated partners. Finally, I conclude with a discussion of 
specific challenges and benefits brought by this kind of research and consider 
how this kind of work can inform future research on the dataf ied society.

The eQuality Project – An Overview

In many ways, EQ grew out of an earlier research collaboration exploring the 
performance of gender on social media. Our core research team f irst came 
together in 2009 because its members shared an interest in mapping what 
we assumed would be the many new and empowering gender identities that 
were being expressed in networked spaces. But when we got into the f ield 
in 2011, we did not f ind much empowerment; instead, we were confronted 
by data that consistently suggested that the commercial design of social 
media platforms constrained young people’s self-representations in ways 
that magnif ied the same old stereotypes and set these youth up for peer 
conflict. At the time, this was new thinking.

As we disseminated our results at a variety of conferences – some aca-
demic, some professional – we were repeatedly approached by community 
organizations and government service providers who were hearing about 
the same problems from the youth they served. We all agreed on two things: 
new knowledge was clearly needed; and young people had to be engaged in 
the process directly, from research through dissemination to policymaking, 
to ensure that the educational initiatives and policies created by adults 
for youth would enable them to fully participate in networked life. We 
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also agreed that we could achieve these goals most effectively by working 
together, combining the unique perspectives and skills of researchers, 
youth service providers, educators, community groups, policymakers, and 
young people.

Accordingly, we combined our efforts to address three interrelated areas: 
research, education/outreach, and policy.

1. Research. In the beginning of the project, we conducted qualitative research 
to map platform infrastructures and explore how the design of online 
spaces combines with online social norms to expose young Canadians to 
discrimination and online harassment. We also used concept mapping and q-
sorting to get a better sense of how diverse young people conceptualize both 
privacy and equality in networked spaces. Since then, we have expanded 
our efforts in this regard to include qualitative research on young people’s 
understanding of and experiences with artif icial intelligence, especially 
with respect to education. But the most important shift has been in our 
methods and, as discussed below, we have adjusted our approach due to 
the influence of our youth partners, who have done the most to actively 
challenge us, shake us up, and take us in new directions.
2. Education/Outreach. Given how many of our partners work directly 
with youth, we have consistently converted the new knowledge we have 
created into educational and outreach materials that our partners can 
use to engage with youth. Some of these materials are more traditional in 
nature. For example, we have developed a variety of lesson plans that are 
classroom-ready for teachers across the country. Others are more unusual: 
we have worked with several young f ilmmakers to produce short f ilms that 
give voice to the concerns identif ied by our research participants and youth 
partners as important to them. Once again, this shift has been driven by 
our youth partners.
3. Policy. We also hope to contribute to digital media policymaking by foster-
ing public debate and disseminating our new knowledge to policymakers. 
For example, in addition to traditional policy interventions, the presence 
of our institutional policy partners has enabled us to hold workshops with 
policymakers on e-learning in both Alberta and Ontario. Once again, our 
youth partners have encouraged us to think outside the box, and more 
recently we have focused on connecting young people directly to policy 
debates through art and advocacy.

The project received $2.5 million from the Social Sciences and Humanities 
Council of Canada (SSHRC). As a condition of the grant, partners must 
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contribute a minimum of 35 percent of the partnership budget in cash or 
in-kind contributions. These terms can put pressure on researchers to go 
where the money is, and in fact both our institutions and SSHRC encouraged 
us to approach Facebook and/or Google as potential partners. However, 
early on, our core research team made the decision not to partner with 
a tech company because we wanted to keep our work as independent as 
possible. We also decided not to ask our smaller, community-based partners 
to divert funds from their often stretched budgets to contribute to our 
collaboration. Remarkably, our institutional partners took up the slack and 
contributed more than $1.5 million, knowing that this funding would be 
distributed across the partnership to supplement the work of our community 
and civil society partners.

Conceptually, our work is heavily informed by privacy/surveillance theory 
and by equality theory, framed by a child rights approach that has enabled 
us to engage directly in the human rights debates about the datafied society. 
We have also thought long and hard about how our methods would best 
account for the intersectional nature of young Canadians’ lives. Thus we have 
increasingly sought to center the experiences and needs of marginalized 
young people in our research and outreach.

Working with Partners

Shifting from traditional research to a partnership approach was not 
diff icult for our team, largely because many of us – especially me, Jane 
Bailey, and Leslie Shade – had been actively involved in advocating for and 
with community groups for several years. Whereas tenure and promotion 
committees often suggest that research and advocacy don’t mix well, the 
deep roots we had laid down throughout our work as advocates meant that 
we found it easier to build partnerships because we already had strong 
relationships with educators, civil society groups, and community groups 
who were active in the area.

These partnerships also gave us a unique perspective on the needs of 
small, typically under-funded advocacy and community groups. The partner-
ships I have seen fail in the past were those that privileged academic output 
such as publications and conference presentations over active engagement 
with partners. I remember one conversation in particular where advocacy 
partners were asking for help with legislative interventions – which would 
have just meant that a student or colleague would dig through the literature 
and f ind the data to support the policy they were advocating for – and yet 
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this assistance was refused because the partnership’s academic members 
noted their tenure and promotion committees wouldn’t recognize it as 
‘valuable work’. I remember, too, working with a small NGO that had ac-
cepted an invitation to participate in a grant application only to discover 
that, once the grant application was accepted, they would never hear from 
the academic researchers again. I have also seen partnerships where well-
funded academics (who are salaried employees of universities) have exerted 
incredible pressure on their underfunded NGO partners (who are often 
trying to raise core funding to pay their own salaries) to provide cash and 
in-kind contributions, which further increased the f inancial pressure on 
the NGO without contributing to its mandate in any way.

When we built the EQ partnership, we therefore committed ourselves to: 
1) identifying, on an ongoing basis, those areas where our research interests 
aligned with our partners’ interests, not only in knowledge production but 
also in advocacy, education, and community engagement; and 2) explicitly 
dedicating a portion of partnership funds to pay for things that can advance 
our partners’ work. This latter commitment is trickier than it sounds, given 
SSHRC’s strict guidelines about what can and cannot be paid to partners. We 
have paid for student internships, the creation and production of co-branded 
educational and outreach modules, the co-hosting of public events (e.g., f ilm 
showings and hackathons), and travel so partners can attend conferences 
or policy meetings. We have also consciously used our expertise to support 
partner-driven research, both by volunteering our own time and providing 
paid student research assistance. These efforts have improved our student 
training program and have built our partners’ capacity to conduct future 
research on their own.

Mostly, this has worked well. But it is important to remember that partner 
priorities can shift over time: they will be more or less interested in col-
laborating with you depending on how well their priorities continue to align 
with yours. It is also true that different partners will be more involved at 
different stages of a given project. For example, some of our partners are 
really interested in research; others are much more interested in using our 
educational modules in the field. Being flexible and enabling partners to flow 
in and out of the partnership over time both limits conflict and maximizes 
output. To help facilitate the best working relationship for all, in addition to 
our annual in-person meetings and various management committee work, 
we have always sat down with each partner once a year to see what they 
are up to and to brainstorm work we could do together. These discussions 
have also led to a number of invitations for us to participate in partner 
events, which has been extremely benef icial for our collaborative work. 
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For example, when I attended a UNICEF workshop with young advocates, 
I left with a fabulous list of proven strategies that we then used to design 
our own youth summit. Finding these win-win opportunities is the bread 
and butter of building a strong partnership.

At the same time, when partner priorities diverge it is really important to 
be aware that this has happened. We have had differences of opinions about 
a variety of things, from how to mobilize intersectionality to what it means 
to ‘engage’ with youth and whether it is a good idea to frame evaluation 
from a child-rights approach. When you consider the range of people in the 
room, it should not be surprising that grassroots youth advocates may have 
a different perspective than educators or civil servants do, for example. We 
have been completely blessed by the good will that people have brought to 
our partnership, and although debate can be fractious it is always respectful. 
I think one of the things that keeps it that way is that our partners know 
that they do not have to participate in everything we do. Distance is often 
very productive, especially for our government partners, who are unable 
to take sides on many of the debates we engage in because that would 
interfere with their own mandates. The diversity of opinions in the room 
has also meant that we have thought much more carefully about our own 
work as researchers; it is much easier to see the unintended consequences 
of an approach when you see how different audiences respond to your ideas.

The diversity of needs in the partnership has also opened up a number of 
new avenues with respect to what we research and how we go about it. Our 
front-line service providers in particular have been able to highlight areas 
where new knowledge is desperately needed. For example, one woman had 
been lobbying for better privacy protection for trans youth to better meet 
the needs of her clients, but she had been largely dismissed by policymak-
ers because her evidence was anecdotal. Creating research f indings was, 
accordingly, an important way of supporting this kind of evidence-based 
policy reform.

In addition, having our youth partners review our research protocols 
has had a signif icant impact on our methods. Our youth partners have 
articulated a whole list of things that would be important to young people 
who participate in research, from certif icates for skills training to having us 
sign off on the volunteer hours they must complete during high school. But 
most importantly, they have consistently pushed us to take our commitment 
to youth-driven research to another level. Accordingly, we have expanded 
our toolkit beyond traditional qualitative and mixed-methods research to 
include youth participatory action research (YPAR) and arts-based methods. 
For example, we worked with Dr. Valerie Michaelson to conduct a YPAR 
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project to help young people critically evaluate the impact of networked 
technology on their sense of connectedness with themselves, with others, 
and with nature. We are currently designing a similar YPAR project to 
explore the mental health needs of trans youth. We have also worked with 
young artists in Toronto and Ottawa here in Canada and San Juan in Puerto 
Rico to connect them with artistic mentors and provide them with the 
materials they need to design and create their own artworks to make their 
concerns about online surveillance and harassment more visible.

These projects have also enriched our student training program, as 
our students have been able to make real-world connections between the 
research enterprise and community action. In turn, our partners have 
benefitted from student assistance on a wide range of sub-projects, from 
education and outreach to policy intervention. Students have also been able 
to create relationships with key individuals working in the sector, which 
has led to future employment opportunities post-graduation.

Challenges

Although there are many benefits of a partnership approach to research, 
there are also some consistent challenges. First, managing a long-term 
collaborative project requires a great deal of time and energy. I urge anyone 
considering it to build a salary for a full-time project manager into the 
budget. At the same time, keep in mind that having a project manager is 
a necessary but insuff icient solution to the management problem. Given 
the kinds of salaries research projects can pay, project managers tend to 
be young and often (appropriately) use the position as a steppingstone 
to a permanent job elsewhere. Make sure you have developed systems 
to track project deliverables in a centralized storage location, so that the 
entirety of your institutional memory does not leave when your project 
manager does. A well-thought-out document management system makes 
the transition much easier.

Second, put the effort in to f ind out exactly what your university does 
to support the project, and who does this work. Unfortunately, central 
services are typically spread across a number of departments, so keep a 
running list of contacts in research management services, the Off ice of 
the Vice-President of Research, and the off ice of your Faculty Vice-Dean of 
Research. Build strong relationships with these people; you will def initely 
be calling them in a panic on at least one occasion to f igure out who needs 
to sign a document that must be submitted to your funder by the end of 
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business hours. Figuring out who can do what will often be as much of a 
mystery to them as it will be to you. We once spent eleven months trying to 
f ind who in central administration could tell our procurement department 
that we did not have to tender a job before we could pay a partner for work 
they had completed for the project.

Third, management only gets more complicated when more than one 
university is involved. It can take months to f igure out how to pay travel 
expenses or the rental of a conference room, so be proactive and settle those 
issues in the early stages of planning anything. The same is true of the various 
institutional research ethics boards that will review your protocols. On our 
f irst sub-project, we spent months getting approval from one institution only 
to have the next institution ask for revisions that were inconsistent with 
the original certif icate, and so on and so on as we applied to the remaining 
institutions. We learned to approach all f ive boards in advance and to have 
a meeting to agree on exactly what would be included in our application so 
we could submit the same information to each institution at the same time. 
Then, when we received contradictory requests for revisions, we had another 
meeting to work out a compromise. For example, on a project working with 
LGTBQ youth, one university required that we forgo parental consent to 
protect our participants’ privacy in case they had not yet come out to their 
parents. Another insisted that we have parents not only sign off on their 
child’s participation but that we undertake to inform parents if their child 
said anything that indicated they might be at risk in some way during the 
interview. In the end, all f ive boards agreed to proceed without consent, 
but it was much easier to resolve the matter because we had already created 
working relationships, both with them and between them, when we met to 
discuss the application form.

Fourth, partners are likely to experience staffing changes over the lifetime 
of the project. Often the partner’s institutional commitment to collaboration 
leaves when your key contact does requiring you to rebuild relationships with 
partners on an ongoing basis. This takes time, so build it into your plans.

Last, think through the legal issues that may arise when you col-
laborate. Universities and partners often have conf licting approaches 
to data protection and copyright issues, for example. This can get tricky, 
especially when you are trying to co-brand partnership output. Being 
upfront with everyone early on in the process helps. We have found this is 
particularly true when we work with youth producers. To avoid conflicts, 
talking about copyright, ownership, remuneration, and timelines before 
you start a project limits the possibility that people will go into it with 
conflicting expectations.



Lessons Learned from The eQualit y Projec t� 259

Although all of this requires work, the benef its of the partnership ap-
proach are worth the extra effort. It has been a real pleasure to see how the 
knowledge we create in the academy can be mobilized in the real world 
to support evidence-based policy and educational initiatives. But the real 
benefit has been connecting lived experiences of dataf ication.
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	 Afterword
Benjamin Peters

Collaborative researchers, so named by this volume, do not seek merely to 
study digital society. We seek to change it. The goal has long been to shape 
our digital society for the better – and indeed that must continue to be our 
overarching aim.

All of the many ways forward in collaborative research in action involve 
squaring ourselves with one core recognition: what we do with data matters. 
Consider the chapter on femicide. We can only account for what we can 
count, so if murders of women do not make it into the off icial records, there 
can be no accountability for those murderers, for their murders exist in no 
societal context. To paraphrase Ferdinand II, “If it is not in the records, it 
is not in the world.”

Collaborative research is the emerging empirical, practical, and critical 
response to such a fundamental problem. It calls for many things. By care-
fully and conscientiously developing and applying data practices with the 
goal of having societal impact, it will be possible for scholars, researchers, 
and students to develop vital and rigorous processes of data work, allow-
ing indicators, weights, categories, and orderings of values to be critically 
challenged, deconstructed, and reconstructed so that they better reflect 
many different empirical situations.

It is high time that scholars and students of digital societies abandon, at 
least partially, the dogmatic pretension to theoretical abstraction and 
welcome instead a welter of conflicting forces as they seek out scientif ic 
truthfulness and better patterns through which to collectively understand, 
rebuild, shape, and govern society. In other words, scholars and students 
often want to imagine that we can invent powerful frameworks and theories 
suff iciently complex to solve, unaided, all of society’s complex problems. 
What this crowd overlooks are the central lessons of this volume: ‘academia 
is changing’ and ‘do try this at home!’ A theoretical data society confining 
itself to mere understanding falls short of what can be achieved by the 
practical sciences that, in understanding the limits of mere understanding, 
would also attempt to change the world.

This shift in perspective is no idle matter. Rather, a focus on what is 
practically possible comes more clearly into view thanks in part (but only in 
part) to a radical transformation that has occurred in data analysis over the 
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last thirty years. While far short of Big Data long-tail mythologies in which no 
method matters and data are king, it often enough expresses a philosophical 
fanaticism and the bald, if commonly held, f iction that theory, understood 
as a normative framework, exists independently of the available data on 
a given project. It is rather the case that data about a problem gathered en 
masse may, if accompanied by careful reflection on the origins, biases, and 
consequences of that data, help the researcher construct a grounded theory 
that can drive practical problem-solving.

Setting aside philosophical fanaticism, wherever it may exist, may increase 
our ability for discerning observation and mutual sympathy, as well as our 
capacity to discard rose-colored and dystopian perspectives alike that can be 
found in the cyclicality of the criti-hype digital discourse. Instead our hope 
as mediated creatures is not to reject in ignorance or embrace in exhaustion 
the warped, yet deeply embedded digital realities we inhabit; rather, our 
hope lies in observing, taking account of, measuring, and pragmatically 
sorting through the case for social orders and common goods that are far 
greater than the solitary observer or the self ish self – and doing so together.

Most of the contents of this volume, as well as most of what constitutes a 
collaborative framework worth building on – good conversations, coopera-
tive research, service with an eye to something larger than personal reward, 
and community with a goal greater than institutional prof it – all have 
taken root and sprout in what are now natively digital and interpersonal 
soils of what it means to be a good digital citizen: participation, in good 
faith, in projects based on network forums, unfolding in neighborhoods and 
communities, public spaces and parks, classrooms at community centers 
and among congregations, involving the payment of local and regional 
taxes, advocacy for policy reform that benef its those most in need, and 
the democratic rituals that transpire at polling places. Most of the action, 
and therefore most of the research that must follow, exists in the space 
of collaboration, namely the digital equivalents of middle-school gyms, 
neighborhood councils, laboratories, city councils, and state assemblies.

The editors, in their introduction, point to “the elephant in the room” 
– and what an elephant it is! The myths of the self ish solitary self – hardy 
perennials – are embedded in the soil of much of the digital discourse. 
Collaboration offers a healthy antidote to such brutish braying and the 
stampedes of self ishness, which can otherwise be hard to chase out. Con-
sider, for example, how, at least in the United States, the f ield of computer 
programming education often attracts students via a bait-and-switch: the 
young student programmer is lured into the technical side of digital society 
research by the promise of becoming a universal analyst, free to navigate 
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the world of digital knowledge. Promised the powers of veritable mage, 
they are instead trained and marketed to organizations as increasingly 
narrow and insider specialists with hyper-specif ic skills: content modera-
tors, coders, and human trainers of algorithms. The idea of the user as a 
coherent self supports another pervasive myth, that of meritocracy, fostering 
complacency towards (a lack of) diversity and fairness in the workplace. 
However, measuring the purported merit of the specialist self often takes 
into account only a very narrow sum of cumulative advantages accruing 
to a person over a given lifetime, and it ignores how digital society reflects 
practical bottlenecks and biases in the hiring pipeline. For this reason, 
public coding education movements often fail to recognize that, if they 
successfully achieve their goals, they will launch a future wave of coders 
with technical programming talents into the job market without addressing 
underlying industry biases in their hiring practices. The problems besetting 
digital society today are far deeper than can be remedied by simply devoting 
equitable attention to sex, gender, race, ethnicity, class, culture, community, 
language, platform, infrastructure, nationality, and other identity categories, 
although intersectional analyses of these variables often help institutions 
make vital corrections in areas where they have fallen short. Between these 
often sensitive categories lies much that is worthy of articulation but that 
nonetheless slips between the cracks of trivially scalable technical analysis.

A proper collaborative approach to data practice would ease many of these 
pressures, and such an approach should extend beyond technical-only teams. 
Consider another analytical paradox faced by teams exclusively made up 
of data engineers, analysts, and technical scientists: they possess precisely 
the tools to understand how subpopulations within a population are not 
similar to one another, and yet at the same time they are institutionalized 
and incentivized to solve problems affecting more than a single population. 
Moreover, even the most accurate data representation of a subpopulation 
may alone suff ice to describe a problem to be addressed by future action, 
but description alone, without the necessary but missing context, is not 
actionable: reality, as Kant recognized, cannot be reduced to only that which 
can be represented. In other words, the typical approach taken by a solitary 
engineer (or, really, any single analytical approach) to address digital societal 
issues – represent the issue at hand better – may be necessary but will never 
be suff icient. Instead, this volume calls for the rerouting of our attention: 
away from the universal, the global, and the trivially scalable information 
system problems and towards the immediate, local, and regional contexts 
of lived experience, inviting listening and learning across diverse regions 
of data-informed societal collaboration. We are called, too, to revel in how 
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such a transformation toward transdisciplinary collaboration involves not 
a simplif ication, but in fact a flowering of dimension, color, and complexity.

This volume cries out with two cheers for the complexity of the case 
study. The robust capacity of local and regional situations to surprise us 
should suff ice to check the analytical instinct to inf initely generalize and 
trivially systematize. Consider how often our case studies about the good 
life in dataf ied societies surprise us. For example, a reporting requirement 
meant to protect victims of abuse in one situation may also expose these 
people to worse risks in another, as has been shown in these pages. Similarly, 
common practice may suggest that the safest way to secure one’s privacy 
is to trust one particular institution, but what happens when its data are 
breached? Sometimes the fate of prognosticators surprises in the other 
direction: Thomas Hobbes, remembered for declaring life to be “solitary, 
poor, nasty, brutish, and short”, passed away in his bed surrounded by 
friends and family, having almost reached his nineties, more than twice the 
average life expectancy of his era. In both extremes, the greatest cautions 
in life demand to be assessed case by case. Perhaps for this reason, the laws 
of many countries recognize the novel and profound reality of the case 
study, for the case study disrupts the utopian dreamers and the dystopian 
catastrophists alike. Even as regional trends can and must continue, the 
stream of history will go on rippling and refreshing in somewhat, but never 
fully, predictable ways.

The contributors to this volume have advanced precisely such a practical 
approach to studies of digital societies seeking to make a difference. Their 
case studies have been selected and framed, in the best tradition of the 
pragmatists, with a clear sense of what will most likely work best. Social, 
civic, and political questions appear in a large share of these pages. As 
a whole, the volume models the shedding of any traditional theoretical 
orthodoxy that would root the analyst either in a highly narrow empirical 
case study that cannot see outside itself or in the impenetrable fog of a 
general theory that cannot distinguish itself from f iction, and it refuses to 
adopt yet another orthodoxy. It may not be too much of a stretch to assert 
that, insofar as this volume has or even needs to admit a theory of truth, it is 
perhaps best to say that it follows John Dewey’s notion of “instrumentalism”: 
the best or at least a f irst principle applicable to collaborative data societal 
study is that each study take up the best practices for its case, and that its 
processes be understood to be temporal, evolutionary, and oriented towards 
making a practical difference in the lives of all those the study touches. 
Under what conditions would a given study be most likely to surprise its 
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creators by correcting a claim as false that was previously held to be true 
as well as by, in the process of being corrected, changing the situation at 
hand to make it better? Those pre-scientif ic conditions and normative 
evaluations, co-constituting one another and never fully separable in the 
process we call data science (or once we admit the social construction of 
data and scientif ic practice, we may call simply “science”), provide the best 
(or most instrumental) meaning for that claim.

In gathering studies that pair critical practical studies of infrastructure 
and ethnography, data regimes and data practices, partnerships and par-
ticipatory research across civic society, policy and politicized research, 
and most powerfully a long line of particular case studies whose relevance 
burst beyond their own bounds, this volume seeks to be an antidote for, 
and an alternative to, the popular approach to averaging out the best data 
practices as if they were subject to a central limit theorem: if the last time 
was too large, go smaller; if too small, go larger. No, none of that crude 
instrumentalization please! Rather, via applied theorizations as well as 
case study analyses, this volume models a critical approach that can foster 
better instrumentalist data practices. The volume does not aim to put 
forth absolutely true or false judgements; rather, it seeks to model a higher 
art of data-informed inquiry in which there must be continuous mutual 
adjustments and adaptations between the environment, object, and subject 
under analysis. This is not to diminish the meaning or signif icance of what 
can be accomplished through data-informed societal study. Neither does it 
cede ground to critics who would be too quick to accuse such an approach 
of being ‘under-complex’: rather, in precisely the philosophical move that 
critics of practical data science often miss, this volume, in its practice, slightly 
redef ines and elevates the very def initions of meaning and significance. 
Motivated by no mere gesellschaftsgestalterisch impetus, collaborative 
research also seeks an epistemic impetus: to paraphrase Charles Sanders 
Peirce, meaning, paid out in the soil of facts that change lives, is precisely 
what matters. We should seek to understand the meaning and signif icance 
of data research precisely via the full sum of their practical effects. What 
else could a better data-informed society look like except one that, for once, 
understood its meaning and signif icance to be precisely that which makes 
a difference to those in all cases at hand, and thus the task of data-informed 
societal inquiry is to make a difference that matters? Without predetermined 
advocacy, this volume models a tradition as impactful as it is self-reflective, 
mounting an evolutionary enquiry that deserves attention, imitation, and 
its full f lowering in the consequences its readers will realize with effort 
and over time.
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There’s nothing simple about such a call, and those who would see it as 
under-complex have fundamentally misunderstood the task at hand. It is 
not that complexity lies in framing one’s work with theory but rather that 
practice lies in complexity. Practice written down is suff iciently complex 
to f ill libraries – and every other institution. To transform data analytic 
research from the erudite, individual, and headily abstract into practical, 
engaged, and collaborative analysis in action requires signif icant, even 
enormous, amounts of effort and time, as well as complex investments, 
intellects, and infrastructure. Every dataset arrives in the hands of the 
researcher pre-cooked by different situations, categories, and contexts 
that are social, economic, political, and institutional. Thus to understand 
how to collaboratively engage that data into practices that improve the 
world requires simultaneously a search to understand the world itself – or 
at least the particular world that generated that data – and reflection on 
the practices through which it might be engaged. In a very specif ic way, by 
seeking to grasp the phenomenon at hand, through its different shades and 
situatedness, the contingencies and interdependencies in its local, social, 
economic, political, and institutional being, we gain not just a practical 
understanding of the phenomenon in question but a general understanding 
of its place in the world.

This epistemic commitment to understand data phenomena practi-
cally also ensures that the methodologically complex toolset that data 
practitioners bring to their work – digital methods, qualitative methods, 
quantitative methods from different industries – will be understood through 
a thoroughgoing commitment to interdisciplinarity and transdisciplinarity. 
A practical response to a multipart question such as “When does summer 
end in Utrecht, and how and why has that answer changed over time?” 
may require connecting academic scholars such as historians of climate, 
philosophers of seasonality and quantitative methods, and cultural anthro-
pologists with various weather, climate, and epistemologically sensitive data 
scientists at local, municipal, regional, national, and transnational levels. 
How much more complex and collaborative, then, should, and must, even 
more complex questions become? I’m thinking here of questions about 
our changing climate, political economies, societies, cultures, and lives. 
Surely the baseline for living intelligently in a dataf ied society compels 
and indeed requires academia to collaborate with societal sectors and to 
engage with external partners, along with allocating funding, translating 
various ontologies and professional practices, building and sustaining 
social networks of researchers and practitioners, supporting publications in 
academic, professional, and public venues, and just developing, in general, 
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novel forms of knowledge and insight for, and with, the student and the 
professional alike. It is the single ambition of the editors of this volume to 
make this often invisible, unacknowledged, and unrewarded labor visible 
and, moreover, imitable, praiseworthy, and promotable. With this volume in 
hand, may universities, societal organizations, industries, and governments 
near and far recognize, reward, facilitate, adopt, and model for others what 
it means, and with effort and time must still come to mean, to conduct 
collaborative research in a dataf ied society.
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