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	 What Experts Say about this Book

Michael Slater, Social and Behavioral Sciences Distinguished Professor, School 
of Communication, The Ohio State University, USA
“Assessment of exposure to messages is fundamental to the study of mediated 
communication, and there are few variables concerning social experience 
that are trickier to operationalize, especially given our rapidly evolving com-
munication environment. This book concisely summarizes a wide range of the 
state-of-the-art in approaches to assessing media exposure, ranging from ratings 
to eye tracking, from self-report to digital traces, from ecological momentary 
assessment to media buy impressions. Accordingly, the book addresses many of 
the complexities associated with accessing media content through apps, social 
media, and other software-driven interfaces. The reference list is impressively 
comprehensive and useful in pointing the way to more in-depth explorations 
of specif ic measurement methods. This book will be an invaluable resource 
for training graduate students and for exploring research design alternatives 
by faculty and industry researchers in communication, media psychology, 
and allied f ields.”

Veronika Karnowski, Chair of Media Communication, Chemnitz University 
of Technology, Germany
“Media exposure is one of the — if not even THE — core concept of our f ield. 
Hence, we need to talk about its conceptualization and measurement. This 
book is the synthesis of many years of research and discussions about this 
concept, not only but mainly at ASCoR. In this book, Peter Neijens, Theo Araujo, 
Judith Möller, and Claes de Vreese gather the state of the art of conceptualizing 
and measuring media exposure. From self-report measures over digital trace 
data, observations, eye tracking, and neurobiological measures to ecologi-
cal measures, they cover pretty much everything our f ields’ methodological 
toolkit currently offers to tackle media exposure. And they give insightful 
recommendations on furthering our debates on and measurement of media 
exposure. I am confident that this book will provide an excellent resource for 
many, from students to experienced experts in the f ield, and that it will instill 
much-needed future discussions and research on the conceptualization and 
measurement of this core construct.”
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	 Preface

The conceptualization, operationalization, and measurement of media 
exposure have had our attention for quite some time. The reason is simple: 
valid and reliable measurement of media and communication exposure is 
crucial for communication science, psychology, political science, sociology, 
pedagogy, economics, and law, and the practitioners in media, communica-
tion, and information. At the same time this is a “wicked problem” for which 
there are no simple solutions.

Over the years, we have developed several activities to improve the quality 
of media exposure measurement. These activities under the umbrella of the 
Research Priority Area “Communication” of The Amsterdam School of Com-
munication Research (ASCoR) and the University of Amsterdam included 
a variety of activities. We repeatedly carried out studies and overviews in 
which existing, and newly developed measures were put to the test (see the 
References in each chapter). We have also developed a website with media 
exposure measures and their characteristics that allowed researchers to 
search for extant media exposure measures, obtain available information 
about the quality and application of these measures, and add new measures 
and information to this overview resource. It was meant as a simple, practi-
cal, and shared tool assisting researchers to assess what kinds of measures 
are most suited to their research interests. Considering the dynamic pace 
of changes in media exposure measurement, we decided to discontinue the 
maintenance, but it has long served as a useful global resource.

Furthermore, we organized several expert meetings (in 2014, 2016, and 
2022) where international experts shared and discussed their research on 
this topic. Participants included Ava Francesca Battocchio (Michigan State, 
USA), Jeffrey Boase (University of Toronto, Canada), Susanna Dilliplane 
(Aspen Institute, USA), Karin Fikkers (Utrecht University), Veronika Kar-
nowski (LMU Munich, Germany), Frans Kok (Nationaal Media Onderzoek 
/ Frans Kok Projects, the Netherlands), Michael LaCour (UCLA, USA), Ed 
Malthouse (Northwestern University, USA), Ericka Menchen Trevino (EMT 
LLC, USA), Douglas A. Parry (Stellenbosch University, South Africa), Eliza-
beth Saad Correa (University of São Paulo, Brazil), Dhavan Shah (University 
of Wisconsin–Madison, USA), Nathalie Sonck (Kantar, the Netherlands), 
Talia Stroud (University of Texas at Austin, USA), Harsh Taneja (University 
of Illinois, USA), and Kjerstin Thorson (Michigan State, USA). We thank 
them for their invaluable contributions and the great discussions. We also 
thank the participants in the Annual Conference of the Media Audiences 
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and Effects Division of the German Communication Association (DGPuK) 
in 2016, and the participants in the Key Concepts workshop organized 
by Yariv Tsfati in 2023 for the reflections on current challenges to media 
exposure measurements.

We edited a special issue of Communication Methods and Measures 
(published in 2016) with contributions from Erik Albæk (University of 
Southern Denmark), Kim Andersen (University of Southern Denmark), 
Jason Barabas (Stony Brook University, USA), Susan Banducci (University 
of Exeter, UK), Jeffrey Boase (University of Toronto, Canada), Leticia Bode 
(Georgetown University, USA), Robert Hornik (Annenberg School, USA), 
Jennifer Jerit (Stony Brook University, USA), Jiaying Liu (Annenberg School, 
USA), Jeff Niederdeppe (Cornell University, USA), Jakob Ohme (University of 
Southern Denmark), William Pollock (Stony Brook University, USA), Martijn 
Schoonvelde (Vrije Universiteit Amsterdam, the Netherlands), Michael 
Slater (Ohio State, USA), Daniel Stevens (University of Exeter, UK), Harsh 
Taneja (University of Missouri, USA), Sonya Troller-Renfree (University of 
Maryland, USA), Emily Vraga (George Mason University, USA), and James 
Webster (Northwestern, USA). This special issue is now an often-cited 
resource in this space.

The current book feels like a “full circle” project for us. The aim is sharing 
our knowledge gathered in these projects and from the literature. The 
book provides an overview of the different measurement methods, from 
the good old self-reports to the recent data donation methods. We discuss 
their pros and cons and empirical performance. We believe that such an 
overview is useful, as knowledge and understanding of these methods and 
issues has been spread over many publications, academic and applied, from 
different disciplinary f ields, over many years. Our objective is to highlight 
all important themes and issues. Given the large number of studies, it is 
impossible to list each publication individually, but we have tried to do 
justice to previous authors as much as possible.

Studies and scholarly discussions on the best way of measuring media 
exposure are fascinating and inspiring and we hope that the book passes this 
spirit on to (new) colleagues and students in the f ield. Inspiration of many is 
much needed for the further improvement of these methods, as we realize 
that developments in technology will not only create new measurement 
problems, but also opportunities to solve them.



1.	 Introduction

Picture your day and think about your encounters with media and communi-
cation. You probably start your day checking your mobile phone for news and 
messages from your friends, you listen to streaming music while you exercise, 
you read the news on your tablet during breakfast, you are confronted with 
advertisements while you listen to podcasts or radio streaming on your way 
to work, you hear fellow travelers discussing (news) in breaks from their 
cell phones, you stream music in your off ice while checking messages from 
the team manager and colleagues on your laptop, and you play a game on 
your mobile phone in the lunch break. In the evening you watch a soccer 
game with friends in a bar, while passing a personalized public space ad 
that interacts with your smart watch, you search for information about a 
new mobile phone, browse through pictures shared on social media, and 
maybe you watch a bit of television in between a Netflix show, and not to 
forget: all this in combination with regularly checking your phone for news 
and messages from your friends. All these activities are worth studying on 
their own. But they also have a known impact on many different variables 
on the individual and the societal level: ranging from mental and physical 
well-being to the polarization of the public sphere.

Media and communication exposure (MCE) — that is “the extent to 
which audience members have encountered specif ic messages or classes 
of messages/media content” (Slater, 2004, p. 168) — is a crucial concept in 
studies on media audiences and effects in communication science, psychol-
ogy, political science, sociology, pedagogy, law, and economics. This concept 
has different roles in these studies: it is a dependent variable in theories 
and studies on media use; a mediator in selective exposure theories that 
specify that persons with certain characteristics seek out specif ic media 
that subsequently impact them; an independent variable in media effects 
theories, and a moderator in theories suggesting that exposure interacts 
with individual level and contextual factors.

Media exposure concepts are not only highly relevant for scientif ic stud-
ies, but also for the media industry. Aggregated media exposure data such 
as circulation, ratings and reach are indispensable for media programming 

Neijens, P., Araujo, T., Möller, J., & de Vreese, C. H. (2024). Introduction. In P. Neijens, T. Araujo, 
J. Möller, & C. H. de Vreese, Measuring exposure and attention to media and communication. 
Solutions to wicked problems (pp. 11-14). Amsterdam University Press.
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and publishing decisions, and as a currency for buying and selling of media 
space for political, commercial, and health campaigns. Media exposure data 
such as exposure to “questionable media content” by “vulnerable groups” 
are important for policy decisions and parenting advice.

Media exposure is thus a crucial concept. But it is also complex as it 
relates to a wide variety of behaviors, platforms, devices, content, and 
situations. Especially in today’s media landscape which is characterized 
by an abundant number and variety of traditional and new media (offline, 
online, mobile, meta), communicators (professional newsmakers such as 
journalists, PR professionals, advertisers, as well as non-professional “send-
ers” such as other media users, social media influencers, social contacts, and 
algorithms), (blurred) content categories (ranges from news, information, 
political comedy, advertising, health information, and entertainment to 
personal experiences), and modalities (text, images, voice, video), increas-
ingly “on demand,” interactive, and “unbundled” in the form of single articles, 
music tracks, and videos distributed through different channels. Media 
consumption varies from active, deep, and focused to passive, habitual, 
ephemeral, unconscious, short and superf icial; is highly personalized and 
characterized by media multitasking, time shifting, less stable repertoires; 
and is consumed on different devices in different situations at home, at 
work, and while traveling.

These multi-faceted aspects have led to the felt necessity to apply different 
conceptualizations and operationalizations of “exposure.” Also, exposure 
measurement may take many different forms. They can be clustered into 
categories: self-report measures (e.g., questionnaires, diaries, think-aloud) 
which are based on media users’ own assessments (Chapter 4), digital trace 
data which is registered by a device (e.g., meters, mobile apps) (Chapter 5), 
(human) observation which requires observers (Chapter 6), eye tracking 
(Chapter 7), neurobiological measures including psychophysiological (e.g., 
heart rate, skin conductance) and fMRI data (Chapter 8), and ecological 
measures which are derived from statistical data (Chapter 9).

Measurement of media exposure was already diff icult in the media 
landscape of 25 years ago. But today it is even harder. Discussions about the 
conceptualization and measurement of media exposure and methodologi-
cal studies into the quality of the measures have a long history, reaching 
an all-time high in the past decade. This trend ref lects the explosively 
increased amount and variety of media products and modes or contexts 
of consumption, the associated theoretical, political, and social interest 
in these phenomena, and the increased possibilities of (mobile) tracking 
methods brought by digitalization.
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It is diff icult to make informed choices on the measurement of MCE 
in view of the many possibilities and the scattered knowledge on their 
advantages and disadvantages. This book therefore attempts to integrate 
the insights by providing an overview of:
–	 the ways in which MCE can be conceptualized and operationalized 

(Chapter 2),
–	 the ways in which MCE can be measured, their pros and cons, and 

performance (Chapter 3–9),
–	 and recommendations for the application and further development of 

these methods (Chapter 10).
The chapters on the different exposure method differ in length, which 

is related to differences in complexity, popularity, and numbers of meth-
odological studies into the method. The book also includes an extensive 
bibliography — with references to in-depth insights into specif ic aspects 
of media exposure measurement.

We are well aware that our book will neither be the ultimate reference 
work on the subject nor settle longstanding disputes over different ap-
proaches or shortcomings of specif ic measures. We wouldn’t have the 
audacity to let this be the ambition. Instead, we hope that the book will 
summarize and consolidate what we know, provide guidance on what 
considerations are important, and provide a framework for evaluating 
specif ic measures and broader developments.

Reference

Slater, M. D. (2004). Operationalizing and analyzing exposure: The foundation 
of media effects research. Journalism & Mass Communication Quarterly, 81(1), 
168–183. https://doi.org/10.1177/107769900408100112
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2.	 Conceptualizing Media Contact

Abstract
Conceptual issues lie at the heart of the debate on media and communica-
tion exposure. We discuss these in this chapter. In particular, we pay 
attention to (1) the different concepts related to media contact, (2) medium 
and communication levels, (3) institutionalized media audiences, and 
(4) metrics.

Keywords: exposure, attention, reception, medium and communication 
levels, institutionalized media audiences, metrics

2.1	 Media contact concepts

Media exposure is def ined as proximity to a message (Lee, 2009), or “the 
extent to which audience members have encountered specif ic messages or 
classes of messages/media content” (Slater, 2004, p. 168), or any situation in 
which a person comes into contact with particular events or news stories 
through one or another medium (Allen & Waks, 1986). Information process-
ing approaches take a broader view of media exposure. These approaches 
view media exposure as a dynamic process that includes psychophysi-
ological, cognitive, and affective responses. These responses are considered 
relevant because they can influence the effects of people’s exposure to 
media (Nabi & Oliver, 2009; Oliver et al., 2020; Valkenburg & Peter, 2013a). 
For example, in the f ield of advertising “context-induced psychological 
responses, such as involvement elicited by a documentary, happiness caused 
by a sitcom, or sadness generated by a drama series, are considered to have 
an important impact on advertising processing” (Moorman et al., 2005, p. 49). 
In this section we give a brief overview of the concepts related to the various 
physiological and mental processes that occur during media exposure. We 
focus on attention, involvement, engagement, valence, arousal, emotional 
responses, and experiences.

Neijens, P., Araujo, T., Möller, J., & de Vreese, C. H. (2024). Conceptualizing media contact. In P. 
Neijens, T. Araujo, J. Möller, & C. H. de Vreese, Measuring exposure and attention to media and 
communication. Solutions to wicked problems (pp. 15-32). Amsterdam University Press. 
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Attention

Associated with different attention levels are questions about operationaliza-
tions that are used to describe the media and communication “encounter”, 
such as Opportunity to See (OTS), open eyes/ears in front of media content, 
presence in the room, looking, seeing, watching, listening, hearing, reading, 
or using. For instance, what behavior actually counts as “watching”? Is it 
about being present in the room (without eyes on screen), facing a screen, 
looking at the screen, or watching a whole program, or episode, with atten-
tion? Similar questions play a role in readership research that focus on print 
media: what behavior actually counts as reading? Is skimming reading? Does 
reading need to be done with full attention? And how long does a reader 
need to perform this activity to be considered to have read a newspaper?

User’s attention to media and communication is def ined in different 
ways, with components as alertness, selectivity, and processing capacity 
(Moray, 1970; Posner & Boies, 1971). Attention definitions include “the ability 
to focus on [the message] and also to suppress attention to other things in 
the environment” (Bellman et al., 2019, p. 295), “psychological involvement” 
(Webster & Wakshlag, 1985), or “mental effort” (Chaffee & Schleuder, 1986).

Although a relevant variable for media exposure research, the role of 
attention in media effect models should be interpreted with caution, because 
attention “is inherently confounded with the prior knowledge, interest, and 
attitudes that give rise to attention. Such prior variables might independently 
be related to the outcome of interest independent of exposure” (Slater, 2004, 
p. 174, see also Romantan et al., 2008).

Greenwald and Leavitt (1984) distinguish four levels of message processing 
referring to different attention levels: preattention (scanning media content 
in a subconscious and automatic way, f iltering all incoming information), fo-
cal attention (where enough attention is paid to determine what the content 
is about), comprehension (the message is analyzed to assign meaning), 
and elaboration (connection to existing knowledge structures, generating 
personal connections and imagery) (Finn, 1988; Shapiro et al., 1997; Smit et 
al., 2013).1 Eye tracking (see Chapter 7) and psychophysiological methods 
(see Chapter 8) are usually considered appropriate methods for lower levels 

1	 It is generally believed that two processes drive attention: a bottom-up, stimulus driven 
process in which features of media content, such as size and shape, almost automatically capture 
attention, even when someone is not actively searching for them, and a top-down, conscious 
process in which person-related factors (e.g., interest, motivation) encourage people to enhance 
attention (Geiger & Newhagen, 1993; Pieters & Wedel, 2004, 2007; Rosbergen et al., 1997). See 
also Smit et al., 2013.
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of attention, self-reports including thought listing (Petty et al., 1983; see 
also Chapter 4) for (higher) attention levels that produce at least a minimal 
memory trace.

The relationship between attention and exposure is discussed by W. Potter 
(2008): “The idea of exposure addresses whether a person was physically 
exposed to a message or not, while the idea of attention addresses how much 
cognitive effort of concentration the person devoted to the message. Scholars 
appear to use this basic idea of attention as a measure of degree of exposure. 
As people move higher on the attention continuum, they expend more effort 
at perceiving and processing messages; they increase their awareness of 
that message; and that increased awareness along with increased cognitive 
effort makes it more likely that the message will be encoded into memory 
and more easily retrieved later” (p. 153).

W. Potter proposes an alternative model in which attention is not a single 
continuum but a variety of alternative states that differ from one another 
in kind rather than by degree. He differentiates an automatic state (in 
which the media user unconsciously processes messages), a transported 
state (in which the user is “lost” in a story, receives messages, compare the 
concept of “f low” (Csikszentmihalyi, 1988), an attentive state (in which 
an individual consciously interacts with a message), and a self-reflexive 
state (in which an individual consciously processes a message and reflects 
on that process). These four qualitatively different exposure states have 
implications for research design and measurement, says W. Potter: “This 
consideration of exposure states can help researchers make a more reasoned 
assessment of the types of knowledge their potential respondents do not 
have. Any measure, no matter how well crafted, that attempts to tap into 
knowledge that the respondents do not have will never achieve validity. 
Instead, researchers need to focus on the types of information that their 
respondents are likely to have, then attempt to design measures that access 
that information as cleanly as possible” (p. 164). He advises researchers to 
create conditions in their experiments and surveys in which the exposure 
status of participants is comparable to that in their daily life (see also Fikkers 
et al., 2015; Valkenburg & Peter, 2013a).

2.2	 Involvement and engagement

Involvement is def ined by Zaichkowsky (1985) as “a person’s perceived 
relevance of the object based on inherent needs, values, and interests” 
(p. 342). Based on their meta-analysis, Johnson and Eagly (1989) characterize 
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involvement as “a motivational state induced by an association between 
an activated attitude and the self-concept” (p. 290), and distinguish value 
relevant, impression relevant, or outcome relevant involvement.

Related to involvement is engagement (Advertising Research Foundation, 
2006a; Araujo, et al., 2020; Napoli, 2012; Webster et al., 2014), “a state of being 
involved, occupied, fully absorbed, or engrossed in something” (Higgins 
& Scholer, 2009, p. 102), or “a multilevel, multidimensional construct that 
emerges from the thoughts and feelings about one or more rich experiences 
involved in reaching a personal goal” (Calder et al., 2016, p. 40).

Arousal, valence, and emotional responses

Arousal (intensity) and valence (positive or negative) are two core dimensions 
of immediate affective media responses (Russell, 1980; see also Chapter 8). 
Examples of emotional responses are feelings of anger, happiness, and 
sadness (Nabi, 2009).

Media experience

Media experience is def ined by Bronner & Neijens (2006, p. 83) as “emo-
tional, intuitive perceptions that people have while using the media” 
(after Koppe, 1998). The concept captures “the qualitative thoughts and 
feelings people have about a [medium] — what it means to like and use 
[the medium] from their perspective” (Malthouse et al., 2007, p. 8; see 
also Malthouse et al., 2003). Van der Wal et al. (2022, p. 20) — following 
Grady et al. (2022, p. 525) — def ine: “a media experience encompasses 
both media exposure and its attendant affective and cognitive processes, 
such as appraisal.”

Related concepts

–	 Media use — important in Uses and Gratif ications (e.g., Katz et al., 
1973) — is def ined by McQuail (1994, p. 303) as “the act of choosing or 
attending to media,” where “choosing” refers to audience activity before 
exposure (“selectivity”), and “attending” refers to audience activity 
during exposure (“involvement”).

–	 Media reception indicates “getting” the message (Lee, 2009), as it “requires 
attending to, comprehending, and retaining [remembering] news” (Price 
& Zaller, 1993, p. 134).
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–	 Generating content includes contributing to media content (e.g., rat-
ing, commenting) and creating media content (actively producing and 
publishing content, e.g., writing reviews) (Muntinga et al., 2011).

–	 Media effects include structural changes or reinforcements in cognitions, 
emotions, attitudes, beliefs, physiology, or behavior (W. Potter, 2011, 
2012). Media effect variables are beyond the scope of this book.

2.3	 Medium and communication levels

In addition to issues related to “encountered” that we discussed above, there 
is another aspect in Slater’s def inition that needs further consideration: 
“specif ic messages or classes of messages/media content.” Theories and 
studies on the effects of media and communication can refer to differ-
ent levels of media content, for instance, “medium type” (e.g., television, 
newspapers, radio), a specif ic “vehicle” (e.g., The New York Times, BBC News 
at Ten, Newsweek), a specif ic “issue” of a newspaper, magazine, program, a 
specif ic “unit” (front page, back page), a specif ic article or advertisement 
(Advertising Research Foundation, 1961; Harvey, 1997), a specif ic “genre” 
(e.g., news, soap operas, ads), or a specif ic topic (“violence”).

The content a person is exposed to can be further detailed. For example, 
Fikkers et al. (2015) argue that researchers should go a step further than ask-
ing for exposure to media violence and develop measures that are sensitive 
to the different types of violence that are theoretically relevant. Even more 
detail can be reached by associating the f indings of a content analysis of 
the content to which a person is exposed with measures of exposure, the 
so-called “linkage” method (see Chapter 4).

In addition to media content, the user’s media encounter can be char-
acterized by channel and interaction indicators that are central in the 
hierarchical taxonomy of computer-mediated communication (CMC) of 
Meier and Reinecke (2021). Table 2.1 shows that the authors distinguish 
channel levels such as device, application type, brand and features of the 
app, and communication levels such as type of interaction and type of 
message.

In this context, van der Wal et al. (2022) adopt an activity-based framework 
of social media activities — suggested by Weinstein (2018) and Yang et al. 
(2021) — that “revolve around relational interactions (direct messaging), 
self-presentation/expression (posting and broadcasting), and browsing” 
(p. 21).
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Table 2.1  The hierarchical CMC taxonomy

Level of analysis Examples

Channel centered
Device smartphone, tablet
Type of application SNS, social media, email
Branded app Facebook, Instagram
Features status update, profile, messenger, chat
Communication centered
Interaction one-to-one, one-to-many, network size, ties, active, passive
Message mode (text, voice), content (valence, topic)

Source: Meier and Reinecke (2021, p. 1185).

Exposure concepts can be measured at each of these media and commu-
nication levels, and it is important to take these levels into account when 
designing studies, examining theories, or comparing research f indings. To 
illustrate this: the often-used indicator “screen time” may hide a diversity 
of content and interactions, such as browsing through live streams, posting 
videos, playing games, selling something, or creating a poll (Griff ioen et al., 
2020b; Parry et al., 2021).

2.4	 The media industry: institutionalized media audience

Data for the media industry is negotiated in Joint Industry Committees 
(JICs) in which stakeholders (advertisers, ad companies, media companies) 
define the metrics (currencies) measuring the size and composition of media 
audiences. These institutionalized media audiences — “the audience as 
conceptualized, operationalized, and monetized within the marketplace 
for media audiences (Napoli, 2003, 2011)” (Napoli, 2012, pp. 80–81) — are 
crucial for programming and publishing decisions, and as a currency for 
buying and selling media space for campaigns. Industry data is usually 
collected in syndicated research by companies such as Nielsen, Arbitron, 
comSCORE, and Kantar Media. Table 2.2 describes the early days of this 
type of research in the USA.

The main interest in institutionalized audience measurement has always 
been exposure (e.g., Ang, 1991; den Boon & Neijens, 2000; Napoli, 2012; Ross & 
Nightingale, 2003). However, it is clear that the value of media for a campaign 
depends not only on the number of consumers who come into contact with 
the medium, but also on the “quality” of these contacts. Therefore, quality 
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indicators such as prestige, communication power, appreciation, involvement 
and engagement with the medium (content), visibility (of outdoor posters) and 
so on, and so forth, have always been on the research agenda of the industry, 
as additions to the mainstream “ratings approach” to audience measurement, 
even more so in today’s interactive media landscape that facilitates these 
kind of measures (e.g., BRO, 2024; den Boon & Neijens, 2000; Harris & Chasin, 
2006; Napoli, 2011, 2012; Smit & Neijens, 2011; Webster et al., 2014).

Table 2.2  The early history of USA rating research

The early history of USA rating research was described by Mayer in 1972: “It started in 
March 1930, when a group of national advertisers met together with opinion researcher 
Archibald Crossley to form the Cooperative Analysis of Broadcasting. The technique 
employed was the ‘telephone recall’ — interviewers would call people and ask them to 
run down a list of what they had heard yesterday. The first improvement on this system 
was Claude E. Hooper’s Hooperratings. His technique was the ‘telephone-coincidental’, in 
which an interviewer calls a home and asks the person answering the telephone whether 
the radio (or television set) is playing, and if so what’s on” (Mayer, 1972, p. 5).

Later, national TV ratings were measured with a combination of a self-administered 
questionnaire and a household meter. Viewers in the Nielsen Television Index sample kept 
a diary of their viewing. Those viewing levels were calibrated to ones produced by the 
Nielsen audiometer, a device attached to televisions, which electronically audited when 
the machine was turned on and which channels were tuned (Stoddard, 1987).

In local and cable markets, only diaries were used, as household meters would have 
been too costly. This system was replaced in the mid ’80s by ‘People meters’: each 
television set was fitted with a meter that included a set top comprising a station and 
channel selection monitor and a display screen, plus a portable remote control handset. 
Panel members indicate their viewing by pressing pre-designated buttons on the handset 
(Kent, 1994).

Source: Smit and Neijens (2011, p. 127). Webster et al. (2014) offer an extensive overview of the 
developments (e.g., institutions, metrics, research designs) of institutionalized audience research.

Two issues have long puzzled the sector: the measurement of small media 
outlets and cross media measurement. The f irst issue: the sheer number 
of media vehicles and the highly fragmented media landscape require 
huge sample sizes for estimating the size of media audiences. The long tail 
(Anderson, 2006; Elberse, 2013; McDonald, 2008) indicates the situation in 
which a very small number of media vehicles or programs have a substantial 
share of the media market, and many media have small shares that in the 
aggregate can be larger than the share of the few large players. “It is simply 
impossible for measurement f irms to recruit and maintain representative 
audience panels that are large enough to capture the true distribution of 
audience attention across the wealth of available content options and across 
all of the platforms via which that content can be consumed” (Napoli, 2012, 
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p. 82). The industry is constantly trying to f ind solutions, for example using 
digital trace data (e.g., Smit & Neijens, 2011).

The second issue: the media industry traditionally collects data and 
produces metrics for individual media types, i.e., for television, print media, 
outdoor, etcetera. However, the market is no longer satisf ied with this “silo” 
approach and demands cross-media data that contains statistics that also 
show the overlap of audiences of the different media types. This requires 
“single source” data that captures all media use of an individual in one 
survey — (almost) impossible — or data fusion, i.e., linking data sources 
by matching respondents on common variables, such as demographics, 
attitudes, and behavior (Jephcott & Bock, 1998).

The industry has taken a large number of initiatives to address the above-
mentioned issues, which have become quite complex (Smit & Neijens, 2011; 
Taneja & Mamoria, 2012). We illustrate this with an approach recently 
developed in the Netherlands which has not yet been fully implemented 
(see Table 2.3).

Table 2.3  Advanced cross media audience measurement

The Dutch “Nationaal Media Onderzoek” (National Media Research) aims to document 
what people watch, listen to, read and click on. For the data collection several instruments 
are used including app, people meter, router meter, questionnaires, and census data in the 
following way: (1) in panel number 1, a media app (MediaCell+) is installed on the smart-
phone of the panel members that records radio listening, tv viewing, and online traffic on 
the smartphone (using image and audio matching, and an inaudible code embedded in 
the audio and video audio stream programming to recognize channels and programs), (2) 
in panel number 2, a household people meter is installed that maps TV viewing behaviour 
in more detail, and a router meter is installed that registers the IP traffic through the Wi-Fi 
network in the household, (3) census data records stream starts, downloads and website 
visits, (4) a readership survey registers readership of print media that combined with the 
online measurement in the online panel gives data on reading of media brands. The survey 
also contains questions about respondents’ characteristics, information on product and 
brand cognitions, attitudes and behaviour, and other media use (global). The fifth data 
source consists of a panel on radio audience measurement (e-diary for people 13–17; it is 
illegal to track them with an app). An “establishment survey” ties the various data sources 
together. Outdoor advertising is not (yet) included in the National Media Research.

Source: Nationaal Media Onderzoek (2021).

2.5	 Metrics

Based on various sources, we have made an overview of the concepts (also 
called metrics), used to characterize exposure to media (see Table 2.4). 
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A distinction can be made between metrics that characterize media 
usage of individuals (e.g., exposure, attention, frequency of reading), and 
metrics that characterize media (readership, click-through rate, rating). 
A distinction within the latter group is between gross measures and 
cumulative measures (Webster et al., 2014). The f irst “include estimates 
of audience size and composition made at a single point in time” (p. 88); 
the latter show “how audience members are behaving across time” (p. 113). 
Examples of the f irst type are market share and impressions. Cumulative 
measures include cum ratings, reach, unique visitors, frequency, and 
audience duplication.

An important category of metrics refers to campaigns. Media audiences 
are usually confronted with a campaign message several times (in the 
same medium or in different media or on different platforms) which is 
ref lected in metrics such number of contacts, gross reach / gross rating 
points (GRPs), net reach, duplication, frequency of contacts, and average 
contact frequency.

Note that there are multiple variants of reach and rating metrics: these 
can refer to the entire population or a specif ic target group, to specif ic 
times/periods; expressed as an average or share of market (“share of voice”), 
and may include delayed viewing (time shifting, for instance up to three 
days).

Data for these metrics can be based on site-centric data (also platform 
centric, server centric or census data) or user-centric data (Webster et al., 
2014; Ohme et al., 2023). An example of site centric data is data from servers 
that record website visits. Site-centric data is attractive in the fragmented 
media landscape where sample sizes of surveys restrict the measurement of 
media outlets with small audiences (see above). Site-centric data, however, 
is often “data in vacuum” and lack background information about the user. 
User-centric data is acquired in a panel of users and can be utilized to 
characterize users as well as media outlets; site-centric data can only be 
applied to the latter.

Discussions and research on the best way of operationalizing and measur-
ing media metrics are widespread (see the proceedings of the biannual 
Worldwide Readership Research symposia (e.g., Brown, 1990 and www.
readershipsymposium.com). For example, to estimate media readership, 
respondents may be asked about reading a newspaper or magazine in the 
last publication interval, a method known as Recent Reading, or about 
reading specif ic issues (whenever), a method known as Through-The-Book 
(Hobson, 1956) or Specif ic Issue Readership (Faasse & van Meerem, 2003). 
We return to this in the Chapter 4.

http://www.readershipsymposium.com
http://www.readershipsymposium.com
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2.6	 Concluding remarks

Several concepts are used to describe media contacts. In this book we focus 
on media exposure (encountering a medium or message), but we also pay 
attention to psychophysiological reactions such as arousal and valence 
(Chapters 7 and 8), and mental responses during the encounter, such as 
attention, involvement, engagement, and experience (Chapter 4) because 
these aspects are considered important for media use and effects.

This chapter also shows that it is important to consider the medium 
content (e.g., politics, entertainment, violence, valence), other characteristics 
of the medium (e.g., device, application, message), and the type of interac-
tion (e.g., active, passive, relational, self-expression) when comparing and 
evaluating theories and studies of media use and effects.

Table 2.4  Media exposure metrics

Ad exposure The number of target audience individuals exposed to the advertising 
(Rossiter & Percy 1998, p. 447).

Associated score The percentage of respondents who have read some portion of the ad 
and remembered the name of the advertiser (i.e., brand recognition) 
(Starch, 1966; Sar & Rodriguez, 2017).

Attention E.g., How much attention do you pay to news on TV/newspaper articles 
about national politics?

Average 
frequency

A campaign generates a frequency distribution of exposures. Average 
frequency is the mean value of this distribution. See also below (entry: 
Frequency distribution of contacts). 

Average Issue 
Readership (AIR)

The number of different people reached by an (average) issue of a 
particular publication.

Campaign reach The number of contacts with the various messages in the campaign.

Circulation “Total number of unduplicated audience members exposed to a media 
vehicle (e.g., newspaper, station) over some specified period of time” 
(Webster et al., 2014, p. 267).

Click-through 
rate

The percentage of people who click on a stimulus.

Contact Example: the number of contacts with a campaign is two if one 
person is confronted with the campaign twice, or if two persons are 
confronted with the campaign once.

Cumulative 
persons/rating

“The total number/percentage of different people or households who 
have tuned in to a station at least once over some period of time” 
(Webster et al., 2014, p. 147).

Current reach The number of different people reached within the publication interval 
of a title (a day for dailies, a week for weeklies, etc.).

Duplication The percentage of people who are exposed to media content x who are 
also exposed to media content y.
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Effective reach Indicates the number of target audience individuals reached at the 
effective frequency level, that means the level at which the message 
has its intended effect.

Exposure “The extent to which an audience member has encountered specific 
messages or classes of messages/media content” (Slater, 2004, p. 168).

Frequency 
distribution of 
contacts

A campaign generates a frequency distribution of contacts. In a 
campaign that aims to reach people three times, some individuals will 
have one, two, three or seven contacts.

Frequency of 
reading

Respondents are asked how many of the last, say, four or five issues of a 
publication they have read or looked at. 

Gross reach The total number of contacts with a campaign.

GRP Gross Rating Point. Example: a value of 100 GRPs means that the 
number of contacts are equal to the number of targeted individuals. It 
may mean that 50% of the target individuals are reached twice. Gross 
Rating Points: net reach * average frequency.

Impressions The number of times that a message is displayed to a user.

Net reach The number of different people who are exposed to a campaign at 
least once.

Noted scores The percentage of respondents who remembered seeing a specific ad 
(i.e., ad recognition) (Starch, 1966; Sar & Rodriguez, 2017).

Opportunity to 
see (OTS)

Open eyes/ears in front of medium space (Slater, 2004).

Overlap Gross reach minus net reach = overlap (repeated exposures to a 
campaign).

Page views The number of times a page has been loaded.

Rating The percentage of a population exposed to a (broadcast) medium.

Reach The number of different people who are exposed to a medium or a 
message. Similar to cumulative persons/rating.

Read most The percentage of respondents who have read more than 50% of the 
ad (Starch, 1966; Sar & Rodriguez, 2017).

Recent Reading Determines whether a respondent has read (or claims to have read) any 
copy of a publication in the most recent publishing interval (the past 
month for monthlies, the past week for weeklies, etc.).

Selectivity The number of target group people reached compared to the total 
number of people reached.

Screen time
(also, screen 
use, (digital) 
media time, 
(digital) technol-
ogy use, digital 
engagement)

“Time spent using a device such as a computer, television, or games 
console” (The Oxford English Dictionary; Kaye et al., 2020).
“Time spent passively watching screen-based entertainment (TV, 
computer, mobile devices)” (World Health Organization; Kaye et al., 
2020).

Share The number of people who are, for instance, tuned to channel x or read 
magazine y divided by the total number of people tuned to television/
reading magazines.
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Subscriptions The number of subscriptions (paid, for free, controlled circulation, etc.).

TRP Target Rating Points: gross rating points for a targeted audience.

Unduplicated 
audience

Similar to cumulative persons/rating and reach (see entry above).

Unique visitors The number of different people who have visited a website over some 
period of time.

Waste The number of people reached who do not belong to the target group. 

Literal quotes are indicated in the table with “…”. 
General sources that form the basis of the other descriptions are: Kaye et al. (2020); Media Rating 
Council [MRC] and Interactive Advertising Bureau [IAB] (2013); Moorman et al. (2011); Rossiter and 
Percy (1998); Webster et al. (2014).
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3.	 Quality Criteria for Media Exposure 
Measures

Abstract
Quality criteria for media exposure measures can be derived from the Total 
Survey Error (TSE) paradigm that specif ies “all errors that may arise in the 
design, collection, processing, and analysis of survey data” (Biemer, 2010, 
p. 817; Groves, 1989; Groves et al., 2009; Weisberg, 2015).1 Roughly speaking, 
we can distinguish two kinds of errors: measurement errors (differences 
between the observed and true values of variables) and respondent selec-
tion errors (differences between the target and participating population). 
These are discussed in the context of MCE measurement.

Keywords: reliability, validity, sampling errors, non-response, platform 
affordances errors, trace selection errors

3.1	 Measurement errors: reliability and validity criteria

Reliability and validity are of crucial importance for the measurement of 
MCE: “A poor reliability of exposure measures can drastically attenuate the 
relationship with outcome variables, and a low validity makes it diff icult to 
interpret any relationship (Fern & Monroe, 1996; McGuire, 1986)” (Valkenburg 
& Peter, 2013a, p. 200). Table 3.1 lists a number of reliability and validity 
indicators used in studies on the quality of exposure measures.

Compared to the number of validity studies, the number of reliability 
studies is limited (Lee et al., 2008). Test-retest reliability is probably 
the most applied reliability assessment strategy for media exposure 

1	 A broader concept is total survey quality (e.g., Juran & Gryna, 1980) that also includes “f itness 
for use” dimensions such as timeliness, accessibility, relevance, and usability of the data (Biemer, 
2010, p. 818). In the context of media exposure data, “scalability” is such a criterion: the extent 
to which a measure can be applied to a large number of respondents.

Neijens, P., Araujo, T., Möller, J., & de Vreese, C. H. (2024). Quality criteria for media exposure 
measures. In P. Neijens, T. Araujo, J. Möller, & C. H. de Vreese, Measuring exposure and attention 
to media and communication. Solutions to wicked problems (pp. 33-40). Amsterdam University 
Press. 
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measures. It compares the consistency of the scores when applying the 
same test two or more times, for example in panel studies. Statistical 
issues associated with this approach are discussed in Fikkers et al. (2015), 

Table 3.1  Criteria for reliability and validity

Criterion Definition/operationalization

Reliability “The extent to which an experiment, test, or any measuring 
procedure yields the same results on repeated trials” (Carmines 
& Zeller, 1979, p. 11). Also: “Reliability refers to the notion that 
re-elicitation of the same measure from a respondent should 
produce an identical response as long as the underlying true 
exposure is unchanged” (Lee et al., 2008, p. 6).

Internal consistency Cronbach’s alpha (applicable to a case with different questions, 
same construct; cannot be applied to single items).

Test-retest reliability Consistency of the scores when applying the same measure 
several times.

Validity “The extent to which a test accurately reflects or assesses the 
specific construct it purports to measure” (Coolidge & Segal, 
2010, p. 1).

Content validity “The extent to which an empirical measurement reflects a 
specific domain of content” (Carmines & Zeller, 1979, p. 20).

Face validity “Concerns judgements about an instrument after it is con-
structed” (Nunnally, 1978, p. 111). “The extent to which it looks 
like it measures what it is intended to measure” (Carmines & 
Zeller, 1979, p. 53). 

Nomological validity The extent to which a measure is positively associated with 
other variables that theory predicts that the measure ought to 
be associated with (compare Niederdeppe, 2014, p. 148).

Predictive validity The extent to which a measure is positively associated with a 
presumed outcome variable at a later time, e.g., a change in a 
dependent variable, such as change in knowledge.

Convergent/concurrent 
validity

The extent to which a measure is associated with alternative 
measures.

Criterion validity The extent to which a measure is associated with a well-
established measure (gold standard).

Discriminant validity The extent to which a measure is unrelated to unrelated 
concepts.

Discriminant validity: 
Accuracy

“The extent to which campaign exposure measures successfully 
distinguish between ‘true’ campaign messages (those that a 
respondent could
have been exposed to based on availability) and ‘false’ ones 
(those that were not available such that respondents could not 
have been exposed to them” (Niederdeppe, 2014, p. 147).

Discriminant validity: 
sensitivity

“The extent to which a campaign measure is distinct from 
broader measures of media use or exposure to other sources of 
topical information” (Niederdeppe, 2014, p. 147).
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Heise (1969), Lee et al. (2008), Prior (2013), Wiley and Wiley (1970), and 
Zaller (2002).

In addition to the “soft” face validity criterium, three main validity 
criteria are predictive or nomological validity,2 convergent or criterion 
validity (both criteria compare measures, the difference is that whether 
the comparison variable can be considered a gold standard (criterion) or 
not), and discriminant validity.

A predictive validity approach is applied in studies that compare media 
exposure measures with changes in a variable which is supposed to be 
affected by the exposure, e.g., political knowledge. It is important that 
these analyses control for alternative time-variant causes of the selected 
variable (i.e., political knowledge). It is also important that these studies 
make it plausible that the media to which these people are exposed actually 
contain information about the knowledge measured in these questions (at 
the time when the respondents consumed these media) and that they were 
able to obtain and retain this information (Prior, 2013).

Panel studies are instrumental for test-retest reliability and predictive 
validity studies. Another interesting study design are experiments in which 
respondents in some conditions are exposed to a message (criterion), and 
others not, and asked to self-report their exposure to the message (e.g., Jerit 
et al., 2016; Vavreck, 2007). Some studies consider digital trace data or diary 
data the gold standard for self-reports, but given the issues associated with 
these “gold standards” this is certainly not widely accepted (see Chapter 5).

Please note that the association between (media exposure) variables 
does not tell us to what extent the scores on the variables are similar in 
terms of degree: it is possible that people overestimate their exposure to 
media measured with a particular instrument, while at the same time this 
measure correlates perfectly with a gold standard.

Associations between different exposure measures (in other words: 
estimations of convergent or criterion validity), or between media exposure 
and a dependent variable (estimations of predictive validity) can be studied 
at a “between-person” or a “within-person” level (Valkenburg et al., 2021; 
Verbeij et al., 2022). Between-person analysis examines these associations at 
the group level: e.g., it is investigated to what extent respondents who score 
higher on a media exposure measure than other respondents, also score 
higher on (for instance) knowledge increase than the other respondents. 
Within-person analysis requires panel data and examines these associations 

2	 Niederdeppe (2014) prefers the label nomological rather than predictive validity “because the 
latter term often implies evidence of causal ordering and the use of longitudinal data” (p. 148).
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at the individual level: it is investigated to what extent people who score 
higher/lower on a media exposure measure than usual also score higher/
lower on (for instance) knowledge increase than they usually score (resulting 
in a person specif ic, “n = 1” beta) (Valkenburg et al., 2024; Verbeij et al., 2022).

Coding of content

Many of the exposure measures obtained via self-reports or digital trace 
data (see Chapters 4 and 5) may require manual coding (i.e., labeling) of the 
content into broader categories especially when relying on very granular 
levels of exposure measurement. For example, a list of websites or domains 
visited by a participant may need to be recoded into a broader category 
of content types (e.g., news, sports, entertainment, etc.). In some cases, 
especially in cases with extremely large datasets, a machine learning clas-
sif ier may be trained on the manually coded data (a sample of the larger 
dataset), and subsequently used to automatically categorize the complete 
dataset. Additional reliability measures are then needed to ensure the 
quality of such coding, as outlined in Table 3.2.

Table 3.2  Criteria for reliability for (manual) coding 

Criterion Definition/operationalization

Intercoder reliability “Reliability is measured by the agreement among all pairs of 
independent coders who are instructed to identify, interpret and 
record the same set of units of analysis. This agreement measure 
indicates the extent to which the process of generating data is 
reproducible elsewhere, by additional coders or for other applica-
tions” (Krippendorff, 2021, p. 166).

Intercoder reliability 
measures

Traditionally used for content analysis and applicable to: same test/
task, different coders; include measures such as Krippendorff’s alpha.

Information retrieval 
measures

Measures such as Precision, Recall or F1-Scores to assess the perfor-
mance of machine learning predictions, relevant for when manual 
coding of a sample is used as an input to train a classifier that will be 
used to make predictions (i.e., categorize) the full dataset.

3.2	 Respondent selection errors: frame, sampling and non-
response issues

Respondent selection errors include frame (coverage) errors, sampling, 
and non-response issues. Coverage is at risk if the sampling frame does 
not coincide with the population of interest. Sampling is a problem if 
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the sampling scheme and/or sample size does not allow for an accurate 
picture of the population of interest. Non-response problems occur when 
respondents from the sample are not available, or refuse to participate, 
the probability of which increases with more intensive MCE measurement 
methods. Response quality in surveys is not only threatened by people who 
refuse to participate in a study (unit non-response), but also by research 
participants who do not answer (all) questions in the study (item non-
response or non-compliance).

Inspired by the TSE framework, Sen et al. (2021) introduced a conceptual 
framework to diagnose, understand, and document errors that are specif ic 
to the use of digital traces (the “Total Error Framework for Digital Traces 
of Human Behavior on Online Platforms”) including error types such as 
platform coverage error (the extent to which platform users deviate from 
the target population), platform affordances error (the extent to which the 
affordances of a platform influence the digital traces), trace selection error 
(the extent to which queries fail to capture all relevant posts or include 
irrelevant posts), and user selection error (the gap between the type of 
users selected and the type of users comprising the platform’s userbases).

3.3	 Concluding remarks

Quality criteria for media exposure measurements can be derived from 
the TSE paradigm, which includes sampling (or representation) errors (e.g., 
non-response, selection) and measurement errors (e.g., errors arising from 
survey questions or trace selection). Response, reliability, and validity are 
therefore important criteria for the quality of (exposure) measurements, and 
will be used as a guideline to understand the advantages and limitations 
of the different MCE measurement strategies in the following chapters.
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4.	 Self-Report Measures

Abstract
In section 4.1 we discuss the different types of self-reports and their pros 
and cons. We zoom in on “momentary” or “in situ” self-reports, which have 
become increasingly popular in contemporary research, in section 4.2. 
Quality issues of self-reports are discussed in section 4.3. Measures of 
mental responses during exposure (see Chapter 2) — which are considered 
important in studies on media use and effects — are discussed in sec-
tion 4.4. Conclusions about self-reports are drawn in section 4.5. Because 
self-reports can be formulated in many different ways, and the large 
number of methodological studies into the quality of self-report variants, 
this is an extensive chapter.

Keywords: recall, recognition, mental responses, momentary/in situ 
measurement, compliance, validity

4.1	 Types of self-report measures of media exposure and their 
pros and cons

“How many days in a standard week do you watch television?”, “And on the 
days that you watch television, how much time do you spend on this per 
day?” These questions are typical examples of self-report measures, asking 
for frequency and duration of media exposure respectively. The advantages 
of self-report measures (based on media users’ own assessments of their 
media and communication exposure) are obvious: they are easy to include 
in a questionnaire or diary in which also other questions can be inserted. 
This makes it possible to correlate media exposure with individual and 
context characteristics, and with reported cognitions, attitudes, opinions, 
or behavior. Studies with self-reports of media use are widespread. For 
instance, in their review of 94 empirical studies on social media use and 
well-being (period 2010–2018), Griff ioen et al. (2020b) found that about 
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82% quantif ied social media use by asking participants to retrospectively 
report on their social media use.

Self-reports typically rely on “respondents’ ability to recognize or recall 
some level of detail of a message or campaign to assess exposure” (Nied-
erdeppe, 2014, p. 142). Different dimensions, such as type of recall, unit of 
measurement, reference period, response scale, help, and linkage, can be 
used to distinguish different types of self-report measures (see Table 4.1).

Types of recall

Recall measures were developed by George Gallup in the 1930s, and basically 
ask media users which media or media messages they recall. Types include 
free (or unaided) recall, aided (or cued) recall (in which a respondent is 
provided with a cue), and proven (or confirmed) recall (where the respondent 
must prove that (s)he has heard or seen a program or an ad) (see examples 
in Table 4.1).

An alternative to these recall measurers are recognition measures, devel-
oped by Daniel Starch in 1932. In his method a picture of a medium message 
is shown to respondents, who are then asked whether they remembered the 
message. A well-known example of the recognition method for measuring 
reach of magazines is the “Through the Book” method (Hobson, 1956), in 
which respondents are shown a (stripped) issue, or the front page, of a 
publication, and asked whether they have read or opened the issue before.

An issue with applying recognition, aided and proven recall measures is 
that photos or other material have to be added to the questionnaire, which 
raises the question of what should be disclosed (e.g., what level of detail?) and 
what content respondents should remember (Niederdeppe, 2014). “Aided ad 
recall measures require the evaluator to develop short ad summaries that 
are both concise enough for survey measurement but distinct enough to 
differentiate the message from others” (Niederdeppe, 2014, p. 151). Proven 
recall measures require content analysis of the open-ended question which 
can be time consuming and problematic (Slater, 2004).

The (different) meaning of recall and recognition has been the subject 
of intensive discussions in the literature. This included the extent to which 
these two measures assess exposure, memory, or interest, and how mes-
sage type (emotional versus cognitive) and medium type (TV versus print) 
inf luence the differences between the scores of the two measures (see 
Smit & Neijens, 2011 for details). A general f inding is that recognition and 
aided recall usually produce higher estimates of exposure than confirmed 
recall, which in turn produce higher estimates than unaided recall. These 
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measures correlate moderately to highly in most campaign studies, which 
implies that convergent validity of these measures is somewhat satisfactory 
(Niederdeppe, 2014).

Table 4.1  Types of self-reports of media exposure measures (with examples)

Different types of recall
Unaided/Free recall
–	P lease list the brands that were advertised in yesterday’s newspaper
Aided/Cued recall
(Researcher provides some detail:)
–	 Have you seen an ad for x that showed …
–	� Which of the following programs do you regularly watch on television? Please check 

any that you watch at least once a month. Select all answers that apply.
–	 How often do you play the game … ?
Proven or confirmed recall
–	 What was the ad/program/game about?
Recognition
–	 (Show cover/masthead/article/ad): 
	 Have you seen this before?
Different measurement units
–	 How often do you watch television programs that contain violence? [frequency]
–	� And on the days that you watch television programs that contain violence, how much 

time do you spend on this per day? [duration]
–	 How many anti-smoking advertisements have you seen in the past week? [volume]
–	 �How much attention do you pay to news on TV/newspaper articles about national 

politics? [attention]
–	 List measures
Different reference periods
–	 �How many days in a typical (also average, general, or usual) week do you watch the 

news on TV?
	 versus
–	� How many days in the last week did you watch the news on TV?
	 versus
–	�D o you watch the news on TV at this moment/in the previous hour? [in situ/

momentary] 
Different response scales
–	 How often do you play video games in an average week?
	 (1) never or almost never, (2) less than once a week, (3) once or twice a week
	 (4) three or four times a week, (5) almost every day or daily
	 [numbered]
	 versus
–	 (1) often, (2) regularly, (3) sometimes, (4) rarely, (5) never
	 [verbal]
Instructions/help
–	P resent vs. missing
–	T ype
Linkage
–	 Combination with content analysis
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Slater (2004) summarized a dilemma: “More important, people who 
process messages with relatively little attention are likely not to remember 
them in the context of a free recall task, but are more likely to recognize 
them (Shapiro, 1994a). Therefore, recognition measures are probably less 
confounded with variables related to attention such as prior interest in the 
topic than are recall measures, and therefore are closer to the conceptual 
definition of exposure. One of the principal problems of recognition meas-
ures, however, is the tendency of people to report recognizing messages 
that they in fact have never seen (Shapiro, 1994a)” (p. 170). The use of foils or 
ringers is a way of estimating the size of this problem (Niederdeppe, 2014; 
Slater, 2004; Sullivan et al., 2021).

False recognition (a person recognizes media content to which they were 
not exposed to) is demonstrated in several studies. Measurement error and 
social desirability can account for this phenomenon, but false recognition 
can also be real. It is shown, for example, that age predicts recognition error, 
probably because older people focus on the “meaning of the experience 
rather than specif ic attribute details” (Southwell & Langteau, 2008, p. 103).

Measurement unit

The second dimension on which self-reported exposure measures differ 
is the unit of measurement, which ranges from frequency (how often; 
how many days), duration (time spent), volume (how much), to attention 
(degree). It is shown that frequency questions are easier to answer for 
respondents than duration questions (e.g., Ernala et al., 2020), but they 
are less informative: people who attend to TV with the same frequency 
(e.g., every day) may spend considerably different number of hours on the 
medium.

Reference period

The choice of a reference period (the period for which a respondent is asked 
an exposure estimate) comes with several issues.

Issue 1: retrospective or momentary (in situ)?
The f irst issue refers to the time between media exposure and the exposure 
question which can be retrospective or momentary. Retrospective questions 
ask about a respondent’s media behavior in the past, say yesterday, last week, 
or last month (also called “recency” measures), or in a typical/average week 
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(also called “frequency”1 measures). Retrospective measures have memory 
issues. Momentary or in situ measures ask for respondent’s media exposure 
at that moment. An advantage is that the time between exposure and recall 
is as short as possible which minimalizes memory issues and thus may 
contributes to the validity and reliability of the measure. We come back to 
momentary measures in the section 4.2.

Issue 2: last versus average/standard
When it comes to the question whether asking about a specif ic (recent) 
time period (e.g., last week) is better than asking about typical behavior 
(e.g., an average week) the evidence is mixed (Juster et al., 2003; Tourangeau 
et al., 2000). Araujo et al. (2017): “On the one hand, asking about a specif ic 
time period in the recent past potentially reduces the cognitive load on 
respondents, and brings more accurate responses. This recency effect has 
been found, for example, for estimation of TV exposure (Wonneberger & 
Irazoqui, 2017). On the other hand, earlier research also found that respond-
ents tend to over-report typical behavior and may actually under-report 
their behavior when being asked about more recent time periods indicating 
that asking about a typical week may have higher predictive validity for 
other outcomes, such as current events knowledge (Althaus & Tewksbury, 
2007; Chang & Krosnick, 2003). An alternative explanation for the higher 
predictive validity of ‘typical week’ questions could be that this question 
is confounded with attitudes, such as political interest or involvement, and 
therefore more strongly correlated with knowledge (Prior, 2009a)” (p. 175).

Price (1993) compared past week and typical week questions (number 
of days watching television news / reading a newspaper) and concluded 
that past week questions (being more specif ic and more recent) generated 
lower overall reports, and greater variability of media usage. In his study 
the predictive validity of both types of questions was comparable, and he 
concluded that the potential atypicality of the narrower time period is “not 
a serious concern” (p. 615). He also concluded that adding the question “Was 
this a typical week for you with respect to how often you … ,” does not “prove 
worth the cost of additional interviewing time” (p. 624).

Issue 3: length of the reference period
A third issue related to reference period is its length which can be short 
(last hour) or long (last year). “Many of [these] studies show a net decrease 

1	 Note that here “frequency” has another meaning than in the distinction between frequency, 
duration and volume made above.
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in the number of reported events per unit time as the length of the response 
period increases, probably due to forgetting (see Sudman & Bradburn, 1973, 
for a meta-analysis). As Neter and Waksberg (1964) note, longer references 
periods increase not only the amount of time over which respondents must 
remember events but also the total number of events they must recall, and 
both variables are likely to reduce accuracy” (Tourangeau et al., 2000, p. 86). 
Studies have found that the accuracy of self-reports of frequent, mundane 
behaviors is facilitated when shorter (and recent) reference periods are used 
(Blair & Burton, 1987; Burton & Blair, 1991; Converse & Presser, 1986; Price, 
1993; Schwarz, 2007; Schwarz & Oyserman, 2001).

Issue 4: decomposition of reference period
It is shown that accuracy of recall is facilitated if a reference period is divided 
into meaningful components — for instance weekdays and weekend — 
because this facilitates the retrieval of all relevant instances (Belli et al., 2000; 
Tourangeau et al., 2000; Vanden Abelee et al., 2013). On the other hand, the 
decomposition of media exposure questions into sub questions may inflate 
people’s self-reports. “Decomposition is a questionnaire design strategy, 
often advocated in survey research, in which behavioural frequency reports 
for a category are broken down by asking about the behavioural frequen-
cies for subcategories …. This strategy reliably results in higher-frequency 
reports, i.e., the sum of the events reported in response to the subcategory 
questions exceeds the number of events reported in response to the general 
question” (Belli et al., 2000, p. 295). In the study of Vanden Abeele et al. 
(2013) into respondents’ telephone calls, decomposed questions increased 
over-reporting bias relative to undecomposed questions. See also: Bradburn 
et al. (1987), Prior (2013), Schwarz and Oyserman (2001), and Tversky and 
Koehler’s (1994) unpacking effect.

Content specificity

We continue with the next dimension on which media exposure questions 
can be distinguished: content specif icity. Conceptually, media exposure 
may relate to different types and levels of content (see Chapter 2). With 
respect to measurement: global measures such as “How often do you watch 
television?” have the disadvantages of lack of specif icity, lack of control 
for third variables, and reverse causality (e.g., Slater, 2014; Valkenburg & 
Peter, 2013a). More specif ic measures (programs, titles, specif ic media, 
genres) provide more information about the content to which a media 
user is exposed, also because it allows for a content analysis which can be 
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combined with the exposure information. Romantan et al. (2008) found 
that specif ic questions may be most useful considering criterion validity, 
face validity, survey costs, and respondent burden.

Disadvantages also apply. In longitudinal studies, a problem may be that 
the content of the program, the printed title, the game, or the social media 
platform changes. It is also possible that social desirability plays a role when 
respondents are asked about their exposure to socially (un)desirable content. 
Another issue related to more specif ic exposure measures is mentioned by 
Fikkers et al. (2015): Respondents “not only have to recall when and how long 
they were playing games or watching television but also more specif ically 
which kind of content they were consuming at those times, and only report 
those instances in which content was violent. This brings an additional 
cognitive task to the answering process that may affect the reliability and 
validity of the resulting answers” (p. 120).

Opree et al. (2021) investigated several recall measures for children’s 
exposure to television and internet for three levels of content specif ic-
ity: medium (e.g., TV, internet), broad content (e.g., channels, programs, 
websites), and specif ic content (e.g., commercial channels, websites with 
the most advertisements). They evaluated these measures on the basis of 
several criteria including test-retest reliability, and content, criterion and 
construct validity. Their panel study (data collected from 165 children 8–11 
years of age) showed that all measures provided solid estimates for children’s 
television and internet advertising exposure. The authors conclude that 
television advertising exposure can best be measured by asking children 
how often they watch certain popular (commercial) network stations (either 
weighting or not their scores for advertising density) rather than programs 
because broadcasting schedules change, and because “the more content-
specif ic measures did not really outperform the broad measures in terms 
of reliability and validity” (p. 670). Exposure to internet advertising can best 
be measured by asking children how often they use the internet or asking 
them how often they visit certain popular websites, weighting their scores 
for advertising density.

Content specificity: list measures
Dilliplane et al. (2013) presented respondents with a list of TV programs and 
asked them to indicate whether they had watched each of the programs 
“regularly” (at least once a month) and named this method the “program 
list technique.” The procedure has been adopted by the National Annen-
berg Election Survey (NAES) in its 2008 online panel (Guess, 2015) and the 
American National Election Study (ANES) for its 2012 election survey (Prior, 
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2013). The strong points of this approach are that respondents do not have 
to decide for themselves which programs include for instance “news,” and 
that it might be easier for respondents to recall programs than day times. 
See Table 4.2 for the questions.

Based on data from the 2008 National Annenberg Election Study (NAES), 
a f ive-wave panel, the authors showed that the program list method has 
strong true-score reliability (.88 on average), along with good content 
validity, predictive validity (criterion: change in political knowledge), and 
discriminant validity (Dilliplane et al., 2013). See for a similar approach: 
Greenberg et al. (1968) and Avery et al. (2012).

Table 4.2  The program list method

“Respondents were first asked, “From which of the following sources have you heard 
anything about the presidential campaign?” Respondents checked all of the categories 
(presented in randomized order) that applied to them: (1) television news programs 
(morning or evening); (2) newspapers; (3) television talk shows, public affairs or news analy-
sis programs; (4) Internet sites, chat rooms, or blogs; (5) radio news or radio talk shows; 
(6) news magazines; and (7) have not heard anything about the presidential campaign. 
Respondents who selected categories (1) or (3) were then shown a screen with a list of TV 
programs asking, “Which of the following programs do you watch regularly on television? 
Please check any that you watch at least once a month.” Later screens were sprinkled 
throughout the survey in random order to avoid boredom from checking off programs 
from multiple screens in a row.”

Source: Dilliplane et al. (2013, p. 238).

Prior (2013) criticized the list method. He argues that the method has a num-
ber of aspects that are diff icult for respondents: (1) they have to understand 
what content belongs to “presidential campaign,” (2) have to remember the 
name of the program that they were watching, (3) and have to remember 
to have watched the program in a specif ic time period. He also points to 
the fact that the number of programs is not a good estimator of the extent 
to which a person is exposed to campaign information (e.g., because some 
will watch the program daily, other seldomly). In other words: the number 
of programs is an indication of the breadth rather than the amount of the 
media consumption.

Andersen et al. (2016) ref ined the list technique in three ways: (1) by 
including other media types than television (newspapers, websites, and 
radio), (2) by including a time period (“last week”), and (3) measuring the 
amount/frequency of exposure (“how many days”). According to the authors 
their “frequency list measure” has the advantages of measuring different 
media outlets, a reduced time period between exposure and measurement 
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(last week), the possibility to connect exposure with a content analysis of 
the past week media content, the possibility to track exposure changes over 
time (e.g., in a campaign), and the possibility to take intensity (frequency) 
into account.

Their study showed that their version did not take more time than the 
original list technique, that the aggregated level of exposure to different 
sources were not substantially different from the original list technique, and 
that the predictive validity of the ref ined technique was higher. It is clear 
that the selection of programs (necessarily limited which is problematic 
because of the increasingly fragmented audiences) that are presented to the 
respondents is a crucial decision when using this method, that social media 
are a challenge, and that the degree of attention is not taken into account. 
Also under this method, respondents tend to overreport their media use.

Fikkers et al. (2015) mentioned two other options for selecting specif ic 
media content for exposure questions: (a) ask respondents for their favorites 
(see also Anderson & Dill, 2000), and (b) select the most popular programs 
or games as reported by media rating systems. They tested these two options 
and a direct estimate (television programs / games that contain violence) in 
a study (n = 238 early adolescents) and concluded, “For game violence, the 
three self-report measures were reliable and valid. For television violence, 
only direct estimates achieved test-retest reliability and construct validity” 
(p. 117).

Instead of presenting respondents with a list of programs, open-ended 
questions are also possible as in Guess (2015). In his study, the open-ended 
question outperformed other survey-based measures of online media 
exposure. The author argues: “One advantage of this type of question is 
that since respondents are not presented with a preselected list of choices, 
it reduces errors in judgment caused by the familiarity of a given item: 
‘Although true frequency can increase familiarity, so can factors like ease 
of perceiving an item, expectation induced by context, and probably many 
other variables’ (Tourangeau et al., 2000, pp. 142–143)” (p. 62).

Response scale

Answer scales can be numeric (e.g., 3 out of 5 workdays) or verbal (often, 
regularly, …). Coromina and Saris (2009) compared these two types (one 
numeric and two verbal) for media exposure variables in a pilot study of the 
European Social Survey (see Table 4.3), and concluded that the numerical 
categories scale was the most, and the verbal categories scale the least 
reliable and valid.
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Another response scale issue: Schwarz (1999) and Schwarz et al. (1985) 
argue that respondents might interpret the middle of the scale presented 
to them as the “average” or “usual” category, which can stimulate socially 
desirable answers.

Other general issues of response scales in self-reports are discussed in 
Bergkvist and Langner (2020): (1) the use of inappropriate numerical response 
scales, (2) mixing unipolar and bipolar response scales, (3) the use of anteced-
ent and outcome items, and (4) the inconsistent use of response scale endpoint 
qualif iers. DeCastellarnau (2018) provides the main conclusions from the 
literature on the impact of response scale characteristics on data quality.

Table 4.3  Three response scales in the study of Coromina and Saris (2009)

Numerical categories 
scale

Numerical open question
Write in hours [ ] and minutes [ ]

Verbal categories

– No time at all … hour and … minutes – No time at all 
– Less than 1/2 h – Very little time
– 1/2 to 1 h – A little time 
– 1 to 1½ h – Some time 
– 1½ to 2 h – Quite a lot of time
– 2h to 2½ h – A lot of time
– 2½ to 3 h – A great deal of time
– More than 3 h 

Source: Coromina and Saris (2009).

Instructions/help

Self-reports of media exposure differ in the way instructions or help are 
given. Aided recall measures in which respondents are provided with a 
description of a message are an example of helping respondents recollecting 
their exposure. Other possibilities include the recommendations by Belli 
(1998), Burton and Blair (1991), and Schwarz et al. (1985) who have suggested 
that the quality of self-reports may be increased by providing an anchor that 
gives information about other people’s behavior, for instance by offering 
population averages.

Another option is presenting respondents contextual cues by asking 
questions activating memories of past behavior (e.g., Araujo et al., 2017; 
Jerit et al., 2016; Menon & Yorkston, 2000; Neter & Waksberg, 1964; Potts & 
Seger, 2013; Sudman et al., 1984). Schwarz and Oyserman (2001) suggested 
cues such as “what happened, where it happened, and who was involved” 
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(p. 138). Kahneman et al. (2004) developed the Day Construction Method 
in which respondents were asked to construct a short diary of the previous 
day: “Think of your day as a continuous series of scenes or episodes in a f ilm. 
Give each episode a brief name that will help you remember it (for example, 
‘commuting to work’, or ‘at lunch with B’). Write down the approximate 
times at which each episode began and ended. The episodes people identify 
usually last between 15 minutes and 2 hours. Indications of the end of an 
episode might be going to a different location, ending one activity and 
starting another, or a change in the people you are interacting with” (p. 1777).

In the experiment of Griff ioen et al. (2020a) subjects were videotaped (a 
camera installed right above the participant’s seat), and this video footage of 
their actions (in combination with in-app logs) was later used to interview 
them to help them answer questions about their phone and social media 
use during the waiting period.

Media diary
A media diary is a tool in which respondents daily report their media use of 
that day or the previous day during a certain period of time (for example, 
a week). A typical design of a media diary consists of a grid with rows 
indicating channels, programs, newspaper titles, magazine titles, or any 
other media unit, and columns indicating time (periods) of the day (e.g., 
15-minute intervals) (Juster & Stafford, 1991; Slater, 2004).

Because the time between exposure and response is short (the same or 
previous day), recall issues are less problematic than in surveys. Fikkers et 
al. (2015): “The strength of media diaries lies in two elements that are known 
to improve recall. First, media diaries capitalize on the autobiographical 
structure of our memory. By encouraging participants to think about their 
day, a rich network of associations is activated, which increases the likelihood 
that individual episodes of media use are retrieved (Schwarz & Oyserman, 
2001). Second, because media diaries tend to be f illed out on the day itself or 
the day after, this short and recent reference period improves the likelihood 
of accurate recall (Schwarz & Oyserman, 2001)” (p. 122).

Diaries have the advantage of not disrupting normal activities and cover-
ing a full day instead of sampled moments, but have possibly more recall 
issues (Kahneman et al., 2004). Coding of the diary can be time consuming 
for the researcher.

Different anchors
Prior (2009a) studied how researchers can help respondents by providing 
population frequencies and encouraging comparison with others (see 
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Table 4.4). His f indings showed that only providing a combination of both 
types of information somewhat helps against overestimation.

Araujo et al. (2017) applied three anchors in their study: “Before answering 
the main questions, a random selection of 50% of the respondents f irst 
answered three anchoring questions. The f irst two questions asked the 
respondent to think about the previous day/week, and indicate what type 
of day/week it was (e.g., normal day/week, holidays, being sick, etc.). In 
addition, respondents were asked to think back in which situations they 
made use of their private computer or tablet (e.g., at home, at work, while 
commuting, etc.). This anchoring procedure aims at improving recall and 
has been used successfully applied in earlier studies (Bronner & Neijens, 
2006)” (p. 177). In the study of Araujo et al. (2017), however, the anchoring 
hypothesis was not supported.

Table 4.4  Anchors provided by Prior (2009a)

Anchor 1:
Television news audiences have declined a lot lately. Few Americans watch the national 
network news on a typical weekday evening.
Anchor 2:
Television news audiences have declined a lot lately. Less than one out of every ten 
Americans watches the national network news on a typical weekday evening.
Anchor 3:
With all that’s going on in the world these days, many Americans watch the national 
network news on a typical weekday evening.
Anchor 4:
Just the first sentence of Anchor 2.
Anchor 5:
… “large audiences” instead of “many Americans” (see Anchor 3).
Anchor 6:
With all that’s going on in people’s lives these days, some watch the national network 
news on a typical evening, while others don’t.

Findings:
Only the combination of population frequency and explicit reference to other people 
remedies [anchors 1–3] flawed estimation of news exposure.

Source: Prior (2009a).

Linkage: combining self-reports with media content

Some scholars argue that it is a good idea to combine media exposure 
measures with the content of the media a person is exposed to as this 
allows for a more accurate and specif ic analysis of the use and impact of 
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media. De Vreese et al.’s (2017) advices for the so-called linkage of exposure 
data with content analysis data are “(1) include exposure measures in the 
survey in the most granular and detailed way possible (time and resources 
permitting) to allow for multiple approaches in subsequent linkages; (2) 
focus on substantive content features” [such as ‘visibility of actors’, ‘tone’, 
‘frame’, etcetera] “f irst in any linkage analysis and add formal features” 
[such as prominence, size/length, or position] “only later in the analysis” 
(p. 240). Theory should be the guiding principle here.

For the combination of both types of data, de Vreese et al. (2017) rec-
ommend taking theoretical considerations as a starting point: “If the 
endeavor is to test for the effects of content in a specif ic medium (e.g., TV 
news vs. newspapers), it makes sense to organize the exposure measures 
per medium (e.g., Andersen et al., 2016). If the interest is to test for the 
effects of content in a specif ic genre, it may make sense to distinguish 
between quality outlets (e.g., public service news and broadsheet papers 
vs. commercial news and tabloids). If the interest is to test for the effects 
of content exposure all together, it may make sense to create a single 
exposure measure. The same is true when there are no signif icant content 
differences across outlets (see e.g., Schuck & de Vreese, 2008)” (p. 226). 
Ethical issues of data linking may include the lack of informed consent of 
respondents. Measurement error issues in linkage analysis are discussed 
in Bachl and Scharkow (2019). See Otto et al. (2022) for linkage analysis 
where respondents upload (screen) shots. Otto et al. (2023) focus on linking 
different sources, practical challenges, and design decisions, as well as 
analytical opportunities and complexities of linked datasets of digital 
trace data and surveys.

4.2	 Momentary or in situ measurement of media exposure

Momentary or in situ measurement of media exposure is seen as an ideally 
suited self-report method for measuring media exposure in the current 
media landscape, which is characterized by superf icial and short-term 
media contacts amidst an enormous range of media. An early example of 
in situ — or momentary — methods are the telephone coincidentals in 
the USA in the 1930s which asked people what they were listening to at the 
time of the call (Webster et al., 2014). Although not representative for an 
individual’s media behavior, given randomly sampled time intervals and 
respondents, coincidentals produce adequate aggregate statistics.
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Experience Sampling Method / Ecological Momentary 
Assessment

Today, the Experience Sampling Method (ESM) (Csikszentmihalyi & Larson, 
1987; Kubey et al., 1996; Link et al., 2014) is a popular method for momentary 
measurement. ESM can be defined as “a research procedure that consists of 
asking individuals to provide systematic self-reports at random occasions 
during the waking hours of a normal week” (Larson & Csikszentmihalyi, 
1983, p. 41), or “a method of data collection in which respondents repeatedly 
report on behaviour, cognitions, and emotions over a certain period of time 
across several situations. Each time they are alerted, subjects are asked to 
answer a short questionnaire (called Experience Sampling Form, ESF) with 
as little delay as possible. Hence, this approach samples situations from users’ 
everyday lives as data are collected in natural settings and across situations” 
(Naab et al., 2019, p. 129). Other terms for these approaches: “Ecological 
Momentary Assessment” (EMA, e.g., Shiffman et al., 2008; Stone & Shiffman 
1994), or “Real-Time Response Measurement” (RTR, e.g., Biocca et al., 1994).

Potential issues with momentary methods include its dependence on 
representative sampling of situations (with associated questions as: how 
many weeks, and how often during the day should the respondent be 
prompted to submit their media behavior), its disruptive character, and 
compliance issues because intensive repeated measurement places high 
demands on participants (Naab et al., 2019; Scollon et al., 2003; Stone et al., 
2007). To keep the demand on respondents as low as possible, the concepts 
in ESM are often measured with one item (Fisher & To, 2012; Gabriel et al., 
2019; van Hooff et al., 2007). Validation of single-item measures for ESM is 
central to the project of Wolfers and Baumgartner (2023).

In their study of the use of mobile devices as self-report data collections 
tools in repeated measurement designs, Schnauber-Stockmann and Karnow-
ski (2020) reviewed the media and communication literature and found 31 
studies that applied these methods, a number that was already three times as 
high in 2022 (n = 101) (Schnauber-Stockmann et al., manuscript submitted for 
publication). Based on their 2020 research, the authors developed a typology 
of these designs, distinguishing between “mobile diary,” “mobile experience 
sampling,” and “mobile real-time response,” each with its own characteristics, 
such as number of study days, number of entries per day, type of prompts, 
sampling, and coverage. Their analysis showed considerable variations in 
the application of these methods (see Table 4.5). The smartphone was the 
most applied device.
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Table 4.5 � Variations in applications of mobile data collection methods for self-

reports of media exposure

Aspect Variations found

Field period From less than one day up to 42 days
Sampling of moments Fixed, random, event-contingent
Prompts Participant-initiated vs. researcher-initiated

Time-contingent vs. event-contingent
From 1 per day up to 48 per day

Reference object / coverage / 
unit of measurement

Whole day, current, event

Source: Schnauber-Stockmann and Karnowski (2020).

Think-aloud

Think-aloud procedures ask respondents to verbalize the thoughts they 
experience(d) while performing a task (Ericsson & Simon, 1993; van Some-
ren et al., 1994). In these procedures it is important “that subjects are not 
asked to justify or explain their thoughts or way of thinking. Thus, it keeps 
rationalizations by the subject to a minimum. Of equal importance is the 
fact that this technique is as non-obtrusive as is possible. The only probe 
subjects receive is the instruction to talk aloud” (Schaap, 2004, p. 120). The 
“protocols” that result from think-aloud procedures are transcribed, coded, 
and analyzed. Think-aloud procedures can be combined with successive 
interviews for a more precise analysis of verbal protocols (Branch, 2000; 
Hoppmann, 2009).

Ericsson and Simon (1993) distinguish two types of think-aloud pro-
cedures: concurrent (the cognitive processes are verbalized directly, i.e., 
at the same time as performing the task) and retrospective (participants 
verbalize their thoughts after completion of the task) as in the “thought-
listing technique” (e.g., Valkenburg et al., 1999). The former has the advantage 
that it does not create memory issues, but might interfere with the task at 
hand. Retrospective think-aloud has the advantage of being less intrusive, 
but may suffer from memory problems.

An illustration of the think-aloud methodology can be found in Table 4.6 
that summarizes how the method is used in a study by Eveland and Dun-
woody (2000). It also shows that think-aloud data can miss the intended 
target.
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Table 4.6  Think-aloud study

The authors examined information processing on the internet. A group of high and low 
web users, males and females (n = 15) were invited to the lab for an individual session of 90 
minutes. First participants engaged in several practice tasks to familiarize themselves with 
the process of thinking aloud. The main task “placed participants on the home page of The 
Why Files Web site, but participants were informed that they were free to navigate from 
there to anywhere on the Web. The task lasted about 30 minutes for most participants” 
(p. 228). An audiotape recording and a video recording of facial expressions and images on 
the screen were made. The transcripts of the think-aloud procedure were segmented into 
“‘thought’ units” (a sentence, a clause of a sentence, or a phrase). Two coders indepen-
dently unitized all think-aloud comments and several information processing variables 
(e.g., orientation, elaboration) were coded for each thought unit. “Most of the thoughts 
generated by the think aloud procedure referred to the content of the sites instead of their 
structure. Only about 2.5% of comments pertained to the Web generally, the browser 
software, or the computer hardware” (p. 233).

Source: Eveland and Dunwoody (2000).

Pros of the think-aloud technique are that respondents can verbalize their 
thoughts in their own language, that it is a concurrent procedure (no memory 
issues), and that the data can be analyzed quantitatively and qualitatively. 
There are also possible cons (Benbunan-Fich, 2001; Branch, 2000; Hoppman, 
2009; van Someren et al., 1994). First the interference issue mentioned above: 
the think-aloud task might affect “the ongoing cognitive process thereby 
potentially changing the outcome of that process” (Rozendaal et al., 2012, 
p. 203; see also Shapiro, 1994b). Second, some thoughts are non-verbal and 
complicated to express. Third, verbalization is a slower process than the 
underlying cognitive processes. Fourth, think-aloud makes information 
processing more conscious, which implies a problem for measuring habits 
as those tend to be processed peripherally (Woelke & Pelzer, 2020). Five, 
the sample size in think-aloud studies is usually limited (between 10 and 
30 respondents), which is less of a problem in some type of studies (for 
instance, usability studies, Nielsen, 1994), but offer a generalization problem 
in media exposure studies. Six, social desirability may be a problem as well. 
Seven, a complication for the analysis is that the data is rather extensive 
and ill-structured.

4.3	 Quality issues of self-reports

Conceptual, empirical, and practical issues affect the quality of self-reports 
(Niederdeppe, 2014).
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Conceptual issues

Let’s start with Slater who addresses a crucial dilemma. The media exposure 
def inition (“the extent to which audience members have encountered 
specif ic messages or classes of messages/media content”) suggests that 
“exposure refers to a person’s merely encountering the messages, whether 
or not they are noticed enough to be remembered. After all, noticing the 
relevant messages in the communication environment is almost certainly 
confounded with variables that may predict attention to the content of 
that message, such as prior knowledge or involvement with the topic. It is 
also quite possible that exposure may leave an affective if not a cognitive 
impression of some kind, even if the messages have not been attended too 
well enough to be remembered. However, if messages are not processed 
thoroughly enough to be recalled, how can exposure be self-reported?” 
(Slater, 2004, pp. 168–169). In other words: on the one hand it is not possible 
to measure levels of exposure that have not been attended well enough to be 
remembered, and on the other, levels of exposure that are remembered are 
most probably related to interest and involvement with the topic, making 
the relationship between media exposure and media effects partly spurious 
because it is confounded with the effect of interest in the topic.

A related issue is that exposure in media effect models “is typically a 
mediating, rather than a truly exogenous, variable: It may be substantially 
influenced by both baseline scores on an outcome variable and by many 
possible third variables (also known as endogeneity)” (Slater, 2004, p. 171; 
see also Slater, 2014).

Empirical issues

In addition to conceptual issues, there are empirical issues. Studies into 
the accuracy, validity and reliability of self-reports demonstrate that these 
measures overestimate media exposure, show moderate reliability, and 
that alternative media exposure measures correlate only moderately (e.g., 
Araujo et al., 2017; Bechtel et al., 1972; Boase & Ling, 2013; Junco, 2013; Lee 
et al., 2008; Niederdeppe, 2014; Price, 1993; Prior, 2009b; Scharkow, 2016; 
Vanden Abeele et al., 2013; van der Voort & Vooijs, 1990; Verbeij et al., 2021). 
Let’s have a look at the details.

Problems with self-reporting are much like problems answering survey 
questions about frequency of past behavior. According to survey answering 
models (e.g., Cannell et al., 1981; Schwarz & Oyserman, 2001; Tourangeau 
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et al., 2000), respondents have to (1) understand the question, (2) recall the 
relevant behavior, (3) estimate the frequency of the relevant behavior, (4) 
map the frequency onto the response alternatives, and (5) report either their 
candid answer or a socially desirable answer. Problems may arise during 
each of these activities. We will discuss them successively below.

Understanding the question. First, people must understand what the 
researcher means with for example the news, or violence, and which pro-
grams contain (suff icient) violence to justify inclusion. This is problematic, 
because media content referred to in typical media exposure questions is 
often too broad to allow unambiguous interpretation. “Watching TV news,” 
for instance, is a broad category which implies that people with the same 
score may be exposed to very different media content (see also Belson, 1981). 
A study by Vraga et al. (2016b) found that the lines between different types of 
content may not be clear to respondents. They asked their (student) sample 
to classify Facebook posts and found that “users and researchers often agree 
on defining social and political content but are more likely to disagree on 
categorizing news content” (see also Mutz & Young, 2011). Another source 
of confusion arises if other terms in self-report questions are unclear (for 
instance: what is a typical/regular/average week or what counts as watching?) 
or vague (when researchers use the categories “seldom,” “regularly,” or “often”).

These problems are illustrated in studies of Belson (1981, 1986), who 
interviewed respondents after they had f illed in a questionnaire with 
standard media exposure questions and found a substantial number of 
different and incorrect interpretations of the questions which made it 
problematic to interpret and compare their responses in an univocal way.

Recall and estimation. When respondents are asked to report the frequency 
of incidents (e.g., media exposure in a typical week), they may apply several 
strategies, such as recall of specif ic information and count, estimation 
based on generic information (such as “two visits to the dentist are recom-
mended, thus the answer is 2”), tally (parents usually know their number 
of children without counting them), and extrapolation (Tourangeau et al., 
2000, pp. 146–150). Bradburn et al. (1987): “In many situations of importance 
in survey work, respondents are simply unable to retrieve and count separate 
incidents. Instead, they use the fragmentary information that they have 
and extrapolate as necessary” … which is “at best inexact and at worst 
misleading” (p. 161). Research on the perception of duration (e.g., how many 
hours in a typical day you play games?) shows that pleasant, numerous, 
variable, and diff icult activities are perceived shorter than unpleasant, 
few, monotonous, and easy stimuli (Galinat & Borg, 1987). Table 4.7 shows 
these and other characteristics of the stimulus, study, and receiver which 
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have been found to distort adequate recall and estimation of frequency and 
duration of (media) events.

Table 4.7  Examples of factors that influence accuracy of recall of media exposure

Stimulus
·	 dramatic impact, saliency, distinctness of events
·	 amorphous events
·	 irregular events
·	 modality (e.g., auditory stimuli may appear to last longer than visual stimuli)
·	� availability (respondent’s judgement that events that are easy to remember must be 

frequent)
·	 pleasant/enjoyment (time passes faster)
·	 prestige of the medium
·	 underestimating of high frequency events, overestimating of low frequency events
·	� time interval (shorter intervals tend to be overestimated while longer intervals tend to 

be underestimated
·	 recentness (intervals longer ago seem shorter)
·	� telescoping (displacement of events in time, which can be backwards (too remote) or 

forwards (too recent)
·	 publication interval (e.g., weekly, monthly)
Study
·	� characteristics of exposure question and answer scale (the variables discussed in this 

chapter)
·	 response time
·	 response order (primacy and recency effects)
Receiver
·	 interest and motivation
·	� active consumption (associated with less accurate recall because of cognitive 

limitations)
·	 habit
·	 self-presentation concerns
·	� individual level characteristics such as age, education, income and developmental 

disorders
·	 occasional versus frequent readers
·	 subscribers versus non-subscribers
·	 type of information processer (memory based vs. on-line)

Sources: Araujo et al. (2017), Bradburn and Sudman (1979), Burton and Blair (1991), Cannell et al. 
(1981), Clancy et al. (1979), Clay et al. (2013), Corlett (1964), Corlett and Osborne (1966), Deng et al. 
(2019), Fikkers et al. (2015), Fortin and Rousseau (1998), Hornik (1984), Kaye et al. (2020), Lin et al. 
(2015), Marder (1967), McGlathery (1967), Naab et al. (2019), Price (1993), Robinson and Clore (2002), 
Schwarz and Oyserman (2001), Sekely and Blakney (1994), Thompson et al. (1988), Thompson et al. 
(1996), Tversky and Kahneman (1973), Vanden Abeele et al. (2013), Verbeij et al. (2021), Whipple and 
McManamon (1992), Wonneberger and Irazoqui (2017).

Not only cognitive and motivational problems cause recall problems, the 
current media landscape also plays a role. Niederdeppe (2016) illustrates 
this with a striking example (see Table 4.8).
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Table 4.8  Which source?

“Imagine the following scenario: ‘A friend posts a link to a usatoday.com article about 
Donald Trump’s immigration policy proposal to your Facebook timeline. You click on 
the article, read it, and glance at the lengthy set of comments that follow it. The next 
day you watch a feature on your local TV news about reactions to the proposal on the 
“Twittersphere” and chat briefly with a colleague at work about Trump’s platform more 
generally.

Now suppose a researcher calls you for a telephone survey the next day and asks you 
(a) what you’ve heard about Donald Trump’s stance on immigration, and (b) where you 
heard about it. What would you say? There would seem to be at least five credible answers 
for the source: a newspaper, website, multiple social media platforms, friend/colleague, 
and local TV news. Now suppose that the researcher asked you about it four weeks later. 
What is the likelihood that you would remember anything about the details?’”

Source: Niederdeppe (2016, p. 170).

Map onto the response alternatives. A fourth challenge in answering survey 
questions about media attention arises when the response categories of the 
self-report questions are vague, such as when researchers use the categories 
“rarely,” “regularly,” or “often.”

Social desirability and other motivational issues. Fifth and f inally, there 
may be motivational considerations in answering survey questions. Some 
respondents do not want to report media exposure to specif ic media 
content such as low prestige publications, violence or pornography. Other 
motivational problems arise when people are not willing to think hard 
to arrive at the correct answer. In media exposure research this maybe 
a problem as respondents can get exhausted or annoyed with answering 
long questionnaires about the many media outlets that a person possibly 
is exposed to and therefore have a tendency to underreport their media 
behavior, a phenomenon known as “satisf icing” (Krosnick, 1991).

Reliability

As indicated in Chapter 3, panel studies make it possible to estimate the 
test-retest reliability of self-reports. Scharkow (2019) conducted a meta-
analysis of 33 panel studies on exposure to television, radio, newspaper, 
and internet (video games, home videos or DVDs, music, or books were 
not included in the analysis). He found that self-report media exposure 
measures were moderately reliable (Heise reliability coeff icient = 0.69) and 
highly stable (rank order stability = .90), “supporting the overall conclusion 
that media exposure is a very stable behaviour, even in a high-choice media 

http://usatoday.com


Self-Report Measures� 61

environment” (p. 206). These f indings were very similar to those of Lee et 
al. (2008). Scharkow also found that reliability was:
–	 higher for adult samples than for adolescents,
–	 higher for general media use than for specif ic outlets (in adult samples),
–	 higher for television and internet than print and radio (for adolescents),
–	 not influenced by response format (days per week vs. open-ended vs. 

ordinal frequency scales) (for adults),
–	 less for open ended questions (hours of use in a given period) (for 

adolescents).

Validity

Studies into the validity of self-report measures have a long history. Already 
f ifty years ago, Bechtel et al. (1972) compared self-report diaries of daily 
viewing habits with a video of the behavior in the home of 20 families in 
Missouri for six days. The equipment operator monitored the recording 
from a rented truck parked in the driveway behind or beside the house. The 
study noted that self-reports (diaries) overestimated actual time viewing by 
about 25%. Prior (2009b) compared self-reported exposure measures with 
Nielson audience ratings (aggregate level study) and also found that survey 
estimates of network news exposure in the USA “exaggerate exposure by 
a factor of 3 on average and as much as eightfold for some demographics” 
(p. 130).2

In the last decade, the number of studies that made comparisons between 
self-reports and other methods has exploded. We give four examples and 
then we present a meta-analysis and a MTMM analysis. First, Wonneberger 
and Irazoqui (2017) compared self-reports and people meter measures of 
TV exposure (frequency and duration) at the individual level. They found a 
clear tendency to overreport frequency of watching and underreport viewing 
duration, in line with the higher cognitive demand of the duration question. 
Response errors were systematically related to respondent characteristics 
(age, education, and income) and showed a social desirability effect. Those 
with the most stable viewing patterns were the most accurate. Heavy viewers 
underreport their viewing behavior; light viewers overreport.

2	 Another illustration of overreporting are studies that include “false” messages that were 
not part of a campaign or media content. Niederdeppe (2014): “Typically, between 7% and 16% 
of respondents falsely report having seen a false message (e.g., Brown et al., 1990; Southwell et 
al., 2002; Thrasher et al., 2011)” (p. 148).
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Second, Boase and Ling (2013) made a comparison between self-report 
measures and server log data from a telephone company. The authors 
compared these measures for outgoing calls and outgoing text messages. 
They concluded that self-reports were only moderately correlated with 
actual behavior, varied more widely than actual behavior, and were prone 
to overreporting.

Third, Wenz et al. (2024) evaluated how passively collected smartphone 
usage data (captured by a tracking app) compared to self-reported measures 
of smartphone use. They found that amount of use is considerably over-
reported in the survey data and that alignment between the two measures 
varies by type of activity (such as making phone calls, messaging, visit-
ing websites, or shopping). The results also showed that the f it between 
the measures is systematically related to individuals’ sociodemographic 
characteristics, including age, gender, and education.

Fourth, Verbeij et al. (2022) compared the predictive validity of self-
reported and digital trace measures of time spent with social media (n = 
159 adolescents). As (presumed) effect variables they included self-esteem, 
well-being, and friendship closeness. “Using an n = 1 method of analysis, we 
investigated the correspondence on a between-person, within-person, and 
person-specif ic level. Although our results confirmed the poor convergent 
validity of self-reported TSM [time spent with social media] reported earlier, 
we found that self-reports of TSM had comparable predictive validity to 
digital trace measures on all three levels” (p. 1).

Meta-analysis
Studies that made comparisons between self-reports and digital trace data 
included different media (e.g., the internet, television, smartphone, social 
media), type of content, platforms, populations (e.g., general population, ado-
lescents, students), validity criteria, type of measure (e.g., frequency, duration; 
retrospective, momentary), frequency of behavior (light, heavy), demographics 
(age, gender, education), and were conducted in different time periods.

The general conclusions of these studies are that self-report data on 
digital media exposure is (much) higher than the corresponding digital trace 
data, has lower variation, and that these two types of data only correlate 
moderately (e.g., Araujo et al., 2017; Boase & Ling, 2013; Burnell et al., 2021; 
Cohen & Lemish, 2003; Deng et al., 2019; Ernala et al., 2020; Haenschen, 2020; 
Johannes et al., 2021; Jurgens et al., 2019; Kobayashi & Boase, 2012; Naab et 
al., 2019; Parry et al., 2021; Parslow et al., 2003; Scharkow, 2016; Sewall et al., 
2020; Song & Cho, 2021; Timotijevic et al., 2009; Vanden Abeele et al., 2013; 
Verbeij et al., 2021, 2022; Vraga et al., 2016a). Ohme et al. (2021), however, 
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found that people mostly underreport the duration of usage and frequency 
of incidents such as checking their phone or receiving push messages, which 
the authors tentatively explain by the higher ubiquity of smartphones 
compared to 10 years earlier.

Parry et al. (2021) conducted a meta-analysis of studies that made com-
parisons between self-reported and log-based measures of social media use 
obtained via digital trace data collection methods. Their study shows that 
self-reports are only moderately correlated with digital trace data. Because 
their correlation data showed a high level of heterogeneity, they tested 
various moderators (possible explanations for the different correlations 
between the two types of measures), but none of them were signif icant 
(party due to a lack of (suff icient) cases). Table 4.9 shows the details.

MultiTrait MultiMethod (MTTM) analysis
Cernat et al. (2024) estimated the measurement quality of survey and digital 
trace data on smartphone usage with a MultiTrait MultiMethod (MTMM) 
model: “The experimental design included f ive topics relating to the use of 
smartphones (traits) measured with f ive methods: three different survey 
scales (a 5- and a 7-point frequency scale and an open-ended question on 
duration) and two measures from digital trace data (frequency and dura-
tion). We show that surveys and digital trace data measures have very low 
correlation with each other. We also show that all measures are far from 
perfect and, while digital trace data appears to have often better quality 
compared to surveys, that is not always the case” (p. 1).

Momentary methods: compliance and validity

Below we discuss quality issues of momentary methods such ESM/EMA 
and think-aloud.

Compliance
Due to the intrusiveness of intensive repeated measurement as applied in 
momentary methods, compliance with the research tasks (see Chapter 3) is a 
potential quality problem. Rintala et al. (2019) conducted a meta-analysis into 
this issue based on 10 studies with a total of 92,394 momentary assessments 
from 1717 participants with different mental health conditions. They defined 
compliance as having a recorded response time that fell within a time 
window of 5 min. before and 15 min. after the beep. Their f indings showed 
“acceptable compliance [overall compliance 78%] in an ESM protocol of 
4 to 6 study days with a high frequency of 10 assessments per day despite 
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f luctuations across and within study days” (p. 226). Compliance declined 
across days and varied depending on the time within a day. Females and 
older participants were slightly more compliant.

In a related article, based on seven studies with a total of 72,954 ESM/
EMA observations from 1,354 participants, the authors reported 86% overall 
compliance (to beeps where a subject was compliant at the previous beep). 
Their f indings suggest that disruption of the beep, being away from home, 
medication use, and inter-prompt interval may reduce the likelihood of 
compliance to the subsequent beep (Rintala et al., 2020).

Van Roekel et al. (2019) examined 23 momentary studies among adoles-
cents published in 2017. Compliance rates varied between 51.6% and 92.0% 

Table 4.9 � Comparing self-reported and log-based measures of social media use 

(meta-analysis by Parry et al., 2021)

Data
Automated search on five broad bibliographic databases: PubMed, Scopus, PsychInfo, 
Communication & Mass Media Complete, and the ACM Digital Library. To target unpub-
lished (grey) literature they used the ProQuest Dissertations & Theses A&I database. This 
resulted in 66 effect sizes from 44 studies (the first study they found was published in 2007, 
the last in 2020).

Moderators
(within brackets number of studies)
–	U nit: duration 47; volume 19
–	 Medium: phone 49; social media 13, internet 2, game 1, computer 1
–	S elf-report form: single estimate 60, scale 6
–	S tudy population (general 4, adult 38, student 15, adolescents 2, unknown 7)
–	D ata collection (data donation 16, direct tracking 30, supplied data 20)
–	�L ogging method (built in tool 16, custom built tool 15, operator or platform data 20, 

third party tool 14, other 1)

Findings
1.	�S elf-reported media use correlates with logged measurements only moderately 

(r = .38).
2.	� Measures of problematic media use (e.g., excessive use or other conceptions of 

problematic use) show an even smaller association with usage logs (r = .25).
3.	� Accuracy: about 6% of self-reports are within a margin of error of 5% of the equivalent 

logged value, indicating that, when asked to estimate their usage, participants are 
rarely accurate.

4.	�T here is a high level of heterogeneity for the correlation between self-reported and 
logged media use and for the accuracy of the scores.

5.	� Moderation analyses did not show significant results. The small number of cases for 
some moderator categories may partly explain the lack of moderator effects.

Source: Parry et al. (2021). The list of References in their article shows the original studies.
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(M = 74.0%) which is “similar to what has been found in adult samples 
(Hufford et al., 2001)” (p. 566).

Wrzus and Neubauer (2023) also conducted a meta-analysis (including 
k = 477 articles; 496 samples, total n = 677,536). The results showed that on 
average EMA studies scheduled six assessments per day, lasted for seven 
days, and obtained a compliance of 79%. Compliance was signif icantly 
higher in studies providing f inancial incentives. The number of assessments 
did not predict compliance or dropout rates.

Intensive compliance-enhancing techniques were successfully applied 
in the study by Bij de Vaate et al. (2023) in which adolescents received one 
questionnaire per day for 100 consecutive days. Participants completed 
30,802 daily diary questionnaires during the 100 days, resulting in a compli-
ance rate of 83.1%. Non-compliance was partly due to human factors, such as 
being ill, and technical factors, such as lack of internet access. Compliance 
was monitored daily. “Members of the research team were available via 
WhatsApp, telephone, and e-mail to answer any questions or problems. 
To increase compliance, the investigators regularly contacted participants 
with motivational messages (e.g., their own weekly response rate), and 
contacted participants, for example, if they had missed three consecutive 
questionnaires to inquire about technical issues with the application” (p. 12). 
Incentives included €1 for each completed daily diary questionnaire, various 
other bonuses, and lotteries. Careful and extensive intake of participants 
may also have contributed to the high compliance rate (Bülow et al., 2024).

Validity
Two recent studies compared retrospective and momentary self-reports of 
mobile social media use. Naab et al. (2019) studied these measures for Facebook, 
WhatsApp, and YouTube and found low agreement. “Overall, we observed a 
consistent pattern of higher estimates in retrospect as compared to individual 
averages of in-situ reports. The absolute magnitude of these differences, 
however, varies considerably between platforms and characteristics studied. 
Nonetheless, for most constructs and platforms we find low significant positive 
correlations between retrospective and aggregated in-situ values” (p. 143).

Verbeij et al. (2021) examined the accuracy and convergent validity of 
retrospective surveys and ESM surveys, by comparing adolescents’ responses 
to these self-report measures with their digital trace data (criterion) (see Ta-
ble 4.10). In both retrospective surveys and ESM, adolescents overestimated 
their time spent on social media. They more accurately estimated their 
time spent on platforms that are used in a less fragmented way (Instagram) 
than on platforms that are used in a more fragmented way (Snapchat). The 
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study showed minimum acceptable convergent (between-person) validity 
of these measures. The within-person convergent validity (ESM estimates) 
was unacceptable. Both between- and within-person convergent validity 
decreased over time (due to a fatigue effect).

Table 4.10 � Examination of the accuracy and convergent validity of retrospective 

surveys and experience sampling method (ESM) surveys

Data
N = 125 with Android smartphones (time spent), adolescents
Experience Sampling Method measurement: an app installed on respondents’ smart-
phones was programmed to generate six notifications per day for a period of three weeks. 
Adolescents’ ESM estimates of their social media use were obtained by three questions 
per ESM assessment, in which adolescents were asked to estimate the time spent using 
Instagram, WhatsApp, and Snapchat in the previous hour.

Digital trace data: an application on respondents’ phone tracked their app usage (i.e., 
type of app and duration of use) during the three-week ESM period. Every 5 min, this 
application retrieved the Android log data on adolescents’ personal devices. Records of 
app use when adolescents’ screen was turned off were excluded (roughly 2% of app usage 
estimates).

Retrospective social media use: at the last ESM assessment of each week, participants 
received three additional questions about the time they had spent with Instagram, What-
sApp, and Snapchat in the previous week. The researchers measured typical weekly time 
spent on social media using direct estimates that assessed the frequency and duration of 
adolescents’ social media use. The variable time spent on social media in a typical week 
was calculated by multiplying the number of days on which adolescents typically use a 
specific platform by the total number of minutes they used these platforms on these days.

Source: Verbeij et al. (2021, p. 4).

Karnowski et al. (2019) tried to identify factors that impact the differences 
between retrospective and momentary duration values, but could not f ind 
effects from the variables they studied: frequency of use, habit strength, 
context stability, involvement, and social desirability.

Think-aloud
Alhadreti and Mayhew’s (2018) study into the evaluation of a library web-
site, showed that concurrent think-aloud outperformed the retrospective 
method in terms of higher positive ratings from participants, being faster, 
producing better outcomes while not suffering from reactivity (see also 
Alshammari et al., 2015). Schaap (2004), however, found in his study on 
viewers’ interpretation of TV news that the thought-listing technique yields 
more material than the think-aloud method which he explained by an 
individual’s limited capacity to perform multiple tasks; the ongoing stream 
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of sounds and images from television news interferes with the verbalization 
task in the think-aloud method.

4.4	 Measures of responses during media exposure

Cognitive responses — attention, involvement, and engagement — and 
affective responses (valence, arousal and emotions), and experiences dur-
ing media exposure are considered relevant concepts in studies of media 
use and effects (see Chapter 2). Given the many different def initions and 
operationalizations, we can only give a few examples of how these concepts 
are measured. Alternative scales for attention, involvement, engagement, 
and experience can be found, for example, in Bearden et al. (2011) and 
McQuarrie et al. (2011).

Attention

Attention can be measured with several methods including behavioral 
observation (e.g., facial expressions, eye gaze, reaction times), psychophysi-
ological methods (e.g., blood pressure, galvanic skin response, brain wave 
activity), and self-reports (Chaffee & Schleuder, 1986). We return to eye 
tracking measures in Chapter 7 and to psychophysiological methods in 
Chapter 8. Here we discuss self-reports.

Attention is generally measured as a continuum by asking participants 
directly how much attention they have paid to a medium or a message. 
Romantan et al. (2008) applied a single-item measure: “How much attention 
do you pay to information about health or medical topics … [on TV / on the 
radio / in newspapers / in magazines / on the internet]. Would you say a lot, 
some, a little, or not at all?” (p. 84).

The self-report (message attention) measure developed by Laczniak et 
al. (1989), included f ive items: How much attention did you pay to … , How 
much did you notice … , How much attention did you concentrate on … , How 
involved were you with … , How much thought did you put into evaluating 
… (answer categories (1) none … (7) very much). This measure successfully 
passed reliability and manipulation checks.

It is shown that exposure and attention are separate dimensions (e.g., 
Chaffee & Schleuder, 1986; Drew & Weaver, 1990; Fikkers et al., 2015; Slater 
& Rasinski, 2005) and that combining these two adds to the explanation of 
media effects. An interesting issue is to what extent attention is a general 
trait, or medium, genre or issue specif ic. Chaffee and Schleuder (1986) 
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concluded that in their study attention was a general trait to a genre (news): 
“There is some evidence of f luctuation in attention from one medium to 
another, one kind of news to another, and one time to another, but these 
dimensions of variation are overshadowed by the general trait that we 
might call attentiveness to news media” (p. 102). These conclusions cor-
respond to Eveland et al.’s (2009) conclusion that attention captures a general 
predisposition to news, “very closely related to — and possibly inseparable 
from political interest” (p. 240).

Despite concerns that measures of attention may be confused by in-
terest and concern about the subject, Slater et al. (2009) concluded that 
self-reported attention in their study “cannot be dismissed as a mere proxy 
for, or consequence of, prior concerns about the topic of the stories” (p. 131).

Involvement

Zaichkowsky (1985) developed a “personal involvement inventory” with 
items such as important — unimportant, irrelevant-relevant, matters 
to me — doesn’t matter, and essential-nonessential. A revised version is 
published in McQuarrie & Munson (1987).

Moorman et al. (2012) developed a scale with eight different statements 
drawn from previous studies on involvement (e.g., Bryant & Comisky 1978; 
Moorman et al., 2007; Norris & Colman, 1993): (1) I was fascinated by [the 
media segment]; (2) My thoughts wandered off during [the media segment]; 
(3) I thought [the medium segment] was exciting; (4) I was distracted during 
[the media segment]; (5) I thought the [medium segment] was boring; (6) 
I paid attention to [the medium segment]; (7) I thought of other things 
during the [medium segment]; and (8) I thought the [medium segment] 
was interesting (f ive-point scale: 1 = not at all; 5 = very much). In their study, 
the items loaded on one dimension that formed an internally valid scale.

Engagement

Engagement is also conceptualized and operationalized in many differ-
ent ways, including cognitive, affective and behavioral aspects (see also 
Chapter 2). The Advertising Research Foundation identif ied no less than 
25 def initions (Advertising Research Foundation, 2006a). Engagement is 
measured by repeat viewing, time spent, liking, sharing, word-of-mouth for 
instance (Advertising Research Foundation, 2006b, 2007; Brodie et al., 2011; 
Calder et al., 2009; Hollebeek, 2011; Napoli, 2012; Webster et al., 2014). We 
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refer to Hollebeek et al. (2014), Obilo et al. (2020), and Araujo et al. (2022) for 
extensive considerations and suggestions for measuring engagement based 
on the investment of cognitive, emotional, behavioral, and social resources.

Valence, arousal, and emotional responses

Valence and arousal are usually measured with neurobiological measures 
(see Chapter 8), but self-reports are applied as well. For example, Osmundsen 
et al. (2022) measured “valence by asking on nine-point scales whether 
participants responded with ‘Happy, positive feelings’ or ‘Unhappy, negative 
feelings’ when viewing that image.” They “measured arousal by asking, on 
nine-point scales, whether participants had ‘no reaction’ or a ‘strong reaction’ 
when viewing the image” (p. 57). Yzer et al. (2011) developed self-report 
measures for these two concepts which are summarized in Table 4.11.

Table 4.11  Real time valence and arousal ratings using self-reports

“Participants used a computer mouse to rate each ad on a moment-by-moment basis. A 
horizontal line at the bottom of the screen gave participants visual feedback of the cursor’s 
position. The computer logged the average of 10 measurements per second to indicate 
the cursor position at each second of the particular ad. The positions reflected a 7-point 
valence or arousal scale, ranging from 0 to 6.

We explained the valence and arousal dimensions using affective states that exemplify 
the two dimensions (e.g., Russell 1980, 2003). Participants in the valence condition were 
told about feeling happy versus unhappy to illustrate the task: ‘You will be asked to 
describe your feelings along the dimension: happy vs. unhappy. At the right end of the 
scale you are happy, pleased, satisfied, contented, hopeful. At the left end of the scale is 
the opposite feeling.’ The momentary rating task for participants in the arousal condition 
described the arousal dimension as: ‘You will be asked to describe your feelings along 
the dimension: “stirred up” vs. bored. At the right end of the scale you are stirred up, 
stimulated, excited, frenzied, jittery, wide-awake, aroused. At the left end of the scale is the 
opposite feeling.’”

Source: Yzer et al. (2011, pp. 281–282).

Several measures for self-reported emotional responses are listed by Nabi 
(2007, 2009), including the well-known Positive and Negative Affect Schedule 
(PANAS) that consists of two 10-items mood scales (Watson et al., 1988). 
The scales include items such as “upset,” “scared,” “inspired,” and “active.”

Experiences

Malthouse et al. (2007) measured (magazine) experiences with 39 factors, 
each consisting of multiple items. Some examples of these factors are “The 
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stories absorb me,” “I often reflect on it,” “I’m inspired,” “I’m touched,” “I build 
relationships by talking about and sharing it.” For example, the “I’m touched 
factor” consisted of four items: “It helps me to see that there are good people 
in the world,” “Some articles touch me deep down,” “It features people who 
make you proud,” and “The magazine def initely affects me emotionally.”

Calder et al. (2016) distinguished five experience categories: interaction (to 
connect with others), discovery (to gain insights), transportation (to escape), 
identity (to express identity), and civic orientation (to contribute to society).

Voorveld et al. (2018) based their measurement on Bronner & Neijens 
(2006) with experience dimensions such as “information” (e.g., gave me useful 
information), “entertainment” (e.g., gave me enjoyment), “identification” (e.g., 
I recognized myself in it), and “social interaction” (e.g., enabled me to do or 
share something with others). Central to their approach was the absence 
of forced exposure, they concentrated on the engagement experience of 
users at a specif ic, recent, media consumption moment. Their study (n = 
1,346, aged 13 and older) included Facebook, YouTube, LinkedIn, Twitter, 
Google, Instagram, Pinterest, and Snapchat, and showed how social media 
experiences are highly context specif ic: each social medium platform was 
experienced in a unique way.

4.5	 Concluding remarks

Self-reports measures of media exposure are popular, have great advantages, 
but research also shows that self-report measures have serious concep-
tual, response, validity, and reliability issues. The studies that have been 
performed provide insight into how the characteristics of the self-reports, 
such as type of recall, unit of measure, reference period, response scale, 
help, and linkage options, influence their performance. Given the many 
factors involved, and the heterogeneity of the methodological studies 
(which differ in type of medium, content, platform, population and media 
landscape), definitive, general conclusions about the best way to ask media 
users about their media exposure are not possible. However, the studies 
provide invaluable insights useful for evaluating the quality of self-report 
measures in specif ic studies, and for making trade-offs when deciding 
which measure to apply. Making this process of selecting exposure measures 
transparent and explicitly evaluating pros and cons of different measures 
is recommended. In addition, further research on the quality of self-reports 
is needed, preferably embedded in systematic research programs. We will 
come back to this in Chapter 10.
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5.	 Digital Trace Data

Abstract
In this chapter we discuss different methods for capturing digital tracking 
data for media exposure measurement, and discuss their advantages and 
disadvantages in section 5.1. We zoom in on data donation in section 5.2. 
Quality issues are discussed in section 5.3. The integration of digital trace 
data and self-report measures of media exposure is covered in section 5.4. 
Conclusions about digital trace data are drawn in section 5.5.

Keywords: platform centric, user centric, user tracking, data donation, 
quality issues

5.1	 Capturing digital traces: different methods and their pros 
and cons

People’s use of online media and digital platforms such as Google, Amazon, 
Apple, Facebook, TikTok or X leaves traces that form a wealth of data about 
how they are exposed to, attend to, and use media. These digital trace data, 
def ined as “records of activity (trace data) undertaken through an online 
information system (thus, digital)” (Howison et al., 2011, p. 769), can be 
captured with different methods, known as tracking, registration, passive 
measurement, or passive monitoring. These methods enable researchers 
to obtain a variety of exposure metrics, ranging from the time using a 
specif ic application or visiting a website to the content that an individual 
may have been exposed to at a certain time. In addition, these methods 
also allow the capture of engagement metrics as well as other user activity 
(e.g., creation of content).

Table 5.1 provides an overview of different methods for recording digital 
traces of media behavior. An important distinction is between “site centric” 
(also “server centric”, “platform centric”, or “census data”) methods versus 
“user centric” methods (Ohme et al., 2023; Webster et al., 2014; see also 

Neijens, P., Araujo, T., Möller, J., & de Vreese, C. H. (2024). Digital trace data. In P. Neijens, T. Araujo, 
J. Möller, & C. H. de Vreese, Measuring exposure and attention to media and communication. 
Solutions to wicked problems (pp. 87-104). Amsterdam University Press.
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Chapter 2 in which this distinction was introduced). Site or platform centric 
methods rely on reporting or metrics captured directly by the website or 
platform. Website owners can, for example, make use of online services to 
record and analyze visits to their websites and how users navigate within 
their website (e.g., Google Analytics). Analytics data about a website or app 
is usually available only to the website owner, meaning that a researcher 
could only collect these data either by developing their own website (e.g., 
for an experiment with manipulated stimuli), or by entering a data sharing 
agreement with the owner of the website or service. Site or platform-centric 
methods are attractive as they allow measurement of media outlets with 
small audiences. However, they often lack background information about 
the individual user, and access to these data by (academic) researchers may 
be challenging.

In addition, depending on a particular platform’s Terms of Service, the 
non-website owner may be able to extract data from the website — known 
as web scraping or web harvesting — using a web scraper (aka web crawler 
or bot), which is useful for extracting the content from the website. This 
information may be relevant for the researcher interested in enriching digital 
trace data collected through other user-centric methods discussed below 
(for example capturing the content of a specif ic website that a participant 
in a data donation study has visited), yet scraping by itself often does not 
necessarily provide relevant media exposure information.

Some digital platforms — for example X or YouTube — offer Application 
Programming Interfaces (APIs) through which the researcher can connect 
to the platform and collect data directly, for example the latest tweets about 
a topic, or the comments to a YouTube video. The conditions of APIs are 
subject to change. In the case of APIs, platforms — when they do provide 
an API for academic research — tend to mostly provide information about 
engagement (e.g., likes or shares) and very limited information on exposure 
(e.g., views). They usually just provide information about public content, 
typically at aggregated levels (e.g., how often a video was played in general, 
instead of to which pieces of content an individual user was exposed). A 
site centric method in physical spaces is the usage of grabbers or beacons 
to track the presence of mobile devices within or near a specif ic location.

The second type — user centric methods — tracks the media behavior of 
an individual user with the advantage that their media use can be combined 
with other characteristics that have been measured, for instance demograph-
ics, traits, interests, perceptions, and behavior via self-reports. We can 
distinguish several sub types. First, registration of printed media exposure 
with RFID technology that is able “to detect the openings and closings of 
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Table 5.1  Different methods to capture digital traces

Name What How

Site centric
Site centric / server 
centric / platform 
centric / census data

Servers record website visits 
and how users navigate within a 
particular website.

Software installed in the 
server.

Web scraping / 
harvesting

Extracting data from websites. Collecting data by web 
scrapers (web crawlers, 
bots). 

APIs Extracting data from digital 
platforms or services that offer an 
API.

Collecting the data by 
connecting to the API.

Beacons and (Wi-Fi or 
Bluetooth) grabbers

Captures the presence of a device 
(e.g., a smartphone) in a specific 
location. May track media exposure if 
combined with an object of interest 
(e.g., an outdoor advertising).

Beacons or grabbers are 
installed in a physical 
space, and track the pres-
ence of wireless devices.

User centric
Passive measurement 
of printed media 
exposure 

Openings and closings of printed 
magazines and the turning of pages 
within them.

RFID or related technology.

Household meter Channel activity (registration of 
channel, on-demand video, DVDs, 
video games).

Set-top box.

People meter In addition to the automatic 
monitoring of channel activity by the 
household meter, viewers indicate if 
they are watching/using the TV set, 
and when.

Set-top box plus handheld.

Router meter Registers the IP traffic through the 
Wi-Fi network in the household.

Router software.

Mobile data technolo-
gies / Portable People 
Meters

Multimode data collection and 
capturing data in-the-moment.

Smartphone, wearables.

User tracking Digital media use including date, 
time, and type of executed action.

Software application 
installed on user’s device(s).
Apps from the app store 
or tailor made installed 
on user’s smartphone and 
other devices.

Data donation Information that a digital platform 
or online service has on the 
individual (including their activity 
and potentially media exposure).

Data donation process, 
with the individual 
requesting their data from 
the relevant platform(s) 
and donating to academic 
research.
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printed magazines and the turning of pages within them” (Mattlin & Gagen, 
2013, p. 1). Second, the household meter which registers when the TV set 
(nowadays a display device for a variety of media) is on and the “device” (e.g., 
channel, on-demand video, DVDs, video games, content from the internet) 
to which it is tuned (Webster et al., 2014). The people meter is an extension 
of the household meter: in addition to the automatic monitoring of channel 
activity, respondents indicate when they are in the room, or — in some 
other countries — when they are in the room and watch the TV set. People 
meters are developed for audience measurement for advertisers, ad and 
media companies in syndicated research by companies such as Nielsen in 
the USA. The data is monitored for potential problems, for example through 
coincidental surveys, as compliance can be problematic due to factors such 
as “button-pushing fatigue” (Webster et al., 2014). Passive people meters have 
been developed that automatically recognize who is watching television. 
Another household meter is the router meter which registers the IP traff ic 
through the Wi-Fi network in the home.

Mobile data technologies make use of wearables or smartphones with 
devices such as camera, microphone, GPS and scanner, which facilitate 
multimode data collection and capturing data in-the-moment (see Link et 
al., 2014). Early examples are Arbitron’s Portable People Meter (PPM) and 
the Eurisko Media Monitor (EMM) which record an inaudible code that is 
embedded in the audio stream of audio and video programming, including 
broadcast TV, cable TV, radio, and audio/video content in stores, as well as 
audio-based commercials broadcast on these platforms (Fitzgerald, 2004; 
LaCour & Vavreck, 2014; Smit & Neijens, 2011; Taneja & Mamoria, 2012). 
An example in the f ield of public health is given by Lind et al. (2018) who 
built the Effortless Assessment of Risk States (EARS) tool: “The EARS tool 
captures multiple indices of a person’s social and affective behavior via their 
naturalistic use of a smartphone. Although other mobile data collection tools 
exist, the EARS tool places a unique emphasis on capturing the content as 
well as the form of social communication on the phone. Signals collected 
include facial expressions, acoustic vocal quality, natural language use, 
physical activity, music choice, and geographical location” (p. 1).

User tracking through software applications or plug-ins installed on a 
user’s device(s) is another method for collecting digital traces. Research 
apps — available from the app store or tailor-made — can be used to log 
app activity. These logging methods can capture a wealth of activities related 
to exposure metrics such as internet browsing, radio listening, tv viewing, 
gaming, calling, texting, etc. The data contains information on most used 
apps, day, time and length of app use, screen on/off, calls in/out, SMS sent/
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received, passive reading, typing, photo taking, and spontaneous use versus 
response-based actions, to name a few (Araujo et al., 2017; Boase & Ling, 
2013; Christner et al., 2022; Ellis, 2019; Geyer et al., 2022; Rauwers et al., 2020; 
Ryding & Kuss, 2020; Verbeij et al., 2021, 2022). In more advanced formats of 
user tracking, such as in the study of Ram et al. (2019) (four respondents), 
automated smartphone screenshots were obtained every f ive seconds that 
the device was activated providing a detailed and granular view of one’s 
usage of the smartphone and, as a consequence, of one’s media exposure.

Christner et al. (2022) provide a critical review and classif ication of 
automated tracking approaches for studying online media exposure, apt 
to guide research decisions on the appropriate tracking approach and tool.

5.2	 Data donation

A different approach to collect digital exposure data is by asking participants 
to donate their digital traces, and from these digital traces extract metrics 
associated with media exposure. This can be done using different processes 
to gather the data. Some of the most common methods are:
1.	 Reuse functions integrated into the operating systems of devices such 

as smartphones that are intended to give users insight and control over 
their smartphone or app usage (e.g., reports of screen time or battery 
usage), with researchers asking participants to donate a screenshot or 
video of these reports to academic research (Baumgartner et al., 2023; 
Ohme et al., 2021).

2.	 Use browser plugins to, for example, retrieve the web history of individu-
als who are willing to install the plugin and donate their data to the 
researcher (e.g., Menchen-Trevino, 2016), and as such capture individual 
exposure to different websites, pages or even news stories.

3.	 Ask participants to request a copy of the data that digital platforms 
have on them, and donate a (subset of) these data. Legislation (e.g., 
EU’s General Data Protection Regulation (GDPR)) requires companies 
to make digital trace data available to their users that request them. 
“Data Download Packages (DDPs) may include usage information (e.g., 
login history), activity (e.g., posts created, messages sent), and profiling 
done by the platform (e.g., inferred interests or categories), among other 
information” (Araujo et al., 2022, p. 375). Among these data, researchers 
can capture traces related to exposure (e.g., the list of videos watched 
by a participant on TikTok or YouTube, or the last items viewed on 
Facebook). Researchers can collaborate with users who are willing to 
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donate these data, for example, their Instagram data (van Driel et al., 
2022) or Facebook data (Thorson et al., 2019). Several research groups 
have worked to create open-source frameworks to facilitate the dona-
tion process (e.g., Araujo et al., 2022; Boeschoten, Ausloos, et al., 2022; 
Boeschoten, Mendrik, et al., 2022).

The usage of data donation methods has a number of advantages. When 
discussing the example of DDPs (option 3, above), van Driel and colleagues 
(2022), highlight: “First, DDPs provide a full overview of the uses of a platform 
regardless of whether it was accessed via the phone, tablet, or laptop. Second, 
DDPs capture all user interactions with the platform from the moment a user 
created an account until the moment of the download request. Third, because 
data of platform users is collected automatically by the social media compa-
nies, no (smartphone) applications need to be installed and thus researcher 
bias is limited. Fourth, all information is timestamped and separated into 
text and media f iles, categorized per social media activity” (p. 267).

We give some examples of data donation studies. Wojcieszak et al. (2022) 
used Web Historian (an open-source extension for Google Chrome that 
accesses respondents’ browser history stored on their computers) to collect 
the browser history of participants allowing them to determine exposure to 
news websites by analyzing the URLs that participants had visited. Data in 
the study of Baumgartner et al. (2023) were collected with the iOS Battery 
Section that is more granular as it “displays which apps are used for how 
many minutes each hour of the day, including information about on screen 
as well as background usage of these apps screen shots” (p. 2). Ohme et 
al.’s (2021) study made use of iOS 12’s Screen Time feature which provides 
information on screen time and number of pickups, as well as most-used 
apps and websites. In the study of Thorson et al. (2019) respondents were 
asked to download their own Facebook DDP and upload relevant f iles to the 
researchers: an “index” f ile, which lists pages liked by the participant, and 
an “‘ads’ f ile, which provides ‘A list of topics on which you may be targeted 
based on your stated likes, interests and other data you put in your Timeline’ 
(Facebook Help Center, n.d.)” (p. 188).

5.3	 Quality

The advantages of digital trace data are clear: unobtrusive, high precision 
and granularity. On the other hand: retrieving, storing, and processing of 
the (often large volume of) data involve high cost, there are (potential) 
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conceptual, ethical, and technical issues, and (biased) non-response can 
be substantial (e.g., Araujo et al., 2017; Boeschoten, Ausloos, et al., 2022; 
Boeschoten, Mendrik, et al., 2022; Deng et al., 2019; Jurgens et al., 2019; Ryding 
& Kuss, 2020; Scharkow, 2016; Stier et al., 2020; van Driel et al., 2022; Verbeij 
et al., 2021, 2022; Webster et al., 2014). These quality issues can be derived 
from the “Total Error Framework for Digital Traces of Human Behavior on 
Online Platforms (TED-On),” see chapter 3 (Sen et al., 2021).

Conceptual issues

First conceptual issues: What theoretical concept do digital traces measure? 
What level of exposure is measured with audio recordings, page opens, or 
likes? To what extent do users engage with the message they are exposed 
to? As the answers are not obvious without further information, studies 
should make clear what the meaning of their measures is.

Another issue is that digital trace data are often “found data,” not based 
on research designs with carefully developed measurement instruments. 
“Through this, the f ield runs the risk of producing largely data-driven stud-
ies instead of testing carefully developed hypotheses based on current 
theoretical debates” (Jungherr, 2019, p. 11).

Data issues

Digital data are unstructured. They may include website visits, liking of 
messages, comments on YouTube videos, photos and videos. Automatic 
coding of texts including machine learning-based procedures is used to 
code the content of these communications, but that may come with serious 
measurement errors (for example in case of use of ironic language; Lewis 
et al., 2013; Mostafa, 2013).

Ethical issues

There are ethical questions about privacy and surveillance. Capturing 
digital traces of individuals requires respecting Terms and Services of the 
platforms and informed consent from the people whose data is collected. 
The latter is not always possible, such as when the data contains information 
about “other users” who could not, or were not, asked for their consent (Al 
Baghal et al., 2019; Stier et al., 2020). “Inclusiveness” is also an ethical issue 
as some respondents lack the necessary skills to participate (Baumgartner 
et al., 2023).
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Technical issues

The list of technical issues is long, and highly dependent on the method 
used. For instance, different operating systems (iOS versus Android) do not 
give access to the same data, some research apps run on the one operating 
system and not on the other. Other issues include crashes, bugs in software 
and hardware, and applications that may run in the background (thus apps 
are active while users do other things). Also, clicking on a page does not 
necessarily mean that the user has viewed all information on that page 
(on laptop and tablet screens scrolling is necessary as the screen size is too 
small to display an entire page).

Van Driel et al. (2022) extensively discuss issues related to data dona-
tion: the structure of research apps is not uniform across respondents and 
time, data labels (the variables) are not always clear, coding of the data 
is time-consuming and complicated, and device space and quality of the 
internet connection required to upload the data may be an issue for some 
respondents.

Lack of transparency

Methods that collect digital traces are dependent on how these digital traces 
are created in the f irst place, which, often, relies on processes that are not 
always transparent to researchers. For example, measures obtained via 
scraping, APIs or data donation may provide number of views or engagement 
for a specif ic content (e.g., a video, a website, or a tweet) yet these measures 
may not be evidence of only human activity. Automated scripts (e.g., bots) 
which “visit” websites can artif icially increase the number of visits, or follow 
accounts and/or engage automatically with content on social media. While 
some of this activity may be part of how websites operate (e.g., bots from 
search engines to index online content), a share may be related to fraud, 
for instance in marketing applications where advertisers “pay per click,” 
or in case of bots on X automatically disseminating misinformation and 
inflating retweet counts. In addition, data collected via these methods is also 
often produced “under the algorithm” (Wagner et al., 2021), meaning that 
algorithms (e.g., recommender systems) and feedback loops may influence 
the data that researchers use as the basis for their analyses.

Another challenge has to do with the clarity on what the measures mean 
or how they are operationalized. For example, documentation on the data 
and measures is often missing (e.g., for data donation, van Driel et al., 2022), 
or aggregated by platforms without much information on their logics (e.g., 
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pre-defined categories of apps as seen in mobile data donations, Ohme et 
al., 2021).

Measurement issues

Cernat et al. (2024) estimated the measurement quality of survey and digital 
trace data on smartphone usage with a MultiTrait MultiMethod (MTMM) 
model: “The experimental design included f ive topics relating to the use of 
smartphones (traits) measured with f ive methods: three different survey 
scales (a 5- and a 7-point frequency scale and an open-ended question on 
duration) and two measures from digital trace data (frequency and dura-
tion). We show that surveys and digital trace data measures have very low 
correlation with each other. We also show that all measures are far from 
perfect and, while digital trace data appears to have often better quality 
compared to surveys, that is not always the case” (p. 1).

Coverage

User tracking methods often do not include all devices of a respondent 
(e.g., home computer, work computer, tablet, smartphone), and as such do 
not provide a complete picture of a user’s digital life. Another issue is that 
the same devices can also be used by another person, which can also lead 
to incorrect conclusions. A limitation of data donation data is that it may 
be limited to a specif ic platform (e.g., Facebook) and lack activities that 
individuals do when they leave such a platform.

Non-response and biased sample issues

If researchers depend for their digital trace data on data access policies set 
by service providers “n = all becomes n = sample with unknown properties 
from unknown populations determined by third parties” (Jungherr, 2019, 
p. 11). When researchers depend on users’ willingness to participate in 
surveys that record their media behavior, the non-response problem comes 
into play. There are several sources of non-response and (potentially) biased 
samples: non-response in the prior study, non-consent to the tracking part 
of the study, and non-response to the tracking study (Stier et al., 2020).

Research shows that response in digital trace studies is usually low and 
substantively biased (Stier et al., 2020). Response rates differ depending 
on population, topic, sampling strategy, length of data collection period, 
incentive, sensitivity of the data that is collected, and technical complexity. 
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For instance, Keusch et al. (2019) studied factors that influenced smartphone 
users’ willingness to participate in passive mobile data collection by a 
research app on the participant’s smartphone (hypothetical vignette study; 
n = 1,947).They found that only 35% of their respondents (online panel in 
Germany who regularly participate in surveys) “indicated their willingness 
to download an app that would passively collect technical characteristics 
of the phone, cell network parameters, geographic location, app usage, and 
browser history, as well as the number of incoming and outgoing phone 
calls and text messages. About a third (39 percent) of respondents were 
not willing to download an app under any of the conditions described 
in the vignettes” (p. 229). They also found that participation “is strongly 
influenced by the incentive promised for study participation but also by 
other study characteristics (sponsor, duration of data collection period, 
option to switch off the app) as well as respondent characteristics (privacy 
and security concerns, smartphone experience)” (p. 211).

Another phenomenon that may add to these representative issues is 
that respondents might adapt their behavior knowing that their behavior 
is recorded. Also: Internet usage is usually logged for a limited time, so the 
measurement depends on the period chosen for the survey.

Data donation issues

Specif ically, for data donation studies, Boeschoten, Ausloos, and colleagues 
(2022) proposed an error framework based on the total error framework 
(see Chapter 3), which summarizes some of the potential measurement 
and sampling issues that may be applicable to digital trace data, as well as 
some recommendations (see Table 5.2).

On the measurement side, researchers should address the potential for:
–	 Construct (in)validity and measurement errors: Researchers should 

consider triangulating the proposed measurement with other measures 
(e.g., self-reports in a survey, different indicators within the same digital 
trace data collection strategy).

–	 Extraction errors: Given the complex nature of the digital trace data 
being collected — which is often also unstructured — researchers 
should carefully assess the process of extracting the relevant measures 
from the digital traces. This can be done by extensive testing, on the 
one hand, and triangulation, on the other.

–	 Algorithmic errors: The extraction of measures from digital trace data 
often not only requires actual data extraction (i.e., f inding a specif ic 
measure — e.g., screen time — from digital traces), but also requires 
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categorization and aggregation of the measure (e.g., categorizing log-
like data — e.g., a set of timestamped rows with app names — into a 
meaningful measure — e.g., exposure time per type of app). This process 
often relies on automated classif ications (or the training of supervised 
machine learning models), and thus researchers should inspect the 
reliability of this categorization process, as outlined in Chapter 3.

On the representation side, Boeschoten, Ausloos, et al. (2022) suggest that 
researchers should be mindful that digital trace data collection methods, 
given their potential complexity, require special attention to the same types 
of errors as those seen in surveys, i.e., coverage, sampling, nonresponse, 
compliance, or consent errors (see Chapter 3). In all of these, given the 
nature of these methods — which for example require respondents to install 
a plugin (in the case of tracking), or request and upload their data (in the 
case of data donation) — researchers should be careful with incomplete 
or missing data due to non-random factors. For example, participants with 
higher levels of privacy concerns may be less prone to accept to participate 
in one of these studies (thus leading to nonresponse errors or bias) or those 
with lower levels of technical expertise being less likely to install a plugin 
or donate their data (compliance errors or bias).

Table 5.2  Error framework for data donation

Source: Boeschoten, Ausloos, et al. (2022). “Total error framework” for social-scientific data 
collection with DDPs based on Amaya et al. (2020).
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Response in data donation studies
We illustrate the (non-) response issue in data donation studies in Table 5.3.

Table 5.3  Response and compliance in data donation studies: two examples

Example 1 Mobile data donation study of Ohme et al. (2021)
–	�R epresentative sample of Dutch speaking iPhone users in the Netherlands (n = 404 

participants, (AAPOR 1) response rate = 54%).
–	�O f the 404 respondents, 307 (75.8% collecting sample) agreed at the end of the 

first wave of the survey to be contacted again and confirmed they had responded 
positively to the request to turn on the Screen Time function on their phone.

–	� 122 respondents (retention rate 40%) actually finished the second wave of the survey.
–	�O f those 122 respondents, 47 shared their mobile log data successfully with the 

researchers by uploading their screenshots, presenting the final donator sample.
–	�T he other 65 respondents either did not start an upload, uploaded incomplete or 

bogus content, or did not enter the correct information (e.g., their unique identifier) 
in the process of switching from taking the survey on a computer to uploading the 
screenshots on a smartphone.

–	�O verall, 11.6% of participants of the full sample ultimately donated their mobile log 
data to this study.

–	�I t seems that mobile privacy literacy and not perceived risks per se affected the 
decision to donate data. Overall, sample biases seem rather marginal.

Example 2 Instagram data donation study (van Driel et al., 2022)
–	� 745 potential participants (adolescents, all 8th and 9th graders, recruited via a large 

secondary school in the Netherlands).
–	 400 participants received parental consent (53.7%).
–	 388 provided assent for the larger study (52.1%).
–	 287 obtained parental consent for the data download portion of the study (38.5%).
–	 209 indicated to have an Instagram account.
–	� 148 provided informed assent and automatically proceeded with the data donation 

process.
–	� 102 participants provided useable Instagram DDPs (48.8% of the 209 participants with 

an Instagram account and parental consent for the data download part of the study); 
1.37% of the 745 potential study participants).

–	�T he sample of participants who donated their DDPs was comparable to the sample 
who did not donate in terms of age, but the DDP sample consisted of more girls and 
fewer participants who followed a lower educational track.

Source: Ohme et al. (2021); van Driel et al. (2022).

Factors that influence user’s willingness to donate data are studied by Pfiffner 
and Friemel (2023). Based on a national (Swiss) online survey (n = 833), the 
effects of three types of variables were found: platform type (higher willing-
ness to donate YouTube data compared to Facebook, Instagram, or Google), 
data type (higher willingness for lower perceived sensitivity data and higher 
perceived relevance of the data), and individual level factors (more favorable 
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attitudes toward data donation and the donation purpose, lower privacy 
concerns, higher perceived behavioral control to request and submit the data).

5.4	 Integrating digital trace data with self-reports

Combining digital trace data and self-reports, at the aggregate or individual 
level, ex-ante or ex-post (Stier et al., 2020), is useful for cross-validation and 
improvement of media exposure measurements. In Chapter 4 we discussed 
Prior’s (2009b) study that compared self-reports of media exposure with Nielsen 
data on TV viewing (an example of linking digital trace data with self-reports 
at the aggregate level, ex-post). The studies that compared self-reports with 
individual trace data are numerous (see Chapter 4, for instance Araujo et al., 
2017; Parry et al., 2021; Verbeij et al., 2021, 2022; Wonneberger & Irazoqui, 2017).

Linking self-report measures and digital trace data can also be useful 
for improvement of substantial analysis, for instance by measuring online 
news use with digital trace data, and by measuring offline news use and 
other variables of interest in a survey (e.g., Burke & Kraut, 2016; Kristensen 
et al., 2017; Möller et al., 2020; Stier et al., 2020).

An interesting example of integrating digital trace data with interview 
data is the “stimulated recall” study by Griff ioen et al. (2020a, 2020b). They 
collected (uninformed) participants’ social media behavior through video 
footage and in-phone data while they were waiting for their interview. In 
the interview these data were reviewed with the participants discussing 
their (reasons) for use.

5.5	 Concluding remarks

Despite their issues, digital trace methods are an invaluable addition to the 
researcher’s toolkit. However, there is an urgent need for further research 
into the conceptual, ethical, technical, and response aspects discussed 
in this chapter, as well as broader discussions about the role that digital 
platforms often play as gatekeepers of this information. The relationship 
between digital trace data with self-reports, and the role of individual, media, 
use, situation, and other factors in this, are high on the research agenda. 
These are not only methodological questions (which measure is best under 
which circumstances?), but also substantive issues, because they provide 
insight into how the frequency and duration of “physical” confrontations 
with media are experienced and processed by the user.
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6.	 Observation

Abstract
Observation of media behavior, both in the lab and at home, is a well-
known research method in media and communication research. In 
recent years, the focus of observational methods has shifted to online 
observation of behavior (e.g., Harrington, 2020). We discuss different types 
of observation studies and their pros and cons in section 6.1. Concluding 
remarks can be found in section 6.2.

Keywords: observer types, observation protocols, digital ethnography, 
quality issues

6.1	 Different methods and their pros and cons

Observation of media behavior is applied in ethnographic studies (e.g., 
Lull, 1982, 1988), research into responses to commercials and commer-
cial breaks (e.g., Krugman et al., 1995; Steiner, 1966), and studies into 
children and media (e.g., Buijzen et al., 2008). Observation can take 
different forms. “A distinction can be made between an intervening 
versus non-intervening observer (thus in naturally occurring settings); 
between participant versus nonparticipant observation; between visible 
(overt) versus nonvisible participation; between observation with versus 
without knowledge of the subject; and between observations with or 
without (hidden) hardware (e.g., microphone, camera)” (Araujo & Neijens, 
2020, p. 3). For example, observers of the TV viewer usually document 
different behaviors such as “eyes on the screen” or “attention level” using 
a codebook. These studies are often supplemented with f ield notes (in 
which the observer reports the context of the behavior), and interviews 
or surveys. Field notes, photos, videos and the like are content analyzed 
afterwards.

Neijens, P., Araujo, T., Möller, J., & de Vreese, C. H. (2024). Observation. In P. Neijens, T. Araujo, 
J. Möller, & C. H. de Vreese, Measuring exposure and attention to media and communication. 
Solutions to wicked problems (pp. 105-111). Amsterdam University Press.
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Steiner was one of the f irst who studied viewer behavior with the “written 
records of trained and hopefully unobserved observers” … [he conducted] 
“a spy study in which one member of each family surreptitiously observed 
and recorded the viewing behavior of another member” (Steiner, 1966, 
pp. 272–273). The general instructions for his observers are listed in Table 6.1. 
His research showed that only 183 of the original 325 observers (who made 
a total of 47,823 observations) survived the various reliability and quality 
checks consisting of internal consistency checks and a comparison with 
interview data. This demonstrates that observing behavior is not an easy 
task and that the data obtained is not necessarily of high quality. Positive 
was that only very few of the 183 remaining observers reported that their 
subject was suspicious of their observer task.

Another observational study was conducted by Krugman et al. (1995): 
sixteen trained observers (grad students) collected data on sixty-four 
subjects — members or visitors in the households. They registered — for 
one hour — eyes-on-screen time (using stopwatches and coding sheets) 
and recorded activities that occur during television viewing. Observer 
f ield notes were added to the study. In the interviews, the respondents 

Table 6.1  Instructions to the observers in the study of Steiner (1966)

“Observers were first to memorize the four rating scales used and then, whenever possible, 
simply lounge in the same room with the viewing subject and record his behavior during 
commercials and other NPE’s [Non Program Elements] on unlabeled recording sheets. 
Hopefully, the nature of their observations was to go entirely undetected by the subject. 
Toward that end, we provided a standard cover story: If questioned, they were to say 
something general about doing a school assignment; and, if pressed for specifics, to 
explain that it dealt with recording their own reactions to various segments of television 
programming. This was to explain their presence and activity in front of the television set, 
to take the emphasis off the commercials, and to make it appear natural to make ratings 
during the commercial breaks.
…
The observers coded behavior, e.g., during a commercial break, based on the following 
coding scheme:
1. Full attention. Stays in (chair) and watches all or almost all (attention to visual and audio).
2. Partial attention. Stays in (chair) but does not pay (full) attention (turns around, talks, 
etc.) (exposure to visual and audio).

3. Gets up but stays in room (gets something, make phone call in room, etc.).
4. Leaves the room.
5. Not in room at onset.”

Source: Steiner (1966, pp. 273–274).
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were asked to indicate their perception of their TV behavior and memory 
of the media content (i.e., the commercials). What is also interesting about 
the f indings in this study is that subjects with no eyes on the screen could 
visualize (and remember) the content of TV commercials just by hearing 
them.

In Lull’s (1982) study, observers spent no less than two days with the 
families randomly assigned to them and returned a third day to interview 
each family member. “They ate dinner with the families and generally 
took part in all their activities. To the degree it was possible, families were 
asked to ignore the presence of the observer and carry out their routines in 
normal fashion. … Families were not informed in advance that the intent 
of the observer was to examine television-related behavior. They were 
told that the observer was interested in studying ‘family life’ for a college 
class” (p. 804).

The study of Papper et al. (2004) showed that it is not easy to f ind families 
willing to participate in a rather intrusive observation study with unknown 
observers, even when they are paid. Eventually 101 families participated (out 
of 14,321 telephone calls). “Observers accompanied participants to work and 
other venues. They were instructed to minimize casual conversation with 
participants. Participants were called after observation to complete the 
observational record for portions of the waking day before observer arrival 
or after observer departure” (p. 15).

Buijzen and Valkenburg (2008) presented a f ine example of an observation 
study “in the wild.” They studied purchase-related communication of parent 
and child (between newborn and 12) in stores. A total of 269 parent-child 
dyads were observed by three observers selected after a training session. 
“The observers followed the parent-child dyad from entering the store to 
passing through the checkout counter, writing down all behaviours and 
interactions as they occurred during the store visit. After the parents and 
children packed their purchases, the observer approached them, informed 
them about the observation of their store visit, told them about the nature 
of the study, and asked them for consent to use the observational data. 
Additionally, the observer asked the parent to f ill out a questionnaire” 
(p. 58). The observations — verbal and nonverbal influence behavior such 
as demanding, begging, crying, and showing anger — were coded by two 
coders.

Observation with a hidden camera was employed by Christ and Medoff 
(1984), a method that was combined with visual recording of content in the 
study of Brasel and Gips (2011), see Table 6.2.
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Table 6.2 � Observation protocol and data analysis in the study by Brasel & Gips (2011)

“The behavior of the participants was recorded at 30 frames per second with two 
unobtrusive video cameras. One of these cameras was focused on the head and eyes 
of the participants; because the television was located in a raised position (roughly 5 
feet off the ground) relative to the laptop screen (which was at desk level), head and eye 
movement revealed the locus of participants’ attention between the two screens. The 
second video camera was located behind and to the side of the participant to record 
the television and Internet content chosen. After the 30 minutes of media usage, the 
television and laptop were shut down, and the participants completed a postsurvey on 
the experience.

Research assistants transformed the raw videos of participant behavior into data files 
suitable for analysis. Each frame from the video was coded as to whether the participant 
was looking at the television, the computer, or (rarely) somewhere else. Switches between 
these states were also coded. From these, participants’ gaze durations were computed. 
Opening new Web pages on the computer and changing channels on the television were 
also noted. Although stimulus exposure lasted 30 minutes, video records were truncated 
at 27.5 minutes to eliminate changes in behavior that might result from the anticipated 
end of the stimulus presentation.”

Source: Brasel and Gips (2011, p. 529).

The observation of behavior online including exposure to media is also 
at the heart of digital ethnography methods. In this strand of research, 
researchers aim to make sense of digital life through observing and inter-
preting everyday realities and lived experiences (Pink et al., 2016). These 
observations are often conducted through participating and interacting 
with online communities, for example through virtual and augmented 
reality ethnography, in which researchers immerse themselves in digital 
environments (e.g., Harrington, 2020), or netnography, a method specif i-
cally designed for studying online communities and cultures (see Bartl et 
al., 2016 for an overview). For example, Achmad et al. (2020) studied the 
maintenance of local identities and culture through radio stations that 
focused on campasuri music in East Java. In their study they combined 
participant observations and interviews with an analysis of digital data 
such as social media content, conversations on digital personal messaging 
services, and online discussion boards.

Frequently, digital ethnography relies on the study of digital trace data, 
as presented in Chapter 5. However, when large-scale digital datasets are 
analyzed to identify patterns and trends, they are often complemented 
by qualitative data from participant observation, interviews, and other 
traditional ethnographic methods (Brooker, 2022). Digital ethnography 
also includes methods of self-observation. For example, Schellewald (2021) 
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conducted a digital ethnography on the platform TikTok by engaging 
with the landing page for thirty to sixty minutes a day for six months, 
emulating typical user behavior, while taking detailed notes in a f ield 
diary.

While digital methods alleviate some of the challenges of off line ob-
servations, such as the obtrusiveness of the method, they also create new 
challenges. First, they create unique ethical concerns, in particular related 
to informed consent, privacy, and data protection. Second and connected 
to the f irst challenge are issues pertaining to access to online communi-
ties of interest, particularly in cases where privacy settings or community 
guidelines restrict outsider participation. Third, the multimodality of online 
spaces that consist of texts, images, and videos, as well as the vast amount 
of data available, challenges researchers’ ability to safely store, and develop, 
strategies to analyze the data. Fourth and f inal, digital spaces are becoming 
increasingly dynamic and personalized. Therefore, when observing online 
spaces, researchers need to develop strategies to account for the fact that 
different users are engaging with different interfaces while interacting with 
each other, implying that what researchers experience on their screen is 
not the same as what participants experience, who all also are engaging 
with different experiences.

6.2	 Concluding remarks

The above examples illustrate the pros and cons of observation as a method 
to measure media exposure. On the plus side, the method can give an 
accurate and detailed picture of real behavior in a naturalistic environment. 
On the minus side: despite the natural setting, the presence of an observer 
is unnatural, it is diff icult to obtain a representative sample of respondents 
and situations, studies are time consuming and (therefore) costly, there 
are ethical concerns, and the comparability, validity and reliability of the 
coding is questionable.
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7.	 Eye Tracking
Claire M. Segijn and Emily Vraga

Abstract
In this chapter we discuss eye-tracking measures, terms and metrics, 
hardware and measurement (in section 7.2), their pros and cons (sec-
tion 7.3), and quality (section 7.4). Concluding remarks can be found in 
section 7.5.

Keywords: Area of Interest (AOI), exposure, attention, quality issues, 
triangulation, reporting

7.1	 Introduction

Eye tracking is a technique that is used to measure exposure and attention 
to stimuli (i.e., materials used in an eye-tracking study that the participant 
is exposed to, such as a website, social media page, video, or image). For 
example, eye tracking has been used in communication science to measure 
attention to social media websites (Ohme et al., 2021; Vraga et al., 2016a), 
product review pages (Maslowska et al., 2021), or product placement in 
videos (Boerman et al., 2015). Eye-tracking research can provide insights 
into how attention is allocated to different stimuli, as well as different 
elements within a given stimulus (i.e., Area of Interest, AOI), or the order 
in which different parts of stimuli are viewed (see King et al., 2019) for an 
overview of eye-tracking research in Communication Science). A stimulus 
may or may not contain multiple AOIs. An AOI could be the stimulus as 
a whole, for example if researchers are interested in how much attention 
participants pay to a social media feed, but also smaller parts of the stimulus, 
such as a specif ic social media post or elements of a post (e.g., likes, header, 
comments). Additionally, eye tracking could also offer an alternative way 
to measure media exposure, specif ically, by considering two measures: 
stimuli time and AOI time.

Segijn, C. M., & Vraga, E. (2024). Eye tracking. In P. Neijens, T. Araujo, J. Möller, & C. H. de Vreese, 
Measuring exposure and attention to media and communication. Solutions to wicked problems 
(pp. 113-127). Amsterdam University Press.
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7.2	 Types of measures

In this section we discuss eye-tracking concepts and measurement.

Eye-tracking terms and metrics

Stimuli time is the total duration that a participant was prese2,95	 nted, 
and thus exposed, to the stimuli. For example, when a participant is asked 
to review an image of a social media post, the stimuli time indicates the 
duration that a participant was exposed to that image of the social media 
post on the screen. When the participant is in control over the duration 
of the stimulus, media exposure to static stimuli could differ between 
participants (i.e., different people spend different amounts of time looking 
at the same stimulus), or within the participant (i.e., the same person 
spends different amounts of time looking at different stimuli). For example, 
in some studies participants can decide how long to look at each stimulus 
(e.g., review page), and they can press a key on the keyboard to move on 
to the next stimulus (e.g., next review page; see for example Maslowska 
et al., 2020).

Additionally, AOI time (i.e., total duration that the AOI was present to 
the participant) could be a measure for media exposure with both static 
stimuli (i.e., does not move, such as an image) and dynamic stimuli (i.e., 
stimuli that move, such as a video or scrollable website). For static stimuli, 
AOI time should be the same as stimulus time. For example, by reviewing the 
static image of the social media post, data is collected on how long someone 
was exposed to the post in general, but also how long the participant was 
exposed to different parts of the social media posts (AOIs), such as the 
header, text, picture, and number of likes. Note that this is different from 
how much attention a participant allocated to the different AOIs.

With dynamic stimuli, however, the AOI does not have to be visible to 
the participant for the full duration that they are exposed to the stimulus. 
This could be the case, for example, when researchers are interested in a 
specif ic scene or element of a video, a specif ic post on a social media feed 
that only becomes visible after scrolling down, or a (part of a) website page 
to become visible after clicking through links. The duration of the AOI 
provides a measure of how long the participant was exposed to the AOI, 
separate from the stimulus overall.

These measures (i.e., stimuli and AOI time) will be different from total 
dwell/f ixation time as it accounts for when the stimulus is present, not 
when it garners attention. These measures will be of particular interest 
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Table 7.1  Overview of eye-tracking terms and metrics

Eye-tracking terms 
and metrics

Alternative name(s) Meaning

Terms
Area of Interest (AOI)  A specific area of the stimulus material of 

which you want to measure attention or 
exposure.

Gaze  What the eyes are looking at.
Fixation  A series of gaze points close in time 

and space (i.e., gaze cluster). Gazes of > 
60–80 ms to one location are marked as a 
fixation depending on the software used 
or researcher decision (see King et al., 2019 
for a discussion).

Saccade  Movement between fixations.
Hertz  Sampling frequency.
Metrics
Fixation count Fixation frequency; 

number of fixations
Number of fixations on an AOI.

Fixation duration Average duration of all fixations detected 
within an AOI.

Total dwell time Total sum of all fixation (gaze) durations 
within an AOI.1

Time to first fixation 
(TTFF)

Entry time Time between the first moment the 
stimulus is presented and the first time a 
participant fixates on an AOI.

Return to AOI  Number of times that a participant revisits 
to the same AOI.

Scanpaths Gaze path Sequence/pattern of eye-movements 
across the stimulus.

Saccade length Saccade amplitude; 
saccade distance; 
saccadic velocity

“Distance between fixations” (p. 152).

Pupil size Pupil dilation; pupil 
diameter

“(Change in) the (mean) size of participant 
pupil(s) diameter(s)” (p. 152).

Blink rate Number of eye blinks “Frequency of blinking as a function of 
length of exposure to a stimulus/time on a 
task” (p. 152).

Stimuli time Exposure time to stimuli Total duration that a participant was 
exposed to the stimuli.

AOI time Exposure time to AOI Total duration that the AOI was present to 
the participant.

Note: This table is an adaption of the Table 1 by King et al. (2019). 1 Depending on the software, 
metrics may be measured differently. For example, some software includes saccades in dwell time, 
while others do not. Also, some software provides the option to retrieve dwell time for gazes or 
fixations. Therefore, it is important to check the (default) settings of the software used and clearly 
operationalize the metric.
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when stimuli include multiple AOIs, so that people will not be attending 
to all content even when exposed to it.

Table 7.1 provides an overview of eye-tracking terms and metrics. This 
table is based on King et al. (2019). We build on this table by adding common 
eye-tracking terms and additional eye-tracking metrics. Most of the metrics 
are measurements of attention or attention related variables. We added two 
measures that can serve as a measure of media exposure depending on 
whether the stimulus is static or dynamic, which we have already discussed 
above.

The table provides an overview of what the measures capture. Besides 
that, researchers have assigned meaning to such measures. Longer dwell 
time or f ixation duration, for example, is seen as an indication of the depth 
of processing (Rayner, 1998) and pupil size as an indication of affective 
processing (Partala & Surakka, 2003). However, triangulation is needed to 
get an understanding of the validity of the eye-tracking measures because 
the meaning of the metrics may differ depending on the participant, context 
of the study or stimuli (see section 7.3).

Eye-tracking hardware and measurement

Broadly speaking, there are two types of eye trackers, f ixed (screen-based) 
eye trackers or mobile (glasses) eye trackers. The most used eye trackers are 
f ixed (screen-based) eye trackers. These eye trackers typically consist of a 
bar attached to a screen and they can track where on the screen someone 
is looking at. This eye tracker could capture exposure or attention to media 
content presented on a computer screen, but also other screens such as 
tablets or smartphones. Alternatively, researchers can make use of a mobile 
eye tracker (glasses). This eye-tracking device is placed on the participant’s 
head — similar to glasses — and the eyes from the point of view of the 
participant are tracked. This allows tracking of non-screen-based attention, 
such as attention to newspapers (Kruikemeier et al., 2018), attention be-
tween multiple devices (Segijn et al., 2017), or interpersonal communication 
(Jongerius et al., 2022). Additionally, a development is using people’s own 
devices with cameras for eye tracking purposes (e.g., Schröter et al., 2021). 
This will allow for online studies using eye-tracking methodology. Like any 
method, using eye tracking requires specialist knowledge (e.g., Bulling et 
al., 2020; Duchowski, 2007; Holmqvist, 2011; Holmqvist et al., 2012).

The type of eye tracker used may have different implications for media 
exposure and attention measurement. The mobile eye tracker has opportuni-
ties to measure media exposure and attention given that it shows data from 



Eye Tracking� 117

the point of view of the participant. It not only shows what the participant 
looked at (i.e., attention) but also what was in the environment and thus what 
the participant was exposed to. However, measurement of media exposure 
is limited to what is shown in the world view data that is captured with 
the front camera of the glasses. An additional recording might be needed 
to capture more of the environment that the participant was in and to get 
a better understanding of media exposure.

The mobile eye tracker allows for movement and is not limited to what is 
shown on a screen. For example, a participant can be asked to walk through 
an environment (e.g., grocery store; Dalton et al., 2015; Pentus et al., 2020) 
and afterwards exposure to advertisement or certain products could be 
analyzed.

Limitations of the mobile eye tracker is that it is less precise compared 
to a f ixed eye tracker (Segijn et al., 2023). This might be of especial concern 
when interested in measuring media attention to smaller AOIs. For example, 
a mobile eye tracker would be able to capture whether someone looks at 
the TV in a living room setting, but a specif ic element of the TV content is 
more diff icult to capture in a reliable way. Therefore, f ixed eye trackers are 
preferred for questions that involve screens-based contents or attention to 
details in content. Additionally, with the mobile eye tracker, data between 
participants depend on the head movements by the participant and therefore 
the output is unique for each participant. This makes analyses of this type 
of eye-tracking data more challenging compared to data from a f ixed eye 
tracker (for an overview see Segijn et al., 2023).

7.3	 Pros and cons

Eye tracking — like all other methods — offers unique benefits and chal-
lenges for measuring media exposure and attention. A major benef it of 
eye tracking is that it allows researchers to more precisely distinguish 
between exposure and attention, as articulated in Chapter 2. Specif ically, 
by tracking stimuli time or AOI time versus total dwell time or f ixation 
count (see Table 1), we can disentangle the differences between exposure 
(i.e., the amount of time a stimulus or AOI is on the screen) and attention 
(i.e., the amount of time or number of f ixations that an individual attends 
to an AOI) for time stamps with recorded f ixations, as well as consider their 
distinct effects on outcomes when appropriate.

A challenge in measuring media exposure, however, is that an (eye-
tracking) experiment often involves forced exposure. In most eye tracking 
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studies, participants are asked to review a particular, predetermined set of 
stimuli and therefore exposure time might be less informative than when 
measured in an observational (eye-tracking) study.

Similarly, eye tracking typically occurs in a laboratory setting, with 
specialized equipment such as f ixed computer monitors, which may 
not resemble how people increasingly consume media content. Even 
those eye-tracking studies that use mobile devices like glasses require 
participants to consciously put on specif ic equipment, reinforcing the 
knowledge that their behavior is being monitored. These participants 
may thus be more motivated to carefully review stimuli compared to 
a real-life situation, especially for socially desirable stimuli like news 
content (Kruikemeier et al., 2018). This might have consequences for 
measuring (incidental) media exposure and attention, by reducing the 
external validity of the results, although the degree to which these social 
desirability concerns may be more or less problematic depending on the 
research question.

But despite these pressures, eye-tracking data can be less sensitive to 
demand characteristics (cues revealing the research objectives) and social 
desirability biases that plague self-reported media exposure, as articulated 
in Chapter 4. It is diff icult for participants to control their gaze, especially 
for highly salient stimuli, so-called “bottom up” processing (e.g., Buschman 
& Miller, 2007; Mancas, 2009; Pieters & Wedel, 2004, 2007; Vraga et al., 
2016a; see also Chapter 2), meaning that people have diff iculties controlling 
their attention, even when aware of monitoring. As such, people may fall 
into more habitual patterns of visual attention that reflect their interests, 
rather than remaining concerned about the demand characteristics of the 
study. This habitual nature of attention means scholars interested in using 
eye tracking to distinguish between attention and exposure may feel more 
confident in the validity of their results.

7.4	 Quality

Researchers can take several steps to increase the reliability and validity 
of eye-tracking research to study media exposure or attention. Different 
elements are more or less important depending on the research questions. 
For example, the quality of eye-tracking data can be threatened by factors 
such as the quality and precision of the eye tracker equipment (camera, 
illumination) and software, the calibration procedures, the experience 
and skills of the operator, and the participants (who have different eye 
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physiologies, different abilities to follow instructions, glasses, contact lenses, 
mascara, and eyelashes), and the recording environment (e.g., lighting, 
distractions, such as noises and movements) (see Holmqvist et al., 2012). We 
elaborate on a few examples below to give an idea of what to think about 
when designing an eye-tracking study.

Experimental design

Researchers may choose to design eye-tracking studies that maximize 
the external validity of the experience. A commonly used technique is 
simply telling participants that they should review stimuli as they would 
normally (e.g., Vraga et al., 2016a). Likewise, those interested in attention to a 
particular AOI may embed it within a longer, more complicated information 
environment, to limit social desirability pressures. For example, in studies 
that track attention to a specif ic social media post that is embedded in a 
social media feed (e.g., Kim et al., 2021; Ohme et al., 2021). Finally, some 
studies choose to tell participants that the aim of the study is different from 
the actual purpose of the study (cover story) with appropriate debrief ing 
procedure at the end of the study. For example, in the study by Maslowska 
et al. (2021), the researchers were interested in attention to a sponsored 
social media post. However, the participants were told that the purpose of 
the study was to test a Facebook feed developed for academic research, and 
no mention was made about the advertisement of interest. These steps can 
reduce the threats to external validity in eye-tracking studies, but these 
threats cannot be fully ameliorated.

Control over exposure time

Some eye-tracking studies decide to control the amount of time that a 
participant is exposed to stimuli (e.g., Boerman et al., 2015) while other 
studies let the participant decide how much time they are exposed to stimuli 
before moving on (e.g., Maslowska et al., 2020). Yet other studies take a 
third option: asking people to spend a specif ic amount of time on a page 
or stimulus, but not requiring it (Kim et al., 2021). This has implications for 
media exposure measurement. For example, when the exposure time is 
controlled by the setup of the study with static stimuli (e.g., each participant 
has two minutes to read a text), then the media exposure should be the same 
for all participants (unless they looked away from the screen). However, 
when the participant is in control of how long to look at the stimuli, the 
exposure time will likely differ per participant.
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Stimuli modality

The modality of the stimuli could have implications for media exposure and 
how that is measured with eye tracking. For example, people could still be 
exposed to auditory stimuli even when people are looking somewhere else. 
This is, for example, the case when people are multitasking with two screens 
and are focusing their visual attention to one screen (e.g., smartphone, 
tablet), while audiovisual information is displayed on another screen (e.g., 
TV). Even though the eyes are not f ixated on the audiovisual information, 
the participants can still be exposed to the content through the auditory 
information (see for example Segijn et al., 2017). Eye-tracking technology 
is limited to the visual modality, but by combining it with other measures 
(e.g., self-report measures), it may be possible to gain insights in exposure 
to information presented in other modalities. It also offers additional op-
portunities to consider the effects of exposure as separate from those of 
attention.

AOI characteristics

If a researcher is interested in measuring media exposure in a dynamic 
media environment (e.g., video, scrollable website), the location of the AOI 
is something to take into consideration. Researchers may want to think 
about placing the AOI above vs. below the fold, or whether participants 
need to click-through or scroll to get to the AOI. An AOI that is presented 
above the fold might be less informative when interested in media exposure 
because all participants are exposed to it at the start of the study. However, 
this could be realistic if you are interested in newspapers and how much 
exposure or attention articles get depending on their location.

Additionally, when comparing media exposure to different AOIs the 
amount of effort that is required by the participant to be exposed should be 
considered. For example, how much effort is required from the participant 
to reach the AOIs and is the amount of effort (e.g., number of clicks, amount 
of scrolling) comparable between AOIs?

The size of the AOI can help determine how long it remains on the 
screen (i.e., exposure), as well as the amount of attention allocated to 
that stimulus. Larger AOIs tend to produce higher numbers of f ixations 
that fall within this AOI. Therefore, to compare exposure or attention to 
different AOIs, it is important to have comparative sizes or account for 
the size in analyses (see for example Maslowska et al., 2021), unless size 
is a variable of interest.
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Additionally, given measurement error, the distance between different 
elements in the stimuli or the different AOIs could impact the validity of 
the results when interested in measuring attention. For example, when a 
participant allocates attention to an AOI, it is possible that the f ixation 
shows up slightly outside the AOI area because of measurement error. This 
has implications for stimulus design and the analyses of AOI. Regarding 
measurement, researchers may need to draw AOIs on the stimulus mate-
rial that are slightly bigger than the AOI they are interested in. However, 
when multiple AOIs are located closely together, it is possible that a 
f ixation to one AOI means attention to another. Therefore, researchers 
may want to space out AOIs and have some (white) space around the 
AOIs. However, this is a trade off with ecological validity when real-life 
stimuli (e.g., news site, social media post) do not have that much white 
space naturally.

Finally, AOI content (e.g., aesthetics, dynamic/static, visual/text) could 
have implications for media exposure and attention measurements. 
Different features may attract more attention (e.g., dynamic content, 
bright colors, vivid or novel content, human faces) than others, and 
may impact certain eye-tracking metrics, such as time to f irst f ixation 
(TTFF). Additionally, differences in content could explain f ixation time 
because it takes more/less time or cognitive resources to process the 
information. For example, pictures or social cues (e.g., likes on a social 
media post) may take less time and cognitive resources to process than 
textual information. Similarly, some of this information may be able to 
be processed when it is in the periphery while other information needs 
to be f ixated on in order to process. This has implications for conclusions 
that can be drawn.

Hertz (sampling frequency)

Hertz is the sampling interval of the eye-tracking data. For example, 60 
Hertz means a sampling interval of 17.67 milliseconds and 120 hertz means 
a sampling interval of 8.33 milliseconds (Tobii, 2023). Thus, the higher the 
sampling frequency, the higher the precision of the eye-tracking data (King 
et al., 2019). On the flipside, higher hertz requires more expensive equipment, 
better lighting to capture the data, larger data f iles, and potentially more 
noise captures (Tobii, 2023). Most eye-tracking studies in Communication 
Science report using 60–120 Hz (King et al., 2019), although the majority of 
the eye-tracking studies do not report their sampling rate.
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Reporting

This section provided an overview of factors that could influence data quality 
indicators. To assess the reliability and validity of eye-tracking data, it is 
important to be consistent in reporting of eye-tracking studies. However, 
data quality indicators such as accuracy (the difference between true and 
recorded gaze direction) and precision (consistency of calculated gaze points 
when the true gaze direction is constant) (tested with an artif icial eye), 
screen position, sizes and margins of AOI, stimuli presentation duration, 
f ixation threshold, sampling rate, and lost data (when glasses, contact lenses, 
eyelashes, or blinks prevent the video camera from capturing a clear image 
of the eye) are rarely reported in publications (Holmqvist et al., 2012; King et 
al., 2019). Bol et al. (2016) showed that standardization in measurement and 
reporting of eye-tracking studies is lacking, hindering cumulative insights.

Triangulation using eye tracking

Triangulation is important to get a better understanding of the meaning 
of eye-tracking metrics. When a participant f ixates on an element for a 
long time, it may mean that they are engaged with or deeply processing 
the information they are f ixated on. However, it may also mean that the 
participant is daydreaming or thinking about elements that are not in the 
visual f ield (Cummins, 2017; Duchowski, 2007). Similarly, shorter f ixation 
duration to an AOI does not necessarily mean that participants are not 
paying attention or not processing that information. For example, a picture 
or symbol may not require a long f ixation duration to process the informa-
tion or may even be processed from the periphery, and participants may 
still think about the information while attending to other information. 
Additionally, the interpretation of the eye-tracking measure might be 
context-dependent. For example, pupil size may also be affected by other 
factors, such as changes in the amount of light. By combining eye-tracking 
measures with other measures (e.g., self-report), researchers can get a better 
understanding of the validity of the eye-tracking measures beyond visual 
attention.

However, eye tracking offers one of the most reliable and validated proxy 
for exposure and attention to content (Duchowski, 2007; Vraga et al., 2016a). 
Previous studies have found eye tracking to be a more objective and reliable 
measure of attention compared to self-report measures of attention (de 
Vreese & Neijens, 2016; Vraga et al., 2019), or recall for stimuli materials (Bol 
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et al., 2016; Vraga et al., 2016a). In particular, work by Vraga and colleagues 
(2016) suggest that levels of recall of exposure are quite low and divorced 
from actual attention processes. In looking at a simulated Facebook feed, 
they asked participants after their experience to estimate how much 
content they saw was on different topics (such as news, personal life, or 
politics) and had different formats (like pictures, links, and statuses). Their 
work suggests people inaccurately recall their social media experiences 
immediately after exposure, over-reporting the prevalence of pictures and 
underreporting their experience of “personal” posts. Moreover, they f ind 
there are few differences in mis-reporting exposure based on how much 
attention people paid to the various types of posts, reinforcing the value 
that eye tracking offers to distinguishing between exposure and attention. 
However, Segijn et al. (2017) found a relatively high correlation between 
self-reported and eye-tracking measures of attention when participants 
were asked directly after exposure to TV and tablet (multitasking) how 
much attention they allocated to the TV and the tablet. Based on these 
results, it seems that participants may be better able to self-report their 
attention to general media usage than specif ic elements in the media 
content. Alternatively, eye tracking can be combined with content-analysis 
(e.g., Zillich & Kessler, 2019) to offer a more robust representation of both 
content availability and attention. These offer only a few examples of the 
ways in which eye tracking can be used to complement existing research 
strategies.

7.5	 Concluding remarks

Eye-tracking technology is commonly used in Communication Science to 
measure exposure and attention to static or dynamic stimuli. The type 
of research question determines the type of eye-tracking hardware (e.g., 
f ixed or mobile eye tracker) is most suitable and what choices need to be 
made in the study and stimulus design. These choices have implications for 
the reliability and validity of the results. This chapter provided some f irst 
insights on these implications and the advantages and disadvantages of 
using eye-tracking methodology to measure media exposure and attention. 
Eye tracking captures how the eyes move and what they f ixate on. Future 
research is needed to expand our knowledge on the usage of eye trackers 
for media exposure and how it relates to other measures (e.g., self-reports, 
digital trace data).
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8.	 Neurobiological Measures
Frederic R. Hopp and Bert N. Bakker

Abstract
We discuss what neurobiological measures can (and cannot) reveal about 
media exposure (section 8.2), followed by a discussion of recurrent validity 
and reliability issues and attempts towards their mitigation (section 8.3). 
In the end, we briefly discuss how technological advancements and rising 
societal questions may shape the future of psychophysiological media 
research.

Keywords: EEG, fMRI, fEMG, heart rate, skin conductance, validity

8.1	 Introduction

Media exposure is an inherently dynamic process (A. Lang, 2000; A. Lang & 
Ewoldsen, 2010). Whether we are watching TV, listening to music, or scrolling 
through the latest news feed, our brains continuously parse incoming sensory 
information into coherent, interconnected, and meaningful units. Notably, 
these complex computational transformations often appear intuitively and 
without conscious awareness, owing to the evolved, functionally-specialized 
circuits that constitute our neurobiological make-up (Tooby & Cosmides, 
2001).

The conceptualization of media exposure as a dynamic process enabled 
and orchestrated by an ensemble of biological systems — has sparked an 
exciting, interdisciplinary f ield of research (for overviews, see Bolls et al., 
2019; Floyd & Weber, 2020). At the same time, the paradigm shift from 
behaviorism towards information processing (Chaffee, 1980) has also raised 
an intricate methodological debate: Can we reliably measure the opaque 
cognitive processing of media content in real time? In this chapter, we 
review efforts to tackle this question, providing the reader with a critical 
discussion of psychophysiological measurements that monitor individuals 

Hopp, F. R., & Bakker, B. N. (2024). Neurobiological measures. In P. Neijens, T. Araujo, J. Möller, 
& C. H. de Vreese, Measuring exposure and attention to media and communication. Solutions to 
wicked problems (pp. 129-144). Amsterdam University Press.
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during media exposure. Rather than developing a comprehensive introduc-
tion and inventory (see R. Potter & Bolls, 2012), we herein take a broader 
perspective, focusing on what dynamic measures can (and cannot) reveal 
about media exposure.

8.2	 Types of measures

According to the neurophysiological perspective (NPP, Weber et al., 2008), the 
brain is the central information processing system that parses and integrates 
incoming sensory sensations and thus provides a powerful gateway for 
observing how media content is processed in real time. While some studies 
directly relate brain activity to media processing (see EEG/fMRI below), 
other prominent psychophysiological measures follow a more indirect route. 
Here, perception, thinking, feeling, or consciousness are conceptualized as 
side-effects of an “embodied brain,” and we can measure these side effects 
of brain function using psychophysiological tools (A. Lang et al., 2009). For 
example, think of the last time you watched a suspenseful scene from an 
action movie. Perhaps your hands were starting to become sweaty, and your 
heart rate may have even decelerated slightly. In turn, psychophysiological 
researchers are interested in how physiological changes (e.g., skin conduct-
ance and heart rate) index psychological events (e.g., arousal, fear) that 
occurred during media exposure. Taken together, adopting a neurobiological 
approach to media exposure implies that body, brain, and media jointly 
act and interact over time, and that describing the interactions between 
these complex, dynamic systems can reveal how media content gives rise 
to distinct psychological responses (A. Lang et al., 2009). Following this 
perspective, we now provide a selection of neurobiological concepts and 
methods relevant to media exposure research.

Affective responses to media exposure

Affect is a central concept in theories of media exposure such as the Dif-
ferential Susceptibility to Media Effects Model (Valkenburg & Peter, 2013b). 
Here, the affective responses are the immediate physiological responses to 
media exposure. These physiological responses are largely uncontrollable 
and occur very fast after exposure (between 50 and 100 milliseconds after 
exposure to a stimulus), while more cognitive evaluations come later (roughly 
after 500 milliseconds, Lodge & Taber, 2013). These different temporal recep-
tive windows are embedded within a larger processing hierarchy (Hasson 
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et al., 2008) that enables the brain to parse and integrate incoming sensory 
information (e.g., sounds to words, words to phrases, phrases to paragraphs, 
etc.).

The circumplex model of affect (Russell, 1980) distinguishes arousal 
and valence as the two core affective dimensions. Arousal captures the 
intensity of affect and can be indexed with skin conductance. Valence 
captures the direction (positive or negative) of affect and may be measured 
with facial Electromyography (fEMG, see below). Here, we discuss the core 
characteristics and applications in media exposure research for two affective 
dimensions: arousal and valence.

Arousal captured with skin conductance. Skin conductance captures the 
activity of the sympathetic nervous system which is part of the autonomic 
nervous system (Dawson et al., 2017). Skin conductance measures the varying 
electrical properties of the skin in response to the increase of sweat secretion 
in the eccrine glands (for an introduction, see Soroka, 2019). With more sweat 
secretion, the conductance of electricity improves, and skin conductance 
levels rise. This increase in skin conductance is interpreted as an increase 
in arousal. Skin conductance has been used to capture heightened arousal 
in response to negative images (P. Lang et al., 1993), negative news (Soroka 
et al., 2019; Soroka & McAdams, 2015), uncivil political debates (Mutz, 2007; 
Mutz & Reeves, 2005), tobacco ads (Leshner et al., 2022; Clayton, 2022), 
self-transcendent videos (Clayton et al., 2021), group eating food cues (Liu 
& Bailey, 2021), political rhetoric (Boyer, 2021), and negative political ads 
(Wang et al., 2014). Soroka and colleagues, for instance, showed that negative 
vs. positive news caused an increase in physiological arousal (Soroka et 
al., 2019; Soroka & McAdams, 2015). Noteworthy, the results of Soroka et 
al. (2019) were largely uniform for samples of 17 countries across all six 
continents. In another study, Bakker, Schumacher, et al. (2021) found that 
listening and watching short messages about contemporary societal issues 
like immigration, climate change, and inequality increases physiological 
arousal and that this is especially the case among people with more extreme 
political attitudes. To summarize, skin conductance is a useful tool to 
capture arousal during media exposure.

Valence captured with facial Electromyography. The second dimension of 
affect in the circumplex model is valence. Valence can be captured using 
facial Electromyography (fEMG). Specif ically, tiny (not observable) muscle 
contractions in a specif ic facial region induce bioelectric signals at the 
surface of the skin in the face. fEMG captures these bioelectric signals (R. 
Potter & Bolls, 2012). An advantage of fEMG is that it detects rapid changes 
in the contractions of facial muscles over time (van Boxtel, 2010), making 
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it possible to link media processing and physiological responses at a high 
temporal resolution.

The corrugator supercilii muscle region (above the eyebrow) captures 
negative affect. Corrugator activity has been recorded in response to negative 
images (P. Lang et al., 1993), and negative words (Hietanen et al., 1998). The 
zygomaticus major muscle region (pulls the corners of the mouth into a 
smile, Larsen et al., 2003), captures positive affect. Zygomaticus activity 
increases in response to positively valenced images (van Oyen Witvliet & 
Vrana, 1995) and videos (Cacioppo et al.,1986). Other muscles have been 
associated with specif ic discrete emotions, such as the levator labii, which 
is associated with disgust (Chapman et al., 2009). Bakker, Schumacher, 
and Homan (2020), for instance, showed that participants had strong labii 
responses to a politician from the out-party versus the in-party. Moreover, 
participants experienced an increase in labii activity once a politician of 
the in-party (compared to the out-party) committed a moral violation.

Along these lines, studies exposing people to various forms of media 
content show that negative affect in media content causes corrugator activity. 
For instance, listing to radio advertisements, listeners showed a greater 
corrugator response “following the onset of negatively valenced words 
compared to positively valenced words” (Lee & R. Potter, 2020, p. 1154). 
Likewise, watching highway safety videos featuring a high aversive tone 
increased corrugator activity compared to a video with a low aversive tone 
(Howell et al., 2018).

Yet, when the corrugator activity is paired to what people say they experi-
ence, a different pattern emerges. Homan et al. (2022), for instance, f ind 
that participants relaxed their corrugator muscle in response to in-party 
politicians’ emotional displays, irrespective of the emotion the in-party 
politician displayed. But participants report feeling signif icantly angrier 
when watching an in-party politician display anger compared to a neutral 
or happy expression of the same politician. Similarly, Bakker, Schumacher, 
and Rooduijn (2021) showed that listening to incongruent messages lead 
to an increase in corrugator activity. This corrugator activity was basically 
uncorrelated with self-reported discrete emotions, but the increase in 
corrugatory activity predicated post-treatment attitude change.

To summarize, fEMG seems especially relevant in contexts in which 
participants have no or suppressed cognitive access to their affective re-
sponses, or in cases where they may be unwilling to report their views (e.g., 
due to social desirability). This may be quite common in media exposure 
studies, especially when dealing with contested topics like politics in modern 
Western democracies.
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Attention captured with heart rate variability

Attention to specific content features naturally is of core interest to research-
ers interested in understanding how media users dynamically register 
incoming information (Fisher et al., 2023). We focus our discussion on heart 
rate variability here. In media exposure research, heart rate variability 
is used to measure (cognitive) attention (A. Lang et al., 1996; Soroka et 
al., 2019; Soroka & McAdams, 2015)1. A few recent studies illustrate the 
potential use of heart rate variability — as a measure of attention — for 
media exposure. Soroka and colleagues f ind that there is an increase in 
heart rate variability in response to negative vs. positive news (Soroka et 
al., 2016; Soroka et al., 2019; Soroka & McAdams, 2015). The authors interpret 
these results as evidence that people express more attention to negative 
vs. positive news. Dunaway and Soroka (2021) asked whether information 
processing differs when people consume information on a smartphone or 
on a larger computer screen. Dunaway and Soroka (2021, p. 69) explain that 
the “results suggest lower levels of cognitive access” as captured with heart 
rate variability “to video news content on a mobile-sized screen” compared 
to the normal screen. Dunaway and Soroka (2021) conclude that their study 
has “potentially important consequences for public attention to current 
affairs in an increasingly mobile media environment” (p. 69). However, 
Bakker, Schumacher, and Rooduijn (2021), for instance, found no indication 
that exposure to counter-attitudinal messages, captured in a campaign-ad 
style — increases attention (e.g., no statistically signif icant increase in 
heart rate variability) — as the theory of motivated reasoning would lead 
us to expect as counter-arguing takes effort (Lodge & Taber, 2013). Taken 
together, these studies illustrate heart rate variability is a useful tool for 
capturing attention to media.

fMRI

In the past decade, functional magnetic resonance imaging (fMRI) has 
established itself as an appropriate neurophysiological method for examining 
cognitive responses during dynamic media exposure (for a recent review, see 
Hopp & Weber, 2020). In a nutshell, fMRI relies on the magnetic properties of 
hemoglobin to measure the contrast of oxygenated to deoxygenated blood at 

1	 Sometimes heart variability is also seen as a measure of arousal but any acceleration in 
heart rate that comes from arousal will be overwhelmed by the deceleration that comes with 
attention (R. Potter & Bolls, 2012).
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a high spatiotemporal resolution, thereby serving as an indirect assessment of 
neural activity. Before conducting an fMRI study, media researchers typically 
define a set of brain regions (Regions of Interest [ROIs]) or networks of ROIs 
whose activity is known to correlate with a psychological concept or process 
of interest (e.g., aggression, valuation, or attention; but see Poldrack, 2006) 
and then observe how neural activity in these ROIs dynamically changes in 
response to certain media content features. Hence, fMRI is a useful tool for 
continuously interrogating a range of latent cognitive processes relevant to 
media exposure research, including attention (Huskey et al., 2018), narrative 
engagement (Grall et al., 2021), valuation (Scholz et al., 2017), counterarguing 
(Weber et al., 2015), or affective experiences (Chan et al., 2020).

In one of the f irst studies employing fMRI during media exposure, Weber 
et al. (2006) showed that playing a violent video game suppressed affective 
areas of the anterior cingulate cortex (ACC) and the amygdala, highlight-
ing the potential of virtual violence for inducing aggressive cognitions. 
Almost simultaneously, Hasson et al. (2004) demonstrated that neural 
activity in the visual cortex is highly correlated across subjects watching 
the same movie, revealing that individual brains show a surprising tendency 
to “tick collectively” during natural vision. Since these seminal studies, 
fMRI has successfully been applied to delineate the neural correlates of 
counterarguing during anti-drug messages (Weber et al., 2015), the valuation 
and information virality of news (Scholz et al., 2017), the synchroniza-
tion of attention and reward brain networks during media induced f low 
experiences (Huskey et al., 2018), and even the ideologically aligned and 
idiosyncratic brain responses during politically polarized perception (van 
Baar et al., 2021).

A key advantage of fMRI over previously described psychophysiological 
measurements is its multivariate recording of neural activity. By examining 
the neural activity “pattern” (i.e., covariance) within ROIs or even the whole 
brain, recent work has demonstrated that distinct psychological events, from 
discrete emotions (Kragel et al., 2019) to moral intuitions (Hopp et al., 2022), 
can be “decoded” from underlying brain representations. This Multivariate 
Pattern Analysis (MVPA, Norman et al., 2006) holds great potential to 
push psychophysiological measurements beyond broader dimensions of 
cognition and affect (cf. the circumplex model of affect) towards more 
f ine-grained semantic interpretations of media content. For example, Hopp 
(2021) used MVPA and found that Republicans and Democrats in the US 
experience different moral violations when processing the same political 
attack advertisements, thereby revealing a “morality bias” that could explain 
ongoing polarization and out-party animosity.
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While the above studies only provide a glimpse of past research, they 
succinctly demonstrate the method-theory synergy that inspires the exciting 
f ield of media neuroscience (Weber et al., 2018). At the same time, access to 
MRI facilities, average scanning costs, and a steep technical learning curve 
have hindered communication researchers from incorporating fMRI into 
their methodological arsenal. Yet, powerful and cost-effective alternatives 
to fMRI have been applied in media exposure research, including electroen-
cephalography (EEG, Morey, 2018) and functional near infrared spectroscopy 
(fNIRS, Dieffenbach et al., 2021). We believe that fMRI is a useful tool for 
our understanding of the effects of media exposure on individuals.

8.3	 The perils of physiological measures for media exposure 
research

In the previous section, we reviewed how psychophysiological measure-
ments, informed by theoretical advancements in biology and cognitive 
neuroscience, have pushed the envelope of media exposure research. At the 
same time, psychophysiological tools have their respective limitations and 
offer no panacea for studying media exposure. Accordingly, we now turn to 
a discussion of the common perils that have stymied psychophysiological 
research, and offer several solutions to minimize erroneous interpretations 
and questionable research practices (QRPs, Bakker, Jaidka, et al., 2021).

Methodological considerations: validity, reliability and open science

Advancements in engineering will naturally continue to improve the 
f idelity and reliability of psychophysiological measurements. However, 
we must not forget that the opportunities of neurobiological measures for 
advancing media exposure research are fundamentally constrained by our 
understanding (and experimental control) of the independent variable: 
media content. Thus, it is imperative that in designing our studies, we make 
sure to, by design, rule out potential confounding variables. One possibility 
is for the researcher to produce the stimuli (see Bakker, Schumacher, & 
Rooduijn, 2021). Yet, often media researchers would want to use naturalistic 
stimuli (see Soroka et al., 2019). In that case it is important, to be rigorous 
in content analyzing stimuli to rule out confounds that may unknow-
ingly modulate psychophysiological responses (Grall & Finn, 2022). Here, 
recent developments in computer vision and signal processing offer media 
researchers powerful, automated tools for extracting a range of audiovisual 
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features known to correlate with psychophysiological responses, including 
amplitude, scale, or frame centrality (Malik et al., 2022). Combined with a 
carefully controlled, pre-tested, and pre-registered study design, we increase 
our power to isolate effects and draw solid causal inferences.

Moreover, a largely unexplored question is the extent to which neu-
robiological measures and more cognitive and reflective measures such 
as self-reported thoughts and emotions should align. For instance, one 
critique towards skin conductance is based upon the fact that physiological 
responses to threatening images did not — or very weakly — correlate 
with self-reported affective responses to the same images (see for instance, 
Osmundsen et al., 2022). This lack of concordance is actually not evidence 
for the lack of validity of one measure over the other. Physiological measures 
are tapping into other aspects of affect than the self-reports do (Keltner & 
Gross, 1999). It is therefore not a question of which is “better”; these measures 
are simply tapping into different aspects of affect. In fact, we think that one 
of the big puzzles in the f ield is to outline when and under which conditions 
physiological and self-reports align or not (see also, Bakker, Schumacher, 
Gothreau, & Arceneaux, 2020; Bakker, Schumacher, & Rooduijn, 2021).

At the same time, we encourage scholars to critically assess the predic-
tive validity of the neurobiological measures as well as the self-reported 
measures. Here there might be different options. First, neurological and 
self-reported responses have independent effects on the outcome of interest 
(see for instance Bakker, Schumacher, & Rooduijn, 2021; LeDoux & Pine, 
2016). Alternatively, one could argue the predictive validity of the neurobio-
logical responses is the strongest when it is aligned with a more cognitive 
response (for a similar argument, see Bakker, Schumacher, & Homan, 2020). 
Others might argue that the self-reported effects are the strongest on other 
self-reported measures, while more neurobiological measures have stronger 
effects on other implicit measures (Evers et al., 2014). We do not know what is 
the correct answer, yet. However, we do advocate for a multi-level, pluralistic 
approach when understanding the brain–behavior–media relationship (see 
Marr’s tri-level framework, Huskey et al., 2020). Behavioral and self-report 
work is often a necessary f irst step to understanding why a behavior occurs 
(e.g., selecting negative over positive news), after which psychophysiology 
can reveal how this behavior is physically instantiated (e.g., heightened 
attention and arousal towards negative information).

Furthermore, it will not come as a surprise to the reader of this chapter 
(and book) that laboratory-based studies lack ecological validity (Bron-
fenbrenner, 1979; Nastase et al., 2020). It is not natural to read, watch or 
listen to news (or other media content) while sitting in an artif icial (almost 
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hospital-like) laboratory environment while connected to a set of wires to 
your body (in the case of physiology) or even laying down in a large and 
noisy magnet (in case of fMRI). Technological advancements, however, 
have led to an increase in wearable equipment. As a consequence, neuro-
biological measures can now be collected in more natural environments: 
wristbands can for instance capture physiological arousal (Bolinski et al., 
2021; Konvalinka et al., 2011). Using these and other wearable devices, it 
becomes possible to study people at home, at school, among their friends, 
or at any other place where people process media content. We think there is 
a lot of unexplored ground to study the neurobiological responses to media 
exposure outside the classical laboratory setting. If and how the conclusions 
of studies discussed in this chapter will differ, or will remain the same, is 
an open-ended question. Regardless of the answer, we think such ecological 
studies will make important contributions to our understanding of the 
neurobiological responses to media exposure.

Finally, media exposure studies that rely upon neurobiological measures 
need replications of seminal, foundational studies to learn more about 
their replicability and/or generalizability (McEwan et al., 2018). We also 
encourage scholars to preregister their hypotheses, design, sample size 
justif ication, and analysis strategy. A priori power analyses — and more in 
general sample size justif ication — should become the standard (Lakens, 
2022). Adopting these open science practices will lead to more studies that 
can reliably detect the (often small) effects of interest. Ultimately, adopting 
this will increase the credibility of using neurobiological measures for media 
exposure research.

8.4	 Concluding remarks

In this chapter, we have provided the reader with a rough overview of 
possible neurobiological theories and methods that can be used in media 
exposure research. We hope the reader treats this chapter as a starting point. 
For us, the two most important take-home messages are as follows: First, 
information processing is too complex to solely rely upon behavioral and 
self-reported measures. Our body is responding in a much more complex 
way to media exposure. This leaves us with our second take-home point. 
The neurobiological responses to media exposure call for interdisciplinary 
partnerships: psychologists and neuroscientists bring their expertise when 
it comes to the neurobiological mechanisms, while communication re-
searchers bring their rich understanding of media exposure, coupled with 
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methodological expertise in content analysis. Together, these partnerships 
have a unique contribution to make. As a consequence, the neurobiological 
responses during media exposure are too complex to leave to one particular 
discipline but call for exciting interdisciplinary collaborations.

To conclude, we think that neurobiological theories and methods deserve 
a place in the toolbox of communication researchers: if we want to study 
the full complexity of responses to media exposure, then neurobiological 
theories and methods belong in the toolbox. This requires researchers to 
learn new theories and new methods or join interdisciplinary collaborations.
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9.	 Ecological Measures

Abstract
Ecological measures for MCE “estimate the possibility or opportunity for 
exposure” (Liu & Hornik, 2016, p. 116). We discuss different types of these 
measures including their pros and cons in section 9.1. Quality issues are 
discussed in section 9.2. Conclusions are drawn in section 9.3.

Keywords: media availability, campaign intensity, campaign tracking, 
f ield experiments, quality issues

9.1	 Types of ecological measures

Ecological measures of media exposure, also known as exogeneous meas-
ures, do not capture “individual differences in the direct encounter with 
media messages,” but “assess exposure possibilities in the environment of 
individuals and try to show that such exposure opportunities are related 
to outcomes either across time or over geographic locations” (Liu & Hornik, 
p. 116). We distinguish three main types of measures. First, “media avail-
ability,” measured by metrics such as circulation, ratings, or reach. Second, 
“campaign intensity,” measured with metrics such as campaign expenditures, 
Gross Rating Points, or the number of passers-by of outdoor advertising. 
Third, media content data, which indicate an individual’s media environ-
ment, useful for example in studies of “incidental exposure” (Hornik, 2016; 
Niederdeppe, 2014). Below we illustrate the application of these measures 
in media effects research.

Campaign tracking

An approach that uses ecological MCE measurement is campaign tracking 
which involves measuring media and campaign variables at an aggregate 
(site centric) level, including for instance, campaign expenditures, Gross 
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Rating Points, site visits on the one hand, and campaign effect variables 
such as political, health and consumer cognitions, attitudes, and behavior 
on the other. Systematic tracking research measures these variables (usually) 
weekly, bi-weekly, or monthly with samples sizes of 100 or 200 respondents. 
Advertising tracking became popular in the late 1970s when Millward 
Brown started its tracking methodology and introduced the Advertising 
Awareness Index.

A challenge is the analysis of the “aggregated” data that requires modelling 
techniques as simplex models, autoregressive models, random effects models, 
multilevel models, latent growth curve models, or multivariate time series 
analysis (Berrington et al., 2006). Another issue is that the (weekly) effects 
of campaigns are generally speaking unspectacular and therefore diff icult 
to detect. Some authors sigh that only big bursts of campaigning followed 
by a silence afterwards, can be noticed by the campaign evaluation studies. 
The — often — relatively small number of respondents in campaign evalu-
ation surveys may also hinder the detection of campaign effects because of 
the large confidence intervals of the estimates. Furthermore, small sample 
sizes make it impossible to disaggregate impact scores to f igures for different 
target groups, time periods, ad formats, and creative concepts, leaving the 
user with less informative averages (Merks-Benjaminsen, 2015).

Field experiments

A well-known example of the application of ecological measures are studies 
in which a “test market” (in which the campaign is running) is compared 
with a “control market” (Farquhar et al., 1990; Liu & Hornik, 2016; Luepker et 
al., 1994). These markets should be selected in such a way “that all the other 
variables that could affect the dependent variable remain approximately 
the same, or can be measured as covariates” (Tellis, 2004, p. 61).

The effects of exposure in f ield experiments include classic studies such 
as Berelson’s analysis of what the strike of newspaper delivery meant for 
citizens suddenly not receiving their newspapers showing their news provi-
sion of public affairs changed as a result of the strike. A number of f ield 
experiments have been conducted in the realm of anti-smoking campaigns 
(Liu & Hornik, 2016) while another strand of research has been conducted 
on news and politics. Chaffee et al. (1990) showed how the availability of 
Korean television news in the Bay Area led to a higher uptake of this news 
by the community. Conroy-Krutz and Moehler (2015) randomly assigned 
passengers in mini vans in Uganda to exposure to radio talk shows and found 
that cross-cutting exposure to rival arguments was persuasive. Lelkes et al. 
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(2020) in a nice design looking at differential access to internet broadband 
found that such access give rise to higher levels of partisan hostility.

In sum, these various f ield experiments, based on purposeful or natural 
variation, are interesting and convincing case studies of what changes in 
supply, or the opportunity structure of exposure to specif ic technologies 
or media content can do for different attitudinal and behavioral outcomes. 
However, while these studies have certain advantages, their quality also 
differs, as we can see in the next section.

9.2	 Quality issues

Advantages of ecological measures are that memory problems that plague 
self-report are absent and that they mitigate concerns about reverse or 
reciprocal causality (Liu & Hornik, 2016; Slater, 2004). However, causality 
issues do exist: Comparing different time periods or different geographic 
locations may bring other (than campaign) variables into play. These factors 
include actions of competitors (“history”), seasonal and market trends 
(“maturation”), self-selection of respondents (“selection”), and methodologi-
cal issues such as test-effects and statistical regression (Campbell & Stanley, 
1963). For example, the choice of test markets may be influenced by the 
expectation that the specif ic market is more susceptible to change, or these 
markets may otherwise receive more attention from “campaign partners” 
such as healthcare providers or retailers, bringing the causality issue back 
on the table (Liu & Hornik, 2016).

The quality of the exogenous measures is not beyond doubt. Media 
expenditures are not necessarily a valid estimate of campaign intensity 
as market factors also determine media costs. Variables such as reach and 
circulation as indicators of media availability are self-reported and may 
suffer from their known problems (see Chapter 4).

Other problems are that ecological measures only measure the probability 
of exposure and not the actual exposure of an individual. Moreover, research 
designs with ecological measures do not allow to investigate subgroups and 
why a campaign did, or did not have the intended effect (Hornik, 2002a; 
Niederdeppe, 2014).

Liu and Hornik (2016) examined 80 studies that used ecological measures 
in tabaco research and found that only very few studies provided evidence 
on their validity. They suggested three general guidelines: f irst, match the 
research approach to the assumed paths of effects. “Aggregated measures 
may better capture supra-individual processes while they may be less 
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sensitive to the discrete individual-level learning process” (p. 128). They 
also recommend to assess individual exposure differences, and to take into 
account the nature of the relevant content rather than just simple volume.

9.3	 Concluding remarks

Ecological measures and f ield experiments are welcome approaches and 
designs in the pallet of the different ways to study exposure. They have 
certain properties that are favorable from a design perspective. But they are 
not without flaws, and feasibility is a major challenge in many cases. That 
said, they provide good real-life examples of the importance of exposure 
opportunities and differences in the supply of contents.
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10.	 Recommendations

At the very core, the f ield of communication is concerned with detecting 
patterns in media and communication, understanding the processes that 
affect the production of, and the contingencies of the effects. Exposure 
therefore stands out as one of the crucial and unifying concepts: it is to some 
extent the “cradle of the f ield.” On the one hand, if we fail to understand 
what it means to encounter media content, or are not able to measure it 
reliably and validly, the very foundations of the f ield are weak. On the other 
hand, thinking more deeply about the concept, offering ref lections on 
developments, assessing weaknesses, and testing solutions, is also a genuine 
opportunity for the f ield. Either way, in our view, the exposure concept is 
a true core concept to keep paying attention to.

In this f inal chapter we offer recommendations for how to further improve 
the quality of media exposure measurement. Our recommendations concern 
theory, data collection, and future methodological research. But we start 
with a general, foundational recommendation.

1.	 Take the research question seriously

It is important to note that while we may sound prescriptive, a key message is 
that choices made by future scholars should very much depend on their lead 
question. The research question should guide considerations and choices, 
and from that perspective, an initial “ground zero” recommendation is to 
be explicit in the question formulation about the role that “exposure” has 
in the research endeavor. Is it conceptualized as a mediator, a dependent 
variable, or an independent variable? Is it conceptualized as part of research 
focusing on specif ic media, channels, platforms, or interactions? The more 
explicit these choices are, the better. Similarly, we also recommend being 
transparent about the considerations and choices, and — where appropriate 
and possible — to probe and test alternative conceptualizations, measures 
and/or analyses. It also seems both fair and necessary to distinguish between 
research that takes exposure as the central concept and research that relies 
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on exposure as one of several important concepts. The former may involve 
methodological studies or studies mapping (changes in) exposure patterns, 
whereas the latter may involve studies that try to assess, for example, the 
relative importance of exposure vis-a-vis other influences. In the latter 
case, there can be good and practical reasons for deploying shorter or more 
superf icial exposure measures.

Recommendations for theory

2.	 Take media content and platform affordances into account

When developing and evaluating theories, concepts, and operationalizations 
related to media exposure, it is important to take into account the content 
of the medium and the affordances of the platform. In Chapter 2 we distin-
guished different levels and characteristics of the content (e.g., medium, 
program, title, genre, subject, frame, tone, valence), and the platform such 
as type of device (e.g., smartphone, tablet), application (e.g., social media, 
email), feature (e.g., reading, posting, chatting, gaming), interaction (active, 
passive), and message (e.g., mode, content). A way forward is to explicitly state 
the type of content, or affordance that is driving the causal mechanism being 
researched. This might be more or less independent of the specif ic media 
outlet individuals encounter it in. Thus, for example, rather than observing 
how much time a person spends on X or Facebook, the better question 
could be how much exposure this person had to a specif ic type of content, 
or type of affordance on those platforms. It will also allow researchers to 
focus their questions on the underlying principles rather than studying a 
specif ic platform (e.g., X).

De Vreese et al. (2017) offered guidelines for how to integrate content into 
survey questions, in an attempt to optimize linkage studies. In some cases, 
however, granular self-reports in combination with media content analyses 
might not be feasible, either because of researcher resources or because of 
the hybrid and complex exposures being tapped. On this topic, Guess et al. 
(2019) suggested that survey questions about social media use — which could 
be across platforms — should provide options for a wide range of activities, 
including those that occur less frequently (the “long tail”), and that general 
content probing questions, such as “being about politics,” need specif ics and 
anchors that def ine that content. In addition, new developments towards 
adaptive and quasi-automated content production (such as generative AI) 
will necessitate more information about the version of content that different 
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individuals receive. For example, journalism might become more modular, 
tailored, and changing over time, making it less obvious to which version 
of content an individual was exposed.

3.	 Take context into account

Not only exposure, but also personal and social contexts that shape media 
exposure are relevant variables in theories on media uses and effects. 
Encounters that take place in more quiet surroundings (versus e.g., public, 
busy spaces), under the condition of single screens (versus multiple screens), 
as a primary activity (versus as one of a multi-tasking situation), as a single 
individual (versus with others, physically or online) are all potentially 
different encounters. This is especially relevant because technological 
developments point towards a further integration of the human body and 
technology. When that comes in the form of (portable) devices provid-
ing audio, wearable glasses, or virtual or augmented reality experiences, 
exposure may become more fluid. There is not a single answer as to how to 
incorporate these factors in the exposure concept. In some cases, the context 
in a study might be more or less constant or comparable for participants, in 
which case it could be less relevant for intra-participant observations, but 
in other cases it might vary in meaningful ways, and should be part of both 
the conceptualization and measurement. The challenge to capture context 
has become signif icantly larger through the unbundling of media content, 
for instance on recommender engines. This is true for the exposure to ads 
recommended by ad networks that display ads to targeted individuals, 
but also for news articles on news apps which are no longer ordered by the 
editorial board, or the interface of entertainment platforms which presents 
individual selections to each of their users. Since not only the selection 
of content, but also its potential effects are inf luenced by the context, 
we need to develop tools to capture this dynamic context. While this is 
certainly not easy, these tools will also provide us with the opportunity 
to test contextual effects in innovative and much more convincing ways 
than ever before.

When evaluating and applying theories and empirical f indings, it is also 
important to take into account that the content, features, and use of media, 
platforms and applications may change over time. These changes can be 
technological (i.e., new features and affordances), substantive (e.g., new 
reporting style), or reflect changes in the media landscape (e.g., new outlets 
or formats). This is particularly pertinent if the leading research question is 
addressed in a temporal perspective, and for the assessment of research from 
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different time periods. Formulating theories in terms of media affordances 
and media content (recommended above) will also allow for platforms to 
emerge, morph, or cease to exist in an over-time design.

4.	 Take physiological and mental processes during the exposure into 
account

Exposure is def ined as “the extent to which audience members have 
encountered specif ic messages or classes of messages/media content” 
(Slater, 2004, p. 168). Although exposure as def ined above is an extremely 
important variable, depending on the research question, physiological and 
mental responses during the encounter are relevant as well, as they may 
influence the effects of people’s exposure to media. These responses include 
cognitive responses as attention, involvement, and engagement, affective 
responses as valence, arousal, and emotional responses, and experiences 
(see Chapters 2 and 4).

Recommendations for data collection

5.	 Take the measurement quality and representativeness of the data 
into account

It is absolutely necessary that studies examine and report the measurement 
quality of media exposure measures (such as validity and reliability), given 
a precise def inition of what the measure is supposed to track — and under 
which conditions. Even in cases where we rely on established or previously 
tested measures, it is recommended to assess the quality of these in a new 
study.

As is pointed out, exposure measurement is context bound, and the 
precision, validity and reliability of a measure at one point in time is not a 
guarantee for its utility later. For example, measuring exposure to televi-
sion news in the 1990s with much less supply, fewer channels, and fewer 
programs is different from measuring television news exposure in 2020 
with a multitude of channels, web presences and news sharing via social 
media. Such developments beg re-assessing the quality of measures that 
might have performed well previously.

For the representativeness of the data, it is important to carefully consider 
the quality of respondent selection, (unit) non-response, and item non-
response (compliance). Specif ically for digital traces, representativeness 
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can be threatened by platform coverage error, platform affordances error, 
and trace selection error (see Chapter 3).

6.	 Take all platforms into account

The trends in media usage are clear: less print, less traditional linear televi-
sion, more digital, more streaming, more snippets of content across different 
platforms. This poses signif icant challenges to measuring exposure. Asking 
about watching a specif ic television channel or specif ic program might only 
capture a shrinking audience, and different versions of the same program 
might be available online. News organizations are reshaping their work 
flows to accommodate for the fragmented and diversif ied usage patterns: 
journalists are increasingly expected to deliver, for example, a two-minute 
item for a main television news show, a short piece for the website, a long 
read for behind the paywall, a photo for Insta, and a twenty-second video 
for TikTok, in addition to a mapping of how the stories were created and 
which choices were made to enhance transparency.

This has real implications for media exposure, which for many takes 
place on multiple platforms. This means that researchers need to take 
all of these platforms (and their characteristics) into account in order to 
fully understand an individual’s media behavior. However, the degree to 
which how inclusive “all” is, again, truly depends on the leading question. 
If the question is about being exposed to “news about inflation” it would be 
important to consider the outlets, formats, and places in which such news 
might occur. However, a more narrow question about exposure to topic 
x on platform y, might lead to different choices and probing exposure on 
some platforms in more depth, while getting a more general and superficial 
estimate of exposure elsewhere.

7.	 Take the option to combine different measurement methods into 
account

Given the differences between, and the unique features of, different 
methods of measuring media exposure, combining methods in a single 
study is an attractive approach for a more complete understanding of an 
individual’s media exposure. Again, this recommendation is qualif ied 
by the lead question. If this indeed evolves around getting a “complete” 
picture of an individual’s exposure, an extensive battery of items and 
a combination of methods might be preferable. It is possible that the 
different exposure measures speak to different phases in the process of 
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media effects. While eye tracking (Chapter 7), neurobiological measures 
(Chapter 8), or digital trace data (Chapter 5) can speak to the moment of 
exposure, self-reported measures are affected by what respondents can 
remember and have therefore processed. Differences between the various 
measures provide the opportunity to gain deeper insight into how and 
why information to which individuals are exposed is processed (see also 
suggestions in Chapters 4–8).

Recommendations for methodological research

8.	 Studies into validation and reliability needed

It is clear that all methods discussed in this book — retrospective and 
momentary self-reports, various methods to capture digital traces, data 
donations, observation methods, eye tracking, neurobiological and ecological 
measures — have their unique advantages. We cannot rule out one of them 
as inferior or suggest one of them as superior. There is only one thing to do: 
be conceptually clear, be explicit, be transparent, and continue improving 
measurement by further research, preferably embedded in systematic 
research programs.

It is impossible to present a comprehensive agenda for methodological 
research here, given the large number of (variants of) measurement methods, 
and the many issues involved. Methodological agendas are best drawn up 
for sub-areas. The chapters in this book highlight the unresolved issues 
that deserve a place on these agendas and provide inspiring examples of 
this type of research.

In research, attention to specif ic topics come and go. In communication 
science research, we would argue that the field cannot afford to lose attention 
for exposure. Constantly reflecting on the validity and reliability of measures 
in a changing technological landscape is a necessity.

9.	 Studies into non-response and non-compliance needed

All methods discussed in this book suffer from serious non-response and 
non-compliance issues. This is a problem with surveys, and even more so 
with intensive data collection methods such as logging of browsers and apps. 
Studies on the factors associated with these issues (see the corresponding 
chapters) should be continued, and approaches should be developed to 
improve representativity of media exposure studies.
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10.	 Studies into merging datasets needed

Combining different measurement methods (see recommendation 7 above) 
poses conceptual and statistical issues that require more methodological 
research. This includes both “single source” data that captures all media 
use of an individual measured with different methods (e.g., digital traces 
data, self-reports), and data fusion, i.e., linking data sources by matching 
respondents on common variables, such as demographics, attitudes and 
behavior (see also Chapter 4).

Conclusions

These ten recommendations are meant to be specific and helpful in providing 
guidance about things to consider. They do not offer a quick decision tree 
on what to do, but rather a checklist of what to think about and make 
explicit. At some level, they might be considered frustrating due to the lack 
of clear-cut answers, but our ambition has been to recommend conscious 
decision making and explicit and transparent sharing of these choices.

In addition to the considerations around theorizing, data collection 
and (re-)boosting methodological research, a couple of broader industry 
and research community developments are worth mentioning. First, an 
enhanced dialogue between industrial research and academic research 
around exposure is welcomed. Today’s institutionalized audience research, 
that necessarily makes use of different data sources and methods, has 
become extremely complex (see also Chapter 2). Given the importance of 
this data to industry, society, and policy makers, independent assessments 
of their quality are necessary and must be made possible.

Second, research on media exposure also has work to do in terms of 
ethical guidelines and privacy: lengthy survey questionnaires, laboratory 
studies, and data donation studies, all in different ways, are rather taxing for 
participants. Establishing good practices in terms of minimizing participant 
burden is a point of attention, in addition to more recent requirements about 
enhanced data management and privacy aspects forcing researchers and 
institutions to improve their infrastructure and processes for data collection, 
management, analysis, and archiving.

Third, new European Union regulations such as the Digital Services Act 
open new opportunities for media exposure research: Very large online 
platform (VLOPs, def ined as having >45 million users in Europe) are com-
pelled to share certain data with the research community. This will open 
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new avenues for media exposure research and potentially offer more insight 
into thus far closed platforms.

Fourth, the ongoing movement towards enhanced transparency and 
open scholarship practices, should also lead researchers engaging with 
the media exposure concept to become more open and sharing in terms 
of measurements and analyses (see also Chapter 8). This should further 
improve the development of and reflection on exposure measures.

Long live exposure

The exposure concept comes close to a raison d’être for the field of communica-
tion. It forms the basis for many core questions. At the same time, it remains 
a constant challenge. Self-reported exposure measures, even decades ago 
with a media landscape consisting of just one or a few television channels, a 
handful national radio stations, and a similar number of leading newspapers 
led to questionable estimates. Since then, the media landscape has undergone 
tremendous changes in multiple ways. Each of these have arguably both 
worsened the case for exposure measures but also offered new data sources 
and ways of conceptualizing media and communication exposure.

The concept is criticized and discussed in oftentimes nihilistic terms. 
However, we remain “glass half full” researchers: our toolkit has expanded 
enormously in the past, say, two decades and new opportunities have arisen 
for conceptualizing, measuring, and modelling exposure. We hope our 
overview is useful in providing a range of things to consider. There is no 
quick f ix, magic bullet or easy solution. But there is an invitation to think 
twice about the concept before deploying it, to be explicit about assumptions, 
choices and alternatives, to be transparent about the implications, and to 
engage in (programmatic) research on the exposure concept itself.

References

de Vreese, C. H., Boukes, M., Schuck, A., Vliegenthart, R., Bos, L., & Lelkes, Y. (2017). 
Linking survey and media content data: Opportunities, considerations, and 
pitfalls. Communication Methods and Measures, 11(4), 221–244. https://doi.org/
10.1080/19312458.2017.1380175

Guess, A., Munger, K., Nagler, J., & Tucker, J. (2019). How accurate are survey re-
sponses on social media and politics?. Political Communication, 36(2), 241–258. 
https//doi.org/10.1080/10584609.2018.1504840

https://doi.org/10.1080/19312458.2017.1380175
https://doi.org/10.1080/19312458.2017.1380175
http://doi.org/10.1080/10584609.2018.1504840


Recommendations� 159

Slater, M. D. (2004). Operationalizing and analyzing exposure: The foundation 
of media effects research. Journalism & Mass Communication Quarterly, 81(1), 
168–183. https://doi.org/10.1177/107769900408100112

About the authors

Peter Neijens is an Honorary Fellow and Emeritus Professor at ASCoR. He 
held the Chair in Media and Persuasion at the University of Amsterdam 
until 2019. His research focuses on persuasive communication, in particular 
media use and effects in advertising and public opinion.

Theo Araujo is a Full Professor of Media, Organisations and Society, and 
Scientific Director of ASCoR. His research investigates the dynamic interplay 
between media and organizations, and what it means for society, with a 
special focus on trust and technology. His research has also a methodological 
focus on computational communication science and the implementation 
of large-scale data collection and analysis for communication research.

Judith Möller holds the chair of “Empirical Communication Research, 
especially Media Use and Social Media Effects” at the University of Hamburg 
and the Leibniz Institute for Media Research | Hans Bredow Institute (HBI). 
Before 2023 she was an Associate Professor of Political Communication at 
the Amsterdam School of Communication Research.

Claes H. de Vreese is a Distinguished University Professor of AI and Soci-
ety with a special emphasis on media and democracy. He co-directs the 
Gravitation Program AlgoSoc and the AI, Media and Democracy Lab. He 
holds the chair in Political Communication at the Amsterdam School of 
Communication Research.

https://doi.org/10.1177/107769900408100112




	 Index

Accuracy 34, 46, 57, 59, 64-66, 122
Affective

aspects 68
behavior 90
dimensions 131
experiences 134
impressions 57
processes/processing 18, 116
responses 15, 18, 67, 130, 132, 136, 154

Affordances 33, 37, 152-155
AIR, see also Average Issue Readership 24
Algorithmic errors 96
Anchoring 52
Anchors 50-52, 152
Answer scales, see also response scales 49, 59
AOIs, see also Areas of Interest 113-115, 117, 

119-122
AOI time 113-115, 117, 122
API, see also Application Programming 

Interface 88, 89, 94
App activity 90
Application Programming Interface, see also 

API 88
Areas of Interest, see also AOIs 113, 115
Arousal 15, 18, 24, 67, 69, 130-131, 133, 136, 137, 

154
Associated score 24
Audience

composition 20, 23
duplication 23, 24
size 23

Audiometer 21
Augmented reality

ethnography 108
experiences 153

Average (contact) frequency 23-25
Average Issue Readership, see also AIR 24

Beacons, see also grabbers 88, 89
Between-person 35, 62, 66
Bots, see also web crawlers 88, 89, 94
Bottom-up processing 16, 118

Campaign tracking 145
Census data, see also platform centric, see also 

server centric, see also site centric 22, 23, 
87, 89

Channel levels 19
Circulation 24, 26, 146, 147
Click-through 23, 24, 120
Cognitive responses 67, 133, 136, 154,
Communication power 21
Compliance 37, 41, 54, 63-65, 90, 97, 98, 154, 

156
Contact frequency 23

Contact quality 20
Content analysis 19, 36, 42, 43, 46, 49, 53, 123, 

138, 152
Context 15, 41, 49, 66, 70, 105, 116, 122, 153, 154
Coverage errors 37, 155
Cross media measurement 21, 22
Cumulative measures 23
Currency 12, 20

Data donation 64, 87-89, 91, 92, 94, 95-99, 157
Data Download Package, see also DDP 91
Data linking, see linkage
Day Construction Method 51
DDP, see also Data Download Package 91, 92, 

97, 98
Diary 21, 22, 35, 41, 51, 54, 65, 109
Digital ethnography 105, 108, 109
Digital Services Act 157
DSA, see Digital Services Act
Duplication, see audience duplication
Duration 41, 43, 44, 58, 59, 61-64, 66, 95, 96, 

99, 108, 114, 115, 116, 122
Dwell time 115-117

EARS, see also Effortless Assessment of Risk 
States 90

Ecological Momentary Assessment, see also 
Experience Sampling, see also In situ 
Measurement, see also Real-Time Response 
Measurement 54

EEG 129, 130, 135
Effective reach 25
Effortless Assessment of Risk States, see also 

EARS 90
Elaboration 16, 56
EMA, see also Ecological Momentary Assess-

ment 54, 63-65
EMM, see also Eurisko Media Monitor 90
Emotional responses 15, 18, 69, 154
Engagement 15, 17, 18, 21, 24, 25, 67-70, 87, 88, 

94, 134, 154
ESF, see also experience sampling form 54
ESM, see also experience sampling method, see 

also ecological momentary assessment, see 
also experience sampling, see also real-time 
response measurement 54, 63-66

Ethical concerns/ issues 53, 93, 99, 109, 157
Eurisko Media Monitor, see also EMM 90
Exogenous measures, see also ecological 

measures
Experience sampling, see also Ecological 

Momentary Assessment, see also In situ 
Measurement, see also Real-Time Response 
Measurement 54, 66

Experience sampling form, see also ESF 54



162� Measuring Exposure and At tention to Media and Communication

Exposure states 17, 18
Extraction errors 96
Eye trackers 116-118, 123

Facial Electromyography, see also fEMG 131
Fatigue effect 66, 90
fEMG, see also facial Electromyography 129, 

131, 132
Fixation

count 115
duration 115
frequency 115

Flow 17, 134
fMRI, see also functional Magnetic Resonance 

Imaging 12, 129, 130, 133-135, 137
fNIRS, see also functional Near Infrared 

Spectroscopy 135
Focal attention 16
Foils, see also ringers 44
Frame error 36
Fraud 94
Frequency list technique 48
Functional magnetic resonance imaging, see 

also fMRI 133
Functional near infrared spectroscopy, see also 

fNIRS 135
Fusion, see also merging 22, 157

Gaze 67, 108, 115, 118, 132
GDPR, see also General Data Protection 

Regulation 91
General Data Protection Regulation, see also 

GDPR 91
Google Analytics 88
Grabbers, see also beacons 88
Gross measures 23
Gross Rating Points, see also GRPs 23, 25, 26, 

145, 146
Gross reach 23, 25
GRPs, see also Gross Rating Points 23, 25

Heart rate 129, 130, 133
Help, see also instruction 42, 43, 50, 70
Hertz, see also sampling interval, see also 

sampling frequency 115, 121
Hooperratings 21
Household meter 21, 89, 90

Impressions 23, 25
In situ Measurement, see also Ecological 

Momentary Assessment, see also Experi-
ence sampling, see also Real-Time Response 
Measurement 41, 43-45, 53, 65

Incentive 95, 96
Information processing 15, 56, 129, 130, 133, 137
Information retrieval measures 36
Institutionalized media audiences 15, 20, 21, 157
Internal consistency 34, 106
Involvement 15-18, 21, 24, 45, 57, 66, 67, 68, 154

JIC, see Joint Industry Committee
Joint Industry Committee 20

Liking 68, 93
Linkage 19, 42, 43, 52, 53, 70, 152
List measures 43, 47, 48
Log-based measures 63, 64

Market share 23
MCE (Medium and Communication Expo-

sure) 11, 13, 33, 37, 145
Metrics 15, 20-24, 87, 88, 90, 91, 113, 115, 116, 

121, 122, 145
Measurement errors 33, 37, 44, 53, 93, 96, 121
Measurement unit 43, 44, 55
Media

effects 19
experiences 18, 70, 123
reception 18
use 18

Medium type 19, 42
Mental processes 15, 154
Mental responses 24, 41, 154
Merging, see also fusion 157
Message processing 16
Momentary measurement, see also 

Ecological Momentary Assessment, see 
also Experience sampling, see also In situ 
measurement, see also Real-Time Response 
Measurement 54

Motivational state 18
Multitasking 12, 120, 123
MVPA (Multivariate Pattern Analysis) 134

N=1, see also within-person 36, 62
Noted scores 25
NPP (Neurophysiological perspective) 130, 133

Obtrusive, obtrusiveness 55, 109
Operationalizations 9, 12, 16, 23, 34, 36, 152
OTS (Opportunity To See) 16, 25
Overestimation, see also overreport 35, 52, 

57, 59, 61, 65
Overlap 22, 25
Overreport, see also overestimation 49, 61, 62

Page views 25
Pay per click 94
PANAS 69
People meter 22, 61, 89, 90
Personal involvement inventory 68
Physiological 15, 130-132, 135-137, 154
Platform affordances error 33, 37, 152, 155
Platform centric, see also site centric, see also 

server centric, see also census data 23, 
87, 88

Plugins 91, 97
Portable devices 153
Portable people meters 89, 90



Index� 163

Positive and Negative Affect effect Schedule, 
see PANAS

PPM 90
Preattention 16
Precision 36, 92, 118, 121, 122, 154
Program list technique 47, 48
Prompt 64

Questionable Research Practice (QRP) 135

Ratings 24, 25
Reach 23-25
Read most 25
Readership 23, 24
Reaction times 67
Real-time Response Measurement (RTR), see 

also Ecological Momentary Assessment, see 
also Experience Sampling, see also In situ 
Measurement 54

Recall 42-70
Recency 44, 45, 59
Recent reading 23, 25
Recognition 24, 25, 42, 43
Reference period 43-46, 51
Regions Of Interest (ROI) 134
Reliability 33-36
Representation error 37, 97
Response scales, see also answer scales 49, 50
RFID 88, 89
Ringers, see also foils 44
Router meter 22, 89, 90

Saccade 115
Sampling errors 33
Sampling frequency, see also sampling interval, 

see also Hertz 115, 121
Sampling interval, see also sampling frequency, 

see also Hertz 115, 121
Scanpaths 115
Screen time 20, 25, 91, 92, 96, 98, 106
Screen use 25
Selectivity 16, 18, 25
Self-ref lexive state 17
Sensitivity 34, 95, 98
Server centric, see also census data, see also site 

centric, see also platform centric 23, 87
Server log data 62
Set-top box 89
Share of market, see also share of voice 23
Share of voice, see also share of market 23
Sharing 68, 70
Silo approach 22
Single source 22, 157

Site centric, see also census data, see also server 
centric, see also platform centric 23, 
87-89, 146

Skin conductance 12, 129-131, 136
Social desirability 44, 47, 56, 60, 61, 66, 118, 

119, 132
Specif ic Issue Readership 23
Stimulus time 114, 115
Subscriptions 26

Target Rating Points 26
TED-On 93
Telephone coincidentals 53
Think aloud, see also thought listing 12, 55, 

56, 66, 67
Thought listing, see also think aloud 17, 66
Through-The-Book method 23, 42
Time spent 25, 44, 62, 65, 66, 68
Time To First Fixation 115, 121
Top-down processing 16
Total survey error 33
Total survey quality 33
Trace selection error 37, 155
Transported state 17
Triangulation 96, 113, 116, 122
TRPs, see Target Rating Points
TSE, see Total Survey Error
TSM, see also time spent 62
TTB, see Through-The-Book method
TTFF, see Time To First Fixation

Unique visitors 23, 26
Unit of measurement 43, 44, 55
Unpacking effect 46
User-centric 23, 87-89
User selection error 37
User tracking 87, 89-91, 95

Valence 15, 18, 20, 24, 67, 69, 131, 152, 154
Validity 34, 35
Vehicles 19, 21, 24
Views 25, 88, 94, 132
Virtual reality ethnography 108
VLOPs, Very Large Online Platforms 157
Volume 43-45, 64, 148

Waste 26
Wearables 89, 90, 137, 153
Web crawlers, see also bots 88, 89
Web harvesting 88
Web Historian 92
Web scraping 88, 89
Within-person, see also N=1 35, 62, 66





AUP.nl

Neijens, Araujo, Möller & de Vreese
Measuring Exposure and Attention to Media and CommunicationISBN: 978-94-6372-317-6

9 7 8 9 4 6 3 7 2 3 1 7 6

Valid and reliable measurement of media and communication exposure 
is crucial for communication science, psychology, political science, 
sociology, pedagogy, economics, and law, and the practitioners in media, 
communication, and information. At the same time, this is a wicked 
problem for which there are no simple solutions. That was never the case, 
but in today’s digital and abundant media landscape it is even more difficult.
This book discusses the ways in which media and communication exposure 
can be conceptualized, operationalized, and measured. Methods examined 
include self-reports, recall, recognition, ecological momentary assessment, 
think-aloud, digital traces, data donation, human observation, eye-
tracking, EEG, fMRI, heart rate, and skin conductance, their pros and cons, 
complexities, and performance. The book concludes with recommendations 
for the application and further development of these methods. It also 
includes an extensive bibliography — with references to in-depth insights 
into specific aspects of media exposure measurement.

“This book will be an invaluable resource for training graduate students and for 
exploring research design alternatives by faculty and industry researchers in 
communication, media psychology, and allied fields.” 
Michael Slater, Social and Behavioral Sciences Distinguished Professor School of 
Communication, The Ohio State University, USA

“I am confident that this book will provide an excellent resource for many, from 
students to experienced experts in the field, and that it will instill much-needed 
future discussions and research on the conceptualization and measurement of this 
core construct.” 
Veronika Karnowski, Chair of Media Communication, Chemnitz University of Technology, 
Germany
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