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GLOSSARY

Area freedom Declaration of the absence of a threat from a region (e.g. a production zone) for 
the purposes of access to international or domestic markets.

Proof of freedom Declaring a threat as absent from a region after eradication measures have 
been successful.

Active surveillance A deliberate and coordinated surveillance effort designed to detect new 
or priority pests and diseases. Targeted surveillance is a form of active surveillance 
that is optimised to detect a particular threat.

General surveillance A semi-coordinated, multi-threat focused, surveillance effort commonly 
implemented by environmental stakeholders (e.g. park rangers), agricultural stakehold-
ers (e.g. farmers, agronomists, vets, and industry organisations), scientists, and/or citi-
zen science groups.

Passive surveillance The chance detection and reporting of threats by the public. Passive 
surveillance is the most fortuitous and accidental type of surveillance, with little 
structured or coordinated surveillance effort or reporting framework.

Sensitivity The probability a single surveillance unit (e.g. survey, trap, or test) will detect a 
threat assuming it is present. Imperfect sensitivity (<1) increases the likelihood of 
false negatives (i.e. declaring a threat absent when it is in fact present).

Surveillance effort A measure of the amount of effort undertaken to detect a threat, which 
could be in terms of the number of traps, survey hours, site revisits, or diagnostic 
tests.
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ABSTRACT

Pre-border and border controls reduce (but do not eliminate) the risk of biosecurity threats entering 
a country, so regulators must prepare for the eventuality of pests and disease incursions. Post-border 
surveillance is the primary tool used to detect new outbreaks, delimit and manage existing outbreaks, 
declare eradication success, and provide evidence to trading partners that a threat is absent to gain or 
maintain market access. This chapter outlines the three broad types of post-border surveillance (active, 
general, and passive) and reviews their pros and cons. General and passive surveillance are useful 
sources of first detections but are of limited use for inferring the likelihood of threat absence, due to 
issues with unknown surveillance reliability and effort. Active surveillance can be used to inform mul-
tiple surveillance objectives, but its cost restricts its use to small geographic areas and high-risk threats. 
Overall, the amount of surveillance to be implemented depends on the objective of surveillance, the 
reliability of the surveillance method, and the regulator’s tolerance for failing to detect a threat that is 
present. For all objectives, the surveillance strategy and effort required should represent best value for 
money (i.e. minimising the costs of surveillance and potential costs associated with the threat).
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Tracing  An intelligence-gathering exercise that aims to identify an incursion’s plausible 
means of introduction and secondary spread.

Natural detection point The point where the pest or disease becomes self-evident (i.e. 100% 
probability of detection), even without expenditure on active surveillance or addi-
tional passive surveillance.

INTRODUCTION

Pre-border and border controls attempt to reduce the risk of exotic species and diseases entering and 
establishing in a jurisdiction, but these controls do not eliminate risk entirely. A jurisdiction’s bios-
ecurity system reduces risk to an appropriate level of protection (ALOP) that balances trade-offs 
so that the risk of threat entry and establishment is acceptable by the public, industry, and trading 
partners (see Chapter 2. Biosecurity Systems and International Regulations). The consequence of 
not reducing risk to zero is that from time to time, even a well-managed biosecurity system will have 
post-border incursions that establish and spread. In an era of increasing globalisation (Hulme 2009, 
Seebens et al. 2017), regulators must plan for this eventuality.

Post-border surveillance is the primary tool regulators use to detect new outbreaks before they 
spread so widely that they become infeasible to eradicate and/or cause significant economic, social, 
and environmental impacts. It is also used to infer confidence that a threat is absent from a region of 
interest, which is important for both maintaining and regaining market access for some commodi-
ties. Post-border surveillance also plays a role in informing on-the-ground biosecurity response 
strategies.

This chapter describes the various objectives of post-border surveillance (namely area freedom, 
early detection, delimitation, and monitoring) and the surveillance methods that are most appro-
priate to achieving each. These methods (active, general, and passive surveillance) can all play an 
important role in detecting biosecurity threats. The practical considerations in selecting a method, 
including where to undertake surveillance, how to infer absence from surveillance data, and how 
much to spend on surveillance, are also discussed.

OBJECTIVES OF POST-BORDER SURVEILLANCE

Post-border surveillance provides the necessary evidence to inform four objectives: area freedom, 
early detection, incursion delimitation, and progress towards post-incursion management objectives 
(e.g. eradication or containment).

Surveillance for Market Access (Area Freedom)

To mitigate exposure to high-impact biosecurity threats, many countries (and some jurisdictions 
within countries) impose restrictions on the movement and trade of plants, animals, and associ-
ated goods. To export these items across international borders and to secure or maintain access to 
premium export markets, governments and industries are required to provide evidence to trading 
partners that their region or production zones are free from agricultural threats. This evidence 
of absence, referred to as area freedom, typically involves various forms of post-border surveil-
lance complemented by other sources of information, such as scientific publications, research data, 
field observations, and other non-survey data (IPPC 2017). The quality and quantity of such evi-
dence is ultimately governed by the requirements of the trading partner, the potential impact of a 
threat, and the international standards imposed by the World Trade Organisation (see Chapter 2. 
Biosecurity Systems and International Regulations). The globalisation of human movement and 
trade has resulted in countries becoming more exposed to new pests and diseases (Hulme 2009; 
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Seebens et al. 2017, 2021), so trading partners are increasingly requiring more evidence to support 
claims of area freedom. Data derived from post-border surveillance programs, particularly ongo-
ing active surveillance programs, are often seen as the gold standard of evidence for area freedom.

Surveillance for Early Detection

Early detection is one of the main lines of defence against the widespread establishment and spread 
of exotic threats. Early detection surveillance is a form of ongoing monitoring that often comple-
ments surveillance for area freedom. However, unlike area freedom, the implementation of surveil-
lance for early detection is not governed by the requirements of trading partners or international 
standards. Surveillance for early detection is underpinned by the central theory that incursions are 
an inevitability and that to minimise impacts and maximise the feasibility and cost-effectiveness 
of containment and eradication, regulators must detect new threats when populations are small and 
geographically restricted (Ahmed et al. 2022; Leung et al. 2002). Because this form of surveillance 
is not a mandate set by a trading partner or international body, governments and industry contend 
with the issue of whether to invest resources (e.g. infrastructure, people, and diagnostics) in the early 
detection of a potential future outbreak or to only deploy resources when an incursion is detected. 
This trade-off between prevention and reaction is governed by three factors: (1) the likelihood of an 
incursion; (2) its potential environmental, economic, and/or social impacts; and (3) the feasibility of 
containment and eradication (see Chapter 7. Prepare, Respond, and Recover).

Surveillance for Delimiting the Extent of an Outbreak

When an incursion occurs, determining the extent of the outbreak is critical. Delimiting an out-
break quickly and accurately can reduce the likelihood of further spread and maximise eradication 
success through targeted control measures. Initial detections can come from area freedom or early 
detection surveillance programs, industry stakeholders (e.g. farmers and agronomists), or the pub-
lic. For example, outbreaks of exotic fruit fly (e.g. the oriental fruit fly Bactrocera dorsalis) can be 
detected by sophisticated pheromone lure traps, industry members, and citizens who notice their 
fruit tree has become infested.

Delimitation surveillance is a reactive but necessary process that occurs once an outbreak has 
been detected. Once a detection is made, biosecurity agencies undertake intelligence-gathering 
activities, commonly referred to as tracing, to identify plausible means of introduction and secondary 
spread (Leung, Cacho, and Spring 2010; Potts et al. 2013). Typically, these activities involve detailed 
discussions with landowners in the immediate vicinity of the initial detection (which may or may 
not be the point of introduction), expanding to other locations based on this information. This local 
intelligence gathering is used to construct a network of likely spread movements among properties, 
which can then be used in models that simulate the likely extent of post-border spread (IPPC 2016b). 
These data and models are ground-truthed by conducting threat-specific surveillance (i.e. targeted 
or active surveillance) to determine the true extent of the outbreak. Examples of formal tracing 
schemes include Australia’s National Livestock Information System and New Zealand’s National 
Animal Identification and Tracing (MAF 2009).

Surveillance for Threat Monitoring and Management Success (Proof of Freedom)

Once an outbreak has been detected and its extent has been determined, biosecurity practitioners are 
faced with deciding how to manage the infestation (see Chapter 7. Prepare, Respond, and Recover). 
Three management options are possible: (1) attempt eradication; (2) contain (i.e. prevent further 
spread); or (3) do nothing and shift resources to mitigating and adapting to impacts. If the decision 
is made to do nothing, there is little need for surveillance, as resources are allocated towards mitiga-
tion and adaptation strategies (see Chapter 7. Prepare, Respond, and Recover).
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If eradication or containment is the objective, then surveillance becomes a critical tool for evalu-
ating the effectiveness of control measures (see Chapter 10. Monitoring, Evaluation, and Reporting). 
For containment and eradication purposes, targeted surveillance will typically be positioned within 
the delimited area of infestation and in surrounding areas (IPPC 2016b). Surveillance within the 
outbreak area is focused on both monitoring and evaluating the success of control treatments and 
to provide evidence that the threat has been successfully eradicated. By contrast, surveillance sur-
rounding an outbreak is focused on determining whether the outbreak is contained and not spreading 
outside the area of treatment. Both forms of surveillance are an essential requirement for declaring 
a threat has been successfully contained or eradicated (commonly referred to as proof of freedom).

How long such surveillance is maintained depends on the management objective. If the focus 
is eradication, then it will remain in place until a desired level of statistical confidence is reached 
such that proof of freedom can be declared (Ramsey, Parkes, and Morrison 2009; Rout 2017; Rout, 
Salomon, and McCarthy 2009). Alternatively, if eradication is deemed infeasible and containment 
is the goal, then surveillance may be ongoing, with management focusing on maintaining low num-
bers and reducing spread.

TYPES OF POST-BORDER SURVEILLANCE

A range of surveillance methods can be used to facilitate the early detection of new outbreaks, 
monitor and manage existing outbreaks, or provide evidence of eradication success or area freedom. 
Surveillance methods fall on a continuum that ranges from the deliberate and coordinated use of 
sophisticated surveillance methods that maximise the detection of a particular threat, to surveil-
lance methods that attempt to benefit from chance detections and reporting made by the public 
(Hester and Cacho 2017). This continuum is categorised into three main types of surveillance: 
active surveillance, general surveillance, and passive surveillance (Figure 6.1).

Active Surveillance

Active surveillance (also referred to as targeted surveillance) is the deliberate and coordinated 
effort to detect new or managed pests and diseases. It is typically implemented by biosecurity 
regulators to meet specific objectives, such as to provide evidence of area freedom to trading 
partners, to delimit and contain an incursion, or to monitor the performance of an eradication or 
containment program.

Active surveillance uses sophisticated tools and survey methods that are highly effective in 
detecting a specific threat. For animal and plant diseases, this often involves planned regular sur-
veys of hosts for signs of illness, coupled with routine sampling for diagnostics such as polymerase 
chain reaction (PCR) tests and antibody (i.e. serology) tests. For non-disease threats (e.g. inva-
sive vertebrates, invertebrates, and weeds), active surveillance includes repeated site surveys using 
visual observations and tools such as pheromone lure traps, animal traps, acoustic monitoring, field 
cameras, seed bank analyses, or detector dogs. New technologies are increasingly used to enhance 
detection rates, including environmental DNA (eDNA) methods for detecting invasive species in 
ballast water and freshwater systems, drones and remote sensing, and machine learning for rapid 
and automated identification of priority threats (see Chapter 13. Profiling and Automation).

Data derived from active surveillance are the most reliable for inferring the presence or absence 
of a threat. Not only do active surveillance tools and methods have known likelihoods of detection 
(i.e. sensitivity) and known false positives (i.e. specificity), but they are also implemented by highly 
trained staff using proven protocols. These detailed protocols describe how and where surveillance 
should be implemented, what data should be collected (e.g. threat presence/absence and measures 
of surveillance effort), and how these data can be used to infer threat absence.

Active surveillance is the most resource intensive and costly form of surveillance (Anderson et al. 
2017). As such, it is commonly used to delimit and contain outbreaks and to declare eradication 
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success (i.e. proof of freedom). Because of its expense, it is also the most geographically and tem-
porally constrained method, with most effort occurring within and surrounding known outbreaks 
and only persisting for as long as it takes to meet the required burden of evidence to declare proof 
of freedom. If active surveillance for a particular threat is expected to provide high value for money 
compared to other risk-reducing activities, it may be used on an ongoing basis to either facilitate the 
early detection of incursions or to support claims of area freedom for market access. In these cases, 
ongoing active surveillance can be positioned near high-risk points of entry (e.g. ports), in areas of 
high establishment potential, or within high-value production zones.

FIGURE 6.1  Characteristics of active, general, and passive surveillance.
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General Surveillance

General surveillance is a semi-coordinated surveillance effort implemented by environmental stake-
holders (e.g. park rangers), agricultural stakeholders (e.g. farmers, agronomists, vets, and industry 
organisations), scientists, or citizen science groups (Hester and Cacho 2017). General surveillance 
is more opportunistic than active surveillance, in that it capitalises on the interests and motivations 
of various groups to conduct the surveillance necessary to protect their own assets or the commu-
nity (Kruger, Ticehurst, and van der Meer Simo 2022). Biosecurity regulators play a lesser role in 
implementing general surveillance, but regulators sometimes co-invest in such programs if they can 
improve early detection and bolster existing active surveillance programs (Hester and Cacho 2017).

Because general surveillance is implemented by multiple stakeholders, with costs and logistics 
being shared among these groups, it can be implemented over a greater geographic extent compared 
to active surveillance. However, biosecurity regulators face multiple challenges in using and inter-
preting data from general surveillance. While reported detections can be verified and acted upon 
by regulators, estimating the reliability of general surveillance in detecting threats is challenging 
because the reliability of different groups is unknown and likely to be highly variable. Each group 
implements general surveillance based on their own objectives and threats of interest, and as such, 
they might utilise different taxon expertise, training resources, and surveillance methods at varying 
levels of effort, which may or may not be documented. Without knowing a method’s sensitivity or 
the survey effort undertaken, regulators cannot quantify the reliability of general surveillance, and 
thus, cannot solely rely on it to estimate the likelihood a threat is absent from a region.

In practice, the sensitivity of general surveillance is assumed to be lower than that of active sur-
veillance. Because of its opportunistic nature, general surveillance tends to be multi-threat focused 
and not optimised to detect any single threat. In contrast, active surveillance is often optimised to 
detect a specific threat, and it relies on specialist equipment and survey techniques that maximise 
the likelihood of detection. While estimates of sensitivity and effort are difficult to quantify, it may 
be assumed that both will be greater in regions where the potential impacts of incursions are great-
est. For instance, farmers are likely to have higher expertise in detecting pests and diseases that pose 
significant threats to their produce, and they are more likely to invest in detection effort in areas 
most exposed to a threat. The same farmers may be less capable of detecting and less inclined to 
search for a pest or disease that does not pose a threat to their own assets.

Despite these challenges, general surveillance has been a significant contributor to first detec-
tions in various agricultural industries (Hammond et al. 2016), and there is a strong desire by regu-
lators and industry to make better use of general surveillance data by integrating those with other 
methods to infer likelihoods of threat absence (Martin et al. 2017).

Passive Surveillance

Passive surveillance is the chance detection and reporting of threats by the public. Passive surveil-
lance is the most fortuitous and accidental of all types of surveillance (Hester and Cacho 2017), and 
it differs from active and general surveillance in that there is little coordinated surveillance effort 
or reporting framework. Detections arise purely by chance, often based on random encounters cou-
pled with individual curiosity. Passive surveillance can be described as “the threat comes to you” 
whereas active surveillance and to a lesser degree, general surveillance, can be described as “you 
go to the threat”. Much like general surveillance, public reportings have been a significant source of 
first detections for many invasive species (Hester and Cacho 2017).

Reporting of passive surveillance occurs on a variety of formal and informal platforms 
such as biosecurity hotlines, online citizen science databases (e.g. iNaturalist, the Global 
Biodiversity Information Facility, and the Atlas of Living Australia), and social media 
platforms. Individuals making chance detections do so with no underlying objective, and 
often, with variable capability to identify what they have found, let alone to whom it should  
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be reported. Public detections often go unreported, and when they are reported, can be prone to 
false positives (i.e. a report being misidentified as a threat of concern).

While governments and regulators have little direct costs associated with implementing pas-
sive surveillance, there are many indirect costs associated with using such data, including the cost 
of verifying and collating records from multiple platforms. As with general surveillance, pas-
sive surveillance data have unknown sensitivity and survey effort. Detection likelihoods will also 
vary across space and taxa. Public recordings tend to be geographically biased towards regions of 
high human population density (e.g. in and around metropolitan areas) or along roads or walking 
tracks (Figure 6.2; Dodd et al. 2015). Public detections are also more likely for threats with highly 

FIGURE 6.2  (a) The number of observations of plant taxa and (b) human population count in the contigu-
ous United States. Note the highest densities of occurrences typically correspond to areas with high human 
population counts (i.e. close to metropolitan areas and along major road networks). Plant taxa data were 
extracted from the global biodiversity information facility on 14 December 2021 (GBIF Org 2021) and human 
population count data for the year 2020 were obtained from Columbia University’s Centre for International 
Earth Science Information Network (CIESIN 2022). Both layers were projected to the USA Albers Equal Area 
Conic coordinate system (ESRI:102003) and aggregated to a 5-km raster grid.
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visible impacts or striking physical attributes (Box 6.1), and reportings generally occur when a 
threat reaches its natural detection point (e.g. when it has established and reached a population size, 
extent, or impact that makes encounters with the public more likely; Kompas et al. 2019).

PRACTICAL CONSIDERATIONS IN POST-BORDER SURVEILLANCE

A range of practical considerations must be considered when designing a post-border surveillance 
system, including:

•	 Selecting the type(s) of surveillance to use under each objective.
•	 For early detection, determining where to conduct surveillance.
•	 For area freedom or proof of freedom, inferring threat absence from surveillance data.

Selecting Surveillance Type(s) for an Objective

A fundamental challenge faced by biosecurity regulators is deciding which surveillance type to 
prioritise and fund under different surveillance objectives. Each surveillance type (active, general, 
and passive) has advantages and disadvantages, and each type differs in terms of cost, reliability, 
and capacity to infer likelihoods of absence (Figure 6.1).

Active surveillance is almost always used as the primary tool to delimit and monitor an outbreak, 
and it is increasingly required by trading partners for declaring area freedom. When using active 
surveillance, regulators can easily coordinate and quantify surveillance effort within and surround-
ing an outbreak or production zone. Reliability (i.e. sensitivity and specificity) in detecting a threat is 
known, hence data from active surveillance can be used to infer the likelihood a threat is absent and 
inform when to declare eradication success (i.e. proof of freedom) or area freedom for market access.

In contrast, regulators have limited capacity to coordinate passive and general surveillance. 
Regulators can conduct awareness campaigns in and around outbreak zones to increase public and 
stakeholder detection and reporting, but the efficacy of such programs is difficult to quantify. Even with 
awareness campaigns, the reliabilities of passive and general surveillance are often unknown, because 
sensitivity and survey effort data are not commonly collected. Passive and general surveillance are 
therefore rarely used in statistical models to infer likelihoods of absence or eradication success. Instead, 
detections derived from these forms of surveillance act as supplemental data to identify new outbreaks, 
support existing evidence of absence, and position active surveillance resources (IPPC 2016a).

Active surveillance is also the gold standard for early detection, but its high cost often restricts 
its use to threats posing the highest risk to a jurisdiction (i.e. where the benefits of earlier detection 
outweigh increases in surveillance cost; see Chapter 9. Resource Allocation). Active surveillance 
for early detection is undertaken when a trading partner requires its use in informing area freedom 
declarations. For example, active surveillance networks using pheromone lure traps are imple-
mented in the United States, Australia, and New Zealand for both area freedom and early detection 
of exotic fruit fly threats such as the Mediterranean fruit fly (Ceratitis capitata) and the Oriental 
fruit fly (B. dorsalis). These species feed on many hosts, have significant impacts on horticultural 
yield and quality, and they are difficult to eradicate and can disrupt access to premium export mar-
kets. As such, there is an incentive for countries to detect these threats early to minimise impacts.

For most threats, where the costs of active surveillance are not expected to provide good value 
for money, regulators rely on both general and passive surveillance for first detections. While nei-
ther is truly optimised for early detection, the implicit assumption is that both general and passive 
surveillance will detect threats early enough so that they can be contained or eradicated. However, 
this assumption requires scrutiny. In Australia, detection of the non-descript Russian wheat aphid 
(Diuraphis noxia; Figure 6.3c) relied on general and passive surveillance systems. The species 
remained undetected until 2016, by which time it was widespread in cereal cropping regions across 
the south-east and was deemed infeasible to control or eradicate (Yazdani et al. 2018).
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To reduce the chance of incursions being detected at a point where it is infeasible to control or 
eradicate, regulators must consider:

•	 How the attributes of the threat (e.g. size and morphology) influence the reliability of pas-
sive and general surveillance (Box 6.1).

•	 Where general and/or passive surveillance effort is greatest (Figure 6.2), and how this 
compares to where a threat is most likely to establish.

•	 Whether the costs of active surveillance provide good value for money in terms of earlier 
detection.

BOX 6.1.  SPECIES-SPECIFIC FACTORS INFLUENCE 
THE PROBABILITY OF DETECTION

An analysis of citizen reports of beetles (Coleoptera) and true bugs (Hemiptera) in the Atlas 
of Living Australia found that the probability of reporting by a member of the public (and 
by implication, the probability of detection) was strongly influenced by the physical attri-
butes of a species (Caley, Welvaert, and Barry 2019). Species with large body size, large geo-
graphic range, or striking colour patterns or morphological features had a significantly higher 
annual probability of being reported by a member of the public. The black pine sawyer beetle 
(Monochamus galloprovincialis; Figure 6.3a) and the Colorado potato beetle (Leptinotarsa 
decemlineata; Figure 6.3b), two relatively large (>10 mm) beetles with distinctive morpho-
logical features, had average annual detection probabilities of 0.91 and 0.76, respectively. 
At the other end of the spectrum, the small (<5 mm) and non-descript Russian wheat aphid 
(D. noxia; Figure 6.3c) and the generic-looking mountain pine beetle (D. ponderosae; 
Figure 6.3d) had citizen detection probabilities of 0.03 and 0.02, respectively.

FIGURE 6.3  Probabilities of citizen reporting four threats in Australia. Note that pests with less dis-
tinctive features have lower reporting rates (From Caley et al. 2019).
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Determining Where to Conduct Surveillance for Early Detection

There is often a clear geographic disconnect between where general surveillance effort is con-
centrated and where initial establishment events are most likely to occur. Most successful exotic 
threats have generalist attributes and enter and spread via human movement and trade. Propagule 
pressure and establishment potential for most threats will therefore be greatest in regions with 
highest human activity, such as points of entry (i.e. airports and ports) and populated areas where 
people and goods are most likely to disperse (i.e. cities and urban areas). In contrast, general sur-
veillance for most agricultural and environmental biosecurity threats tends to be concentrated in 
sparsely populated areas where the potential impacts of incursions are greatest (e.g. production 
zones and national parks), but where propagule pressure and establishment potential may be low.

While passive surveillance is expected to be concentrated in areas of high human activity or 
establishment potential (Figure 6.2), its ability to inform regulators of new incursions in a timely 
manner depends on the attributes of the threat (Box 6.1). A threat could establish in an urban area 
and remain undetected until it has reached its natural detection point, by which time it may have 
spread far and wide, making control and eradication infeasible.

Active surveillance can be labour intensive and costly to maintain and is rarely implemented 
uniformly across geographic space. Rather, it should be concentrated in regions expected to have 
high entry or establishment potential. The establishment potential of an exotic threat is governed 
by three spatial factors (Camac, Baumgartner, Hester, et al. 2021, Camac, Baumgartner, et al. 2020, 
Catford, Jansson, and Nilsson 2009), where all three factors must be met for establishment to occur:

•	 Can the threat reach the location of interest (i.e. propagule pressure)?
•	 Are abiotic conditions suitable (e.g. climate suitability)?
•	 Are biotic conditions suitable (e.g. presence of host or food)?

Based on these factors, two approaches are commonly used to inform early detection surveil-
lance. Pathway models estimate contamination or leakage rates reaching a country’s border or 
points of entry (Camac, Baumgartner, Garms, et al. 2021; also see Chapter 9. Resource Allocation), 
while species distribution models identify areas of suitable environment that may be conducive for 
establishment. Both approaches provide critical information for where to prioritise surveillance and 
are outlined in Chapter 14. Map.

Inferring Threat Absence from Surveillance Data

A fundamental problem with declaring an exotic threat absent from a region based only on a lack of 
detections is that this assumes the surveillance program has perfect sensitivity. That is, if the threat 
is present, the surveillance program will always detect it. In practice, post-border surveillance pro-
grams never have perfect sensitivity. The complication of imperfect sensitivity means that a lack of 
detections from a surveillance program can arise from one of two processes: (1) the threat is truly 
absent; or (2) the threat is present, but the surveillance program failed to detect it (i.e. a false nega-
tive). While imperfect specificity leading to false positives can be cross-checked, it is impossible to 
be certain a threat is truly absent.

Given the issue of not being able to definitively determine the absence of a threat, scientists and 
biosecurity practitioners use statistical approaches to quantify the likelihood of threat absence. 
Which approach to use largely depends on the decision context and the data at hand. If the focus is 
to determine the success of an eradication program, models can be used to quantify the certainty 
of pest absence as a function of a time series of sightings or detections, detailed information on 
the number of individuals removed during an eradication program, and/or management effort over 
time (for a detailed summary of approaches see Rout 2017). By contrast, if the focus is to determine 
pest absence without an outbreak, such as for the purposes of early detection or area freedom, then 
negative observations (i.e. the number of non-detections) from surveillance programs can be used 
to inform likelihoods of absence (Barrett et al. 2010).
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Irrespective of the approach used, three fundamental questions must be answered to estimate 
likelihoods of absence:

•	 What is the target prevalence or population size of the threat to be detected?
•	 What is the sensitivity of the surveillance method for the threat?
•	 What is the tolerance for being wrong?

Determining the Target Prevalence or Population Size of the Threat
In addition to the unit of area one wishes to infer absence for, estimating the likelihood of absence 
requires a clear definition of the minimum prevalence (i.e. design prevalence) of the threat to be 
detected or, in the case of non-disease threats, the population size to be detected. In a biosecurity 
context, prevalence could be the proportion of infected individuals or sites within a pre-defined 
sampling unit (e.g. a herd or a region).

When determining the minimum prevalence and/or population size to be detected, the answer 
will be a trade-off between being high enough to detect the threat and low enough that it can still 
be controlled or eradicated—a maximum tolerable level (Martin et al. 2017; Whittle et al. 2013). 
A design prevalence of 1% or 0.1% is commonly set for screening consignments at the border (see 
Chapter 5. Screen). This prevalence rarely translates to the post-border context as the surveillance 
unit changes from consignments to susceptible individuals or locations. Post-border, prevalence 
should be set by first considering the number of susceptible units (e.g. individuals or sites) in an 
area and then determining what number of undetected infected individuals would be tolerable. If 
a regulator optimised post-border surveillance effort to be 95% confident of detecting a 1% preva-
lence of a citrus disease in an area containing 1,000,000 susceptible host trees, the post-border 
surveillance system will be optimally designed to detect an outbreak containing more than 10,000 
infected trees. A question the regulator should ask is whether 10,000 possible undetected infec-
tions is tolerable.

For pests, minimum population size may be more relevant and tractable than prevalence. Larger 
populations are generally more easily detectable, but they are also more difficult to control and 
eradicate. The sensitivity of a surveillance unit is typically measured in terms of the probability of 
detecting a single individual at a site and/or for a certain period of time. For many threats, detec-
tion probabilities will be extremely low, so sensitivity may be re-scaled such that it becomes the 
probability of detecting at least one individual from a population of N individuals. The size of this 
population is governed by the probability of detecting the threat and the probability of containing 
or eradicating it.

Estimating Surveillance Sensitivity
Surveillance programs never have perfect sensitivity, and estimating surveillance sensitivity is dif-
ficult because it can vary substantially among species and is influenced by multiple factors, includ-
ing species traits (see Box 6.1), surveillance effort (e.g. the number of surveys, tests, or traps and 
survey time (Garrard et al. 2008; Hauser and McCarthy 2009); the local abundance of the species 
(McCarthy et al. 2013), site conditions, and observer or surveillance attributes (Bailey, Simons, and 
Pollock 2004).

Despite these difficulties, information about sensitivity can be obtained in many situations, 
including by conducting experiments designed to estimate sensitivity under a variety of conditions 
(Hauser et al. 2016), by using (or estimating) detection rates for species with similar traits (Box 6.1; 
Caley et al. 2019; Garrard et al. 2012), by conducting meta-analyses, or, when no other data are 
available, by using expert judgement (see Chapter 12. Elicit).

What is the Tolerance for Being Wrong?
Regardless of the method used to infer threat absence, a regulator will have to define their 
tolerance for incorrectly concluding the threat is absent when in fact it is present (Figure 6.4). 
In a biosecurity context, this tolerance is often described in terms of either the likelihood of 
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detection failure (i.e. 1 – probability of detection) or likelihood of presence (i.e. 1 – probability 
of absence) after accounting for zero detections, design prevalence, and surveillance sensitivity 
and effort.

To declare threat absence, the likelihoods of detection failure or threat presence are set to some 
tolerable level and are typically governed by rules of thumb coupled with regulatory require-
ments and a country’s ALOP (see Chapter 2. Biosecurity Systems and International Regulations). 
Commonly, this tolerance is set to 0.05%—we accept that we will incorrectly declare a threat as 
absent (when in fact it is present) 5% of the time (European Food Safety Authority et al. 2020). 
However, this tolerance level is somewhat arbitrary and does not consider the cost of surveillance or 
the potential economic, social, and environmental costs of failing to detect a threat. If the impacts 
of failing to detect a threat are high and the cost of surveillance is low, then it may be prudent for 
regulators to lower the tolerance level to reduce the chance of incorrectly declaring absence and 
maximise the likelihood of avoiding those damages. If the impacts of failed detections are low and 
the cost of surveillance is high, then a regulator may be more tolerant to failed detections and set a 
higher tolerance level (Camac, Dodd, et al. 2020;Hauser and McCarthy 2009; Kompas, Chu, and 
Nguyen 2016).

Multiple model types can be applied to infer the absence of a biosecurity threat, and which one 
to use will depend on how surveillance sensitivity and effort are measured and whether spatial 
information on the likelihood of threat presence is available. Here, we outline two of the sim-
plest models used to infer threat absence: the binomial model and Bayes theorem (Box 6.2). For 
alternative models and a more comprehensive discussion of their assumptions and limitations, see 
Chapter 5. Screen and Hester, Hauser, and Kean (2017).

FIGURE 6.4  Scenario tree outlining the two processes leading to absence observations when surveillance 
sensitivity and specificity are imperfect.
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BOX 6.2.  INFERRING THREAT ABSENCE WITH THE 
BINOMIAL MODEL AND BAYES THEOREM

Binomial Model
The binomial model is the most commonly used approach to estimate the likelihood of threat 
absence. The model is based on the confidence of rejecting the null hypothesis that the threat 
is present, where confidence is defined as the probability a surveillance program detects the 
threat. This is estimated as a function of the sensitivity (S) of a surveillance unit (e.g. diag-
nostic test, trap, or survey) at threat prevalence (p) and a given amount of surveillance effort 
(Neffort; e.g. the number of tests or traps). The probability of detection is expressed as:

	 ( )( ) = − − ×Pr 1 1 effortDetection p S
N

� (Eq. 6.1)

Absence is inferred if no detection is recorded and the confidence of detection, 
( )DetectionPr , is at or above a pre-defined level. If tolerance for being wrong is 0.05, then 

confidence would need to be 0.95 or higher to reject the null hypothesis that the threat is 
present (i.e. declare the threat absent). This model can be further expanded to account for 
other technical considerations, such as clustered sampling (see Chapter 5. Screen). While 
this approach provides a measure of confidence in threat absence, it does so solely as a func-
tion of surveillance sensitivity at a pre-defined prevalence and the amount of surveillance ef-
fort. The method ignores potential differences in the likelihood of pest establishment across 
space or time: confidence of absence may be overestimated in places where establishment 
likelihood is high and underestimated in areas where establishment likelihood is low (see 
Chapter 14. Map).

Bayes Theorem
Compared to the binomial model, which quantifies the conditional probability of detection 
assuming the threat is present, Bayes theorem uses a more logical measure of pest absence—
the probability of pest absence (Barrett et al. 2010; McArdle 1990). Another advantage of 
the Bayesian approach is that it can directly incorporate additional sources of information, 
using a model parameter known as the prior (McCarthy 2007). In the context of estimating 
likelihoods of threat absence, the prior describes the belief a threat is present at a location, 

( )Pr Presence . The probability of threat absence is given by:

	
( )

( ) ( )( ) ( ) ( )
( ) ( ) ( )

= −
− ×

− + − ×
Pr 1

1 Pr  Pr

1 Pr 1 Pr  Pr
Absence

Detection Presence

Presence Detection Presence
� (Eq. 6.2)

	 ( )( )( ) = − −where Pr 1 1 effortDetection Pr S
N

� (Eq. 6.3)

Because the Bayesian approach can explicitly account for information on differential risk 
across space and/or time, it is less susceptible to over- or under-estimation of the likelihood 
of absence. The Bayesian approach can also identify regions that require greater surveillance 
effort based on estimated likelihoods. The prior probability of threat presence can be informed 
using a variety of data sources, such as expert elicitation (see Chapter 12. Elicit), a map of 
establishment likelihood (see Chapter 14. Map), or data from past surveillance programs or 
incursions. If no prior knowledge is available, the prior can be set at 0.5 (i.e. a 50% chance 
of the threat being present) and the posterior probability of absence will be driven solely by 
surveillance records (Rout 2017).
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VALUE FOR MONEY IN SURVEILLANCE PLANNING

As surveillance effort increases, so too does the confidence that a threat is absent. Higher confidence 
implies lower chances of incorrectly claiming absence and, thus, lower chances of incurring addi-
tional surveillance and market costs (e.g. time out of market and re-eradication costs). However, 
this confidence comes at the cost of investing in surveillance methods with higher sensitivity and/or 
investing in more surveillance effort (e.g. additional people, time, or money). The optimal amount 
of surveillance is the one that minimises surveillance costs and the expected costs of incorrectly 
claiming absence (Box 6.3).

Irrespective of the objective, the surveillance strategy and effort required should be determined 
by what represents the best value for money (see Chapter 9. Resource Allocation). When surveil-
lance occurs for early detection, delimiting the extent of an outbreak, or for threat monitoring and 
management, surveillance requirements are set by the regulator. When the objective of surveillance 
is market access, trading partners typically set surveillance requirements. However, the cost of 
implementing those requirements may outweigh the benefit of market access, so regulators should 
still minimise net expected costs.

Practitioners should also understand that a given budget could be used to survey any number 
of pests simultaneously, so they should consider whether an investment into surveillance for 
one pest gives better value than surveillance for other pests, rather than considering each pest 
in isolation. The “value for money” premise holds regardless of whether budget allocations are 
being made for a single threat, across a number of threats, or indeed at different stages of the 
biosecurity continuum (see Chapter 9. Resource Allocation). Allocating a surveillance budget 
across pests and diseases will depend on the difficulty (cost) of detection and eradication of 
each pest, and the avoided damages from preventing or removing the pest. Deciding where 
best to locate surveillance, and over which time period, has important budgetary implications. 
Finally, surveillance activities do not occur in isolation, they are one of a suite of activities 
undertaken to manage pest and disease risks (e.g. research, control, treatment, and community 
engagement) and thus should not be considered in isolation (see Chapter 7. Prepare, Respond, 
and Recover).

BOX 6.3.  DETERMINING OPTIMAL SURVEILLANCE EFFORT

The optimal surveillance effort (n) of a threat can be estimated by minimising the total costs 
of surveillance and the costs of failing to detect the threat, using the following equation:

	 cos  Pr |Total ts n Cost n Wrong n CostSurveillance Wrong( )( ) ( )= + × � (Eq. 6.4)

The first term (CostSurveillance) captures the costs associated with implementing n units of 
surveillance effort (e.g. infrastructure, diagnostics, and logistics). The probability of being 
wrong given with n surveillance units, Pr | , Wrong n( ) is either the probability of failing to 
detect the threat ( ( )−1  Pr Detection ) derived from the binomial model or the estimated prob-
ability of presence ( ( )−1  Pr Absence ) derived from the Bayesian approach (Box 6.2). The cost 
of being wrong, CostWrong, is the cost associated with incorrectly declaring a threat is absent, 
which may include immediate costs (e.g. containment and eradication protocols) and dam-
ages that accrue over time (e.g. agricultural yield losses, time out of market, and the cost and 
time required to declare eradication success). Optimal surveillance effort can be identified by 
calculating total cost for a range of surveillance efforts, with optimal surveillance effort being 
the point where total cost is minimised.
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In the theoretical scenario plotted in Figure 6.5, we assume that:

•	 If the threat is wrongly thought to be absent and allowed to spread, the damages 
would be worth $10 million ( )CostWrong .

•	 The threat is to be detected at a prevalence of 1% using a surveillance method with 
a unit sensitivity S of 0.2.

•	 The cost of each surveillance unit (e.g. hardware and logistical costs) is $5,000 and 
scales linearly with the number n of surveillance units added (blue line).

Using the binomial model defined in Box 6.2, the probability of being wrong given n surveil-
lance units Pr |Wrong n( ) is ( )−1  Pr .Detection  Total costs are estimated using Eq. 6.4. Under 
this scenario, the total cost is U-shaped (black line), meaning that increasing surveillance effort 
decreases total costs, up until a point where high surveillance costs outweigh the benefits of 
avoiding damages. Note that very high surveillance levels (>1,960 surveillance units) result 
in greater surveillance expenditure relative to the overall damages to be avoided ($10 million).

In this scenario, the optimal amount of surveillance is 693 units at a cost of about $3.5 million 
(where total cost is lowest), with a ( )Pr Detection  of 0.75. The optimal amount of surveillance is 
lower than the 1,449 samples ($7.3 million) that would traditionally be required to meet the arbitrary 
confidence threshold of 0.95. These surveillance costs translate to total costs (cost of surveillance + 
cost of incorrectly declaring absence) of $5.7 million for the optimal scenario and $7.8 million for 
the traditional confidence threshold scenario, translating into a saving of $2.1 million.

FIGURE 6.5  Theoretical example of the cost of surveillance and the cost of potential damages as 
surveillance effort (n) increases.
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IN A NUTSHELL

•	 Post-border surveillance can be used to meet four objectives: (1) claiming area freedom, 
(2) early threat detection, (3) outbreak delimitation, and (4) threat monitoring and manage-
ment (including declaring proof of freedom).

•	 Surveillance methods range from the deliberate and coordinated use of sophisti-
cated surveillance tools (i.e. active surveillance), to those that attempt to benefit from 
detections made by stakeholders (i.e. general surveillance) or the public (i.e. passive 
surveillance).

•	 Early detection surveillance should be prioritised in areas where the risk of establishment 
is greatest.

•	 Due to variable reliability of the data, significant care should be taken when using data 
from general and passive surveillance to make claims of threat absence.

•	 How much surveillance is required depends on the objective of surveillance, the tolerance for 
being wrong and the magnitude of the cost and benefits (avoided damages) of surveillance.
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