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Preface 

This volume in the Springer Topics in Applied Physics Series results from a research 
programme initiated by Bernard Doudin and Thomas Hermans in Strasbourg, 
inspired by early work of Michael Coey at Trinity College Dublin. The idea was to 
combine magnetic and microfluidic circuits to create new ways to transport matter. 
The University of Strasbourg International Advanced Studies programme (USIAS) 
in synergy with the Chaire Gutenberg initiative supported stays of Michael Coey in 
Strasbourg and the development of these novel ideas. With a key input from Peter 
Dunne, a new collaborative dimension was added through the European funding 
of the Marie Sklodowska-Curie Innovative Training Network (ITN) on Magnetics 
and Microhydrodynamics, which ran from May 2018 until June 2022. Some of the 
outcomes form the core of this volume. 

The ITNs aim to train a new generation of creative, entrepreneurial and innovative 
early-stage researchers; in our case, the successful training of 14 young Ph.D.s by 
the nine academic and industrial beneficiaries; 

Raheel Ahmad Gunatilake Vahid Nasirimarekani 

Tim Butcher Eni Kume Sruthy Poulose 

Ana Damnjanovic Jinu Kurian Emma Thomee 

Arvind Arun Dev Aigars Langins Florencia Sacarelli 

Udara Bimendra Nikolina Lešić Abdelqader Zaben 

The work of MaMi was wide-ranging and interdisciplinary, covering aspects of 
magnetism, microfluidics and soft matter. The early-stage researchers enjoyed two 
extra training periods, one of them at another institute, and the other with an indus-
trial collaborator. Many of chapters in the book are by MaMi participants. Others, 
on new materials and biological applications, have been added to broaden the scope 
of the endeavour. 

We acknowledge the funding of the MaMi European Union’s Horizon 2020 
research and innovation programme under grant agreement No. 766007, as well
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as USIAS and Gutenberg Association of Strasbourg and the Institut Universitaire de 
France. 

Our thanks transcend financial support. The contributions of colleagues from the 
academic and industrial partners who helped to care for and supervise our students— 
University of Strasbourg, Institute of Physics and Chemistry of Materials of Stras-
bourg, Laboratoire Leon Brillouin, Conectus Alsace, microLIQUID S. L., Elvesys 
SAS, Helmoltz Center Dresden, Max-Planck-Gesellschaft Göttingen, Universidad 
Del Pais Vasco/ Euskal Herriko Unibertsitatea, Latvijas Universitate, Trinity College 
Dublin, Qfluidics, Institut Josef Stefan, Kolektor Group—are much appreciated. 
Special thanks are due to the Centre National de la Recherche Scientifique, for 
their help in building and organizing the network, as well as the management of the 
whole process. The work Anna Oleshkevych, Laura Chekli and Peter Dunne in the 
day-to-day management was invaluable. 

Strasbourg, France 
Dublin, Ireland 
Riga, Latvia 
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Andrejs Cēbers



Contents 

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
Bernard Doudin, Andrejs Cēbers, and Michael Coey 
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 

Part I Magnetism and Liquids 

2 Magnetic Action at a Distance: Fields, Gradients and Currents 
in Fluids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 
Tim A. Butcher 
2.1 Magnetic Liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 
2.2 Fluid Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13 

2.2.1 Convection in a Magnetic Field Gradient . . . . . . . . . . . . . 14 
2.2.2 Magnetohydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 17 

2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 

3 Magnetic Control of Flow and Mass Transfer in Weakly 
Conducting Fluids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 
Gerd Mutschke 
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 
3.2 Flow Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24 
3.3 Gas Evolution During Water Electrolysis . . . . . . . . . . . . . . . . . . . . 25 
3.4 Electrodeposition of Metal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26 

3.4.1 Magnetic Stirring by the Lorentz Force . . . . . . . . . . . . . . 26 
3.4.2 Structuring Deposits with the Magnetic Gradient 

Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26 
3.4.3 Nano-Structuring of Metal Layers . . . . . . . . . . . . . . . . . . . 28 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

ix



x Contents

4 Phenomenological Models of Magnetizable Fluids . . . . . . . . . . . . . . . . 33 
Andrejs Cēbers 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37 

Part II Movers and Shakers 

5 Scaling and Flow Profiles in Magnetically Confined 
Liquid-In-Liquid Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41 
Arvind Arun Dev, Florencia Sacarelli, G. Bagheri, 
Aleena Joseph, Anna Oleshkevych, E. Bodenschatz, 
Peter Dunne, Thomas Hermans, and Bernard Doudin 
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41 
5.2 Magnetic Force Field Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42 
5.3 The Static Case (No Flow) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44 
5.4 The Dynamic Case (Under Flow) . . . . . . . . . . . . . . . . . . . . . . . . . . . 47 
5.5 Beyond a Simple Cylindrical Symmetry . . . . . . . . . . . . . . . . . . . . . 52 
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54 

6 Hematite Cubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57 
M. Brics, O. Petrichenko, and Andrejs Cēbers 
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57 
6.2 Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59 
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62 
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66 

7 The Synchronous to Exchange Transition in Magnetically 
Driven Colloidal Dimers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69 
Mattia Ostinato, Antonio Ortiz-Ambriz, and Pietro Tierno 
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69 
7.2 Realization of the Colloidal Dimers and Exchange States . . . . . . 70 

7.2.1 The Experimental System . . . . . . . . . . . . . . . . . . . . . . . . . . 70 
7.2.2 Colloidal States Under the Precessing Field . . . . . . . . . . . 71 

7.3 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74 
7.4 The Synchronous-Exchange Transition . . . . . . . . . . . . . . . . . . . . . . 75 

7.4.1 Order Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75 
7.4.2 Relaxation Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77 

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79 

Part III Water and Solutions 

8 Influence of Magnetic Field on Water and Aqueous Solutions . . . . . . 83 
Sruthy Poulose, Jennifer A. Quirke, and Michael Coey 
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83 

8.1.1 Susceptibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84



Contents xi

8.2 Pendant Droplets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 
8.3 Surface Tension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88 

8.3.1 Static Surface Tension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88 
8.3.2 Dynamic Surface Tension . . . . . . . . . . . . . . . . . . . . . . . . . . 90 

8.4 Evaporation Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91 
8.4.1 Droplets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92 
8.4.2 Confined Water and Aqueous Solutions . . . . . . . . . . . . . . 93 

8.5 An Explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102 
8.5.1 Isomers of Water . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102 
8.5.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103 

8.6 Crystallization from Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105 
8.6.1 Ionic Crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105 
8.6.2 Magnetic Water Treatment . . . . . . . . . . . . . . . . . . . . . . . . . 105 

8.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108 

9 Influence of Large Magnetic Field Gradients 
at the Electrochemical Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111 
Jinu Kurian, Peter Dunne, Vincent Vivier, Gwenaël Atcheson, 
Ruslan Salikhov, Ciaran Fowley, Munuswamy Venkatesan, 
Olav Hellwig, Michael Coey, and Bernard Doudin 
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111 
9.2 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114 
9.3 Magnetic Source Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115 
9.4 The Electrochemical System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117 
9.5 Magnetic Field Effects on the Electrochemical Reaction . . . . . . . 120 
9.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127 

10 Interferometric Measurement of Forward Reaction Rate 
Order and Rate Constant of a Dy(III)-PC88A-HCl Solvent 
Extraction System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131 
Fengzhi Sun, Kilian Ortmann, Kerstin Eckert, and Zhe Lei 
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131 
10.2 Experimental Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134 
10.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136 

10.3.1 Dy(III) Concentration Influence . . . . . . . . . . . . . . . . . . . . . 136 
10.3.2 Influence of Dimeric PC88A Concentration . . . . . . . . . . . 137 

10.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139



xii Contents

Part IV Applications in Biology 

11 Magnetoelastic Elastomers and Hydrogels for Studies 
of Mechanobiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143 
Peter A. Galie, Katarzyna Pogoda, Kiet A. Tran, Andrejs Cēbers, 
and Paul A. Janmey 
11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143 
11.2 Rheological Properties of Dynamically Stiffening Soft 

Magnetoelastic Composites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145 
11.2.1 Magnitude of Magnetic Stiffening 

of Polydimethylsiloxane Containing 
Carbonyl Iron Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146 

11.2.2 Theoretical Model for Stiffening of a Linearly 
Elastic Materials Containing Ferromagnetic 
Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147 

11.2.3 Magnetoelastic Materials Formed by Fibrous 
Biopolymer Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149 

11.3 Effects of Magnetoelastic Substrate Stiffening on Live 
Cells in 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151 
11.3.1 Magnetic Stiffening of Magnetoelastic Fibrous 

Networks Occurs in the Absence of Network 
Deformation by the Field . . . . . . . . . . . . . . . . . . . . . . . . . . 152 

11.3.2 Rapid Response of Cells to Sudden Stiffness 
Changes Involves Calcium Ion Fluxes . . . . . . . . . . . . . . . 153 

11.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155 

12 Magnetic Tape Head Tweezers for Novel Protein 
Nanomechanics Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157 
Rafael Tapia-Rojo 
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157 
12.2 Magnetic Tape Head Tweezers—Instrumental Description 

and Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159 
12.2.1 Implementation of a Tape Head 

in a Single-Molecule Magnetic Tweezers 
Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159 

12.2.2 Anchoring Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160 
12.2.3 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162 

12.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165 
12.3.1 Dissecting the Folding Pathway of a Single 

Protein on the Millisecond Timescale . . . . . . . . . . . . . . . . 165 
12.3.2 Protein Folding Dynamics Under Complex Force 

Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168 
12.4 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172



Contents xiii

13 Design of Iron Oxide Nanoparticles as Theranostic 
Nanoplatforms for Cancer Treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . 175 
Thomas Gevart, Barbara Freis, Thomas Vangijzegem, 
Maria Los Angeles Ramirez, Dimitri Stanicki, Sylvie Begin, 
and Sophie Laurent 
13.1 Iron Oxide Nanoparticles for MRI . . . . . . . . . . . . . . . . . . . . . . . . . . 175 

13.1.1 Synthesis of IONPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175 
13.1.2 Magnetic Properties of IONPs . . . . . . . . . . . . . . . . . . . . . . 183 
13.1.3 MRI with Iron Oxide Nanoparticles . . . . . . . . . . . . . . . . . 189 

13.2 Cancer Treatment with IONPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192 
13.2.1 Nanoparticles Designed for Theranostics: “We 

See What We Treat, and We Treat What We See” 
(Richard Baum) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194 

13.2.2 Magnetic Hyperthermia . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195 
13.3 Targeting Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196 

13.3.1 Passive Targeting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197 
13.3.2 Active Targeting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198 

13.4 Multimodal Nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200 
13.4.1 Radiotheranostic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201 
13.4.2 Chemotherapeutic Nanoparticles . . . . . . . . . . . . . . . . . . . . 203 
13.4.3 Magnetic Hyperthermia Activated Drug Delivery . . . . . . 205 
13.4.4 Photoresponsive Nanoparticles . . . . . . . . . . . . . . . . . . . . . 206 

13.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209



Contributors 

Gwenaël Atcheson AMBER and School of Physics, Trinity College, Dublin, 
Ireland 

G. Bagheri Université de Strasbourg, CNRS UMR 7140, Strasbourg, France 

Sylvie Begin Institut de Physique et Chimie des Matériaux, UMR CNRS-UdS 
7504, Université de Strasbourg, CNRS, Strasbourg, France 

E. Bodenschatz Laboratory for Fluid Physics, Pattern Formation and 
Biocomplexity, Max Planck Institute for Dynamics and Self-Organization, 
Göttingen, Germany; 
Institute for Dynamics of Complex Systems, University of Göttingen, Göttingen, 
Germany; 
Laboratory of Atomic and Solid State Physics, Cornell University, Ithaca, NY, 
USA; 
Sibley School of Mechanical and Aerospace Engineering, Cornell University, 
Ithaca, NY, USA 

M. Brics MMML Lab, Department of Physics, University of Latvia, Rīga, Latvia 

Tim A. Butcher School of Physics and CRANN, Trinity College, Dublin, Ireland; 
Paul Scherrer Institut, Villigen PSI, Switzerland 

Michael Coey AMBER and School of Physics, Trinity College, Dublin, Ireland 

Andrejs Cēbers Department of Physics, MMML Lab, University of Latvia, Riga, 
Latvia 

Arvind Arun Dev Université de Strasbourg, CNRS, IPCMS UMR 7504, 
Strasbourg, France; 
School of Applied and Engineering Physics, Cornell University, Ithaca, NY, USA; 
Laboratoire Colloïdes et Materiaux Divises, Chemistry Biology & Innovation, 
ESPCI, PSL Research University, Paris 75005, France

xv



xvi Contributors

Bernard Doudin IPCMS, University of Strasbourg and Centre National de La 
Recherche, Strasbourg, France 

Peter Dunne Université de Strasbourg, CNRS, IPCMS UMR 7504, Strasbourg, 
France 

Kerstin Eckert Institute of Fluid Dynamics, Helmholtz-Zentrum 
Dresden-Rossendorf (HZDR), Dresden, Germany; 
Institute of Processing Engineering and Environmental Technology, Technische 
Universität Dresden, Dresden, Germany 

Ciaran Fowley Institute of Ion Beam Physics and Materials Research, 
Helmholtz-Zentrum Dresden-Rossendorf, Dresden, Germany 

Barbara Freis NMR and Molecular Imaging Laboratory, Department of General, 
Organic and Biomedical Chemistry, UMONS, Mons, Belgium; 
Institut de Physique et Chimie des Matériaux, UMR CNRS-UdS 7504, Université 
de Strasbourg, CNRS, Strasbourg, France 

Peter A. Galie Department of Biomedical Engineering, Rowan University, 
Glassboro, NJ, USA 

Thomas Gevart NMR and Molecular Imaging Laboratory, Department of 
General, Organic and Biomedical Chemistry, UMONS, Mons, Belgium 

Olav Hellwig Institute of Ion Beam Physics and Materials Research, 
Helmholtz-Zentrum Dresden-Rossendorf, Dresden, Germany; 
Institute of Physics, Chemnitz University of Technology, Chemnitz, Germany 

Thomas Hermans Université de Strasbourg, CNRS UMR 7140, Strasbourg, 
France; 
IMDEA Nanociencia, C/ Faraday 9, Madrid, Spain 

Paul A. Janmey Departments of Physiology and Physics & Astronomy, 
University of Pennsylvania, Philadelphia, PA, USA 

Aleena Joseph Université de Strasbourg, CNRS, IPCMS UMR 7504, Strasbourg, 
France 

Jinu Kurian CNRS, IPCMS UMR 7504, Université de Strasbourg, Strasbourg, 
France 

Sophie Laurent NMR and Molecular Imaging Laboratory, Department of 
General, Organic and Biomedical Chemistry, UMONS, Mons, Belgium 

Zhe Lei Institute of Fluid Dynamics, Helmholtz-Zentrum Dresden-Rossendorf 
(HZDR), Dresden, Germany; 
Institute of Processing Engineering and Environmental Technology, Technische 
Universität Dresden, Dresden, Germany 

Gerd Mutschke Institute of Fluid Dynamics, Helmholtz-Zentrum 
Dresden-Rossendorf, Dresden, Germany



Contributors xvii

Anna Oleshkevych Université de Strasbourg, CNRS, IPCMS UMR 7504, 
Strasbourg, France 

Antonio Ortiz-Ambriz Departament de Física de la Matèria Condensada, 
Universitat de Barcelona, Barcelona, Spain; 
Universitat de Barcelona Institute of Complex Systems (UBICS), Universitat de 
Barcelona, Barcelona, Spain; 
Institut de Nanociència i Nanotecnologia, Universitat de Barcelona, Barcelona, 
Spain; 
Escuela de Ingeniería y Ciencias, Tecnológico de Monterrey, Monterrey, Mexico 

Kilian Ortmann Institute of Fluid Dynamics, Helmholtz-Zentrum 
Dresden-Rossendorf (HZDR), Dresden, Germany 

Mattia Ostinato Departament de Física de la Matèria Condensada, Universitat de 
Barcelona, Barcelona, Spain; 
Universitat de Barcelona Institute of Complex Systems (UBICS), Universitat de 
Barcelona, Barcelona, Spain 

O. Petrichenko MMML Lab, Department of Physics, University of Latvia, Rīga, 
Latvia 

Katarzyna Pogoda Department of Experimental Physics of Complex Systems, 
Institute of Nuclear Physics PAN, Krakow, Poland 

Sruthy Poulose School of Physics, Trinity College, Dublin, Ireland 

Jennifer A. Quirke School of Physics, Trinity College, Dublin, Ireland 

Maria Los Angeles Ramirez Institut de Physique et Chimie des Matériaux, UMR 
CNRS-UdS 7504, Université de Strasbourg, CNRS, Strasbourg, France 

Florencia Sacarelli Université de Strasbourg, CNRS UMR 7140, Strasbourg, 
France 

Ruslan Salikhov Institute of Ion Beam Physics and Materials Research, 
Helmholtz-Zentrum Dresden-Rossendorf, Dresden, Germany 

Dimitri Stanicki NMR and Molecular Imaging Laboratory, Department of 
General, Organic and Biomedical Chemistry, UMONS, Mons, Belgium 

Fengzhi Sun Institute of Fluid Dynamics, Helmholtz-Zentrum 
Dresden-Rossendorf (HZDR), Dresden, Germany 

Rafael Tapia-Rojo Physics Department, King’s College London, London, UK 

Pietro Tierno Departament de Física de la Matèria Condensada, Universitat de 
Barcelona, Barcelona, Spain; 
Universitat de Barcelona Institute of Complex Systems (UBICS), Universitat de 
Barcelona, Barcelona, Spain; 
Institut de Nanociència i Nanotecnologia, Universitat de Barcelona, Barcelona, 
Spain



xviii Contributors

Kiet A. Tran Department of Biomedical Engineering, Rowan University, 
Glassboro, NJ, USA 

Thomas Vangijzegem NMR and Molecular Imaging Laboratory, Department of 
General, Organic and Biomedical Chemistry, UMONS, Mons, Belgium 

Munuswamy Venkatesan AMBER and School of Physics, Trinity College, 
Dublin, Ireland 

Vincent Vivier CNRS, Laboratoire de Réactivité de Surface, UMR 7197, 
Sorbonne Université, Paris, France



Chapter 1 
Introduction 

Bernard Doudin, Andrejs Cēbers, and Michael Coey 

1.1 Introduction 

This introduction situates the subject matter and scope of the book and provides a brief 
summary of the contents, identifying the magnetic materials and illustrating the range of 
magnetic effects that can be observed. The importance of size and scaling is emphasised. 
Some future challenges and prospects are highlighted. 

The topic of this collection of articles on applied physics is ‘Magnetics and Micro-
hydrodynamics’, a domain that is situated close to, but separate from three estab-
lished areas of research (Fig. 1.1)—Magnetohydrodynamics [1], the study of the 
magnetic properties and dynamics of electrically-conducting fluids such as plasmas, 
liquid metals and ionic solutions, Ferrohydrodynamics [2], the study of the motion of 
strongly polarizable magnetic liquids (ferrofluids) in a magnetic field and Microflu-
idics, the study of fluid flow confined in sub-millimeter scale structures [3]. As 
investigations accumulate in this generous interstitial space, we see an interesting 
subfield with characteristics of its own emerging. This book, a collection of orig-
inal studies and topical reviews is a first attempt to map out the shape of the new 
subfield. The following 12 chapters are arranged in four groups of three, each part 
focussed on a different aspect of the physics, chemistry or applications. First we 
provide thumbnail outlines of the chapters, emphasizing the role of magnetic field 
in each case.
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Fig. 1.1 Situation of magnetic microhydrodynamics MMH 

The first three articles discuss elements of the theory of magnetic fields and liquids, 
especially the magnetic force and energy densities involved. The first of them, by 
Tim Butcher on ‘Magnetic Action at a Distance’, considers the Lorentz force density 
f L = ( j x B) where j is the electric current density and the Kelvin or magnetic 
field gradient force density f k = (χ/2μ0)∇B2 that depends on the susceptibility χ 
of the medium, provided χ ≪ 1 ensuring that the response is linear. (An alternate 
formulation of the same force is the Korteweg-Helmholtz or concentration gradient 
force density). The magnetic fields B are ~ 1 T and field gradients range from 1 
to 107 Tm−1 

. In an incompressible fluid confined by solid walls, vortex flow arises 
in systems whenever the gradients of field and susceptibility are noncollinear. A 
susceptibility of the magnetized medium χ << 1 is a common situation. It applies 
to dilute suspensions of polymeric microbeads loaded with superparamagnetic iron 
oxide nanoparticles (χ ≈ 10–2–10–3), as well as paramagnetic solutions of transition 
metal ions (≈ 10–3–10–5), and water itself (χ = −  9 × 10−6) (Table 1.1).

Gerd Mutschke provides a description of magnetic control of mass transfer in 
weakly conducting fluids, based on the experience of his group with electrochem-
ical systems, especially for electrolysis of water and metal deposition. The Lorentz 
force on current flow patterns formed around growing gas bubbles on the electrodes 
during electrolysis influences hydrogen or oxygen bubble release; oxygen, a weakly 
paramagnetic gas with χ << 1 is subject in addition to a Kelvin force. In metal depo-
sition, local magnetic vortex flow at the electrode stirs and thins the layer of dissolved 
cations and enhances diffusive mass transport of dissolved metal ions to the cathode 
where they are reduced to metal. The metal deposits from a mixture of metal ions 
can be structured by the Kelvin force when the susceptibility and electronegativity 
of the ions differ.
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Table 1.1 Magnetic materials 

Material Size Susceptibility Magnetization 
kAm−1 

Coercivity 
kAm−1 

Diamagnets 

Water Liquid — − 9 × 10–6 — — 

Paramagnets 

3d ion solutions Liquid — 10–5–10–4 — — 

4f ion solutions Liquid — 10–4–10–3 — — 

4f nanoparticles Solidb 20 nm 10–3 — — 

Superparamagnets 

Iron oxide nanoparticles Solidb 5–50 nm 3 400 — 

Polymeric microspheres 
with dispersed iron oxide 
nanoparticles 

Solidb ~ 1–3 μm 0.1 30 — 

Ferrofluids Liquid — 2 30 — 

Ferromagnets 

Hematitea microparticles 
Cubes and other shapes 

Solid ~ 1–2 μm 10–2 2 300 

Iron microspheres 
Carbonyl iron 

Solidb 3–10 μm 3 1700 5 

Nd-Fe-B magnets 
Various sizes 

Solid 1 mm–5 cm 1 1200 1000 

a Hematite is a canted antiferromagnet with a very weak ferromagnetic moment 
b May be dispersed in liquid or soft matter

The third contribution, by Andrejs Cēbers, on phenonomenological models of 
magnetizable fluids (including ferrofluids with χ ≈ 1, beyond the linear approxi-
mation) presents several models, considering conservation laws for the energy of 
the magnetic field and the fluid medium and the mass and momentum of the fluid 
medium. A choice of the electromagnetic energy flux and stress due to the field 
yields a relation for entropy production that includes magnetic relaxation. Unlike 
the other chapters, which use standard SI units, the reader here will encounter the 
Gaussian cgs units that are still widely used in theoretical magnetism, and will need 
to replace factors of 4π and c, the velocity of light, by μ0 and ε0, the permeability 
and polarizability of free space [c2 = 1 

μ0ε0 
] to apply them in experimental practice. 

Next follows the Movers and Shakers section. First is the chapter by Arvind Dev 
and co-workers, who have looked in detail into the scaling of the liquid-in-liquid 
flow of water in a moving channel confined by walls of ferrofluid stabilized by a 
magnetic quadrupole field produced by permanent magnets [4]. Near-ideal plug flow 
in the ‘magnetic antitube’ channel is achieved, and the use of surfactant to minimize 
interfacial tension and reduce the Laplace pressure at the channel wall is explored. 
Friction is reduced by more than 99% at the moving walls. Shear forces, which are
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an impediment to moving fragile objects along microchannels, are minimized. X-
ray imaging with synchrotron radiation is needed to view the liquid tube behind the 
ferrofluid walls. The technology can be scaled in principle down to the 1 μm scale. 

The first shakers are micron-scale hematite cubes studied by Mārtiņš Brics and co-
workers. Hematite is an antiferromagnet where the sublattice moments are slightly 
canted due to the Dzyaloshinsky-Moriya interaction, creating a weak resultant ferro-
magnetic moment and a susceptibility two orders of magnitude less than that exhib-
ited by the ferrimagnetic iron oxides magnetite and maghemite. The moment direc-
tion lies at 12° to a cube diagonal, and it is possible to exert torque on the particles 
in magnetic field. In a small static field the cubes form straight or kinked chains 
under the action of dipole–dipole interactions, but in a rotating field the cubes and 
chains rotate or roll in characteristic ways, including swarming behaviour in two 
dimensions, that depend on the magnitude and frequency of the rotating magnetic 
field. 

The last article in this section by Mattia Ostinato et al. describes what happens in 
simulations of two layers of polymeric microparticles loaded with superparamagnetic 
iron oxide nanoparticles that are confined between glass slides separated by less than 
two particle diameters. In a low frequency (1 Hz) rotating field, the spheres form 
dimers that rotate coherently. Then at a critical frequency there is a transition from the 
coherent state to an ‘exchange’ state where the dimers begin to break up and reconnect 
with other partners. The fraction of the particles that are active in this sense is taken as 
the order parameter of the ‘synchronous-exchange’ transition, an out-of-equilibrium 
phase transition belonging to a special universality class that includes other examples 
such as forest fires and financial crises. 

The third section deals with magnetic field effects on water and ionic solutions. A  
wide range of effects on water are reviewed by in the chapter by Sruthy Poulose and 
co-workers. Effects on the shapes of pendant or sessile droplets are small, because 
sub-tesla fields have little or no effect on the static or dynamic surface tension of 
water or ionic solutions. Kelvin forces will modify the droplet shapes, and zero-
susceptibility solutions of paramagnetic ions in diamagnetic water are useful to 
eliminate them. But dramatic field effects of up to 100% or more on the evapo-
ration rate of water in confined spaces cannot be explained by any thermodynamic 
effect of the field on water chemistry—the magnetic energy is eight orders of magni-
tude less than the hydrogen bond energies. The explanation is based on field-induced 
transitions between nuclear ortho (triplet) and para (singlet) isomers of water with 
parallel or antiparallel proton spins, which behave as quasi-independent gasses in 
the vapour phase. 

Jinu Kurian et al. use the very large magnetic field gradients created at a multido-
main thin film Co–Pt multilayer cathode with perpendicular magnetic anisotropy 
to influence the model one-electron electrochemical ferricyanide redox reaction at 
the cathode. The field gradient of order 107 Tm−1 is localized in the double layer, 
within about 20 nm of the electrode. The system is investigated by electrochemical 
impedance spectroscopy. Effects of the magnetic field gradient on the double layer 
capacitance and the charge transfer resistance are found, but limited to typically 7% 
when we switch on the Kelvin force by the applied field. Although the field in the
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double layer is 0.2 T and the average field gradient force is as high as 107 Nm−3, 
they are insufficient to modify greatly diffusion near the electrode. No appreciable 
influence of the field gradient force on the reaction kinetics was detected. 

Fenshe Sun and co-workers describe a new method to measure the rate constant 
of a rare earth solvent extraction system using an immiscible water–oil system in a 
thin horizontal Hele-Shaw cell with a 1 mm gap  and  an  interface  between  Dy(III) in  
aqueous solution and an organic oil phase. The concentration of dysprosium in the 
boundary layer is measured interferometrically with a Mach–Zehnder interferometer 
and the interface mass flux at the initial time is determined for varying Dy(III) and 
oil concentrations. The system is found to be quasi first-order for Dy and quasi 
second-order for the oil. The method, which involves no magnetic field, can be used 
for a wide range of reactions of transparent liquids, and unlike conventional stirring 
methods, requires only about 1 mL of liquid. 

The final section is concerned with biomedical applications, which is where the 
potential impact of bringing magnetism to life on a sub-micron scale is greates. The 
first two chapters are concerned with the mechanical properties of biomolecules. 
Peter Galie’s chapter on magnetic elastomers and hydrogels for studies of mechanobi-
ology uses synthetic magnetoelastic materials produced by loading PDMS or fibrous 
polymeric hydrogels with 0.1 wt% of spheres of ferromagnetic carbonyl iron a few 
microns in diameter. The susceptibility is ≈ 4 × 10–4, and the hydrogel is anisotrop-
ically stiffened by the magnetic dipole–dipole interaction between the spheres, with 
a shear modulus of 102–104 Pa that matches the intercellular medium of soft tissue. 
Cells are very sensitive to the substrate on which they are grown, and respond in 
seconds to a change in environmental stiffness by means of intracellular Ca flows. 
The study compares linear elastomeric and nonlinear fibrous hydrogel systems. 

Rafael Tapia-Rojo reports a new design of magnetic tweezers for manipulating 
biomolecules such as DNA or proteins. Instead of pulling the biomolecule by 
applying a variable magnetic field gradient from moveable permanent magnets to 
a micron-scale superparamagnetic polymeric microbead tethered to the molecule, 
improved control is achieved with a miniature electromagnet in an old-style write 
head from a tape recorder, which allows fine control of both the magnitude and 
frequency of the magnetic field gradient force. The method can be used to uncoil 
proteins and measure their dynamics on a kHz timescale. Two examples are studied. 
One is protein L where a transient molten globule state appears when the protein is 
sampled on a millisecond timescale. It is the precursor of the folded states. The other 
is the Talin mechanosensor, which is exquisitely sensitive to tiny force changes of a 
few pN, and is shown to exhibit stochastic resonance in the presence of noise. 

The last chapter, by Thomas Gevaert and colleagues is an informative review of 
the dual-purpose magnetic microparticles that can serve both for diagnostics and 
treatment of disease—an area known as theranostics, which involves pairing of diag-
nostic biomarkers with therapeutic agents that share a specific target in diseased 
cells or tissues—cancer in this case. Polymeric microbeads loaded with superpara-
magnetic iron oxide or gadolinium-based nanoparticles 10–15 nm in diameter can 
serve as contrast agents in MRI to help locate and identify diseased tissue, and then 
treat it by heating the local area by means of a kilohertz electromagnetic field in a
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process known as hypothermia. Drugs attached to the microbead surface may also 
be released by heating, or used in assay or diagnosis. 

Although the applications of magnetics in these chapters are quite diverse, 
common themes of Lorentz and magnetic field gradient forces recur, both in static 
and dynamic contexts in low-susceptibility systems. In addition there are dipole– 
dipole interactions and torques on dilute dispersions of ferromagnetically-ordered 
inclusions or induced moments in dilute arrays of superparamagnetic nanoparticles 
in polymeric microbeads. There are all semi-classical effects. To account for effects 
in magnetochemistry, quantum mechanics and the influence of weak magnetic fields 
on the symmetry of the electronic or nuclear wave-functions may be critical. Table 1.1 
summarizes the properties of various relevant magnetic materials, which are clas-
sified by their susceptibility and magnetic order. Size also matters, as the effect of 
magnetic field and forces will also increase with the size of the object. However, 
scaling down can be beneficial: the magnetic dipole field is scale independent, hence 
the field produced by an array of permanent magnets does not depend on the length 
scale—the secret to the success of magnetic recording. However the gradient field 
forces are enhanced on decreasing the scale, which allows the creation of intense 
force fields at the nanoscale, with experimental designs and improved sensitivity 
illustrated in several chapters of this book. 

We hope that these ideas will encourage people with different scientific interests 
to appreciate the uses and potential of magnetic field and magnetic materials and 
use them effectively to build a new magnetoscience on sound foundations. A key 
first step should be to establish experimentally the magnetic principle behind any 
proposed effect. The experiments can be quite simple at first, but the vector nature of 
the magnetic field and the combination of magnetic and other forces can complicate 
the interpretation and modelling of the systems under investigation, with a benefit of 
a remarkable richness of the observed phenomena. There is therefore a real need to 
properly identify the forces at play, and search for the best experimental conditions 
to avoid misinterpretation of the results. 

Some areas of study we think will be important for future development of Magnetic 
Microhydrodynamics (MMH) are the following. 

• A focus on the often-elusive influence of magnetic fields and forces on the 
properties of water, the ubiquitous component of living matter. 

• An effort in experimental design that minimizes ambiguity and ‘artefacts’ in the 
results. 

• Development of models that reveal new behaviour in magnetic microhydrody-
namics beyond the linear approximation, analogous to coercivity. 

• A truly interdisciplinary approach, where teams are built associating members 
having an understanding of magnetism with experts in the fields of application 
such as mechanics, materials chemistry or life science 

One example at least serves to emphasis that a fundamental research program in 
MMH has potential to achieve significant societal relevance: Several authors evoke 
the idea of efficient magneto-electrochemical separation of the rare-earth elements, 
the first claims for which date back to the work of Walter and Ida Noddack in
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the 1950s [5]. It remains a challenge to demonstrate an effective process that can be 
implemented at scale, which would be a step towards a more sustainable energy land-
scape where rare-earth permanent magnets will be meeting many of our requirements 
for magnetic field at no continuous expenditure of energy. 
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Part I 
Magnetism and Liquids



Chapter 2 
Magnetic Action at a Distance: Fields, 
Gradients and Currents in Fluids 

Tim A. Butcher 

Magnetic fields can alter fluid flow by either interacting with the microscopic mag-
netic moments of the fluid constituents or with electric currents in a conducting fluid. 
Control of the flow by magnetic fields is especially convenient, since influencing the 
flow by mechanical means relies on the interaction of a solid component in direct 
contact with the fluid. Fluids can be attracted or repelled by a magnetic field gradi-
ent depending on whether they are paramagnetic or diamagnetic. The paramagnetic 
properties depend on the spin configuration of the atoms, ions or molecules that 
constitute the fluid [ 1]. A fluid is diamagnetic when its constituents have no unpaired 
electrons. Magnetic fluids are most commonly encountered in the form of liquids, 
although paramagnetism also exists in the gaseous state with the prominent example 
of molecular oxygen [ 2]. The following sections give a concise overview of the key 
ideas behind the agglomeration of magnetic particles in magnetic fields, the influence 
of magnetic field gradients on fluid flows and magnetohydrodynamics. 

2.1 Magnetic Liquids 

Paramagnetism in the liquid state originates from solvated paramagnetic ions or 
ferrimagnetic/ferromagnetic particles in colloidal suspensions [ 3]. In all cases, the 
solvents or carrier liquids are diamagnetic. Fluids show no net magnetisation without 
exposure to an external magnetic field. This is due to Brownian motion that keeps 
the molecules from attaining any ordered state in which the exchange interaction 
between magnetic particles could have an effect. Brownian motion also ensures the 
homogeneity of the liquid by keeping the ions or particles from settling. However, 
the application of a magnetic field gradient to suspensions of magnetic particles 
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can lead to their agglomeration in areas of high magnetic field intensity. The mag-
netically modified distribution .N (H) of the density of suspended particles can be 
estimated from the Boltzmann factor .exp(−Emag/kB T ) with the magnetic energy 
.Emag, Boltzmann constant .kB = 1.38 × 10−23JK.

−1 and temperature . T in the expo-
nent. In a suspension made up of particles with volume. V and magnetic susceptibility 
. χ , the magnetic energy of the distribution of magnetic moments in an external field is 
given by .Emag = − 1

2μ0χH 2V . The dimensionless volume magnetic susceptibility 
. χ relates the applied magnetic field .H (unit: A m. 

−1) to the induced magnetisation 
.M = χH and .μ0 = 4π × 10−7 NA.

−2 is the vacuum permeability. The value of . χ
determines the form of magnetism of a material. Paramagnetic materials have positive 
values for the susceptibility .χ > 0, whereas diamagnetic substances have negative 
susceptibilities.χ < 0. Thus, the expression for the Boltzmann distribution is simply: 

.N (H) = N (0) exp

(
μ0χH 2 V

2kBT

)
, (2.1) 

with the density of particles in absence of an external magnetic field .N (0). Any  
magnetic interactions between the particles are neglected in this treatment. As soon 
as the magnetic energy exceeds the thermal energy (. 12μ0χH 2V ≥ kBT ), particles 
are immobilised and gather in the area of highest magnetic field. Evidently, the 
agglomeration in a magnetic field is proportional to the volume of the suspended 
particles and it is possible to estimate the minimum particle size for their magnetic 
confinement. Rearranging for the diameter . d of a spherical particle with volume 
.V = 4

3πr
3 = 1

6πd
3 leads to: 

.d ≥
(

12kBT

πμ0χH 2

) 1
3

. (2.2) 

At room temperature, magnetic particles in a suspension with .χ = 1 settle in a 
magnetic field of 0.2 T (.H = 1.59 × 105 Am. 

−1) when their diameter exceeds 8 nm. 
The expression in Eq. 2.1 was first employed to explain the formation of magnetic 
powder patterns (Bitter patterns) that form above the domain walls on surfaces of 
ferromagnetic crystals [ 4]. The magnetic movement of individual particles lies at 
the heart of the phenomenon of magnetophoresis, which is particularly relevant for 
magnetic separation processes. 

It is to be noted that the magnetic susceptibility is also temperature dependent itself 
for paramagnetic particles that follow Curie’s law .χ = C

T with the Curie constant 
.C (unit: K). In practice, the amplification of the susceptibility by cooling is limited 
by the freezing point of the carrier liquid or solvent. Unlike the paramagnetic case, 
diamagnetic susceptibilities are temperature independent. 

The agglomeration of the magnetic constituents of the liquid can be undesired 
as the heightened density of particles in the magnetic field compresses the fluid and 
hinders flow. For this reason, ideal ferrofluids comprise magnetic particles with a size 
below 10 nm [ 5] and are superparamagnetic. Solutions of paramagnetic transition
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metal or rare earth salts have far lower magnetic susceptibilities than ferrofluids and 
the thermal energy dwarfs the magnetic energy by at least two order of magnitude at 
room temperature. 

Magnetic nanoparticles or solvated paramagnetic ions act like single domain 
microscopic magnets and the distribution law must be modified. The energy of a 
magnetic moment in a magnetic field is given by .E = −μ0m · H = −μ0mHcosθ . 
The distribution .N (H) of single domain magnetic nanoparticles or ions in a mag-
netic field can be obtained by integrating the Boltzmann factor . exp(−Emag/Etherm)

=.exp(μ0mHcosθ/kBT ) over all angles between .0◦ and .180◦ [ 4]: 

.N (H) = N (0)

πʃ
0

sin(θ)exp(μ0mHcosθ/kBT )dθ (2.3) 

. = N (0)

┌
−exp(μ0mHcosθ

kBT
)

μ0mH/kBT

┐π

0

(2.4) 

. = N (0)
sinh(μ0mH/kBT )

μ0mH/kBT
. (2.5) 

Once again, the thermal energy must be larger than the magnetic energy to guar-
antee homogeneity in the magnetic field. A maximum value of the magnetic field 
can be estimated from.kBT ≥ μ0mH . For a gadolinium ion with 7.μB (Bohr magne-
ton: .μB = 9.274 × 10−24JT. −1), this yields .μ0H = kBT

m = 4.11−21

7×9.274×10−24 T ≈ 63.4T. 
Continuous magnetic fields of such high intensities are not attainable, but pulsed field 
magnets can sustain such high magnetic fields for milliseconds. In ideal ferrofluids 
and paramagnetic salt solutions there is no danger of segregation of the magnetic 
nanoparticles or ions. However, the microscopic forces on the individual microscopic 
moments are passed on to the bulk fluid as a whole and the resulting force density 
can drive convection. An explanation of the effects of such external body forces on 
fluids can be found in fluid dynamics. 

2.2 Fluid Dynamics 

The Navier-Stokes equation describes the movement of a fluid that is exposed to force 
densities. F (in N m. 

−3) and pressure gradients.∇P . It is also known as the momentum 
equation. The change of the fluid velocity . u is introduced into the equation via its 
material derivative (. DuDt = ∂u

∂t + (u · ∇)u): 

..ρ
Du
Dt

= −∇P + η∇2u + F, (2.6)
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with the density. ρ (in kg m. 
−3) and dynamic viscosity. η (unit: N s m. 

−2). The viscosity 
can be interpreted to cause momentum to diffuse along its gradient [ 6]. 

A dimensionless quantity central to fluid dynamics is the Reynolds number (Re), 
which is the ratio between inertia and viscous forces that appear in the Navier-
Stokes equation (Eq. 2.6) as.ρ(u · ∇)u and.η∇2u, respectively. The Reynolds number 
dictates whether fluid flow is laminar or turbulent and is defined as: 

.Re = ρul

η
= ul

ν
, (2.7) 

with the characteristic length scale of the fluid motion . l, the fluid velocity . u and the 
kinematic viscosity. ν (in m. 

2 s. −1). Low Reynolds numbers indicate laminar flow that 
is dominated by viscous forces. Laminar flow is widespread in microfluidics due to 
the small diameter of the tubes in microfluidic circuits. Turbulent flow arises at high 
Reynolds numbers, at which inertial forces prevail. 

Relevant for the following discussion of magnetic effects are the body forces, 
which enter into the equation as force densities. The most common force density on 
a fluid is due to gravity: 

.Fg = ρg, (2.8) 

where. g is the gravitational acceleration (.g = 9.81ms. −2). The magnetic force density 
exerted on a fluid by a magnetic field gradient.∇H (in A m. 

−2) is given by the Kelvin 
force: 

.FK = μ0(M · ∇)H. (2.9) 

For low susceptibility liquids (.χ ≪ 1) such as paramagnetic salt solutions, an 
approximated form of the Kelvin force with the magnetic flux density . B = μ0(H +
M) (unit: T) is often encountered: 

.F∇B = χ

μ0
(B · ∇)B. (2.10) 

The approximation .B = μ0(H + M) = μ0(H + χH) ≈ μ0H is used to obtain 
this expression, which is not applicable to ferrofluids with .χ ≈ 1. 

2.2.1 Convection in a Magnetic Field Gradient 

What effect do these force densities have upon fluids? Magnetic field gradients can 
deform free surfaces of liquids, but the discussion will be restricted to cases in which 
the fluid is completely confined by solid walls, as is the case in microfluidic systems. 
Furthermore, the fluid is assumed to be an incompressible liquid. This is a reasonable
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assumption for ideal ferrofluids and paramagnetic salt solutions. For incompressible 
fluids, the flow velocity is free of divergence: 

.∇ · u = 0. (2.11) 

Whether a force density has any influence on the flow velocity of an enclosed 
liquid depends on the vorticity . ωωω (unit: s. −1), which quantifies the spinning motion 
of a fluid. The vorticity is defined as the curl of the flow velocity: 

.ωωω = ∇ × u. (2.12) 

The curl in Eq. 2.12 evinces the three-dimensionality of the vorticity. Two-
dimensional approximations can lead to misleading results and should generally be 
avoided. If a force density does not induce vorticity in an enclosed incompressible 
fluid, there is no noticeable effect. The force only presses the fluid against the solid 
wall, resulting in a pressure field that cancels it out. The density of an incompressible 
fluid is unperturbed by this and nothing happens. No irrotational flow is created. In 
contrast, internal flows can materialise in the fluid when vorticity is present. This is 
known as rotational flow. The Navier-Stokes equation can be transformed into the 
vorticity equation by application of the curl operator and division by . ρ [ 7, 8]: 

..
Dωωω

Dt
= (ωωω · ∇)u + ν∇2ωωω + 1

ρ2
∇ρ × ∇p + ∇ ×

(
F
ρ

)
, (2.13) 

with the material derivative of the vorticity (. Dωωω
Dt = ∂u

∂t + u · ∇ωωω). Here, the kinematic 
viscosity .ν = η

ρ
(in m. 

2 s. −1) has also been introduced. For compressible fluids, the 
term .ωωω(∇ · u) must be added to the equation. The first term on the right . (ωωω · ∇)u
describes how gradients of the flow velocity influence the vorticity, whereas the sec-
ond term (.ν∇2ωωω) acts as the diffusion of vorticity down its gradient due to viscosity. 
The third term is relevant for stratified fluids with.∇ρ /= 0 in which the pressure field 
interacts with the density gradient. The curl of the force densities is the last term and 
this is where magnetic fields come into play. Hence, it is sufficient to analyse the curl 
of the body forces for incompressible fluids that are enclosed by solid walls. 

The curl of the gravitational force density (Eq. 2.8) is given by: 

.∇ × Fg = ∇ρ × g. (2.14) 

It follows that the gravitational force density is irrotational when the density 
gradient is parallel to the direction of gravity. Gravity induces flows in any system 
in which this is not the case. The effect of a magnetic field gradient can be analysed 
by means of the rotational component of the Kelvin force [ 3, 9]: 

.∇ × FK = μ0∇M × ∇H. (2.15)
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This implies that there must be an inhomogeneity in the magnetisation, as well as in 
the applied magnetic field. Additionally, the gradients of both must be non-parallel. 
As the magnetisation of paramagnetic liquids is proportional to the concentration 
of their magnetic component, a gradient in the density usually accompanies the 
magnetisation gradient. Thus, an interplay of gravitational (Eq. 2.14) and magnetic 
force densities (Eq. 2.15) often develops in systems with an inhomogeneity. Large 
gradients in the magnetisation are located at the interface between magnetic and non-
magnetic liquids. In the case of miscible liquids, such an interface is inevitably wiped 
out by molecular diffusion that establishes homogeneity and brings the system into 
thermodynamic equilibrium [10, 11]. On the other hand, the magnetic component in a 
system of immiscible liquids can be captured in a magnetic field gradient indefinitely 
[ 12]. 

The role of the concentration . c (in mol m. 
−3) dependence of the magnetisation is 

easy to identify by inspecting the curl of the magnetic field gradient force (Eq. 2.10) 
when it is formulated with the molar magnetic susceptibility .χm (in m. 

3 mol. −1): 

.F∇B = χm c

μ0
(B · ∇)B = χm c

2μ0
∇B2. (2.16) 

The identity.(B · ∇)B = 1
2∇(B · B) − B × (∇ × B) with the approximation. ∇ ×

B = 0 results in the right part of Eq. 2.16. This is valid for .B ≈ μ0H, when currents 
are absent and .∇ × H = 0. Applying the curl operator to Eq. 2.16 and using the 
identity .∇ × (ψ∇φ) = ∇ψ × ∇φ leads to: 

.∇ × F∇B = χm

2μ0
∇c × ∇B2. (2.17) 

At this point it is worth mentioning that there is another prevalent expression for the 
magnetic force density known as the Korteweg-Helmholtz force [ 3, 13]. It is defined 
in terms of gradients of the magnetic susceptibility or permeability: 

.FH = −H · H
2

μ0∇χ = −1

2
H 2μ0∇χ. (2.18) 

The approximation of the Korteweg-Helmholtz force (Eq. 2.18) for fluids with 
modest magnetic susceptibilities .χ ≪ 1 is called the concentration gradient force: 

.Fc = −1

2
H 2μ0χm∇c ≈ − B2

2μ0
χm∇c. (2.19) 

The expressions for the Kelvin (Eq. 2.9) and the Korteweg-Helmholtz force 
(Eq. 2.18) differ by a gradient of the pressure and offer identical alternative descrip-
tions for the motion of incompressible fluids in magnetic field gradients [ 3, 14, 15]. 
Both sets of equations describe the creation of vorticity in a magnetic field gradient 
in the same way. This is straightforward to verify by assuring oneself that the appli-
cation of the curl operator to the Korteweg-Helmholtz force (Eq. 2.18) leads to the
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rotational component of the Kelvin force (Eq. 2.15). Likewise the curl of the concen-
tration gradient force (Eq. 2.19) corresponds to that of the magnetic field gradient 
force (Eq. 2.17). The vector identity .∇ × (ψ∇φ) = ∇ψ × ∇φ is needed to prove 
this. 

If a fluid exhibits a free surface and is exposed to a magnetic field, the pressure at 
the interface can be modified by the magnetic force density and deform the surface. 
This is pertinent for the magnetic control of the wetting of a solid or the deformation 
of a magnetisable liquid drop [ 16]. Here, irrotational force densities contribute and 
potential flow ensues. The situation for incompressible fluids and irrotational flows 
is described by the time-dependent ferrohydrodynamic Bernoulli equation [ 5, 16]. 
However, rotational flows still dominate the flow field in an open beaker of magnetic 
fluid when the magnetic field is applied far from the surface of the liquid towards the 
bottom of the vessel. Such conditions are typical in magnetoelectrochemistry, where 
the electrodes are completely submerged in the electrolyte. 

2.2.2 Magnetohydrodynamics 

Magnetic fields can also interact with electrical currents in fluids and modify fluid 
flow through the Lorentz force. Magnetohydrodynamics (MHD) is the field of study 
that deals with the effect of the Lorentz force on the motion of electrically conducting 
fluids [ 17]. Electrodes can pass a current through electrolytic solutions, which can 
then interact with an externally applied magnetic field and drive flow. The Lorentz 
force density is defined as the cross product of the current density . j (in A m. 

−2) and 
the magnetic flux density . B: 

.FL = j × B. (2.20) 

The current and magnetic flux densities must be non-parallel for the generation of 
a Lorentz force component. An important dimensionless number quantity in MHD is 
the Hartmann number (Ha), which is the square root of the ratio between the Lorentz 
force and the viscous forces [ 17]: 

.Ha = Bl

/
σ

η
, (2.21) 

with the electrical conductivity .σ (in .Ω−1 m. 
−1), the magnetic flux density . B, the  

dynamic viscosity . η and the characteristic length scale . l as in the definition of the 
Reynolds number (Eq. 2.7). The Hartmann number is proportional to the magnitude 
of the magnetic flux density . B, but is diminished at small length scales. This means 
that the Lorentz force becomes negligible at the microscale in all but the highest 
conductivity liquids, regardless if the Lorentz force is curl-free or not. It is worth 
pointing out that the Kelvin force (Eq. 2.9) is more resilient to miniaturisation, as the 
smaller length scales increase the magnetic field gradients. A comparison between
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the magnitudes of the Kelvin and Lorentz force densities is given in Table 2.1 at the 
end of this chapter. 

Electrolytic cells or vessels containing liquid metals are bounded by solid walls 
and the rotational component of the Lorentz force is necessary to introduce vorticity 
into the electrolyte solution. Utilising the vector identity for the curl of a cross product 
.∇ × (A × B) = (B · ∇)A − (A · ∇)B + A(∇ · B) − B(∇ · A) leads to: 

.∇ × FL = ∇ × (j × B) = (B · ∇)j − (j · ∇)B + j(∇ · B) − B(∇ · j). (2.22) 

The last two terms drop out because of Gauss’s law for magnetism.∇ · B = 0 and 
charge conservation .∇ · j = 0, respectively. This leaves only the first two terms: 

.∇ × FL = (B · ∇)j − (j · ∇)B. (2.23) 

Accordingly, there must be an inhomogeneity in the electrical current or the exter-
nal magnetic field in order for a rotational component of the Lorentz force to exist. 
This is different from the rotational component of the Kelvin force (Eq. 2.15), which 
also relies on a gradient in the magnetisation provided by concentration gradients 
(Eq. 2.17). A three-dimensional analysis of the situation in electrolytic cells is manda-
tory for reliable interpretations of experimental results [ 18]. When an electrical cur-
rent flows through a paramagnetic electrolytic solution in a magnetic field gradient, 
both the Kelvin force and the Lorentz force are present. Which of these is more 
relevant for the motion of the electrolyte depends on the magnetic susceptibility and 
electrical conductivity of the liquid. 

It is also possible to influence fluid flow with the Lorentz force and no input of 
electrical energy. A fluid of high electrical conductivity such as liquid metal can be 
moved through a magnetic field, which induces an electrical current proportional 
to .σ(u × B) and the flow velocity . u. Liquid metals have a conductivity of around 
.106 Ω−1 m−1, while that of sea water is approximately 5.Ω−1 m.

−1 for comparison. 
Induced currents in liquid metals moving at 1 m s.−1 through an external field of 1 T 
magnitude are around 10 A cm. 

−2. The appearance of these currents and the subse-
quent dissipation of kinetic energy finds application in metallurgical processes, where 
motion of the melt can be controlled by magnetic damping [ 17]. The magnitude and 
distribution of the magnetic damping force can be estimated with .σ(u × B) × B. In  
the case of a flowing electrolytic solution in an external magnetic field, the induced 
currents are negligible. 

Another dimensionless number carrying the name of interaction parameter or 
Stuart number (. N) serves to gauge if the Lorentz force due to currents induced by 
motion of a liquid in an external magnetic field have an effect upon the flow. The 
interaction parameter is defined as the ratio between the Lorentz force .j × B, with 
.|j| ∼ σuB, and inertia .ρ(u · ∇)u: 

.N = σ B2l

ρu
= Ha2

Re
. (2.24)
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Table 2.1 Magnitudes of force densities acting on paramagnetic salt solutions (.χ = 10−3), 
diamagnetic liquids (.χ = −10−5) and ferrofluids (.χ = 1) with following parameters: .B = 1T, 
.∇B = 10Tm.−1,. j = 103 Am.−2 and.∆ρ = 102 kg m. −3

Force density Equation Fluid Magnitude (N m.−3) 

Kelvin .
χ
μ0

B∇B Paramagnetic solution . 104

Diamagnetic liquid . 102

Ferrofluid . 106

Lorentz .j × B Salt solution . 103

Gravitational .∆ρg Salt solution . 103

Magnetic damping .σ(u × B) × B Salt solution . 101

Liquid metal . 105

The magnetic damping force in a liquid metal (.σ = 106 Ωm.−1) and salt solution (.σ = 102 Ωm.−1) 
flowing through a 1 T magnetic field at.u = 10−1 ms.−1 is also included. Although the magnitudes 
of the forces indicate the strength of their overall effect, it is the force distributions that govern the 
deformation of the fluid 

The interaction parameter equals the ratio of the squared Hartmann number 
(Eq. 2.21) and the Reynolds number (Eq. 2.7). All three dimensionless quantities 
are reduced when the characteristic length . l reaches small values. Unlike the Hart-
mann number, the interaction parameter is proportional to the square of the magnetic 
flux density. The ratio given by Eq. 2.24 indicates that viscous forces dominate the 
Lorentz force at high flow velocities, even if the induced current is directly propor-
tional to . u. 

It is possible to express the Lorentz force (Eq. 2.20) solely with the magnetic flux 
density . B using Ampère’s law 1 .∇ × B = μ0j [ 17, 19]: 

.FL = j × B = 1

μ0
(B · ∇)B − ∇B2

2μ0
. (2.25) 

The first term is called the magnetic tension and the second is the gradient of 
the magnetic pressure. The former can have a non-zero rotational component . ∇ ×
( 1

μ0
(B · ∇)B), whereas the latter has none. In any case, the existence of a gradient 

of the magnetic flux density .∇B /= 0 is a prerequisite for the generation of vorticity 
in the liquid. On a final note, it is interesting that the magnetic tension and the 
approximation that is the magnetic field gradient force (Eq. 2.10) differ only by the 
factor of the magnetic susceptibility.

1 In matter, the magnetic flux density is given by .B = μ0(H + M) and the current can be decom-
posed into .j = jfree + jbound. Ampère’s law .∇ × B = μ0j shows that .H is associated with the 
measurable free currents .∇ × H = jfree and .M with the non-dissipative magnetisation currents 
.∇ × M = jbound. 
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2.3 Summary 

The present chapter gave an overview of the effect of magnetic fields on magnetic 
fluids and those with a non-negligible conductivity. Gradients in the magnetic field 
can affect fluid flow and even manipulate magnetic particles suspended in liquids. 
The magnetic particles must have sufficient size in order for a magnetic field to 
change their concentration. This is important for the phenomena of magnetorhe-
ology [ 20, 21], in which the viscosity of the fluid is magnetically modified, and 
magnetophoresis [ 21, 22], where particles migrate in a magnetic field. Magnetic 
fluids with particles permanently in suspension without sedimentation are incom-
pressible. When an incompressible fluid is confined by solid walls, the rotational 
component of the Kelvin force can drive convection. For this to happen, there must 
be a gradient both in the magnetic field and the magnetisation. When conducting flu-
ids move through a magnetic field, the Lorentz force can alter the fluid flow and lead 
to stirring or magnetic damping. Magnitudes of the different force densities present 
in fluids are summarised in Table 2.1. Whether or not the magnetic forces still have 
an effect upon scaling down to a microfluidic system depends on their strength with 
respect to the friction given by the viscous forces. In any case, maximisation of the 
magnetic susceptibility of the liquid, design of high magnetic field gradients and use 
of a highly conducting liquid for MHD flow will serve to exploit the magnetic field 
to greater effect. 
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Chapter 3 
Magnetic Control of Flow and Mass 
Transfer in Weakly Conducting Fluids 

Gerd Mutschke 

3.1 Introduction 

This review summarizes work carried out over the past 20 years to utilize magnetic 
fields for controlling flow and mass transfer in weakly conducting fluids. It will 
mainly focus on lab-scale (dimension L < 1 m) applications in aqueous solutions, 
e.g. electrolytes or sea water, with a typical electrical conductivity σ of about 
1–10 S/m. Control can often be achieved by utilizing the Lorentz force density, 
which is defined as the vector product of current density j in the liquid and the 
magnetic induction B [1]. As typical flow velocities and magnetic fields will be 
u < 1 m/s, B < 1 T, the current density induced by flow σ (u × B) might be too small 
to achieve control. Therefore, in the following we consider cases where an external 
current density j0 is applied, compared to which the induced current density can be 
neglected. Furthermore, the magnetic Reynolds number Rm = μ0σ uL will be small 
(μ0 is the vacuum permeability), and the induced magnetic field can be neglected 
compared to the applied field B0 [1]. The Lorentz force density therefore reads 

f L = j0 × B0 (3.1) 

Utilizing the Lorentz force mostly relies on adding momentum to the electrolyte 
to energize wall-parallel flow, which then also impacts mass transfer at electrodes. 
The second magnetic force considered is the magnetic gradient force or Kelvin force 
density, which requires the fluid to be paramagnetic or diamagnetic and a spatial 
gradient of the magnetic field applied. It reads [2]
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f K = 
χsol 

μ0 
B0∇B0 (3.2) 

The magnetic susceptibility χsol of the solution comprises the diamagnetic contri-
bution of the water molecules and the concentration-dependent contribution of further 
particles or ions. It reads 

χsol = χH 2O +
∑

i 

χ mol i ci (3.3) 

where ci denotes the molar concentration of species i in the solution. Parts of the force 
named concentration gradient force in earlier literature can often be neglected, as clar-
ified in [3]. Although it is not discussed here, it should also be mentioned that effects 
on particles in liquids (e.g. magnetic torque) can be achieved by magnetic fields, 
and that the dipole–dipole interaction force can be utilized for magnetic control. For 
further details and examples see [2, 4]. As chemical reactions taking place at elec-
trodes or an existing spatial variation of the electric current density in the electrolyte 
may change the density of the electrolyte, effects of solutal and thermal buoyancy 
may need to be considered as well. 

In the following, applications in flow control and electrochemical processes will 
be reviewed. The latter are of specific interest, as the electric current necessary 
for Lorentz force control is an intrinsic part of the system and does not to have 
to be applied externally. What will be considered is water electrolysis to create 
shear flows by the Lorentz force to enhance bubble departure from the electrode and 
electrochemical metal deposition where the space–time yield and the uniformity of 
the deposit can be enhanced. Furthermore, structuring of electrodeposits down to the 
nanoscale can be improved by applying magnetic fields. For the sake of brevity, the 
references given mostly focus on own work, in which a broader view on the topics 
may also be found. Finally, it should be mentioned that apart from the applications 
given below, the magnetic gradient force can further be used to control interfaces 
of paramagnetic liquids [5, 6], to enhance the volumetric enrichment of rare earth 
elements in solution [7, 8] or to manipulate flow driven in microfluidic channels for 
analysis purposes [9]. 

3.2 Flow Control 

First attempts to utilize the Lorentz force for propelling ships date back to the 1960s in 
the US for experimental submarines. The basic principle is that electrical current from 
wall-mounted electrodes at opposite sides and a perpendicularly oriented magnetic 
field generate thrust in a channel [10]. Apart from problems related to gas evolu-
tion and corrosion issues, the efficiency of those MHD thrusters is typically low 
in electrolytes, as the power loss per volume scales as j2/σ . Therefore, applying 
strong magnetic fields is of advantage. In 1994, the MHD ship “YAMATO-1” tested
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in Japan was the first to use superconducting magnets for propulsion [11]. Recent 
developments in designs for propelling cruise ships are reported in [12]. As the total 
losses remain considerable, a way out is to reduce the actuation volume. In that 
sense, boundary layer control, well studied in aerodynamics for flaps and airfoils, 
by electromagnetic means appears to be more attractive. Based on a setup of surface 
flush-mounted alternating stripes of electrodes and magnets [13] the boundary layer 
can be energized by adding streamwise momentum, whereby the depth of forcing 
can be easily controlled by the width of the stripes. The Lorentz force created by the 
actuator exponentially decays in wall-normal direction, which was found to be advan-
tageous for stabilizing the boundary layer and delaying transition to turbulence [14, 
15]. Several efforts have been undertaken to control the separation of flow at inclined 
hydrofoils, useful for stabilizing large cruise ships. The area of control can thereby 
be restricted to a small front part at the suction side of the foil. In order to further 
improve the efficiency of control, proper time-oscillating instead of static forcing can 
be applied to reduce the separation and thus to enhance the rudder efficiency [16, 17]. 
Although the method works well also in turbulent flow at high Reynolds numbers, its 
application remains limited due to the strong increase of energy consumption with 
rising flow velocity [18]. 

3.3 Gas Evolution During Water Electrolysis 

Electrochemical splitting of water into hydrogen and oxygen today appears attractive 
for storing the fluctuating renewable energy supply in chemical form. The efficiency 
of alkaline water electrolysis at high current densities suffers from intense gas evolu-
tion, thereby increasing ohmic and kinetic losses [19]. At vertical electrodes, beside 
buoyancy and pumping the electrolyte, magnetic fields allow generation of a Lorentz 
force that drives additional shear to enhance upward bubble transport [20]. Apart from 
the behavior at large planar electrodes, the phenomena at microelectrodes are also of 
interest as they could serve as a generic model for electrodes with small islands of 
catalytic materials or surface elevations at the micro- or nano-scale. Here it was found 
that surface-parallel magnetic fields generate a shear flow similar to the behavior 
at large electrodes that strongly favours small-size bubble departure [21]. Surface-
normal magnetic fields can be expected to generate counter-rotating azimuthal flows 
of different strength around the bubble in the upper and lower hemisphere due to 
tangential deflection of the current density vectors near the bubble surface. At large 
electrodes, a faster bubble departure is observed, whereas at microelectrodes their 
departure is retarded. Here, the azimuthal flow driven in the lower hemisphere was 
found to dominate. Then, due to centrifugal acceleration, a secondary flow is driven 
towards the bubble/electrode, which retards the bubble departure [22, 23]. Finally, 
it should be mentioned that inhomogeneous magnetic fields may also appear from 
magnetization of the electrodes and influence the evolution of paramagnetic oxygen 
bubbles on the anode side by the magnetic gradient force.
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3.4 Electrodeposition of Metal 

3.4.1 Magnetic Stirring by the Lorentz Force 

Applying magnetic fields to electrochemical reactions has been intensively studied in 
the past [24, 25], largely encouraged by enhanced mass transfer found for electrode-
parallel magnetic fields. According to Eq. (3.1), electrode-normal oriented current 
then causes a Lorentz force that drives an electrode-parallel flow, normal to the 
direction of the magnetic field. The effect on mass transfer can easily be understood 
from the corresponding enrichment of the boundary layer with bulk electrolyte, thus 
increasing the diffusional mass flux towards the electrode. Recent progress is based 
on an improved understanding of the magnetic forcing. Applying homogeneous 
magnetic fields to cuboid cells with vertical wall electrodes is typically not very 
successful, as only the small rotational part of the Lorentz force, regardless of the 
field orientation, creates weak horizontal stirring of the electrolyte [26–28]. Instead, 
tailored inhomogeneous magnetic fields can be used to create strong vertical stirring 
in the cells. The forced flow counteracts the stratification of the electrolyte caused 
by solutal buoyancy and is able to increase the homogeneity of the deposit thickness 
considerably [29, 30]. However, as small electrodes are frequently submerged in 
larger cells, the flow structure generated in the cell may be quite complex, and it is 
difficult to draw conclusions based only on the direction of the magnetic field with 
respect to the electrode, as will be shown below. 

3.4.2 Structuring Deposits with the Magnetic Gradient Force 

The magnetic gradient force comes into play from the magnetic property of 
constituents of the electrolyte and the exposure to an inhomogeneous magnetic field. 
Experiments of Tschulik et al. [31–33] and Dunne et al. [34–36] on the deposition 
of different metals at electrodes that are magnetically structured on a milli- and 
micrometer scale delivered results that were surprising at first sight. The deposi-
tion rate of paramagnetic ions (e.g. Cu2+) in electrolytes of moderate concentration 
was found to increase in the vicinity of small permanent magnets or magnetized 
ferromagnetic elements arranged underneath the cathode. This was surprising, as 
the magnetic susceptibility of the electrolyte was negative because it was dominated 
by the diamagnetic water molecules (Eq. 3.3). Adding electrochemically inert and 
strongly paramagnetic ions (e.g. Mn2+) to the electrolyte turned the former elevation 
of the deposit into a valley (see Fig. 3.1a, b). Depositing instead diamagnetic ions 
such as Bi3+ did not lead to any local alteration of the deposit thickness in the vicinity 
of the magnetic elements, which could be understood from the very small magni-
tude of the magnetic susceptibility of diamagnetic ions in general when compared 
to paramagnetic ions. However, adding electrochemically inert Mn2+ ions locally
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Fig. 3.1 Sketch of the local flow forced near the cathode (black, top position) where a metal (a, b: 
copper, c, d: bismuth; all in light blue) is deposited. The electrolyte contains copper or bismuth ions 
with (b, d) or without (a, c) manganese ions in excess. The magnetic element above the cathode is 
drawn in red 

reduced the deposition rate, similar to the combined copper case already mentioned 
(see Fig. 3.1c, d). 

Combined fluid-mechanical and electrochemical reasoning is the key to under-
stand these results. As only the rotational part of the magnetic gradient force is 
able to drive a flow, only the gradient of the magnetic susceptibility of the solu-
tion determines the direction of the flow forced [37]. When considering the case of 
plain copper ions, despite the electrolyte has a negative magnetic susceptibility, its 
gradient is determined by the concentration gradient of the copper ions only. Thus, 
a flow towards the electrode is driven by the magnetic gradient force that enriches 
the boundary layer and therefore enhances the deposition at the magnetic element. 
Adding electrochemical reasoning, the inverse copper patterning in case of an elec-
trolyte with Mn2+ ions can also easily be understood. The key point is that even 
though the Mn2+ ions do not take part in the electrochemical reaction, their concen-
tration near the cathode increases, as electrical neutrality must hold true outside the 
double layer [38]. As the gradient of the Mn2+ concentration dominates the gradient 
of the solution susceptibility, its sign is opposite compared to the pure copper case, 
and the direction of flow driven by the magnetic gradient force is reversed. Thus, a 
wall-parallel flow of depleted electrolyte is approaching the magnetic element where 
it leaves the electrode, thereby yielding locally a lower deposition rate. The same 
argument seamlessly explains the case of Bi3+ deposition with inert Mn2+ ions, as 
again the inert but strongly paramagnetic ions dominate the susceptibility gradient 
[39–41]. A broader summary of the reasoning can be found in [42, 43]. 

The question how tall the structures may become during deposition was addressed 
only recently. During growth, the surface departs from the region of largest magnetic 
gradients underneath the cathode, and the structuring effect is reduced. Furthermore, 
at larger times, solutal buoyancy starts to disturb the structuring effect. It is therefore 
advantageous to perform the deposition in a pulse-reversed mode to frequently rebuild 
the concentration boundary layer and retard the action of buoyancy at horizontal 
electrodes [44].
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3.4.3 Nano-Structuring of Metal Layers 

The last question addressed here is whether magnetic fields can be beneficial for 
the manufacturing of nanostructured layers of metals. In electrodeposition, nano-
structuring is conventionally achieved by adding capping agents (e.g. Cl− ions) to the 
electrolyte to damp or enhance growth in different crystallographic directions [45]. 
Recently it was shown that electrode-normal magnetic fields force a circumferential 
flow near conical elevations of metal deposits by action of the Lorentz force. The 
resulting centrifugal acceleration then gives rise to a secondary downward flow that 
enhances conical growth [46]. The magnetic gradient force at ferromagnetic cones 
was found to drive a downward flow as well, thus supporting the conical growth 
[47]. However, electrodeposition of nano-structured nickel layers in a magnetic field 
has not yet shown that capping agents can completely be omitted [48]. A scaling 
analysis performed recently found that the supporting flow driven by the magnetic 
forces gets weaker as the size of the cone reduces. At the nanoscale, the support of the 
magnetic gradient force remains substantial, whereas the support of the Lorentz force 
has decayed [49]. However, experiments to deposit nickel nanostructures did not yet 
give strong support, as global cell flow driven by the Lorentz force supersedes the 
beneficial local flow near the cones. Therefore, improved cell and electrode designs 
are currently under discussion to reduce the global cell flow and thus enable magnetic 
support for depositing nanostructures [50]. 
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Chapter 4 
Phenomenological Models 
of Magnetizable Fluids 

Andrejs Cēbers 

In the description of the motion of magnetic liquids (ferrofluids) a principal issue is 
the acting stress. It is derived in different textbooks, including the well known book 
by Rosensweig [ 1], where the ponderomotive forces are derived by the energetical 
approach, and many others [ 2– 4]. In this article a general approach that considers 
the conservation laws and is also valid in non-equilibrium situations is reviewed. It 
is based on an extension of an overview of the description of magnetizable media in 
[ 5]. 

One difficulty in describing magnetizable media is deciding what should be taken 
as the energy of the electromagnetic field and what as the energy of the medium. 
The problem is that in an applied field the energy of the medium depends on the 
field and a simple distinction between the two energies is not evident. Here we 
make our choice based on the Maxwell equations in continous media, which in a 
quasistationary approximation read 

.∇ × →E = −1

c

∂ →B
∂t

; ∇ × →H = 4π

c
→j (4.1) 

as usually 
. →B = →H + 4π →M; ∇ · →B = 0. (4.2) 

Equation (4.1) give  

.
1

4π
→H ∂ →B
∂t

+ →E · →j + c

4π
∇ · [ →E × →H ] = 0, (4.3) 

which using the identity . dã
dt = ∂a

∂t + ∇ · ( ã→v) (.ã = a/ is the quantity per unit 
mass) may be rewritten as follows 
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.  
d

dt

→H 2

8π 
− ∇ · (

→H 2

8π
→v) + →H 

d →̃M
dt

− →H∂i (vi →M) + →E · →j + c

4π
∇ · [ →E × →H ] = 0.

(4.4) 
Equation (4.4) shows that the volume density of the electromagnetic field energy 
may be identified as .e f = →H 2/(8π). Other terms in Eq.(4.4) may be identified as 
source terms for the internal and mechanical energy of the medium and as a flux of 
the electromagnetic energy. 

For the total energy of the system the following local conservation law is valid 
(for an overview of energy conservation in systems interacting with electromagnetic 
field see [ 6]) 

. 
d

dt

( →v2

2
+ ẽ f + ẽ

)
= ∂k(vi (σik + Tik)) − ∇ · →j f − ∇ · →jq , (4.5) 

where the first term on the right side in Eq.(4.5) corresponds to the work done by 
the total stress .σik + Tik (.Tik is the electromagnetic field contribution to the stress 
identified further), the second term describes the electromagnetic energy flux and the 
third describes the transfer of heat. Similar conservation laws are valid for momentum 
and mass 

. 
dvi

dt
= ∂k(σik + Tik); (4.6) 

. 
d

dt

1

 
= ∇ · →v. (4.7) 

It may be noted that (4.6) in the case of equilibrium magnetization and incompressible 
liquid reads 

. 
d →v
dt

= −∇ p + η∆→v + ( →M · ∇) →H + 1

c
[ →j × →H ]. (4.8) 

We see that in term for the Lorenz force on current we have. →H and not. →B as was pointed 
out by A.Einstein et al. in [ 7]. In [ 8] it is shown that electromagnetic force in Eq.(4.8) 
is reduced to . 1c [ →j × →B] if the condition . ∂Hi

∂x j
= 0 is valid. Taking . →j f = c

4π [ →E ' × →H ], 
where. →E ' = →E + 1

c [→v × →B] is the electric field strength in the reference frame of the 
material element, relation (4.4) may be put in the following form 

.

 
d

dt

→H 2

8π 
+ →H 

d →̃M
dt

− ∂k

(
vi

(Hi Bk

4π
− →H 2

8π

))
+ vi →M∂i ( →H)

+ →E · →j + c

4π
∇ · [ →E ' × →H ] = 0.

(4.9) 

The equation for the kinetic energy reads 

. 
d

dt

→v2

2
= ∂k(viσik) − σik

∂vi

∂xk
+ vi∂kTik . (4.10)
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Subtraction of. d
dt

→H 2

8π +  d
dt

→v2
2 given byEqs. (4.9, 4.10) from Eq.(4.5) and identifying 

.Tik = Hi Bk
4π − H 2

8π δik allows us to obtain the source term for the internal energy of 
media . ẽ which reads 

. 
dẽ

dt
=  →H · d →̃M

dt
+ vi →M∂i →H + σik

∂vi

∂xk
+ →E · →j − vi∂kTik − ∇ · →jq . (4.11) 

Using .∂i Hk − ∂k Hi = eik j
4π
c j j and 

. − vi∂kTik + vi Mk∂i Hk = 1

c
[→v × →B] · →j

the equation for the internal energy reads 

. 
dẽ

dt
=  →H · d →̃M

dt
+ σik

∂vi

∂xk
+ →E ' · →j − ∇ · →jq . (4.12) 

Taking the stress tensor of the medium as.σik = −pδik + τik , where.τik is the viscous 
stress tensor, we have for the case when the magnetization is in thermal equilibrium 
the following expression 

. 
dẽ

dt
=  T

d S̃

dt
− p 

d

dt

1

 
+  →H · d →̃M

dt
, (4.13) 

where for the specific entropy . S̃ we have 

. T
d S̃

dt
= τik

∂vi

∂xk
+ →E ' · →j − ∇ · →jq . (4.14) 

According to the relation (4.13) the internal energy is defined by the equation of state 

.ẽ = ẽ(S̃,  , →̃M). In the case when the magnetization is in a non-equilibrium state the 
relation (4.13) is put in the following form [ 5] 

. 
dẽ

dt
=  T

d S̃

dt
− p 

d

dt

1

 
+  →He · d →̃M

dt
. (4.15) 

In (4.15) instead of . →H the relation for the internal energy contains the effective field 
. →He according to which the magnetization is given by the equilibrium magnetization 
law . →M = →Meq( →He). The effective field was introduced in [ 9] in order to describe a 
non-equilibrium state of the magnetization for diluted ferrofluids. As a result for the 
entropy production . σ we obtain 

. 
d S̃

dt
= −∇ · →js + σ, (4.16)
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where 

.Tσ = →jq · ∇ 1

T
+ τik

∂vi

∂xk
+ →E ' · →j − ( →He − →H)ρ

d →̃M
dt

. (4.17) 

On the basis of the relation (4.17) for the entropy production the linear phenomeno-
logical laws for heat transfer, viscous stress, the charge transfer and magnetic relax-
ation may be formulated. 

Let us consider in detail the phenomenology of the magnetic relaxation. The total 
stress tensor as it follows from the requirement of the angular momentum conser-
vation is symmetric .σik + Tik = σki + Tki (we are neglecting the internal angular 
momentum due to the spinning of particles). As a result the term .τik

∂vi
∂xk

may be 
transformed as follows 

. τik
∂vi

∂xk
= τ sik

1

2

( ∂vi

∂xk
+ ∂vk

∂xi

)
+ τ aik

1

2

( ∂vi

∂xk
− ∂vk

∂xi

)
.

Since .τ aik = −T a
ik and .T a

ik = − 1
2eikl[ →M × →H ]l we have 

. τ aik
1

2

( ∂vi

∂xk
− ∂vk

∂xi

)
= [ →M × →H ] · →Ω0,

where. →Ω0 = 1
2∇ × →v is the angular velocity of the local rotation of the fluid. Accord-

ing to this the entropy production may be put in the following form (. →M || →He) 

.Tσ = →jq · ∇ 1

T
+ τik

∂vi

∂xk
+ →E ' · →j − ( →He − →H)

(
ρ
d →̃M
dt

− [ →Ω0 × →M]
)
. (4.18) 

We see that as a thermodynamic flux for the magnetization relaxation there appears 

.ρ d →̃M
dt − [ →Ω0 × →M], which describes the magnetization relaxation in the reference 

frame of a rotating material element. Accounting for this term allows one to describe 
such effects as the increase of the effective viscosity of the ferrofluid in an applied 
field [ 10]. 

The general approach according to which the magnetic relaxation equation is for-
mulated, in our opinion, resolves the issue of the correct form of this equation which 
was under dispute in the literature [ 11– 14]. The kinetic coefficients for the magnetic 
relaxation are obtained considering the Brownian motion of magnetic dipoles in the 
effective field approximation [ 9] and read as follows 

.

(
ρ
d →̃M
dt

− [ →Ω0 × →M]
)

||,⊥
= − 1

γ||,⊥

( →He − →H
)

||,⊥
, (4.19)
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where 

.γ−1
|| = nm2

α

2L(ξe)

ξe
; γ−1

⊥ = nm2

α

(
1 − L(ξe

ξe

)
. (4.20) 

Here .m is the magnetic moment of a colloidal particle, . n is their concentration, . α is 
the rotational drag coefficient per unit volume, .ξe is the Langevin parameter of the 
effective field .ξe = mHe/kBT and .L(ξe) is the Langevin function. 

The magnetic relaxation Eq. (4.19) and the equation of motion of an incom-
pressible ferrofluid (4.6) (the Lorentz force on the electric current is neglected) give 
the closed set of equations describing its motion in the case of the non-equilibrium 
magnetization 

. 
d →v
dt

= −∇ p + η∆→v + ( →M · ∇) →H + 1

2
∇ × [ →M × →H ]. (4.21) 

We draw attention to the appearance of the volume force . 12∇ × [ →M × →H ] in (4.21) 
due to the inhomogeneity of the volume torque .[ →M × →H ]. The set of equations 
(4.19,4.21) describes a broad variety of phenomena connected with the spinning of 
magnetic particles as edge flows of a ferrofluid with free boundaries under the action 
of a rotating field [ 15], the increase of its effective viscosity in an applied field [ 10] 
and others. The expression for the dissipative function allows one to estimate the 
effect of magnetic hyperthermia which is of great interest due to its applications in 
biomedicine [ 16]. 

In the case when the magnetization of the ferrofluid is in thermodynamic equi-
librium. →M = Meq(H) →H/H the equation of motion includes the Kelvin force. M∇H
and describes a variety of phenomena, for example, the deformation of droplets in an 
applied field [ 17], labyrinthine instabilities [ 18, 19] and magnetic microconvection 
[ 20] among others. 
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Part II 
Movers and Shakers



Chapter 5 
Scaling and Flow Profiles in Magnetically 
Confined Liquid-In-Liquid Channels 

Arvind Arun Dev, Florencia Sacarelli, G. Bagheri, Aleena Joseph, 
Anna Oleshkevych, E. Bodenschatz, Peter Dunne, Thomas Hermans, 
and Bernard Doudin 

5.1 Introduction 

In the realm of fluid mechanics, there is a need for new approaches to diminish 
friction in fluid flow [1–5] and therefore limit the transport energy loss [6, 7]. A 
low-friction environment can exist under exotic conditions like superfluidity at low 
temperature [8], nanofluidic channels (nanopores) made up of atomically flat crys-
tals [9], or superfluid-like behaviour of bacterial suspensions [10]. These specific 
physical conditions allow a velocity flow profile that approaches plug flow with a
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constant velocity, in stark contrast to the expected parabolic behaviour predicted by 
Poiseuille’s flow profile constrained by no-slip boundary conditions at solid walls. 
However, a room-temperature system with low wall friction and thus low shear to 
transport delicate particles or cells is rare and feasible only with the use of lubricants 
in coaxial flows [11], or infused in channel surfaces [11–13]. The use of such lubri-
cating layers is restricted by their limited robustness, arising from drainage of the 
lubricant or the occurrence of hydrodynamic instabilities [14–16]. Pioneering work 
in the 80s demonstrated friction reduction by trapping ferrofluid lubricants inside 
large pipes using magnetic forces [17, 18]. In simple terms, the magnetic force holds 
a layer of ferrofluid in place, over which the transported liquid flows. Thus, the 
absence of the solid wall of the pipe leads to reduction of friction. Here we review 
how optimization of magnetic force fields can stabilise small fluidic tubes, aiming 
to scale fluidic circuity down to micro- and nanofluidic sizes. Shear forces, which 
are a key bottleneck for handling delicate biological objects [19], are minimised by 
this approach. It therefore opens the possibility to realize robust pressure-controlled 
microfluidic devices down to the smallest sizes. 

This work is based on our initial findings of the use of a quadrupolar field to 
stabilize microfluidic channels and the observed large reduction of friction [20, 21]. 
Our aim is two-fold: first specify the physical properties that govern size and friction 
of a transported fluid and then provide direct experimental insight by imaging a 
fluidic circuit and its velocity profile characteristics. We show that channels of size 
below 10 μm can be obtained and a nearly constant (plug-)flow velocity profile can 
be reached in this liquid-in-liquid design. In the last section, we propose insights into 
a novel fluidic behaviour that can be observed when the cylindrical symmetry of the 
system is perturbed. 

5.2 Magnetic Force Field Design 

In the presence of a non-uniform magnetic field H, a material with uniform magne-
tization M, small enough to neglect its generated demagnetizing field, experiences 
a Kelvin force:
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F = μ0(M · ∆)H (5.1) 

where μ0 is the permeability of free space. The direction of this force depends on 
the magnetic susceptibility of the material, negative for diamagnetic materials and 
positive for paramagnetic or ferromagnetic ones, i.e. diamagnets are repulsed from 
regions of highest magnetic field, while the reverse is true for paramagnets and 
ferromagnets. 

All the fluidic circuits presented here are based on the use of a pseudo-quadrupolar 
magnetic field source generated by commercially available N42-grade NdFeB perma-
nent magnets with remanent magnetization μ0Mr = 1.2 T. These magnets are 
arranged to generate a negligible field at the geometric centre of the assembly while 
radially increasing outward. Figure 5.1 shows cross sections of the two magnetic 
designs used for experiments, with the white arrows indicating the direction of 
magnetization of the magnets. Figure 5.1a illustrates the generated nearly axisym-
metric magnetic field [20, 21] which in cylindrical coordinates can be approximated 
by a magnetic field H with a constant gradient: 

∂H (r) 
∂r = 4Mr 

π w (5.2) 

where the magnetic stray field H is related to B via B = μ0H, r is the radial 
distance from the centre, and W the gap between magnets with the same magnetisa-
tion (Fig. 5.1). When a paramagnetic or superparamagnetic liquid (i.e. a ferrofluid) 
is inserted in the region between magnets (Fig. 5.1a), it is attracted to the high 
field regions, displacing and encapsulating any diamagnetic or weaker paramagnetic 
liquids which are then confined to the low-field regions. The resulting liquid-in-liquid 
tube, or ‘antitube’ [21], adopts a nearly circular magnetic cross-section.

Fig. 5.1 Magnetic design cross section: a Magnetic field generated by a four-magnet arrangement 
with white arrows showing their magnetization direction, W = 6 mm. The flow is in z direction 
(normal to the plots) b Magnetic arrangement for the velocimetry experiments, with W = 1.5 mm, 
t = 0.7 mm 
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5.3 The Static Case (No Flow) 

At first let us consider a system without flow to test the hypothesis of a cylin-
drical enclosure for the transport of the liquid of interest and to determine the 
smallest possible diameter that can be reached. The strong optical absorption of 
ferrofluids complicates imaging, making X-ray imaging the most appropriate tool, 
with synchrotron beamline facilities being necessary for micron-range resolution. 
Figure 5.2 shows the experimental X-ray absorption contrast image using 2D 
radiography slices and 3D reconstruction from synchrotron tomography imaging. 
Figure 5.2a reveals the antitube as a brighter region in the centre, of average diam-
eter 80 ± 2 μm, surrounded by the darker ferrofluid, with Fig. 5.2b showing the 
circular cross-section of the antitube in a vertical slice. Figure 5.2c confirms the 
cylindrical geometry in the reconstructed data, where the antitube and surrounding 
ferrofluids are coloured in yellow and blue respectively. 

Fig. 5.2 Imaging of the encapsulated antitube. a X-ray absorption contrast image, 2D radiography 
of an antitube [21], the brighter central part is water encapsulated by darker surrounding ferrofluid, 
b cross section of Fig. 5.2a where the brighter central part is the transported liquid surrounded by a 
darker ferrofluid. c Synchrotron X-ray 3D tomographic reconstruction of a water antitube (yellow) 
with diameter 80 ± 2 μm, surrounded by ferrofluid (blue), the axis units are in mm. Reproduced 
with permission from [21]
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In the static case, the balance of Laplace pressure (i.e. surface tension), magnetic 
pressure, and magnetic normal traction at the magnetic/non-magnetic interface 
results in a minimum/equilibrium antitube diameter, deq. To begin with, the Bernoulli 
equation with magnetic pressure is given by: 

P' + ρgh + 1 2 ρu
2 − Pm = constant (5.3) 

Since the magnetic force is considerably larger than the gravitational force, and 
we are in static case, we neglect the gravity and velocity terms giving: 

P' − Pm = constant (5.4) 

Eq. 5.4 is the governing equation valid at all locations, where P' is the local 
pressure and Pm = 

ʃ H 
0 μ0MdH = μ0MH  is the fluid magnetic pressure, M is the 

magnetization of the ferrofluid, M is the field averaged magnetisation of the ferrofluid 
under external magnetic field H . A general boundary condition to solve Eq. 5.4 is: 

P' + Pn = P0 + Pc (5.5) 

where P0 is atmospheric pressure. Pn = 1 
2 μ0M 2 I and Pc = σ 

R are the magnetic 
normal traction and Laplace pressure respectively, σ is the interfacial tension, and 
R the radius of the antitube. Pn and Pc act at the magnetic–nonmagnetic interface 
and at the interface with a nonzero interfacial tension respectively. In our work, 
both act at the boundary between antitube and ferrofluid. Hence, at the centre of the 
antitube (location 1), P'

1 = P0 and at the magnetic-nonmagnetic interface (location 
2), P'

2 = P0 + Pc − Pn. Since Eq. 5.4 is valid at all the locations we can write: 

P'
1 − Pm1 = P'

2 − Pm2 
(5.6) 

as at centre of the antitube, H = 0, hence Pm1 = 0 and Eq. 5.6 results in: 

0 = σ 
R − μ0MHI − 1 2 μ0M 2 I (5.7) 

that depicts the balance between surface tension (Laplace pressure), fluid magnetic 
pressure and the magnetic normal traction, where σ , HI and MI are surface tension, 
magnetic field and ferrofluid magnetisation at the magnetic-nonmagnetic interface 
respectively. Rearranging Eq. 5.7 gives the equilibrium diameter of the antitube 
(deq = 2R) given by [21] 

deq = 4σ 
2μ0MHI+μ0M 2 I 

(5.8) 

In these equations M · HI is a scalar product. 
Equation 5.8 shows the relative contribution of interfacial tension and magnetic 

properties respectively. For a fixed magnetic design, it is clear that deq can be
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reduced by increasing the magnetic field amplitude at the interface (increased when 
decreasing the distance between source magnets), increasing the magnetisation of 
the ferrofluid, or reducing the interfacial tension. Figure 5.3a summarizes how the 
antitube diameter varies with magnetic separation and the choice of ferrofluid [9]; 
with Fig. 5.3b we illustrate the experimental visualization by a bright field optical 
microscope of a small diameter antitube, using the magnet design of Fig. 5.1b and 
a water + surfactant antitube with MD4 ferrofluid and Tween20 surfactant. The 
annotation MD4 S denotes the ferrofluid MD4 and S the surfactant in the water anti-
tube used to reduce the interfacial tension. The inset in Fig. 5.3b shows the gradual 
increase in ferrofluid volume to reach equilibrium diameter. Reduction in the equilib-
rium diameter was possible by using ferrofluid with higher saturation magnetization 
(EMG900) giving larger magnetic pressure. The ferrofluid EMG 900 (Ferrotec) is 
commercially available. Here EMG900 2S indicates EMG900 ferrofluid with double 
surfactant use in water and in ferrofluid [21]. A resulting deq = 13 ± 0.5 μm was  
obtained, shown in Fig. 5.3c). Reduction of deq, can also be obtained by decreasing 
the size of the cell. Bringing the magnets closer (increasing MI and M ) increases the 
magnetic pressure and further reduces the static diameter (deq). The experimental 
cell with the four-magnet arrangement resembles Fig. 5.1b with distance between 
magnet pair down to 150 μm. Figure 5.3d shows the experimental image of cross 
sections of the antitube (bright central part) and surrounding ferrofluid EMG S. EMG 
S denotes the ferrofluid EMG900 with surfactant (Tween20) in water to reduce the 
interfacial tension.

The minimum diameter of the antitube is 6.7 ± 0.2 μm, measured using 
synchrotron X-Ray tomography with 0.1 μm resolution. The antitube diameter data 
point is presented in Fig. 5.3a along with the data obtained by Dunne et al. [21] Our  
data is encircled (green) in Fig. 5.3a along with the data corresponding to Fig. 5.3b 
and c. Experiments agree well with the model curve [21]. LM and FM denotes the 
linear model and full model respectively. The linear model, LM (M = χ H ) is valid  
at small magnetic field whereas the full model considers the nonlinearity in the 
ferrofluid magnetization curve [21]. Note that antitubes larger than deq can always 
be made by injecting less ferrofluid. As such, deq is a lower limit of practical use for 
the antitubes. 

In summary, the stability of such cylindrical antitubes is governed by the relative 
strengths of the destabilizing Laplace pressure and the stabilizing magnetic pressure. 
Since, the Laplace pressure is given by the ratio of interfacial tension and radius of the 
flow channel, it increases when the size of the fluidic circuit decreases. It therefore sets 
the limit for smallest achievable diameters when it exceeds the magnetic pressure. 
The latter depends on the magnitude of the applied local field and the magnetic 
susceptibility of the ferrofluid material. A suitable design of the magnetic field and 
the appropriate choice of intrinsic properties of the ferrofluid make possible the 
stabilization of minimal antitube size (deq). In a nutshell, one needs to maximize the 
magnetic susceptibility of the ferrofluid and minimize its interfacial surface tension 
with the enclosed liquid forming the antitube fluidic circuit. Our experiments show 
that diameters below 10 μm can be realized, with possible smaller values requiring 
further miniaturization of the source magnets (to increase the local magnetic field)
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Fig. 5.3 Measurements of the static antitube minimum size. a Equilibrium diameter deq (Eq. 5.8) 
as a function of width W between the magnets, for several ferrofluids and antitube fluids (for 
abbreviation details, see [21]). b optical microscopy image of the antitube along the (yz) plane with 
MD4 ferrofluid. The inset shows the gradual filling of the cavity by the ferrofluid, reaching the 
data points shown in purple in a and c image of the antitube with EMG900 ferrofluid with added 
surfactant and water antitube with added surfactant in the double surfactant (EMG 2S) configuration 
giving the data point in red in (a). X-ray tomography circular cross sections shown in (d) and  (e) are  
(xy) cut images of a water antitube in EMG900 ferrofluid with added surfactant, (single surfactant 
EMG S), with related green encircled data point indicating the smallest measured diameter of 6.7 
μm in (a). Figure 5.3a is modified from the figure published in [21], with permission. Figure 5.3d 
and e were obtained using the X02DA TOMCAT X-ray beamline of Swiss Light Source (SLS) at 
the Paul Scherrer Institute, Villigen, Switzerland

and optimization of the ferrofluid intrinsic properties. Figure 5.3 indicates that the 
latter is possible, but imaging resolution issues make the observations of diameters 
below 1 μm elusive.  

5.4 The Dynamic Case (Under Flow) 

In the dynamic case, we detail the hydrodynamics resulting from the motion of the 
transported liquid. The conceptual difference between the standard flow (Poiseuille 
flow) and the proposed flow (antitube flow) is illustrated in Fig. 5.4.

A standard Poiseuille flow in Fig. 5.4 (top) is defined as a viscous flow with zero 
velocity at the confining wall (no-slip condition). This gives the well-known parabolic 
velocity profile with maximum velocity at the centre of the tube. In the proposed 
antitube flow with ferrofluid lubrication, the confining wall is a liquid (ferrofluid) 
shown in Fig. 5.4 (bottom). Since at the liquid–liquid interface, the velocity has to be 
unique (no slip condition), the confining liquid (ferrofluid) also moves along with the 
transported liquid. This makes lubricated flow, a system with moving wall. For small
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Fig. 5.4 Differences between Poiseuille flow and magnetically confined flow channels. Top: 
Poiseuille flow through a tube of diameter d, with flow rate Q, and the parabolic velocity profile 
showing zero velocity at the wall. Bottom: Magnetically confined flow channel (antitube) with 
transported liquid in antitube and ferrofluid encapsulation. The flow wall (between antitube and 
ferrofluid) has finite velocity. The ferrofluid exhibits a counter-flow circulation. D is the flow cavity 
diameter. Middle: Comparison of cross section of flow for the two flow systems; almost constant 
velocity (ideal flow) for magnetically confined flow compared to a uniform velocity gradient over 
the cross section for Poiseuille flow

enough flow rates, the magnetic force field holds the ferrofluid in place, avoiding its 
shearing out. The resulting volume conservation of ferrofluid implies a recirculation 
of the ferrofluid, depicted by the reverse flow in the darker region of the ferrofluid in 
Fig. 5.4. This proposed flow design results therefore in: 

1. a finite velocity at the confining wall 
2. a reverse flow path of the ferrofluid. 

These two distinct features lead to spectacular high drag reduction values, 
measuring the reduction of friction forces, up to measured values of 99.8% for 
viscous liquids [20], or nearly frictionless flow. Figure 5.4 (middle) compares the flow
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velocity in the cross section for Poiseuille flow (left) and antitube flow (right). For the 
antitube, the velocity of flow is of nearly uniform amplitude across the flow channel, 
depicting near zero shear. The velocity profile (arrows) presented in Fig. 5.4 bottom 
is a result of solving the Navier–Stokes (N-S) equation with appropriate boundary 
condition, under the hypothesis of non-deformation of the cylindrical liquid-in-liquid 
flow, as observed experimentally for low enough flow rates. 

In Fig. 5.4 (bottom), the interface between antitube (bright central part) and 
ferrofluid (darker encapsulation) is the liquid–liquid interface. The outer boundary 
of the ferrofluid is the solid boundary of the plastic cavity. A flow rate Q through a 
channel of width d is imposed for the transported liquid with the ferrofluid lubrica-
tion thickness being tf . D is the width of the microchannel cavity. Since the Reynolds 
number is small (< 1), we can neglect the inertial terms in the N-S equation and the 
flow is viscosity-dominated, modelled and explained by the Stokes equation [20]. 
The wall velocity is given by [20]: 

uwall 
umax 

= 
β0 − 1 
β0 + 1 

(5.9) 

β0 = 1 + 4ηr ln 
( 
1 + 0.8t∗ 

f 

) 
(5.10) 

where, β0 is the simplified drag reduction factor [20] and ηr is the viscosity ratio of the 
two fluids. The normalized thickness of ferrofluid is described as t∗f = tf d . The  wall  
velocity depends on the relative coverage of the ferrofluid 

( 
t∗ 
f 

) 
and the viscosity 

ratio (ηr). As expected, increasing the relative amount of ferrofluid improves the 
lubrication. Inversely, if the viscosity of the ferrofluid increases, the systems more and 
more resembles a solid wall boundary condition, therefore detrimental to lubrication. 

Velocimetry experiments require no obstruction to the incident light (no ferrofluid 
in the path of light), hence a planar flow equivalent, slightly deviating from axisym-
metric encapsulation of the transported liquid, is required. In this case, the ferrofluid 
covers the side of the flow channel, keeping the light unobstructed (see Fig. 5.5c).

We restrict ourselves to measure the flow profile away and equidistant from the 
two non-lubricated surface to minimize the influence of solid walls. Inset in Fig. 5.5a 
shows the schematic of the magnetic and flow arrangement, with a cross-section 
view of the four magnets in the quadrupolar arrangement and a top view showing 
the imposed flow rate Q along the length of the microchannel. The magnetic field 
generated by the arrangement is shown in Fig. 5.1b. The four white arrows in the cross 
section show the direction of magnetization of the magnets and the red line along 
the flow depicts the liquid–liquid interface. As required, the ferrofluid (colour grey) 
only covers the two walls and hence facilitates the transmission of light, essential for 
flow visualization. 

We measure the velocity profile in the antitube directly using micro particle 
tracking velocimetry (μPTV). We use glycerol (ηa = 1.1 Pa.s) as antitube trans-
ported liquid and ferrofluids APGE32 (ηa = 1.7 Pa.s) from Ferrotec [22] and a 
biocompatible ferrofluid (ηa = 0.144 Pa.s) from Qfluidics [23] for testing the flow
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Fig. 5.5 Experimental set-up and direct measurement of velocity profile. a Optical system for Micro 
particle tracking velocimetry (μPTV) measurements, b microfluidic channel without ferrofluid, 
c microfluidic channel with ferrofluid, d brightfield image of region of interest under microscope, 
e fluorescence particles signal. Inset in Fig. 5.5a shows the schematic of microchannel and magnetic 
arrangement

behavior with different viscosity ratios, ηr = ηa 
ηf 
. The antitube and the microchannel 

cavity width are d = 0.5 mm and D = 1.5 mm respectively. The ferrofluid coverage 
is maintained at, tf = D−d 

2 . We begin by mixing glycerol with fluorescence 4 μ m 
size particles (FluoSpheres™). The excitation and emission maxima for the particles 
are 580 nm and 605 nm respectively. We use a source of light with a bandpass filter 
(572/25 for excitation and 629/62 for emission). Figure 5.5a shows the schematic 
of flow setup used for the velocimetry measurements. Figure 5.5b and c show the 
microfluidic channel before and after inserting the ferrofluid. Figure 5.5d shows  a  
magnified bright field image of the region of interest for μPTV measurements and 
Fig. 5.5e shows particles under fluorescence in the micro channel. 

The depth of field at this magnification is 3 μ m, below the chromophores diameter 
(4 μ m). This makes it possible to record images with minimum contribution from 
the off-focus particles (below or above the imaging plane). The time-elapsed image 
frames are recorded with Zeiss Axio zoom V16 microscope and a Phantom v2511 
camera. The exposure time is 400 μs. The images are analysed by tracking differences 
in positions of particles in consecutive frames using FIJI TrackMate [24]. Data is then
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analysed in Python to bin the data for different heights and calculate the standard 
error for each bin height. Figure 5.6a) and b show the analytical Poiseuille flow 
and antitube experimental velocity profile using μPTV measurements. Markers are 
experimental and solid line stands for predicted analytical velocity profile [20]. Black 
lines denote the Poiseuille flow. The errors correspond to the standard deviation of 
velocities measured over 10,000 image sequences. The antitube lies between y/d = 
[− 0.5 0.5]. The Poiseuille flow shows the zero velocity at the wall coordinates, 
y/d = 0.5 and y/d = −  0.5. Experimental markers in Fig. 5.6a show that for ηr 
= 0.65 with APGE32 as ferrofluid, the wall velocity at the liquid–liquid interface 
is large enough, up to 60% of the maximum velocity. This wall velocity reaches 
almost 85% of the maximum velocity for ηr = 7.64 as seen in Fig. 5.6b for  a bio-
compatible ferrofluid. The ferrofluid coverage is slightly asymmetric for ηr = 0.65, 
as the ferrofluid thickness are a bit different between left and right. For ηr = 7.64, 
the ferrofluid coverage is symmetric. The increase of wall velocity with increase in 
ηr is also forecast by the analytical predictions. 

Figure 5.6a and b show direct evidence of large wall velocity with a magnetic 
fluid lubrication as previously predicted by several of us [20, 21]. The increase of 
wall velocity with increase in ηr is also foreseen by the analytical predictions and 
relates to the expected enhanced lubrication. The wall velocity values predicted for 
APGE32 (Fig. 5.6a) and the biocompatible ferrofluids (Fig. 5.6b) given by Eq. 5.8 
are 32% and 90% of the centre velocity maximum respectively. 

The experimental and analytical predictions agree with some deviations. The 
experimental measurements might differ from that theorized in literature [20] due 
to presence of two solid walls, which is not taken into account in the analytical 
modelling [21]. Nonetheless, the direct measurements do confirm the presence of 
large wall velocity at the liquid–liquid interface which were only indirectly claimed 
earlier [20, 21]. We have limited ourselves here to the regime of low flow rate, to 
avoid capillary instabilities that can develop at higher flow rates. This may result

Fig. 5.6 Comparison of experimental velocity profiles (markers) with Poiseuille flow (Black line). 
a For APGE32 ferrofluid with viscosity ratio ηr = 0.65 and b for biocompatible ferrofluid with ηr 
= 7.64. Lines are the analytical model solution of Stokes equation, red line for the antitube, green 
and blue line for the ferrofluid 
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in deformations in the magnetic-nonmagnetic interface, large enough to result in 
shearing of the ferrofluid or shear failure of the lubricated flows. A more sophisticated 
analytical approach and numerical simulations are necessary to extend this simple 
model to include liquid wall deformation or to understand flow behaviour at the 
extremities of the circuit, beyond the scope of the present work. Instead, we focus 
on testing how solid cavity design changes can impact the antitube flow profile, with 
an example discussed in the next section. 

5.5 Beyond a Simple Cylindrical Symmetry 

We argue that the symmetry of the flow can be broken by implementing deformations 
all along the chamber walls (i.e., only in contact with the magnetic fluid). One 
possible implementation is to define a threaded screw profile along the cylindrical 
circuit length (Fig. 5.7a), where a small rectangular section was left free, to allow 
for proper imaging using confocal microscopy. The magnetic design is given in the 
inset of Fig. 5.7a. Figure 5.7b illustrates the occurrence of a vortex flow profile 
resulting from the screw-shaped solid walls boundary conditions. The prediction of 
fluid motion with complex fluid interfaces poses a challenge. Here, we qualitatively 
explain our experimentally observed flow in a screw wall device using a forced 
vortex model. A forced vortex in two dimensions (2D) implies the occurrence of an 
azimuthal velocity V ∗θ simply expressed as [25] 

V ∗ 
θ = ω∗r∗ (5.11)

It is proportional to the radial position r∗ = √
x2 + y2 through the angular velocity 

ω∗, with all variables non-dimensional and reduced by their values at the magnetic-
nonmagnetic interface (flow wall). 

Figure 5.7c shows the azimuthal velocity with respect to the radial coordinate. 
It can be seen from Fig. 5.7c that the experimental data obtained for the azimuthal 
velocity matches well with the theoretically predicted fit for r∗ > 0.5, with flow 
similar to a forced vortex. The inset in Fig. 5.7c shows that the axial velocity (Vz) (in 
the direction of flow) decreases sharply after r∗ > 0.45. This reduced axial velocity 
makes a 2D model, implicit in the Eq. 5.10, relevant. Indeed, a key signature of a 
forced 2D vortex flow is the constant vorticity given by, ┌∗ = 2ω∗. Figure 5.7d shows  
the vorticity plot, illustrating the transition from a 3D to a 2D behaviour when r∗ 

reaches 0.5. The blue highlighted region in Fig. 5.7c and in the inset show the change 
in behaviour of azimuthal velocity and axial velocity respectively with r∗, confirming 
the change of behaviour at r∗ ≈ 0.5 highlighted in Fig. 5.7d. We therefore find that 
the flow has two distinct behaviours; the flow is 2D-dominated when r∗ > 0.5 (lower 
axial velocity) and possibly 3D-augmented for r∗ < 0.5.
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Fig. 5.7 Vortex flow in antitube. a Screw walled device for vortex flow design, inset shows config-
uration of four magnets in the design with yellow central part depicting the antitube, b vortex 
flow observed by velocimetry, c forced vortex model and experimental data, inset shows the axial 
velocity (Vz) in the direction of flow with respect to the radial coordinate and d experimental 
vorticity ┌∗(= 2ω∗) as a function of reduced radial length

5.6 Conclusions 

Ferrofluid encapsulation of liquid circuits opens new possibilities for microfluidics 
and fluidic applications [21]. Stabilizing an encapsulated cylindrical ‘antitube’ of 
dimensions below 10 μm is achieved. This size value is governed by the liquid– 
liquid interface surface tension, as well as the scale of the surrounding assembled 
magnetic force field sources and the magnetic properties of the ferrofluid. Values 
below 1 μm are possible, but very challenging to image. Magnetic forces keeping 
the lubricating magnetic liquid in place mitigate the fundamental issue of stability of 
a liquid-in-liquid flow [15]. This makes possible to extend achievable drag reduction, 
resulting in remarkably large values, possibly exceeding 99% [20]. A direct measure-
ment of velocity profile using μ PIV confirms the occurrence of liquid–liquid wall 
velocities as large as 85% of the maximum velocity. These values increase with 
the increase in viscosity ratio between the transported liquid to the lubricant. The 
experimental observations are supported and predicted by analytical modelling using 
the Stokes equation. Such low drag flow channels enable microfluidic applications 
that require reduced operating pressures, specifically needed in microchannel flow of 
concentrated solution or variable viscosity solutions. Drug delivery and shear control 
on delicate cells also falls in the gamut of possible applications. The magnetically 
confined flow channels therefore open new possibilities in the field of microfluidics
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for shearless transport in a wide range of biological and technological applications. 
Beyond a simple Poiseuille-like parabolic flow profile, complex flow profiles can be 
obtained by tuning the design of the cavity used for the flow. We have shown that 
a screw pattern on the inner boundary of the cavity results in swirling motion of 
flow about the central axis. The flow resembles a forced vortex flow with constant 
vorticity and deviates as we approach the centre of the flow, away from the screw 
design. These examples provide insight into the possibility to design and investigate 
novel flow patterns, otherwise not possible when using the solid walls that constrain 
the flow of the transported liquid. 
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Chapter 6 
Hematite Cubes 

M. Brics, O. Petrichenko, and Andrejs Cēbers 

6.1 Introduction 

Iron(III) oxide.Fe2O3 at ambient conditions has four crystalline polymorphic forms: 
.α-.Fe2O3 (hematite), .β-.Fe2O3, .γ -.Fe2O3 (maghemite), and .ϵ-.Fe2O3. These forms 
have distinctly different structural and magnetic properties. The most common of 
them is hematite. 

Hematite has a rhombohedral crystal structure isostructural with corundum (.α-
.Al2O3). Below the Morin temperature [ 1], for bulk hematite.TM ≈ 260 k [ 2], hematite 
is an antiferromagnetic material. Spins reorientate under increasing temperature and, 
due to the Dzyaloshinsky-Moriya mechanism [ 3, 4], hematite becomes a weak fer-
romagnetic material. It remains a weak ferromagnetic material up to the Néel tem-
perature, which for bulk hematite is .TN ≈ 950K [ 5]. 

Another interesting property of hematite is that hematite particles maintain a per-
manent dipole moment even at large sizes (up to 15 . μm) [ 6, 7]. Thus, it allows 
at room temperature to create magnetic colloids (made of single domain magnetic 
particles) which can be directly observed with an optical microscope [ 8– 12]. These 
colloids allow to investigate an interesting physical regime where magnetic forces, 
hydrodynamic forces, steric forces, and thermal fluctuations are comparable quanti-
ties and thus important to describe dynamics. Moreover, the colloidal particles can 
be synthesized in different shapes: cubes, disks, ellipsoids, peanuts, needles, …[ 8, 
13– 15]. 

In this paper we mainly focus our discussion on colloids made of hematite cubes, 
as cubic-shaped hematite particles have an unorthodox magnetization orientation. 
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Fig. 6.1 The magnetic 
moment orientation in a 
hematite cube. The angle 
.φ = 12◦ is in the plane 
defined by two diagonals and 
the magnetic moment. µ
points to the face 

The magnetic moment with a cube’s diagonal makes an angle 12. ◦ (see Fig. 6.1) in  
the plane defined by two diagonals [ 6, 11]. 

In the scientific literature several very interesting experiments with hematite col-
loids formed by cubic particles can be found. Recently Chen et al. [ 16] investigated 
the medical application of cubic-shaped hematite microrobots. The main goal was the 
sweep of microblocks and impurities in blood vessels. There authors demonstrated 
that approximately .2μm large cube-shaped hematite particles can be guided by a 
rotating magnetic field. In the .xz (vertical) plane rotating magnetic field introduced 
a rolling motion and the cube moved along the . x axis. In such a way cubes were 
able to overcome obstacles and push small objects. Similarly the motile structures 
formed by microrollers which were created by micron sized polymer colloids with 
embedded hematite cubes were demonstrated in [ 17]. 

Soni et al. [ 18] showed that a two-dimensional chiral fluid can be created using 
hematite colloids. The densely packed ensemble of hematite cubes in a horizontal 
plane rotating magnetic field behave like a two-dimensional fluid showing charac-
teristic instabilities. In the article [ 19], authors demonstrated targeted assembly and 
synchronization of self-spinning microgears or rotors made of hematite cubes and 
chemically inert polymer beads. In [ 20], a potential application of hematite colloidal 
cubes for the enhanced degradation of organic dyes was investigated. In [ 21], the 
formations of light activated two-dimensional “living crystals” was examined. 

In this article we summarize the synthesis processes of hematite cubes and results 
of experiments on particle structures in hematite colloids based on our experiments 
[ 6, 12, 22, 23] and the work done by the group of Albert P. Philipse from Utrecht 
University and their collaborators [ 8, 11, 15, 18, 24– 26]. 

The content of this paper is divided into four sections. The Sect. 6.1 is an introduc-
tion followed by a Sect. 6.2 where synthesis methods for hematite cube are described.
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The particle structures in hematite colloids are summarized in Sect.6.3 and conclu-
sions in Sect. 6.4. 

6.2 Synthesis 

The fabrication of the hematite,.α-.Fe2O3 nanosized particles with desired morpholo-
gies attracts attention due to their interesting optical, chemical and magnetic prop-
erties [ 27, 28]. A large number of micrometer particles of metal oxides have been 
developed as models for research colloid science and advanced materials [ 29]. 

Böhm in 1925 first found that freshly precipitated amorphous .Fe3+ hydroxide 
turns into goethite if kept for 2 h under 2M KOH at .150 ◦C, whereas hematite is the 
dominant end-product if material is heated in the water [ 30]. 

Matijević and co-workers [ 31] have developed and described in detail the prepa-
ration of ferric hydrous oxide sols consisting of colloidal hematite particles uniform 
in shape. They reported the preparation of cubic, ellipsoidal, pyramidal, rod-like, 
and spherical hematite particles. Matijević and Scheiner demonstrated that minor 
changes in the reaction environment could produce significant changes in the mor-
phology of iron oxide particles. The importance of this work was due to the fact 
that for the first time well-defined monodisperse colloids of general metal hydrous 
oxides were developed and described. However, hematite particles were obtained 
from dilute homogeneous solutions of concentrations of concentration of the order 
of .10−2 M or less. 

The gel-sol method proposed by Sugimoto has shown the possibility to prepare 
monodispersed hematite particles precisely controlled in shape and size, from highly 
condensed ferric hydroxide gel. The advantage of this method compared to the dilu-
tion solution method is the high productivity and the high yield of hematite without 
any solid byproduct such as .β-.FeOOH [ 29, 32]. 

Commonly, .α-.Fe2O3 particles can be prepared by controlled hydrolysis of ferric 
salts and hydroxides carried out via solvothermal/hydrothermal techniques: 

• forced hydrolysis of diluted .FeCl3 aqueous solutions which are kept for a certain 
time (from 3 to 192 h) [ 27, 33] at elevated temperatures. 

• a diluted solution method applying low concentration solutions of ferric salts and 
alkali hydroxides used as initial reactants [ 31]; 

• a gel-sol method which allows preparing monodispersed hematite particles pre-
cisely controlled in shape and size from highly condensed ferric hydroxide gel 
[ 32, 34, 35]. 

The formation of hematite proceeds by transformations of iron hydroxide (. Fe(OH)3
through akaganeite (.β-.FeOOH) to hematite (.α-.Fe2O3) [  33, 34]. 

Solvothermal/hydrothermal techniques are popular methods for hematite particles 
production with varying size and morphology, by changing the growth parameters
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Fig. 6.2 Images of 
cubic-shaped hematite 
particles obtained by SEM. 
The mean particle size is 
.1.28 ± 0.38μm. The scale 
bar is. 10μm

such as different solvent combination for precursor solution [ 28, 36], and by varying 
the excess concentration of.Fe3+ ions relative to that of hydroxide (OH). − ions. Their 
size is increasing with.Fe3+ ions concentration [ 31, 37], which is in agreement with 
[ 33], where the particles growth in ferric chloride solutions was investigated under 
forced hydrolysis conditions. It was found that, depending upon the initial . FeCl3
concentration, either small single crystal hematite nanocubes or larger pseudocubic 
polycrystalline hematite particles form. 

Park et al. [ 29] investigated morphology and internal structure of monodis-
persed pseudocubic hematite particles produced by the gel-sol method through 
high-resolution electron microscopy. It was found that sub-crystals of cubic-shaped 
hematite particles are radially developed from the center of a particle in all directions, 
but most preferentially in the directions of the longest diagonal axis of a particle. 
The longest diagonal of a pseudocubic particle corresponds to the .c-axis. 

The.α-.Fe2O3 micro-sized particles presented in the Figs. 6.2 and 6.3 were prepared 
via the standard gel-sol method of Sugimoto et al. [ 32, 34] with template method 
small adjustment [ 8] by the following procedure: 

• A sodium hydroxide aqueous solution (21.64 g NaOH/ 100 ml .H2O) at rate of  
5 ml/min was gradually added into an iron chloride hexahydrate aqueous solu-
tion (54 g.FeCl3 · 6H2O/100 ml.H2O). This solution was under vigorous magnetic 
stirring. The resulting dark brown gel was stirred additionally for 5 min. 

• Obtained precursor was hermetically closed in a Pyrex bottle and placed into a 
laboratory oven at 100. ◦C for aging and left undisturbed for 7 d. 

• The resulting precipitated solids were washed by distilled water through centrifugal 
separation and ultrasonic re-dispersion in water until reddish-brown color hematite 
particles were obtained. 

• The hematite particles were dispersed in the distilled water, stabilized with sodium 
dodecylsulfate (.NaC12H25SO4, SDS) (0.11 g SDS/80 ml.H2O) and finally adjusted 
by tetramethylammonium hydroxide (.(CH3)4NOH, TMAOH) aqueous solution
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Fig. 6.3 SEM images of .α-.Fe2O3 particles of different shape prepared under the standard Sug-
imoto’ gel-sol route for cubic-shaped particles but with addition of .SO2−

4 ions to the precursor 
mixture (see Table 6.1). a ellipsoids, the mean particles size is 2.10.× 1.34. μm. b big ellipsoids, the 
mean particles size is 2.23.× 1.15. μm. c “peanuts”, the mean particles size is 1.68.× 0.48. μm. The 
scale bar is. 5μm

Table 6.1 Precursors composition for different shaped hematite particles (see Figs. 6.2 and 6.3) 
prepared by the gel-sol method 

particle’ shape NaOH/100 ml.H2O(g) .Na2SO4/10ml H2O (g) 

Pseudocubes 21.64 – 

Ellipsoids 21.64 0.285 

Big ellipsoids 19.48 0.285 

”Peanuts” 19.48 0.869 

The amount of.FeCl3 · 6H2O in 100 ml.H2O is 54 g [ 8, 32, 34] 

to 8.5–9.5 values. This procedure prevents hematite particles from irreversible 
sticking onto the glass surface induced by attractive Van der Vaalse interactions 
[ 12, 38]. 

The preparation of ellipsoid and peanuts-shape hematite particles shown in Fig. 6.3 
was similar to the procedure described above for cubes except that for .NaOH and 
.Na2SO4 amounts. Conditions for preparation of different shape hematite particles 
are presented in the Table 6.1. 

The obtained hematite particles were characterized using scanning electron 
microscopy (SEM) Hitachi S4800 to investigate their size. Magnetic properties for 
dried cubic-shaped hematite particles were determined by a vibrating sample magne-
tometer Lake Shore Cryotronics, Inc. 7400 VSM. The magnetization curve shown in 
Fig. 6.4 indicates a clear hysteresis and notable coercivity .Bc = 250mT. Remanent 
magnetization is around .M = 1.9 kA/m. 

In [ 34, 37] it was reported that the morphology of cubic-shaped hematite particles 
of the order of 1 . μm in size obtained by aging a condensed ferric hydroxide gel at 
100. ◦C for 7–8 d (see Fig. 6.2) can be modified from cubic via ellipsoidal to peanut-
shape by introducing increasing amounts sulfate ions into the ferric hydroxide gel. 

It was found that sulfate ions restrain the growth in all directions normal to the 
.c-axis. The anisotropy was explained in terms of specific adsorption of sulfate ions 
onto the sub-crystals of each hematite particle, retarding the surface reaction of ferric 
complexes such as .Fe(OH)2+ on the planes perpendicular to their .c-axis [ 29, 34].
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Fig. 6.4 Cubic-shaped 
hematite sample 
magnetization curve 
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6.3 Results 

In colloids, hematite has a density .ρh = 5.25 g/cm. 
3 significantly larger than the 

solvent (usually water.ρs = 1.00 g/cm. 
3). Thus, micron-sized hematite particles sed-

iment [ 6]. If there is no external magnetic field after the sedimentation process, 
hematite cubes lie on a face. However, under horizontal magnetic field . B > 15μT
after the sedimentation process, cubes stand on their edges [ 22]. For an individual 
cube there are two alignments (see Fig. 6.5) how it can lie [ 6]. The second alignment 
can be obtained from the first one by rotating the cube by.180◦ around an axis parallel 
to the magnetic field (. x axis in Fig. 6.5). 

In a weekly concentrated colloid under a static horizontal external magnetic field, 
the hematite particles form chains [ 6, 8, 11]. Depending on the strength of the 

Fig. 6.5 Two alignments how the cube can lie on a surface after sedimentation. The green and 
blue arrow shows the orientation the magnetic moment and the direction of the magnetic field 
respectively
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Fig. 6.6 Chain with kinks  
(top) versus straight chain 
above.Bc (middle) versus 
straight chain below. Bc
(bottom). The top chain has 
two kinks. The blue arrow 
shows magnetic filed 
direction and little green 
arrows show magnetic 
moment orientation (zig-zag 
structure) in the bottom 
chain. For all other chains in 
this figure magnetic 
moments are along magnetic 
field 

external magnetic field, two chain configurations are observed. Below the critical 
magnetic field .Bc ≈ 0.1mT [ 6], which is typically larger but comparable with the 
Earth magnetic field, the first configuration is observed. In this case cubes arrange in 
straight chains (Fig. 6.6) and magnetic moments form zig-zag structures. The second 
configuration is observable for .B > Bc and the magnetic moment of every cube is 
parallel to the external magnetic field. The short chains are predominantly straight, 
however, longer chains contain kinks (Fig. 6.6). The kinks are formed during the 
assembly process when two cubes (two chains, a cube and a chain) with different 
alignments attach. For the short chains no kinks are experimentally observed as the 
thermal energy is sufficient for rotation of a single cube (changing cubes alignment) 
and a straight chain is formed. However, the thermal energy is not sufficient to change 
alignment of two or more cube chain, thus longer chains contain kinks [ 6]. 

Therefore, in a static external magnetic field, three chain types are observed which 
are shown in Fig. 6.6. For magnetic fields below .Bc straight chains with magnetic 
moments arranged in a zig-zag structure are observed. Due to thermal effects the chain 
fluctuates (more pronounced for shorter chains), but the average angle between chain 
direction and the external magnetic field .θ = 0◦ [ 6]. For magnetic fields above . Bc

chains with magnetic moments parallel to the external field are found. Short chains 
(less than five cubes) are usually straight and longer chains have kinks. For straight 
chains cubes are shifted against each other. These chains also fluctuate due to thermal 
effects, however, fluctuations are less pronounced as the magnetic field strength is 
larger. Also the average angle . θ changes and reaches .θ ≈ ±18◦[ 6]. For the chain 
with kinks the angle . θ depends on the arrangement of the chain. However, for the 
straight parts of the chain one finds that average .θi ≈ 16.3◦ [ 11], which is close to 
the short chain value [ 6].
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If a rotating magnetic field is applied, individual cubes and chains rotate [ 22] 
or roll [ 16]. The rotation and rolling motion are observed if the magnetic field is 
applied in the .xy (horizontal) or .xz (vertical) plane respectively. If the magnetic 
field is applied in the .xz plane, then rolling motion of the first chain configuration ( 
Fig. 6.6) is observed. If the rotating magnetic field is applied.xy plane, then all three 
types of chains can rotate, however, kinked chains are very fragile and easily break 
and straight chains with magnetic moments orientated in zig-zag structure are stable 
only for small magnetic fields. Thus, in experiments mostly short chains with aligned 
magnetic moments are found [ 22]. 

Two scenarios of cube rotation depending on the frequency of the rotating mag-
netic field are possible. For a frequency smaller than the critical frequency . fc, the  
cube rotates synchronously with the magnetic field. Depending on the strength of 
the magnetic field and initial conditions the cube with rounded corners rotates on 
an edge, corner, or a face [ 22]. The corresponding motion of the cube can be seen 
in Video1, Video2, and Video3 [ 39]. For magnetic field frequency. f > fc, an asyn-
chronous motion of a cube is observed. The critical frequency . fc ∝ 1/B and for 
.1.5μm large hematite cubes at .B = 1mT one finds that . fc ≈ 10Hz. 

For large enough rotating magnetic fields, depending on the initial conditions, 
either precession of the magnetic moment or back-and-forth rotation are observed 
(see Video4 and Video5 [ 39]). In the last case, the cube rotates more slowly than the 
magnetic field and, in order to catch up with the magnetic field, the cube for a short 
time rotates in the opposite direction. When gravitational effects start to dominate, 
precession is not observed any more. Instead, a combination of back-and-forth and 
precession is observed (see Video6 [ 39]). Initially a cube rotates on its face. The lag 
increases, but instead of back motion to catch up with the magnetic field, the cube 
rolls, the magnetic moment goes out of the plane of the rotation magnetic field and 
through this rolling motion catches up with the magnetic field [ 22]. For a single cube, 
the magnetic moment usually goes out of the plane of the rotation magnetic field. 
The magnetic moment is in the plane of the magnetic field only for synchronous 
rotation on an edge (see Video1 [ 39]), where the edge slides on the bottom surface 
of a capillary [ 22]. 

For chains of cubes, depending on the frequency of the rotating magnetic field, 
the two scenarios of synchronous and asynchronous rotation with the magnetic field 
are possible. The critical frequency. fc depends on the chain length (number of cubes 
in chain), decreasing for increasing chain length. In the synchronous motion, the 
cubes forming chains rotate on an edge or a face (see Video7 and Video8 [ 39]). No 
motion on a corner is possible due to geometric restriction. In the asynchronous case 
back-and-forth rotation, periodic disassembly and reassembly of chain, and out of 
plane rotation are observed [ 22]. The corresponding motion of the two-cube chain 
can be seen in Video9, Video10, and Video11 [ 39]. The precession of the magnetic 
moment for a chain is not observed due to the same geometric restrictions. Instead, 
the out of plane rotation was observed. For out of plane motion, one finds the similar 
dynamics as for a single cube when the precession of the magnetic moment become 
impossible. To catch up with the magnetic field, the chain rolls and catches up with 
the magnetic field through rolling motion where the magnetic moment goes out of
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the plane of the rotating magnetic field and then returns. Unlike, for a single cube, 
magnetic moments of cubes in a chain are usually in the plane of the rotation magnetic 
field. The magnetic moment goes out of the plane of the rotating magnetic field only 
in one case, called the out of plane rotation, which is a combination of precession 
and back-and-forth motion. [ 22]. 

Interestingly, the dynamics of an individual chains depend on the clockwise or 
anticlockwise rotation direction of the magnetic field [ 22]. However, there is no more 
trend when averaging over many chains. The reason for this is that, similarly to single 
cube (see Fig. 6.5), also two alignments are possible for straight chains in a static 
magnetic field. In a large sample there are approximately equal number of chains in 
each alignment. Particles in each alignment behave differently at a given clockwise 
and anticlockwise rotation direction of the magnetic field. But the first alignment’s 
dynamics in a clockwise rotating magnetic field is equal to the second alignment’s 
dynamics in an anticlockwise rotating magnetic field. Thus, they balance out this 
effect and on average there are no differences [ 22]. 

Hematite particles agglomerate when their concentration is increased in a static 
magnetic field [ 8, 12]. In a slowly rotating magnetic field (in .xy plane) agglomer-
ates rotate as a solid body with the frequency of the rotating magnetic field. If the 
frequency is increased . f ∈ (3, 30)Hz the swarms are formed [ 12, 18]. Swarms of 
circular shape consist of individual rotating cubes and short chains (mostly two-cube 
and three-cube chains) [ 12]. Chains and individual cubes forming swarms rotate with 
the frequency of the rotating magnetic field [ 18]. Swarms exhibit a smaller rotation 
frequency than the rotating magnetic field. For large swarms (consisting off more 
than.105 cubes) only the outer particles rotate as the rotation speed is an exponential 
function from the distance to the center of the swarm [ 18]. For smaller swarms (.103– 
.104), however, particles in the center rotate with almost angular constant velocity 
which agrees with the results of model [ 23], which incorporates lubrication forces 
and magnetic dipole-dipole interactions. For small frequencies (up to.15Hz) the  rota-
tion frequency of the swarm is proportional to the frequency of the rotating magnetic 
field [ 12, 18]. The large swarms behave like a two-dimensional chiral fluid [ 18]. 

6.4 Conclusions 

After summarizing the literature of hematite synthesis methods, particular atten-
tion was paid to the methods for the production of cubic-shaped hematite particles. 
Solvothermal methods in particular the diluted solution method and Sugimoto gel-
sol method were identified as the most suitable ones. It has been proved that the size 
of hematite particles strongly depends on the .Fe3+ ions concentration in the initial 
solution. 

We also summarized the richness of the possible structures that cubic-shaped 
hematite particles may form in magnetic colloids. In weakly concentrated colloids, 
particles arrange in chains of types that depend on the strength of the external mag-
netic field: straight chains with magnetic moments arranged in zig-zag structures,
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short straight chains with magnetic moments aligned with the external magnetic 
field, and longer chains with kinks, while keeping the individual particles magnetic 
moments aligned with the external magnetic field. In a rotating magnetic field chains 
and individual cubes rotate or roll. Rolling motion and rotation are observed when 
the magnetic field is rotating in the .xz (vertical) and .xy (horizontal) plane respec-
tively. Both for rolling and rotation synchronous and asynchronous motion with the 
external rotating field is observed. In the case of rotation, the chain can go out of the 
plane of the rotating magnetic field. 

For magnetic colloids with higher concentration, particles arrange and form aggre-
gates. These aggregates rotate as a solid-body in a very slowly rotating magnetic field. 
If the frequency is increased the circular shaped swarms of particles are formed. These 
swarms consist of individual cubes and short chains which rotate with the frequency 
of the external magnetic field. 

Suspension of hematite particles is interesting, in particular, by unusual compe-
tition of magnetic and steric interactions due to the non-trivial orientation of the 
magnetic moment in the particle. The size of the hematite particles makes it pos-
sible to observe them easily in the optical microscope. Since their magnetization 
is rather small then new situations arise where magnetic interactions compete with 
other interactions in the system, for example, due to the viscous lubrication forces. 
The present investigation was motivated by the goal to develop quantitative models 
of unusual behavior of hematite particle suspensions seen in experiments. 
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Chapter 7 
The Synchronous to Exchange Transition 
in Magnetically Driven Colloidal Dimers 

Mattia Ostinato, Antonio Ortiz-Ambriz, and Pietro Tierno 

7.1 Introduction 

Microscopic colloidal particles under time-dependent external fields represent an 
accessible model system to investigate the fascinating emergent dynamics that occur 
when many-body systems are driven out of equilibrium [ 1– 5]. Colloids have a 
size in the visible wavelength, are characterized by experimentally accessible time 
scales, and can be easily manipulated with the aid of relatively low intensity external 
fields [ 6– 8]. When the particles are located close to a wall, or within a narrow chan-
nel, the combination between pair interactions and confinement may lead to novel 
dynamics and emerging phenomena [ 9– 13]. 

Here, we use numerical simulations to investigate the dynamic states emerging 
from a collection of magnetic particles strongly confined between two thin plates such 
that overpassing along the perpendicular direction is forbidden. A similar confine-
ment was studied in the past to model geometric frustration, but it used size-tunable 
hydrogel particles without an external field, and thus the particles were passive and 
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non driven [ 14– 16]. Instead we consider the situation where, in the presence of a time-
dependent field, the particles form a series of dynamic states resulting from the combi-
nation of excluded volume, confinement and induced magnetic dipolar forces. These 
states were recently realized experimentally [ 17, 18], and here we present numeri-
cal simulation results aiming at investigating the transition between two of them. In 
particular, we focus on the transition between a collection of synchronously rotat-
ing, localized dimers and an exchange phase, where the dimers break and exchange 
particles between them. We start the present contribution by illustrating the experi-
mental system and the different dynamic states that the particles form by varying the 
field parameters. After that, we describe in detail the numerical simulation scheme 
adopted. Later we define our order parameter and how we extract different informa-
tion on the nature of the observed transition. We finally conclude the manuscript by 
resuming the main results and discussing the nature of the observed transition. 

7.2 Realization of the Colloidal Dimers and Exchange 
States 

7.2.1 The Experimental System 

The experimental system was developed in Ref. [ 17] and employed commercial 
paramagnetic colloids (Dynabeads M-270) made of a cross-linked polystyrene matrix 
with surface carboxylic groups. These particles have an average diameter. d = 2.8μm
and present a narrow size distribution. The magnetic properties of these particles 
arise from the uniform doping with iron oxide superparamagnetic grains (.∼ 20% by 
vol.) which increases the particle density to .ρ = 1.6 g cm−3. Due to this doping, the 
particles can be controlled by an external magnetic field. B. In particular, when.B /= 0, 
the paramagnetic colloids acquire an induced dipole moment which points along the 
field direction, .m = πd3χB/(6μ0), being . χ the magnetic volume susceptibility of 
the particle, and .μ0 the permeability of vacuum. Thus, a pair of particles .(i, j) at a 
distance .r = |ri − r j | interacts via the magnetic dipolar potential, 

.Udip = − μ0

4πr5
[
3(mi · r)(m j · r) − (mi · m j )r2

]
(7.1) 

which is attractive (repulsive) for particles with magnetic moments parallel (perpen-
dicular) to . r . 

The particles were diluted in highly deionized water, and confined between two 
glass surfaces made of a plain microscope slide and a coverslip. To achieve a small 
confinement, both plates were manually pressed, and later glued with a fast-curing 
epoxy adhesive. With this method, it was possible to obtain a small thickness in 
the range .h ∈ [3, 6]μm. Such thickness was measured by analyzing the horizontal 
projection length of formed dimers under a static, perpendicular field .B = B z. The  
particles were visualized with an upright optical microscope which was equipped
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with a set of custom build magnetic coils, that allows generating homogeneous, 
static and time-dependent magnetic fields. 

7.2.2 Colloidal States Under the Precessing Field 

From Eq. 7.1 follows that the pair interactions between the paramagnetic colloids can 
be tuned by an external field. B. When the particles are confined above a plane, a static 
field .B = B z applied perpendicular to such plane induces an isotropic repulsion 
and, within the correct range of . B, one can induce the formation of a triangular 
lattice [ 19, 20]. In contrast, anisotropic attractive interactions can be induced via a 
static, in-plane field applied along the . x or . y axes [ 21, 22]. This situation becomes 
different when the particles are confined between two plates, as shown in Fig. 7.1d. 
Osterman et al. [ 23] demonstrated that the confinement may soften the pair repulsion. 
For particles enclosed between two hard walls and separated by a distance .h < 2d, 
the potential in Eq. 7.1 may be rewritten as, 

Fig. 7.1 a–c Optical microscope images of confined paramagnetic colloids within a cell of thickness 
.h = 3.9μm. In  a there is no external field, in b the particles are subjected to a precessing field with 
amplitude.B0 = 7.3mT, cone angle.θ = 26.9◦, frequency. f = 1Hz, and in c the frequency is raised 
to . f = 20Hz. All images have a scale bar of .10μm. d Left: Sketch of the particles inside a cell 
of thickness .d < h < 2d for frequency. f < fr (top) and. f > fr (bottom). Right: The precessing 
magnetic field with the cone angle . θ . e Normalized angular frequency . ν of a dimer versus field 
frequency . f showing the transition from synchronous to asynchronous regime at . fc = 9.8Hz. 
Scattered data are experimental results, the continuous line is from numerical simulation. Image 
adapted with permission from Ref. [ 17].
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.Udip = −μ0m2

4π

┌
r2 − 2z2

(r2 − z2)5/2

┐
, (7.2) 

which shows that two particles repel when the elevation difference between their 
centers .∆z, is  .∆z < d/

√
5, and otherwise they experience a short-range attractive 

and long-range repulsive potential. Such interactions give rise to different self assem-
bled structures at equilibrium, featuring hexagonal, square, stripe or labyrinth-like 
ordering. 

In contrast to a static field, the formation of interacting dimers was induced via 
a time-dependent field, as shown in Fig. 7.1d. This field performs a conical rotation 
around an axis . z perpendicular to the sample plane with a frequency . f and a cone 
angle . θ , 

.B = B0[cos θ ẑ + sin θ(cos (2π f t)x̂ + sin (2π f t) ŷ)], (7.3) 

where .B0 is the field amplitude. Under this type of forcing, novel dynamic colloidal 
patterns were observed. In particular, the sequence of images in Fig. 7.1a, c shows 
how a colloidal suspension confined to a narrow cell of thickness .h = 3.9μm self-
organizes from an initial disordered phase (a) with .B = 0. A precessing field with 
a relative slow frequency (. f = 1Hz, .θ = 26.9◦) arranges the paramagnetic colloids 
into an ensemble of rotating dimers, which perform a rotation around the . z axis 
(b). Each dimer is composed of two particles, one closer to the top plate (“up”) 
and the other closer to the bottom one (“down”). They can be experimentally dis-
tinguished by their different brightness resulting from the different elevations, and 
are highlighted in the images by two colors. The dimers are stable as long as the 
field is kept fixed, and this state can be destabilized by increasing . f . As shown  in  
Fig. 7.1c, by raising the driving frequency to . f = 20Hz, the dimers break and the 
colloidal systems transforms into two separated lattices made of up and down parti-
cles. The up particles are close to the top plane, and remain there as long as the field 
is applied. A corresponding lateral sketch of the the particle locations with respect 
to the plates can be found in Fig. 7.1d. Depending on the density of the particles 
and the cell thickness, a continuous variation of . f can drive the system into two 
different high frequency states. For each transition path, a transition frequency can 
be defined, namely . fr , which separates the stable dimer from the broken (up and 
down) state and a synchronous to asynchronous transition frequency, . fc. The latter 
separates two different rotational modes of the dimers, Fig. 7.1e. When . f < fc, the  
dimers rotate synchronously with the precessing field, and their rotational frequency 
is.ν = f . In contrast, for. f > fc, the phase-lag angle between.B and the dimer long 
axis changes in time, and the dimers enter into an asynchronous regime, showing 
a characteristic “back-and-forth” rotation. Due to these oscillations, their rotational 
motion decreases, as shown in Fig. 7.1e. 

The different dynamic states depend on both the frequency . f and cell thickness 
. h. As shown in the schematic in Fig. 7.2a, we find four types of transition paths 
when starting from the synchronous regime, i.e. at low frequency. The first is the 
Synchronous-Asynchronous (SA), which can be more complex with an intermediate 
Exchange state (SEA). In such state which is usually observed at high density, the
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Fig. 7.2 a Four transition paths, experimentally observed under a field of amplitude.B0 = 7.28mT 
and cone angle .θ = 26.9◦. In all cases the starting frequency is . f = 1Hz. The first image on the 
top illustrates the Synchronous.→ Asynchronous (SA) transition (. f = 20Hz) with a cell thickness 
of .h = 5.1μm. The second the Synchronous .→ Exchange (. f = 8Hz) .→ Asynchronous (SEA) 
transition (. f = 25Hz).h = 4.4μm, the third, the Synchronous.→Exchange (. f = 3Hz).→Rupture 
(SER) of dimers (. f = 14 Hz),.h = 4.4μm. The last, the Synchronous.→ Rupture (SR) transition 
(. f = 9 Hz),.h = 4μm. b Regions where the transition paths occurs in the.(Φ, h) plane. Scattered 
symbols are experimental data, shaded regions result from numerical simulations. c Mean rotation 
frequency versus . f and c nearest neighbor separation distance .⟨∆r⟩ for different cell thickness . h
and normalized area packing fraction. Φ. Image adapted with permission from Ref. [ 17] 

dimers break up, and the composing particles exchange positions by passing close to 
near particles, forming a rotating dimer for half period of the field, and then breaking 
again. Further, the synchronous-exchange path may instead be followed by a rupture 
state (SER), namely the up and down crystal or simply the synchronous state can go 
directly into the rupture one (SR). The diagram in Fig. 7.2b illustrates their locations 
when varying the normalized area packing fraction, .Φ = Nπd2/(4A), being .N the 
number of particles and . A the corresponding area. One can identify these states by 
measuring two observables related with the particle dynamics. They are the average 
rotation speed of the dimers, shown in Fig. 7.2c, and .⟨∆r⟩ which is the average 
distance between nearest neighbors, Fig. 7.2d. In the numerical work, we focus on 
the transition between the synchronous-exchange state along the SER path, and 
carefully analyze how this transition set in by raising . f .
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7.3 Numerical Simulation 

We perform Brownian dynamics simulations using the free package LAMMPS [ 24] 
modified to consider the particle induced dipole moment and an overdamped inte-
grator. In particular, we simulate .N = 1000 paramagnetic colloids with individ-
ual positions .ri = (xi , yi , zi ) confined in a quasi two dimensional (2D) box of size 
.Lx × Ly × h.The box has periodic boundary conditions on the.(x, y) plane and fixed 
walls on the. z axis at positions.z = ± h

2 . For each particle, we integrate the equations 
of motion, 

.γ
d ri
dt

=
∑

j /=i

Fint (ri − r j ) + Fw + Fg + η(t) (7.4) 

where. γ is the viscous friction,.Fint (ri − r j ) is the total force exerted on particle. i by 
particle. j , .Fw is the normal force exerted by the confining walls on particle. i , .Fg the 
gravitational force and.η(t) the force due to the thermal fluctuations. The total force on 
the particle results from an interaction potential, .Fint

(
ri − r j

) = −∇Uint
(
ri − r j

)
, 

where .Uint
(
ri − r j

) = Udip
(
ri − r j

) +UWCA
(||ri − r j

||). Here the first term is the 
magnetic dipolar interaction (Eq. 7.1), while the second one refers to a repulsive 
Weeks-Chandler-Andersen (WCA) potential .UWCA, which is given by, 

.UWCA =
{
4ϵ

[(
d
r

)12 − (
d
r

)6] + ϵ for r < 2
1
6 d

0 for r > 2
1
6 d

(7.5) 

Further, the interaction between the particles and the wall, .Uw(z) is also given by 
a WCA potential, with .Fw(z) = −∇Uw(z) and the gravitational force is given by 
.Fg = −π∆ρgd3z/6 being.∆ρ the density mismatch between the particles and water 
and . g the gravitational acceleration. Finally we assume that . η(t) ≡ (ηx , ηy, ηz)

are random Gaussian variables with zero mean, .⟨ηi (t)⟩ = 0 and correlation func-
tion:.⟨ηi (t)η j (t ')⟩ ≡ 2kBT γ δi jδ(t − t '), being.kB the Boltzmann constant and. T the 
experimental temperature. 

In the simulations, we usually fix .N and the normalized area fraction . Φ = Nπd2

4A
being.A = Lx × Ly = L2 and varying the driving frequency. f , which is our control 
parameter. For each value of the frequency, .M = 10 statistically independent runs 
are performed, each with a randomized initial configuration. The obtained observable 
are then averaged over these .M configurations. We introduce parameters extracted 
directly from the experiments, such as .φ = 0.262, .h = 3.9 μm, .B0 = 7.28mT, 
.d = 2.8μm, .θ = 27◦, .γ = 56.75 × 10−6 pN s nm−1, .∆ρ = 103 Kgm−3, . χ = 0.4
and use as value for the WCA potential .ϵ = 104 pN nm [ 25, 26]. Our system is 
initialized by randomly placing the particles in the .z = 0 plane, with the values of 
the coordinate of each particle center,. xi and. yi being drawn each independently from 
a uniform distribution in .(− L

2 , L
2 ). We further avoid artifacts due to the close prox-

imity of the particles by imposing that each particle position must be at a minimum 
distance of.d + δ, being. δ a tolerance parameter which is set to.50 nm. Equations 7.4
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are then integrated with a simulation time step of .δt = 10−4s and a total simulation 
time of .ttot = 1000 s. 

Finally, in the runs that investigate the SER transition path, we switch off gravity 
to avoid perturbing the final distribution of the up and down particles. 

7.4 The Synchronous-Exchange Transition 

7.4.1 Order Parameter 

We use numerical simulations to investigate the SE transition which occurs when 
the dimers break and exchange particles with their neighbors. The advantage of the 
simulation is that it allows us to carefully tune the driving frequency and to consider 
relatively large systems, increasing the statistical average. As an order parameter 
that allows to distinguish between the synchronous and the exchange state, we use 
a combination of stroboscopic measurements and Voronoi tessellation, following 
a previous work [ 27]. In particular, our procedure is schematically illustrated in 
Fig. 7.3a–d. First, for a state at time . t we define the Voronoi tessellation as the 
set of polygons .{ai (t)} for .i ∈ {1, 2, ..., N } such that the area inside the polygon 
.ai (t) contains only the points whose (Euclidean) distance is closer to particle . i
than other particles. Then, a particle is defined as active at time . t if its position 
after half a period, .ri (t + T/2), is contained by its Voronoi polygon half a period 
before, .ai (t − T/2). The series of images in Fig. 7.3a–d show how this definition 
applies to the synchronous (a, b) and exchange (c, d) states. In the former regime, 
the particles within the dimers at .t = t ' − T/2 (a) display similar positions after 
a period, .t = t ' + T/2 (b), and identical Voronoi tessellation (green mesh). This 
fact results from the reversible trajectories which cyclically repeat after one period 
even for isolated particles which in this regime do not perform hopping motion, 
with negligible deviation due to thermal fluctuations. Thus, all particles in Fig. 7.3, 
panels (a, b) are considered as passive. The situation changes in the exchange phase, 
illustrated in panels (c, d). After one driving period, at .t = t ' + T/2 (d), due to the 
exchange position process, many particles are no longer in their original cells, and 
this generates active particles, which are highlighted by an orange ring. 

Once identified the active particles, we define the order parameter .ψ(t, f ) as the 
fraction of such particles at time . t ; .ψ(t, f ) = Nactive(t, f )/N , being .N the total 
number of particles. In Fig. 7.3e we show the time evolution of .ψ averaged over . 10
simulations for .N = 1000 particles, starting from random initial conditions and in 
the range of frequencies . f ∈ [3.1, 3.3]Hz. Here it should be noted that single iso-
lated dimers display a transition from synchronous rotation to broken dimer above 
.3.3Hz, sign of the collective nature of the exchange phase. Moreover, since the range 
of frequencies is very small, all curves in Fig. 7.3e start from similar initial values. 
However, after an initial relaxation time, different frequencies produce very differ-
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Fig. 7.3 a–d Simulation snapshots explaining the classification of particles into active and passive. 
Top a, b panels corresponds to . f = 2.8Hz while bottom c, d to . f = 4Hz. Left a, c panels are 
taken at time.t = t ' − T/2, while right panels b, d at .t = t ' + T/2, being. T the period of rotation 
of the magnetic field. The particles colored in red (blue) are close to (far away from) the top wall. 
The green mesh illustrates the Voronoi tessellation, while the particle trajectories are superimposed 
to the images in black in panels b, d. The orange disks in panel d indicates colloidal particles that 
are considered “active”. e Evolution with time of the fraction of active particles.ψ for four different 
driving frequencies averaged from.10 simulation runs (.N = 1000). The continuous lines through 
the data are non linear regressions following a stretched exponential, see text
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ent final steady-state values of activity. During the relaxation process, we observe 
that colloidal particles close enough were able to join forming dimers. At high fre-
quencies, these dimers are not stable but keep breaking and reforming, impeding the 
system to leave the active state. However, at low frequencies, the dimer can survive 
long enough to interact repulsively with neighboring dimers and arrange themselves 
into a low ordered configuration, like that depicted in Fig. 7.3a. In such state, the 
dimers are mainly stable, and unpaired colloids are isolated, with no possibility of 
hopping, thus reaching a low activity state. 

We find that all curves in Fig. 7.3e can be fitted by a stretched exponential function 
of the form, 

.ψ(t) = ψ0 exp

┌

−
(
t

λ

)β
┐

+ ψ∞ (7.6) 

with a stretching exponent .β ∈ [0, 1]. This functional form is commonly used when 
modeling relaxation in glasses, or to approximate response functions (be it mechan-
ical, electric or magnetic) in disordered media. 

7.4.2 Relaxation Time 

Using Eq. 7.6, we could fit all the simulation data, and extract two main parameters, 
the steady-state activity from the constant.ψ|t→∞ = ψ0 and the relaxation time scale 
which is given by the first moment of the stretched exponential function [ 28]: 

.τr = λ

β
┌

(
1

β

)
, (7.7) 

being .┌ the gamma function. Figure 7.4a, b show both quantities as a function of 
the reduced frequency, here defined as .| f − fr |/ fr being . fr the rupture frequency 
that bridges the synchronous to the exchange phase. To determine . fr , we start  by  
considering the behavior of the asymptotic activity, which is shown in the inset of 
Fig. 7.4a. While the left of the plot is nearly flat, with a small increase which could 
be due to thermal fluctuations, .ψ|t→∞ rapidly raises for . f > fr following a power 
law behavior. We fit this plot using a piece-wise function of the form. (( f − fr )/ fr )γ

for . f > fr and . 0 otherwise, and extract a value for the critical frequency of . fr =
3.185 ± 0.001Hz, with an exponent.γ = 0.7. Using the value of. fr , we can calculate 
the reduced frequency as .| f − fr |/ fr and we use it to plot the one branch of the 
asymptotic activity in Fig. 7.4a. In Fig. 7.4b, we show the relaxation timescale . τr
extracted from the two branches close to . fr as a function of the reduced frequency, 
while the small inset shows the full region around . fr in linear scale. Here the right 
branch (. f > fr ) is displayed as a solid line, while the left branch (. f < fr ) as a dotted  
one. While these data are noisier than the asymptotic activity, they still exhibit a linear 
behavior in the logarithm plot. We find that both curves are consistent with the .1.23
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Fig. 7.4 a Asymptotic value 
of the order parameter.ψ in 
the long time limit against 
reduced frequency. Here. fr
denotes the critical frequency 
of rupture, calculated from 
fitting the plot in the inset to 
a piece-wise power law, 
which gives an exponent 
.γ = 0.7 (orange lines). b 
Relaxation time of.ψ after a 
random initial state. Both 
branches appear to be 
consistent with an exponent 
of.1.23 (dotted line). The 
inset shows the divergence of 
the timescale around the 
critical frequency. fr

exponent predicted for the Manna (conserved-DP) universality class [ 29], which is 
shown as a dotted line. 

7.5 Conclusion 

We have investigated the collective dynamics of paramagnetic colloids driven by 
a precessing field while being confined within two narrow plates. We focus on the 
transition between two dynamic states, synchronous and exchange, which occurs at 
large particle densities. We identify a critical rupture frequency that bridges these 
two states and define an order parameter as the fraction of active particles. We find 
that the time dependence of the order parameter can be well capture by a stretched 
exponential function which allows us to measure the relaxation time associated with 
such transition. We find an exponent consistent with the Manna universality class, 
which points toward the presence of an absorbing phase transition in such system. 

Out of equilibrium phase transitions have been reported in models that describe 
disparate phenomena, from the onset of turbulence [ 30], to forest fires [ 31] and 
financial crises [ 32]. Among these, a recurrent observation is the existence of an
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absorbing phase, which appears in systems that fall into a state from which they 
can’t get out [ 33]. Other examples of absorbing phases are observed in models for 
catalytic chemical reactions [ 34] interface growth [ 35], wetting [ 36], depinning [ 37], 
and granular matter [ 38]. Also recently, periodically sheared emulsions have risen as 
model systems for non-equilibrium transitions with an absorbing phase; one of the 
very few experimental realizations of such a transition [ 39, 40]. We have provided 
another system that can be used to investigate the fascinating collective physics of 
these systems when they are driven out of equilibrium by an external field. 
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Part III 
Water and Solutions



Chapter 8 
Influence of Magnetic Field on Water 
and Aqueous Solutions 

Sruthy Poulose, Jennifer A. Quirke, and Michael Coey 

8.1 Introduction 

The influence of a magnetic field B (measured in Tesla) on condensed matter 
depends on the nature of the field, whether homogeneous or inhomogeneous, static 
or dynamic. The simultaneous application of an electric field E (measured in Vm−1) 
creates a dielectric polarization or excites an electric current that can modify the 
magnetic response. In this chapter, our focus is on the response of water and aqueous 
solutions to homogeneous and inhomogeneous static magnetic fields. B is the funda-
mental divergenceless magnetic field with no sources or sinks. The magnetic response 
of condensed matter however is determined by a different field, the local magnetic 
field strength H. The two are related by the equation, 

B = μ0(H + M ) (8.1) 

where μ0 is the magnetic constant 4π 10–7 TmA−1, and the magnetization M is the 
magnetic moment per unit volume of condensed matter. Units of H and M are both 
Am−1; an equivalent unit for M is JT−1 m−3, based on the expression for the energy 
of a magnetic moment m (units Am2) in a field of B, E = −  m.B JT−1.
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8.1.1 Susceptibility 

The basic response of water or aqueous solution to a field H is the appearance of an 
induced magnetization, proportional to the magnetic susceptibility χ of the liquid, 
defined by 

M = χ H (8.2) 

M is isotropic and initially linear in field. Thus defined, susceptibility is a pure 
number, with no dimensions. The value for water is – 9.0 × 10−6, so water is diamag-
netic with induced magnetization directed opposite to the applied field H0. The local 
magnetic field strength is related to H0 via a ‘demagnetizing’ factor that depends 
only on the shape of the sample with limits 0 ≤ N ≤ 1. 

H = H0 − N M (8.3) 

Dividing Eq. 8.3 by H, it can be seen that H is actually bigger that H0 when χ is 
negative, but the difference for water is very small, and it can usually be neglected. 

Other definitions of susceptibility are possible, where it is not dimensionless. 
Sometimes H0 is replaced by B0. Also cgs units (emu, Oersted and Gauss) may be 
encountered. The dimensionless cgs susceptibility is smaller than its SI counterpart 
by a factor 4π because μ0 = 1GOe−1 in the cgs system. Table 8.1 lists values for 
the susceptibility of water, together with its units, for different definitions to ease 
confusion when reading literature that does not use Eq. 8.1 and SI units. Besides the 
magnetic moment per unit volume used in our definition of χ, the magnetic moment 
per unit mass or per mole may be used instead. There is little temperature dependence 
for water; the susceptibility is found to increase by 1% in the range 1–80 °C due to 
a slight weakening of the hydrogen bonds [12, 48]. 

There are two notable magnetic consequences of the diamagnetic susceptibility 
of pure water in a non-uniform field. One is the Moses Effect [5], where a field is 
applied to region of water of depth d in an open bath. When a long bath of water is

Table 8.1 Summary of different ways of defining the susceptibility of water, with corresponding 
units in brackets 

Field Volume susceptibility Mass susceptibilitya,b Molar susceptibilityc 

H (Am−1) − 9.0 × 10–6 (–) − 9.0 × 10–9 
(m3kg−1) 

− 1.62 × 10–10 (m3mol−1) 

B (T) − 7.2 (JT−2 m−3) − 7.2 × 10–3 
(JT−2 kg−1) 

− 1.29 × 10–4 
(JT−2 mol−1) 

H (Oe) 
B (G) 

− 7.2 × 10–7 (–) − 7.2 × 10–7 (emu 
Oe−1 g−1) 

− 1.29 × 10–5 
(emuOe−1 mol−1) 

A dash indicates a susceptibility that is dimensionless 
a 1 emu  = 10–3 Am2. b 1G = 10–4 T. c 1 mol of water = 0.018 kg 
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placed between the poles of an electromagnet, a small depression δ of the surface in 
the field is observed due to the magnetic pressure 

Pm = 1/2μ0χH 
2 (8.4) 

exerted on the water. Equating this to the change in hydrostatic pressure δρg. The 
value of δ for μ0H = 1 T is just 360 μm. In 10 T, the effect rises to 3.6 cm. (The red 
sea is 3 km deep) 

The other effect is diamagnetic levitation. A pendant droplet in a vertical magnetic 
field gradient ∇zB experiences an apparent change of weight due to the Kelvin force 
density, also known as the ‘magnetic field gradient force’ density FK = −  (1/2μ0)χ 
∇zB 2. The force will counterbalance the weight when − (1/μ0)B∇zB = −  ρg, where 
ρ is the density of water. The numerical condition for levitation of water is therefore 

B∇zB = −1360 T2 m−1 . (8.5) 

It is possible to suspend water droplets and other objects composed mainly of 
water (frogs, strawberries ….) in stable equilibrium close to the top of an open bore 
of a Bitter magnet or superconducting solenoid where the field is nonuniform and ~ 
20 T [56]. 

A further effect on a pendant or suspended water droplet is due to Maxwell stress. 
An applied field H0 induces a small uniform magnetization M in droplets of isotropic 
paramagnetic or diamagnetic liquids, as indicated in Fig. 8.1. The ‘demagnetizing’ 
effect can usually be neglected in water on account of its small susceptibility, although 
this is not the case in strongly paramagnetic ferrofluids with χ ~ 1, which minimize 
their total energy in the magnetic field by adopting spectacular spiked surfaces [54]. 
The pressure is not continuous at an interface between a liquid magnetized in a 
uniform field and vacuum, where a ‘magnetic normal traction’ 

Pn = 1/2 μ0M 2 ⊥ (8.6) 

acts perpendicular to the interface [16, 54].

Fig. 8.1 Effects of a magnetic field on water. a Moses effect in a localized field b levitation in a 
large vertical field gradient and c Maxwell stress on a spherical droplet in a uniform field 
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8.2 Pendant Droplets 

Fitting the shape of pendant liquid droplets captured in an optical contact analyser is a 
commonly used method to determine the surface tension of liquids. The pear-shape 
of the droplet is a consequence of equilibrium between gravitational and surface 
tension forces. Commercial optical droplet analysers fit the shape of the outline of 
a digital photographic image of the pendant droplet to a parametric equation from 
which surface tension γ is determined, given the liquid density ρ. Both vary with 
temperature, which should remain constant over the course of the measurement. To 
use the method to investigate magnetic field effects, permanent magnets are preferred 
to electromagnets, which have the drawbacks of heating and restricting access. 

There are three ways a magnetic field could influence the shape of a pendant 
droplet. 

(1) Maxwell stress 
(2) A change in the surface tension of the liquid 
(3) Kelvin force in the direction of the field gradient when the field is non-uniform. 

The first two effects can be produced by a uniform applied field, the third depends 
on the field gradient to provide partial magnetic levitation. 

Maxwell stress. A uniform field H0 applied to a droplet of isotropic paramagnetic 
or diamagnetic liquid, induces a small uniform magnetization M = χH0, as indicated 
in Fig. 8.1c. The ‘demagnetizing’ effect can usually be neglected in water and dilute 
solutions of paramagnetic ions on account of their small susceptibility, although this 
is not the case in strongly paramagnetic ferrofluids with χ ~ 1, which minimize 
their total energy in the magnetic field by adopting the characteristic spiked surfaces 
described by Rosensweig. The pressure is not continuous at an interface between 
magnetized liquid and vacuum, where the magnetic normal traction of Eq. 8.6 appears 
in a direction perpendicular to the interface [54]. There is also a tangential component 
Sθ of the Maxwell stress in the Lorentz formulation, and the components as given 
by Datsyuk and Pavlyniuk [16] when the susceptibility is small are 

Pr = 1/2μ0M 2 cos2 θ 
Sθ = 1/2μ0MH sin2θ. (8.7) 

The tangential component for water is the larger by five orders of magnitude (1/ 
χ). Integrating the component of the normal stress in the z-direction of the magnetic 
field over a hemisphere the stress in the z-direction is (1/4)μ0M2. A consequence of 
the deformation of the magnetized droplet due to Maxwell stress is an increase in 
its surface area. The deformation δd/d of the in the direction of the field, where d is 
the droplet diameter is a function of the dimensionless quantity μ0M2d/4γ, where γ 
is the surface tension of the liquid and for small deformations of a pendant droplet 
they should be roughly equal. Hence, we can estimate that the deformation of a 4 
mm pendant water droplet due to the normal Maxwell stress in 1 T as approximately
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4.5× 10–7. However, if we take account of the z-component of the tangential Maxwell 
stress (1/3)μ0MH, the estimated deformation in 1 T is 4%, or 1% in 0.5T. 

A similar result is obtained by relating the Maxwell stress to the magnetic Bond 
number Bm, the dimensionless ratio of magnetic to surface energy, defined as Bm 

= χB2d/2μ0γ. This ratio is 0.2 for a 4 mm droplet of water in 1 T and one or two 
orders of magnitude greater in solutions of paramagnetic ions. The deformation of 
the droplet in a uniform applied field is proportional to the square of the field, the 
susceptibility of the liquid and the size of the droplet itself [21, 22]. 

The field produced by a single permanent magnet is inherently non-uniform in 
magnitude and direction. To achieve an approximately-uniform field over a droplet, 
the magnets must have dimensions that are several times that of the drop. A simple 
configuration uses two identical rectangular magnet blocks magnetized the same 
direction, with the drop in the airgap between them. The permanent magnet config-
urations in Fig. 8.2a and b are assemblies of small magnet cubes designed apply a 
vertical magnetic field gradient ∇B to a pendant droplet. 

Measurements of the influence of magnetic field on the shape of a pendant drop 
are conveniently made by first observing the drop in zero field in an optical contact 
analyser, then raising the permanent magnet array so that the drop is immersed in the 
field and after several minutes of observation lowering the magnets and observing the 
drop again in zero field. In this way it is possible to correct for any drift. An example 
of a measurement of water in the nonuniform field produced by the magnet arrays of

Fig. 8.2 Magnet arrays that produce a a vertical field with a vertical gradient and b a horizontal 
field with a vertical gradient. Black arrows show direction of magnetization of the green permanent 
magnets. The variation of B and ∇zB with height above the centre of each magnet array is shown. 
The measurement positions in the vertical and horizontal fields are noted 
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Fig. 8.3 Left. Typical data on a drop of diamagnetic water in no field and in a vertical gradient field. 
The droplet shape in terms of an ‘apparent surface tension’ as the magnets are raised to influence 
the drop, and then lowered again to establish any baseline drift 

Fig. 8.2a and b is shown in Fig. 8.3. All three effects listed above are simultaneously 
present, but the Kelvin force is dominant, and it tends to partially levitate a drop 
of pure water since B∇zB at the centre is − 43 T2m−1, a fraction of that given by 
Eq. 8.5. The points on the figure correspond to fitted images, with the normal value 
of g, the acceleration due to gravity, and a change in ‘apparent surface tension’ γeff 

that best fits the shape. 
The deformation due to the magnetic field gradient effect is the greatest whenever 

it is present, but it is eliminated when the field is uniform. The influence of a uniform 
450 mT field on γeff of deionized water is an increase of 0.19 ± 0.21 mNm−1 

. The 
error is the standard deviation on the mean of 37 measurements. The contribution of 
Maxwell stress to the deformation of a pure water droplet is negligible. 

8.3 Surface Tension 

8.3.1 Static Surface Tension 

Returning to the question of surface tension, it is possible to eliminate any direct 
influence of magnetic forces on a liquid that has exactly zero susceptibility. This is 
achieved in dilute solutions of the right concentration of a paramagnetic ion to cancel 
the diamagnetic susceptibility of water, giving a net zero-susceptibility aqueous solu-
tion. Any effect of a magnetic field on surface tension should then reflect its influence 
on the chemical bonding in the water. The zero-susceptibility molar concentration 
of paramagnetic ions is calculated by setting to zero the sum of the diamagnetic 
contribution of water (dimensionless susceptibility, χw = −  9 × 10–6).
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Table 8.2 Calculated molar 
susceptibility at 295 K, and 
calculated and measured 
zero-susceptibility 
concentrations 

Cu2+ Mn2+ Dy3+ 

meff 1.73 5.92 10.65 

χmol 16 × 10–9 187 × 10–9 604 × 10–9 

x0 0.56 0.048 0.015 

x0 exp 0.47 0.051 0.017 

and the positive Curie law susceptibility the of 3d or 4f ions 

χ = μ0ng
2 p2 eff μ

2 
B/3kBT . (8.8) 

were n is the is the number of ions per unit volume, g is the Landé g-factor and the 
effective Bohr magneton number peff is (S(S + 1))1/2 for 3d ions and (J(J + 1))1/2 for 
4f ions where S and J are the spin quantum number and the total angular momentum 
quantum number, respectively [13]. The effective ionic moment is peffμB where μB 

is the Bohr magneton. The numerical expression for the susceptibility of a mole of 
ions is χmol = 1.571 × 10–6 peff 2/T. The susceptibility of an aqueous ionic solution 
of molarity x in the dilute limit is therefore 

χ = χw/1000 + 1.571 10−6 xp2 eff/T . (8.9) 

where the first term is the susceptibility of a litre of water. Hence, we can calculate 
the molar concentration x0 of any paramagnetic ion where the net susceptibility of 
the solution is zero. Table 8.2 lists the molar susceptibility of Cu2+, Mn2+ and Dy3+ , 
the three ions we will consider here, as well as the molarity x0 = −  9 × 10–9/χmol 

of the zero-susceptibility solution where χmol is the molar susceptibility of the ions, 
given by Eq. 8.6 with n = N0 and using a Landé g-factor of 2 for 3d ions and 4/3 for 
Dy3+. Results for the three ions at T = 295 K are shown in Table 8.2. Also included 
are the experimental values of x0 exp measured by SQUID magnetometry, which are 
a little different. 

From measurement of the zero-susceptibility solutions, we deduce that the 
change is surface tension in a 0.5 T gradient field is − 0.40mNm−1 for 0.47 M Cu, 
− 0.48mNm−1 for 0.051 M Mn and − 0.30mNm−1 for 0.017 M Dy. Similar results, 
− 0.11mNm−1 for 0.47 M Cu, − 0.51mNm−1 for 0.051 M Mn and − 0.50mNm−1 

for 0.017 M Dy are obtained in a 0.4 T uniform field because the Maxwell stress 
is then negligible [51]. These are all small changes, barely outside experimental 
error of zero. A superconducting magnet and a different means of measuring surface 
tension is needed for a more significant result. Such measurements have been done 
by Fujimura and Iino who find an increase of just 1.83 mNm−1 in 10 T for pure water 
[26] or 0.09 mNm−1 in 0.5T.
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8.3.2 Dynamic Surface Tension 

Considering the influence of magnetic fields on surface tension in a dynamic context 
provides an interesting insight into their effects on water. Water has been suggested 
to have a dynamic surface tension that can be inferred by examining the process of 
droplet pinch-off, a highly surface tension-driven event [29]. When a drop detaches 
from an orifice, a thin filament is first formed as the drop pulls away under gravity, 
which elongates while decreasing in diameter until the filament breaks and the drop 
detaches. At times close to the filament breaking or pinch-off, the thinning behaviour 
of an inviscid fluid can be described by a universal scaling law 

Dmin = A(g/r)1/3 t2/3 (8.10) 

where Dmin is the minimum filament diameter, A is a universal prefactor and t is 
the time from detachment (t-t0) [37]. Some evidence has been reported that shows 
viscous effects still have an effect for low viscosity fluids such as water even for fila-
ment diameters much greater than the viscous length scale, lv = μ2/γρ, for dynamic 
viscosity μ [17]. Pinch-off in this scaling regime is independent of gravity as the 
filament diameters close to pinch-off are much lower than the capillary length κ−1 

= (γ/ρg)1/2 (2.72 mm for water) (Fig. 8.4). 
Applying a gradient field to a detaching droplet has the effect of modifying the 

overall body force the fluid filament experiences due to the Kelvin force. This is 
evident when observing the pinch-off of a fluid such as 0.11M DyCl3 which is 
more magnetically susceptible than water. Figure 8.5b shows the fluid filament of 
a 0.11M DyCl3 drop pulled towards a permanent magnet placed to the right of the 
drop resulting in an angle of tilt of 8°, while a much smaller tilt is observed in 
water in Fig. 8.5a. The modified body force results in the effective gravity the drop 
experiences changing by a small amount. However, as the filament diameters close 
to pinch off are much smaller than the capillary length of 2.72 mm for water, the

Fig. 8.4 Minimum filament 
diameter of water as a 
function of dimensionless 
time t*, in which the time to 
pinch-off is normalised by 
the capillary time tc = 
(ρD0 

3/γ)½. Data for  water in  
no magnetic field as well as 
three different gradient fields 
superpose. Inset: diameters 
at times close to pinch-off in 
which the proposed scaling 
law should apply. No effect 
of the magnetic field can be 
observed 
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Fig. 8.5 Pinching filaments of a water and b 0.11M DyCl3 in the presence of a gradient magnetic 
field due to the presence of a permanent magnet placed to the right of the filament in each image. 
A greater degree of tilt is observed for the more highly susceptible DyCl3 

small change in the effective gravitational force due to the presence of the gradient 
field does not affect the pinch-off dynamics, even in the case of 0.11M DyCl3 after 
correcting the image for tilt. Using high speed photography, we have shown this to 
be case as no measurable effect on the pinching dynamics by a gradient field was 
observed [51]. 

8.4 Evaporation Rate 

A possible influence of magnetic field on evaporation rate of water has attracted 
the attention of experimentalists in recent years, and a body of often-contradictory 
experimental results has accumulated. Some of the reports of persistent magnetic 
field enhancement of water evaporation rate [11, 24, 28, 40, 46, 55] been reviewed 
by Chibowski and Szcses [10]. Here we address the questions of if and why a static 
or intermittent magnetic field can change the evaporation rate? Whenever possible, 
control experiments where relevant environmental factors such as airflow, relative 
humidity and temperature are carefully controlled, or continuously monitored as two 
samples, one in magnetic field and the other a no-field reference are simultaneously 
subject to otherwise identical, but possibly time-varying ambient conditions. 

Various types of experiments have been carried out: First, are those where the 
weight of an open vessel of water is measured while it is exposed to a static field 
B and compared to a no-field reference [2, 4, 11, 40, 55]. These sometimes involve 
interrupting the experiment at different times to weigh the vessel and the remaining
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water. A better approach is to monitor an in-field sample and a no-field control simul-
taneously. An alternative protocol is to measure the loss of weight by evaporation 
in zero field at different times after a single brief exposure to a static field [32], 
and compared with an unexposed sample in the same conditions. Here, a persis-
tent memory effect of magnetic field exposure on the water is sought. The field is 
commonly produced by a permanent magnet, rather than an electromagnet, to avoid 
any heating but the field is inevitably nonuniform to some extent in magnitude and 
direction over the evaporating water surface unless the surface area is very much 
smaller than the airgap of the magnet. Fields used range from tens to hundreds of 
millitesla. 

Second are those types of experiment where the water is exposed to a nonuniform 
field, by continuous flow at a velocity ≳ 1 cms−1 around a circuit where a perma-
nent magnet surrounds a section of the pipe [2, 23, 58, 60]. The experimental setup 
resembles that used for magnetic treatment of hard water to control limescale, except 
that the water is usually circulated not just once but repeatedly through the inhomo-
geneous magnetic field, which is equivalent to periodically exposing the water to ~ 
20 ms magnetic field pulses at frequency of about 1 Hz. After a fixed circulation 
period with one or many pulses, the magnetically-treated water is removed and its 
rate of evaporation is tracked by weighing. Remarkably, both types of experiments 
give qualitatively similar results—a modest increase of evaporation rate is usually 
reported. They have been combined in a two-stage experiment to increase the effect 
[62]. 

There is little consistency in the experimental protocols adopted, and results 
depend on humidity, temperature, magnetic field and time in different ways. Reported 
increases in evaporation rate associated with the magnetic field range from a few 
percent to more than 30% [4, 8, 11, 23, 32, 40, 55]. The magnetic field was thought 
to modify somehow the network of molecular hydrogen bonding in water, but there is 
no agreed explanation of how this might occur. It must be a subtle phenomenon—the 
direct decrease in energy of ½χmolB2/μ0 of water with molar susceptibility χmol = 
− 1.6 10–10 [13] in a field of 1 T is—64 μJ/mol, seven orders of magnitude less than 
the energy of a hydrogen bond in water [57]. 

The third type of experiment less controversial. Here water was exposed to an 
intense magnetic field of order 10 T in a superconducting solenoid, with a large 
horizontal gradient∇xB so that the product B∇xB is 320 T2m−1. The explanation here 
[46] lies in the paramagnetic susceptibility of atmospheric oxygen, which is displaced 
by the evaporating water vapor. The magnetic forces are 17% of the buoyancy forces 
on air, which leads to a field-induced modification of gaseous convection and hence 
the water evaporation rate. 

8.4.1 Droplets 

There are reports in the literature of the evaporation of water in sessile and pendant 
droplets. Notable are interferometric measurements based on Newtons rings from
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a sessile droplet by Verma and Singh [59] who reported an increase of evaporation 
rate of 28% in the presence of a 100 mT magnetic field. This method is rapid and 
accurate with a precision of 5 nm for the droplet height. 

Evaporation rates of water can be modified by dissolved ions that have the propen-
sity to make (kosmotropes) or break (chaotropes) the hydrogen-bonded structure of 
liquid water and thereby reduce or increase the evaporation rate compared with pure 
water. This influence is reflected in the Hofmeister series of dissolved cations or 
anions [53]. The evaporation rate of droplets on hydrophilic surfaces increases with 
salt content, and Marangoni convection of the solute, which is due to different evap-
oration rates at the centre and edge of the droplet that leads to a radial thermal and 
surface-tension gradients, is the dominant cause of advective flows in the solutions 
[36]. Flow in the liquid entrains a convective flow in the adjacent air that modifies 
the evaporation rate. 

Similar flows in pendant droplets are modified by uniform magnetic fields in the 
100 mT range acting on conducting ~ 0.1 M solutions of FeCl3 CoCl2 and NiSO4, 
with significant enhancement of the evaporation rate [35]. These are essentially 
magnetohydrodynamic damping effects the Lorentz force 

FL = σ(v×B)×B (8.11) 

acting on the Marangoni flow in a liquid with conductivity σ, an explanation that 
does not depend on the magnetism of the dissolved cation. No increase of surface 
tension was found by Jaiswal et al. 

8.4.2 Confined Water and Aqueous Solutions 

Our own work has focussed on simultaneous measurements of twin samples in the 
same Perspex enclosure to restrict airflow, one exposed to a quasi-uniform 300– 
500 mT field, the other a no-field control. Temperature and relative humidity are 
monitored automatically for periods of up to 60 h. Evaporation of water or aqueous 
solutions was investigated either from open beakers or from tiny drops centred in 
microchannels. The twin magnetic setups are illustrated in Figs. 8.6 and 8.12. 

8.4.2.1 Open Beakers 

Two 100 ml beakers are half-filled with water or aqueous solution and placed on 
separate balances in the Perspex enclosure. One is surrounded by a large Halbach 
ring magnet producing a quasi-uniform magnetic field over the liquid surface close to 
500 mT, with a field gradient reaching 3 Tmm−1 at the edge. (Fig. 8.6). Evaporation 
is proportional to the surface area, and the weights of the two beakers are monitored 
for periods from 1 to 60 h. Some short-time runs were also made using a single
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beaker on a normal laboratory balance with doors shut to exclude draughts [52] for  
reasons that will become clear. 

Deionized water. Most work, including 36 runs of 16 or 60 h, was done with 
Millipore deionized water. In every case, evaporation was greater in the presence of 
the magnetic field. The average enhancement was 12 ± 7% [52] (Fig. 8.6). 

The evaporation rate averaged over all runs for which RH = 0.73 ± 0.06 is 0.0297 
± 0.0081 kgm−2 h−1 without field and 0.0331 ± 0.0088 kgm−2 h−1 in the 500 mT

Fig. 8.6 Experimental arrangement where in-field and no-field evaporation of water is monitored 
continuously by measuring the time-dependence the mass of water in beakers. Magnetic field profiles 
are shown on the right 

Fig. 8.7 Extended 60 h run of evaporation of water versus time for a 50 mL sample of water in 500 
mT (red) and the no-field reference (black, grey). a relative weight loss by evaporation b evaporation 
rates versus time and c histograms of the evaporation rates, where the average values are marked 
by blue arrows [52] 
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field with the field gradient. The rate often fluctuated by 10% or more In the course 
of the experiments because of slow variations of in ambient temperature and relative 
humidity. An extended, 60 h run is analysed in Fig. 8.7. Fluctuations due to changes 
of the ambient temperature and humidity, as well as local variations of evaporation 
rate in the beakers lead to the fluctuations during the run illustrated in Fig. 8.7b, but 
it should be noted that at almost any instant, the evaporation rate of the sample in 
the magnetic field is greater than that of the reference. The net weight loss in the 
magnetic field in this case was 14% greater than that of the reference at the end of 
the run. 

The evaporation rate varies non-linearly with temperature T which determines the 
capacity ca of dry air to absorb water vapor plotted in Fig. 8.8a; the variation around 
room temperature is 6% per K. It also varies with relative humidity RH. Although 
we did not control it, the value was often in the range 60–70%. Sometimes the rate 
was quite steady over a 16-h period, but on other occasions it changed by 5–20%. 
Evaporation rates of water from half-filled 100 mL beakers versus (100—RH) with 
RH in % are plotted in Fig. 8.8b. The data are taken at different times of the year and 
corrected to 23 °C. A star marks the average value of g obtained from the 36 extended 
runs where the average humidity was 72.8%. The data suggest that the evaporation 
rate is proportional to (100—RH) and they extrapolate to 0.115 (10) kgm−2 h−1 for 
dry air. 

An empirical formula for the evaporation rate of water in open air, used by 
engineers is [25] 

g = Θca(1−RH ) (8.12) 

The prefactor Θ is numerically equal to (25 + 17v) kgm−2 h−1, where v is the 
speed of the surface airflow in ms−1. In still, dry air at 23 °C, the predicted value of

Fig. 8.8 a Variation of ca the capacity of dry air to absorb water vapor in g/kg as a function of 
temperature [25]. b Variation of evaporation rate g with relative humidity RH, measured in the 
beaker experiments [50] 
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g at 50% RH is 0.49 kgm−2 h−1. The water in the beaker evaporates 45 times more 
slowly, Fig 8.8b, extrapolated to 100%. 

6 M urea solution. Next, we consider a different liquid where 26.5 w/w% of the 
water has been replaced by urea, a non-volatile liquid that has no appreciable vapor 
pressure and is expected to disrupt the hydrogen bonding when in solution in the 
host water. Here we find that the evaporation rate is 0.0422(23) kgm−2 h−1 at a 
relative humidity of 49%, which extrapolates to 0.0867 kgm−2 h−1 in dry air. This 
is appreciably less than the value for pure water. In urea solution, the magnetic field 
decreases the rate of evaporation significantly, by 28 ± 6% to 0.330 (41) kgm−2 h−1 

[52]. 
Salt solutions. Results obtained on ionic salt solutions reveal a rich variety of 

behaviour both as regards dry evaporation rate and the influence of magnetic field. 
For example, the evaporation rate of water from lithium, sodium and potassium 
chloride solutions decrease monotonically with increasing molarity, and it is 50% 
lower in 4 M NaCl compared to pure water (Fig. 8.9). The effect of magnetic field is 
to increase the evaporation rate for most concentrations around 1 M. The evaporation 
rate of a sessile droplet of water in open air is 0.91 kgm−2 h−1, and it is not influenced 
by a magnetic field. However, when the droplet is surrounded by a quartz cuvette 
partially open at the base so that the droplet evaporates into its own vapor, Fig. 8.10b, 
the rate is reduced by a factor 20 but errors are large, as seen in Fig. 8.10c. 

Time dependence 

At this point another experimental result helps to cast light on what is controlling the 
evaporation of water from beakers. Water is simply poured into a 100 mL beaker, 
which is placed on a chemical balance with the doors shut to exclude drafts while 
weight loss is monitored for the first two hours. The beaker again is roughly half full. 
No magnetic field is applied. The initial transient is quite different from the steady 
rate reached after about an hour. (This is a reason for using long runs used to measure 
evaporation rates). Results for deionized water are shown in Fig. 8.11, where data 
were fitted to the equation

Fig. 8.9 Evaporation rates of water in beakers from salt solutions of different molarity. The trends 
with and without an applied field are indicated by red and black dashed lines, respectively
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Fig. 8.10 a A sessile droplet of water evaporating in an inverted cuvette, b Effect of cuvette on the 
evaporation rate and c Comparison  of  the evaporation rates  of  water and 1 M NaCl in the  cuvette

m(t) = m(0)−(1 − e−r/t )(g0−gt) (8.13) 

The mass of water at the start of an experiment is m(0), τ is the decay time of 
the initial transient, and g0 and g are the initial and steady state evaporation rates in 
kgs−1. 

The average of eight one-hour runs for water gave an initial evaporation rate g0 = 
0.134 ± 0.030 kgm−2 h−1 and an average τ of 14 ± 3 min. The long-time evaporation 
rate was only half as great 0.068 ± 0.010 kgm−2 h−1, Table 8.3. 

These key difference between the early and later stages of evaporation is that 
initially water is evaporating into ambient air whereas later it is evaporating into air

Water 

Fig. 8.11 Short-term evaporation of Millipore water in stagnant conditions, showing the steady-
state and initial transient regimes, measured in a chemical balance. The initial transient, which 
decays exponentially with a time constant of 9 min is followed by uniform steady-state evaporation 
after about 30 min
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in the beaker where most the water vapor originally in ambient air has been replaced 
by vapor from the evaporating liquid. How they differ is discussed in §6. When 
deionized water is replaced by heavy water, the evaporation rate is less than half as 
great (0.013 kgm−2h−1) and no initial transient is observed (Table 8.3). 

From the typical evaporation rates, which depend on both temperature and relative 
humidity, and a density of air of 1.2 kgm3, the time taken to evaporate enough fresh 
water vapor to create a relative humidity of 50% in the empty half of the beaker 
of order 20 min. The average time taken for a water molecule escaping from the 
surface with a root mean square velocity deduced from equipartition of energy of 
630 ms−1 to diffuse out of the beaker is of order a minute or two. The evaporation 
at the surface is controlled by a mass balance of freshly escaping water vapor and 
recondensing molecules from region a within a few mean free paths of the surface, 
where the freshly evaporated molecules become the majority after a time τ.

Table 8.3 Initial and steady-state water evaporation rates and initial decay time in no field 

Initial evaporation rate g0 
(kgm−2h−1) 

Decay time τ (minutes) Steady evaporation rate g 
(kgm−2h−1) 

T 
(°C) 

RH 
(%) 

0.134 14 0.068 24 60 

Fig. 8.12 a Experimental arrangement where in-field and no-field evaporation of water is monitored 
continuously by measuring the volume of water in two PMMA microchannels; b Dimensions of the 
evaporating water sample at the centre of the channel, with a schematic illustration of Marangoni 
flow
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When evaporation is measured from aqueous solutions as a function of time it is 
important to establish thermal equilibrium at ambient temperature before beginning 
measurements in the balance. Some salts like LiCl are exothermic when mixed with 
water, but urea is endothermic. In these cases any initial transient may be masked by 
the effects of temperature changes on the evaporation rate. 

8.4.2.2 Water in Microfluidic Channels 

Following from the idea that confinement of the fresh water vapor may be neces-
sary to observe a magnetic field effect on the evaporation rate, we have performed 
experiments in microchannels analogous to those described in Sect. 8.4.2.1 [50]. 
The channels are made from three layers of poly(methyl methacrylate) (PMMA) 
assembled by thermo-lamination after cutting a 1 mm wide channel, 54 mm long 
in the 0.38 mm thick middle layer with a CO2 laser. The experimental arrange-
ment is illustrated in Fig. 8.12. No magnetic field is applied to water in one channel 
while water in the other is exposed to a 300 mT field perpendicular to the channel, 
produced by rectangular 50 × 20 × 10 mm3 Nd-Fe-B magnets. Evaporation is moni-
tored by simultaneously imaging 0.4 μL droplets of Millipore water positioned at 
the centres of the two 50 mm channels with PCE800mm USB cameras The ends 
of each microchannel are open to ambient air, and the evolution of the shapes of 
the drops are recorded as they shrink down to a membrane after several hours and 
rupture shortly afterwards. The twin setup was enclosed in a perspex box and the 
ambient temperature (26 °C) and relative humidity RH (42%) in the laboratory were 
controlled throughout. 

Menisci appear at the edges of the drops with contact angles θ of about 30°, as 
seen in Fig. 8.12. Water normally exhibits a contact angle < 90° on PMMA [63], but 
the menisci form because of the periodic variation of the channel width due to cutting 
with the CO2 laser. The variation is 10% of the 1 mm channel width with a period of 
300 μm. Just like a magnetic domain wall, the water seeks to minimize its surface area 
and form a circular meniscus because of surface tension. As the water evaporates, the 
meniscus jumps to a neighbouring pinning point in a stick–slip process. The volume 
of water in the confined drop is deduced from its approximately symmetric shape 
parameterized by L, the average of the contact lengths at the two edges and l, the 
distance between the centers of the two menisci, as shown in Fig. 8.12b. The volume 
V of liquid, calculated from L and l knowing the width w and the depth d of the 
channel, is 

V ≈ wd (L − 2wθ/3) (8.14) 

where contact angle θ is tan−1 [(2R-L + l)/w] [50]. 
Some results are illustrated in Fig. 8.13; Figure 8.13a captures the last moments 

of a sample of water that shrinks to a membrane, and then ruptures, while Fig. 8.13b 
shows a typical sample that takes almost four hours to evaporate. Sessile droplets of 
recondensed water vapor can be seen growing in the channel beyond the menisci,
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which indicate that the air in the channel is saturated with water vapor. The areas of 
the menisci from which evaporation is occurring remains roughly constant and equal 
to 2wd. 

Data for two representative runs are shown in Fig. 8.14. Initial values of L and 
l are normalized to 1. The runs, like those in the beakers, showed significant vari-
ability. The average evaporation rate from the control channel over ten runs was 
0.13 ± 0.03 kgm−2 h−1, which is four times that in the beakers. The magnetic field 
enhancement was much greater, ranging up to 140%, with an average of 61 ± 42%. 
The stable sessile droplets of water with diameters of 30–150 μm growing slowly 
in the channel throughout a run were observed in most of the measurements when a 
magnetic field was applied. They appear at distances greater than about 100 μm from  
the menisci in Fig. 8.2b, which means that the air in the microchannel at 299 K is 
be saturated with water vapor, and they may be a result of the enhanced evaporation 
rates shown in Fig. 8.14.

Fig. 8.13 a Evolution of 0.12 μL drop of water in a microfluidic channel. After 39 min it has 
shrunk to membrane that ruptures 30 s later. b A typical example of evaporation of a 0.5 μL drop. 
Sessile droplets of recondensed water vapor grow in the channel beyond the menisci, indicating 
that relative humidity there is 100% [50] 
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Fig. 8.14 Variation of L and l, normalized to the values at t = 0, during two evaporation experiments; 
a and b are for experiment 1. c and d are for experiment 2. Data in black circles are for the no-field 
channel and data in red squares are for the channel in a 300 mT magnetic field 

The flow dynamics of water in the microchannel and in the beaker must be quite 
different. The flow regime in the two cases may be characterized by the inverse 
Bond number, the dimensionless ratio − (∂γ/∂T )/βρgd2 of Marangoni to Rayleigh 
numbers, which reflects the relative importance of the surface tension and gravita-
tional forces that influence the flow. Here, β = 2.1 ×10–4 K−1 is the thermal expansion 
coefficient of water and d is the depth. The ratio is 316,000 for the microchannels 
and 90 for the beakers. Surface tension dominates flow in the channel. The faster 
evaporation rate of water in the microchannel compared with the beaker is attributed 
to Marangoni convection. Thermocapillary flow with the vortex pattern sketched in 
Fig. 8.12b, like that observed at a meniscus in a capillary [6, 7, 20], will increase 
evaporation in the microchannel. Magnetic field is known to influence the flow in
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droplets of ferrofluids and conducting fluids [19, 35] (Eq.  8.9), but the deionized 
water we use is neither conducting nor magnetic. We need a different explanation. 

The vapor close to the meniscus is composed of freshly evaporated molecules, 
which need high kinetic energy and well-timed making and breaking of at least three 
hydrogen bonds at the interface in to break loose [45]. The isomer ratio of such 
water vapor may differ from that in liquid water and its effective temperature will 
be higher than ambient in the channel, allowing it to evaporate without immediately 
recondensing. The Knudsen layer where there is a temperature gradient normal to 
the water surface [34] should be wide enough to allow evaporation to proceed into 
the channel at the ambient temperature of 26 °C. 

8.5 An Explanation 

8.5.1 Isomers of Water 

We saw in the discussion of Fig. 8.11 that water vapor freshly evaporated at a liquid 
surface seems to be different from that in equilibrium in the atmosphere. Not all 
molecules of H2O are the same. Water exists as one of two nuclear isomers, according 
to whether the two proton spins are aligned parallel with net nuclear spin I = 1, or 
antiparallel with net nuclear spin I = 0, as shown in Fig. 8.15. Molecules with a 
nuclear spin triplet or singlet are known (somewhat confusingly) as ortho or para 
water respectively and every molecule is in one state or the other. To conserve angular 
momentum, the ortho isomer has an angular momentum of  in its ground state and 
the para isomer, which has none, is lower in energy by 2.95 meV (34.3 K). There are 
three possible spin substates with I = 1, namely Iz = 1, 0 and -1, but only one, Iz = 0, 
with I = 0. The spin substates are respectively symmetric |↑↑⟩, |↑↓⟩ + |↓↑⟩, |↓↓⟩ and 
antisymmetric |↑↓⟩ − |↓↑⟩. The water vapor in equilibrium at ambient temperature 
is expected to exhibit an ortho:para ratio of 3:1, and this has been confirmed by 
terahertz spectroscopy of the vibrational energy levels [44] in the 0–3 THz range. 
However, the ratio in liquid water, which will be influenced by hydrogen bonding, is 
thought to be close to 1:1 [47], and the ratio in the escaping water vapor, which has 
to be involved in a three-body collision in order to break free [45] will be different 
again.

Unlike the corresponding isomers of hydrogen gas, H2, which differ in energy 
by 15 meV in their ground states and can be separated in the gas phase just above 
the boiling point and then used for dynamic nuclear polarization to enhance the 
sensitivity of nmr, it has proved very difficult to separate ortho and para water by 
physical methods. Separation rates of 1 pL per day have been achieved in molecular 
beams, but the separated liquid isomers have half-lives of about an hour at ambient 
temperature [33] and 3:1 equilibrium is soon re-established. However, the molecular 
isomers in the vapor phase are much longer-lived and equilibrium can take weeks to 
establish [9].
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Fig. 8.15 Para (left) and ortho (right) water molecules. The spin and orbital moments of each are 
listed and the vibrational energy levels are shown in the centre

Nuclear singlet–triplet transitions are strongly forbidden [1], so ortho and para 
water vapor may be regarded as separate molecular species—two quasi-independent 
gasses. This hypothesis allows us to rationalize the observed magnitudes of the 
evaporation rates with and without a magnetic field in terms of the ortho:para ratio 
f v o:f v p of the escaping water vapor. 

8.5.2 Analysis 

Data analysis is based on the hypothesis that ortho and para water vapor behave 
as independent gasses on the timescale of the experiments. The ratio in freshly-
evaporated liquid f L is evaluated from the data, assuming the re-condensation rate is 
constant and isomer-independent, and the effect of the magnetic field is to modify the 
isomeric ratio in the vapor. The main difference between the beaker, microchannel 
or confined sessile droplet and water in open air is that the water will be evaporating 
into its own vapor in a steady state, with an isomer ratio f o L:f p L whereas in open 
air water is evaporating into ambient water vapor with an isomer ratio f o V: f p V of 
3:1. Water evaporating in a sheltered space the originally filled with ambient air, will 
gradually replace the ambient air by air with a the isomer ratio f o L:f p L of freshly 
evaporated water. If the space is not sheltered but open to air currents, the ratio will 
remain 3:1, and magnetic field has no influence on the evaporation rate. This is the 
case, for example, for unshielded sessile droplets. 

The hypothesis is expressed as the ansatz that the evaporation rate is proportional 
to the dimensionless quantity 

g0 =
[
f o L

(
1 − f o V

) + pp L
(
1 − f p V

)]
(8.15)
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The plot of g0 as a function of f o L = (1 − f p L) in Fig.  8.16 illustrates the evapo-
ration rate for three different conditions of the surrounding vapor. The grey line f o V 
= 0.75 represents the 3:1 equilibrium ratio in open air. The green parabola repre-
sents the situation where the water is evaporating into its own vapor in a confined 
space. The horizontal red line is for the case where the ratio is 1:1. The horizontal 
dashed line represents the recombination rate c, which is supposed to be a constant 
independent of f o L; the net evaporation is measured as the height of the grey, red or 
green line above the dash line. The net value of g0 is multiplied by a factor Θexp to 
give the actual mass evaporation rate in kgm−2 h−1. 

The effect of water vapor escaping from a from a liquid and accumulating in 
half-filled beaker is often to reduce the initial rate from the gray line to that given 
by the green parabola as time goes on. This means that f o L for water lies in zone A1 

or A2. There is no effect for f o L = 0.5 or 0.75. When the initial rate increases with 
time, as it does for 6 M urea or 1 M NaCl, f o L lies in Zone B. The values of f o L and 
c can be determined more precisely from the no-field to in-field evaporation ratio, 
which is < 1 in almost all cases. 

Magnetic field can alter the isomer ratio in the vapor, and hence the evaporation 
rate, in two ways [52]. One is via Larmor precession at 43 MHz/T, which tends to de-
phase the two protons when a field gradient is present, making f o V = f p V (red line), 
The other is via Lorentz stress on the electric charge dipole, which tends to increase 
angular momentum of the H2O. In Zone A1 the field effect is always positive. In 
Zone B it may be negative. 

Applying these ideas to pure water we find f o L = 39 ± 1% [52]. In the 2 M and 
4 M Li and K solutions the value increases to 0.46 for Li and 0.44 for K, assuming

Fig. 8.16 Evaporation diagram based on Eq. 8.15. See text for explanation 
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c remains 0.4. Na is different, 2 M is similar to water and for 4 M the ortho ratio 
has increased to 0.46, but for 6 M urea has shifted into Zone B, with a negative field 
effect and f o L ≈ 0.6. 

8.6 Crystallization from Solution 

Finally, we summarize some information on a related topic—how the crystallization 
of ionic crystals from supersaturated aqueous solution can be influenced by a static 
magnetic field, either to promote single-crystal growth or to selectively inhibit the 
growth of an unwanted crystal polymorph in favour of another. Explanations of both 
effects involve proton dimers formed during crystal growth. 

8.6.1 Ionic Crystals 

The effect of a magnetic field on the crystallization of a selection of carbonates 
phosphates, sulphates and oxalates of calcium, magnesium or zinc, as well as the 
divalent magnetic ions Mn, Fe or Co were studied by Lundager Madsen [41–43]. 
He found that when these sparingly-soluble salts are crystallized from solution in a 
magnetic field of 270 mT, the rates of nucleation and crystal growth are enhanced 
in the diamagnetic salts of weak acids but there is no effect at high pH, or when the 
cations are magnetic. A key observation was that the field had no effect when heavy 
water is used as the solvent. In D2O, hydrogen is replaced by deuterium, where the 
nucleus is composed of a proton and a neutron. Both have spin ½ and they couple 
to give I = 0 making the hydrogen a boson rather than a fermion. The growth of 
nuclei in solution is assumed to involve the creation of doubly protonated anions on 
the growing surface, which is possible with no energy penalty for D2 or H2 in an I 
= 0 singlet para state, but the triply degenerate I = 1 ortho state has a ground state 
with orbital angular momentum and corresponding vibrational energy that reduces 
the rate of the process. Nuclear spin relaxation for H2 tends to equalize the ortho and 
para populations and thereby increase the growth rate [43]. There is no such effect 
for D2. 

8.6.2 Magnetic Water Treatment 

Treatment of hard water to avoid precipitation of hard limescale on heated surfaces 
in domestic and commercial water heaters, boilers and heat exchangers has a long 
history of mixed practical success and widespread scientific scepticism [3]. The basic 
claim that is amenable to investigation is that by passing hard water once through a 
nonuniform magnetic field, typically generated by an array of permanent magnets, it
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is possible to influence the subsequent precipitation of calcium carbonate when the 
water is heated. Aragonite tends to precipitate rather than calcite, and the carbonate 
then has an acicular morphology that does not form hard scale [15, 30, 31, 38, 
39]. The water somehow retains a memory of its magnetic exposure that persists 
for days. The dilemma of reconciling these observations with the rapidly-changing 
molecular structure of liquid water was lifted after it was discovered that the calcium 
carbonate dissolved in water was not entirely in the form of separate Ca2+ cations and 
HCO3 anions, but partly in the form of amorphous polymeric nanoscale prenucleation 
clusters [27, 49], subsequently named DOLLOPS (Dynamically Ordered Liquid-
Like Oxyanion Polymers) [18]. This has led to a new theory of nucleation [27] and 
also an idea of how magnetic water treatment may work [14]. The requirement is a 
durable modification of the pre-nucleation clusters during the fleeting exposure of 
water to the magnetic field. This could be provided by the magnetic field gradient 
acting on a layer of bicarbonate anions at the surface of the DOLLOP. Adding a Ca2+ 

ion to grow the cluster displaces a proton to form a hydrogen dimer in H2CO3 or its 
stable product H2O + CO2. Dimerization of the protons is a way to achieve a long-
lived modification of the cluster by scrambling the proton singlet and triplet states as 
their spins are dephased in the magnetic field gradient, where their Larmor precession 
frequencies (42.6 MHzT−1) are slightly different. The field gradient produced by the 
magnet arrays is comparable to that needed to dephase the protons by π in the time 
they take to pass through the inhomogeneous magnetic field [14]. 

8.7 Conclusions 

Magnetic fields have little direct effect on liquid water. Because of its weak diamag-
netic susceptibility, exceptionally large magnetic fields and magnetic field gradients 
are required to produce effects such a magnetic levitation. Compensated solutions of 
paramagnetic ions with zero susceptibility can be used to avoid extraneous effects 
of the Kelvin force density on properties such as surface tension. Changes in surface 
tension measured in pendant droplets are of order − 1% per tesla. 

Much larger magnetic effects on the evaporation rate of pure water or aqueous 
solutions are found when the water is evaporating into its own vapor in a confined 
space sheltered, from external airflow. Increases of 10–100% are observed for deion-
ized water, depending on confinement, but for aqueous solutions the evaporation rate 
may increase (many salt solutions) or decrease (6 M urea, 1 M NaCl) in the magnetic 
field. The sign of the field effect on evaporation appears to be associated with the 
sign of an initial transient in the evaporation rate observed in no field. 

The remarkable magnetic field effects on the evaporation rate have been discussed 
in terms of a two-vapor model, where the two nuclear isomers of water behave as 
independent gasses. The ortho:para, triplet to singlet ratio is 3:1 in equilibrium in 
ambient air, but in freshly-evaporated water vapor it may be quite different. From the 
magnitude and sign of the magnetic field enhancement and the shape of the zero-field 
transient evaporation, it is possible to fix both the isomeric ratio of fresh vapor and
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the recombination rate to within a few percent. The ratio is 39:61 in Millipore water. 
The effect of a magnetic field is to modify this ratio in the vapor and thereby modify 
the rate of evaporation from the liquid surface. Two mechanisms are proposed, one 
is Larmour precession of the two protons on a single water molecule. A magnetic 
field gradient will dephase their precession and tend to equalize the two populations. 
Lorentz torque could augment the angular momentum. 

Magnetic field effects on crystal growth from saturated aqueous solutions and 
magnetic water treatment are similarly related to the nuclear spin of proton dimers. 
We have not observed magnetic memory effects in pure water. 

Surprisingly, the average evaporation rate of water in a microfluidic channel 
where the relative humidity exceeds 100% is notably greater than it is in an open 
beaker where the vapor is unsaturated. This is likely due thermocapillary flow in the 
channel. Future work should aim to visualize thermocapilliary flow in microchannels 
by particle image velocimetry in a field; evidence of a Lorentz force would reveal 
any related charge flow. The proposed isomer ratios in fresh water vapor should be 
verified by terahertz spectroscopy. 

Our results suggest that the conventional treatment of evaporating water vapor as 
a single gas needs to be reconsidered in confined spaces where advection is limited. 
There is a prospect of relating the ortho-para ratio of fresh vapor to hydrogen bonding 
in different aqueous solutions [53], thereby obtaining new insight into the role of 
kosmotropic and chaotropic ions in the Hofmeister series. Furthermore, magnetic 
field may prove to be useful for applications where it is desirable to increase the 
evaporation rate of water in microscale porous media without raising the temperature 
[61]. 
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Chapter 9 
Influence of Large Magnetic Field 
Gradients at the Electrochemical 
Interface 

Jinu Kurian, Peter Dunne, Vincent Vivier, Gwenaël Atcheson, 
Ruslan Salikhov, Ciaran Fowley, Munuswamy Venkatesan, Olav Hellwig, 
Michael Coey, and Bernard Doudin 

9.1 Introduction 

There is renewed interest in the importance of magnetic fields and magnetic mate-
rials on (electro)chemical reactions [1, 2], driven by possible energy applications, 
ranging from charge storage, to solar cells and hydrogen production [3]. The situation 
is complex, with multiple processes simultaneously at play, ranging from microhy-
drodynamics and magneto-chemistry to spin-dependent surface chemistry [4, 5]. As 
a result, experiments are mostly performed by trial-and-error. Nearly all experiments 
make use of large permanent magnets or are conducted within the bore of large-scale 
solenoid flux sources. The region between electrode and electrolyte can be divided 
into two; a few nm thin region of electrolyte at the electrode known as double layer,
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or Stern layer, which then extends as the microns to mm thick diffusion layer. Most 
of the magnetic field effects influence the diffusion layer, which controls the mass 
transport in the electrochemical cell [2, 3] and only indirectly impact the diffuse 
part of the Stern layer [6]. However, key electrochemical reactions occur at short 
distance from the electrode surface (Fig. 9.1), and specifically within the first few 
nanometers of solvents and reactants, in the double layer that develops at the liquid 
(electrolyte)-solid (electrode) interface [6, 7]. Ideally, one would therefore like to 
probe magnetic effects by applying intense magnetic fields confined to only a short 
distance from the electrode surface.

A magnetic field can influence an electrochemical reaction mainly by means of 
the Lorentz force [8] and the Kelvin force [9]. The Lorentz force, which can be 
expressed as 

FL = j X B (9.1) 

will induce convection when the current density →j and magnetic field →B are non-
collinear. In a typical electrochemical system with B = 1 T and j = 103 A/m2, the  
Lorentz force will be of the order of 103 N/m3, comparable to the buoyancy-driven 
convective force. This magnetohydrodynamic (MHD) force modifies the convec-
tion, resulting in compression of the diffusion layer, which is similar to the effect 
of mechanical stirring. However, due to its dependence on the local current density, 
MHD effect can generate edge-effect induced vorticity [10], flow patterns in elec-
trodeposits [11], and can even influence bubble formation due to micro-MHD flows 
[12]. 

On the other hand, the magnetic field gradient force can be expressed as 

F∇B = 
1 

2μ0 
cχm(B · ∇)B, (9.2)
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Fig. 9.1 Schematic of the double-layer structure close to an electrode surface; the Stern layer 
consists of compactly arranged solvated ions and neutral molecules, which forms the inner and 
outer Helmholtz planes (IHP, OHP) and a diffuse layer due to the thermal agitation in the solution. 
Reprinted with permission from [6]. Copyright 2019 American Chemical Society

where μ0 = 4π 10−7 H/m and c is the concentration of paramagnetic species having 
a small enough molar magnetic susceptibility χm (as always encountered in elec-
trochemical solutions). This field gradient force, proportional to the product of the 
scale-independent magnetic field and its gradient, will be active whenever there is 
a concentration gradient that is not parallel to the non-homogenous field [8, 13, 
14]. In an electrolyte containing paramagnetic ions with c = 1 M,  χm = 10−8 m3/ 
mol, B = 1 T and ∇ B = 100 T/m, the magnetic field gradient force is of the order 
of 103 N/m3, comparable to natural convective forces. It has been shown that the 
magnetic field gradient force can levitate diamagnetic materials in paramagnetic 
media [15], influence the efficiency of the hydrogen reduction [16], electrodeposit 
direct and inverse patterns [17–19], and can even stabilize liquid based frictionless 
microfluidic channels [20, 21]. 

Reduction of the size of magnetic sources to the nanoscale opens new possibil-
ities, with enhanced field gradient forces and broadband control that is orders of 
magnitudes larger than currently reported in the literature. We therefore focus on 
increasing one of the two magnetic forces at play, namely the magnetic field gradient 
force originating from the spatial derivative of the magnetic field, which increases 
as we decrease the size of the system. This gain in force magnitude is obtained by 
generating a field and field gradient acting on a very small volume about 10 nm region
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at the interface between a metallic film and a solution, exactly where it will have 
the greatest impact on electrochemical reactions. Our approach relies on the use of 
magnetic thin films stacks, made of alternating Co and Pt layers, optimized to keep 
their magnetization normal to the plane of the films. We therefore take advantage 
of technological advances developed for perpendicular magnetic recording appli-
cations. We investigate how these planar electrodes compare to pure Pt films for 
a benchmark single e− exchange reaction. Our strategy is therefore to simplify to 
the maximum the type and location of the magnetic force at play on a benchmark 
electrochemical reaction process. 

9.2 Experimental Methods 

Magnetic thin film stacks of Ta(5.0)/Pt(2.0)/ [Co(0.8)/Pt(0.8)]N/Pt(3.0) [numbers in 
nm] with N= 10, 20 and 50 multilayers were DC magnetron sputtered onto thermally 
oxidized Si substrates. The Ta/Pt in the stack served as a buffer layer for the growth 
of Co/Pt repeats while the outer Pt functioned as a capping layer to prevent oxidation 
and maintain a stable surface. Films consisting just of Ta(2.0)/Pt(20.0) are also sputter 
deposited as a non-magnetic film benchmark. All multi-repeat growth thicknesses 
were confirmed using X-ray reflectivity measurements (not shown here). All Co/ 
Pt based samples are magnetically characterized using superconducting quantum 
interference device (SQUID) magnetometry and magnetic force microscopy (MFM). 

A three-electrode system was used to characterize the electrochemical ferri-
cyanide/ferrocyanide redox reaction. This is a well-documented single e− redox 
reaction with an appropriate energy and kinetic window for experiments that is 
widely used as a standard for testing electrochemical systems [22, 23]. Pt or Co/ 
Pt films were used as the working electrode (WE), Pt mesh as the counter electrode 
(CE) and an Ag/AgCl electrode in 3 M KCl as the reference electrode (RE). The 
WE area was typically 1–10 mm2, defined using electro-inactive epoxy masking the 
sides of the thin film sample. This protected the thin film electrode against oxidation 
and ensured the absence of magnetic fringe field effects (where we do not control 
the magnitude and direction of the stray field) that could perturb the interpretation 
of the results if the sides of the magnetic electrode are exposed to the solution. The 
electrolyte, made of 0.2 M potassium ferricyanide (K3[Fe(CN)6], > 98% purity) as 
electroactive species and 1 M potassium chloride (KCl, 99% purity) as supporting 
electrolyte, was freshly prepared prior to measurements. 

Impedance spectra were measured under potentiostatic conditions, applying a 
10 mV perturbation signal having frequency in the range from 1 Hz to 100 kHz. 
Linearity of the data obtained was confirmed using Kramers–Kronig transformations. 
A Pt wire coupled in parallel with the reference electrode through a 0.1 µF capacitor 
was used to avoid high frequency artifacts [24]. Impedance data were fitted with a 
Randles circuit composed of a charge transfer resistance (Rct) in series with a semi-
infinite Warburg diffusion resistance (Zw), both in parallel with the double layer 
capacitance expressed as a constant phase element (CPE), and all in series with the
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solution resistance which includes uncompensated as well as cable resistances. The 
effective double layer capacitance was estimated from the CPE element using the 
relation [25, 26], 

Cef  f  = P1/α

┌
1 

Rs 
+ 

1 

Rct

┐(α−1)/α 
, (9.3) 

where P is related to the CPE impedance as Z( f ) = 1/[P(j2π f )α] where f and α are 
frequency and distribution factors respectively. The solution resistance was obtained 
before each measurement by a positive feedback method and agrees with the resis-
tance value obtained from impedance spectroscopy. Cyclic voltammetry measure-
ments were obtained after correcting for the ohmic drop, i Rs . Chronoamperograms 
were measured at potential of 0.25 V after waiting 10 min to reach the steady state. 

9.3 Magnetic Source Design 

Co/Pt films are best known for their perpendicular magnetic anisotropy; their 
magnetic properties and magnetization switching are well documented in the liter-
ature [27–29]. In the present study, magnetic force microscopy (MFM) is used to 
image the magnetic domains of the thin films in their remanent state. Figure 9.2 shows 
the multi-state maze-like domain patterns of Co/Pt films with different number of 
Co repeats. To estimate the domain width, the contrast difference across stripes at 
different positions is fitted using a Gaussian function and the FWHM of the fit is 
taken as the average domain size. A minimum domain width D of 130 ± 25 nm is 
found when N = 20 (Table 9.1). The change of domain width with number of Co/ 
Pt repeats can be well understood within the model of periodic stripe domains with 
uniaxial magnetic anisotropy developed by Kittel [30, 31] and further extended by 
Kooy and Enz [32]. According to this model, the total magnetic energy at remanence 
can be expressed in terms of magnetostatic energy and a domain wall energy, the 
balance of which determines the domain width. Similar observation of variation of 
domain width with number of repeats has been reported by Diao et al. [33] and 
Hellwig et al. [28].

Table 9.1 summarizes the relevant parameters characterizing our Co/Pt thin films. 
The anisotropy field, Hk, is defined as the field required to saturate the sample along 
its hard axis. Considering the perpendicular magnetic anisotropy of the Co/Pt films, 
Hk can be approximated as the in-plane field required to saturate the magnetization 
parallel to the film surface. The effective anisotropy can be found using the relation, 

Kef  f  = 
Ms · Hk 

2 
. (9.4) 

In terms of volume anisotropy Kv and surface anisotropy Ks ,
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Fig. 9.2 MFM images (5.0 µm × 5.0 µm) of [Co(0.8)/Pt(0.8)]N multilayer samples at tip lift 
height 50 nm with a N = 10, b N = 20 and c N = 50 Co/Pt repeats in the remanent state after 
out-of-plane saturation

Kef  f  = Kv + 
2Ks 

t 
(9.5) 

where t is the magnetic film thickness. The multiplier 2 is because there are two 
interfaces on either side of the thin film. Using Kittel’s magnetic domain model, the 
Bloch wall width can be estimated as 

λw = π
√
A/Ku (9.6) 

where A is the exchange stiffness, taken to be about 10 pJ/m [34] and Ku is related 
to surface anisotropy by Ku = Ks/t. Thus, the domain wall thickness is found to be 
of the order of 5–10% of the domain width, depending on the number N of Co/Pt 
repeats. These results are in line with more detailed studies on similar multilayers in 
the literature [35, 36]. 

Estimates of the magnitude of the stray magnetic field and the related field gradient 
as a function of distance from the film surface are key for understanding the field 
effects at the electrochemical interface. To calculate the field magnitude, thin films 
are considered as 2D sheets magnetized normal to surface, defined along the z-axis. 
Furthermore, individual domains are assumed to be infinitely long and rectangular

Table 9.1 Summary of relevant parameters of Co/Pt films. The saturation magnetization of the Co 
layer Ms and the anisotropy Hk of the Co/Pt stack are obtained using SQUID magnetometry 

N Total tCo  
(nm) 

Ms ± 0.03 
(MA/m) 

Hk ± 0.03 (T) K e f  f  (kJ/m3) D (nm) λw (nm) 

10 8 1.53 0.71 535 ± 14 250 ± 40 12.5 

20 16 1.52 0.79 600 ± 17 130 ± 25 12.1 

50 40 1.54 0.97 746 ± 23 200 ± 25 11.5 

The domain size D is obtained from MFM images analysis and the domain wall width λw is 
calculated using Eq, (9.6) 
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and the field components can be analytically derived using the Amperian current 
model as [37], 

B = Bx x̂ + Bz ẑ (9.7) 

Bx = 
μ0 Mr 

4π

┌
ln

(
(x + a)2 + (z − b)2 

(x + a)2 + (z + b)2

)
− ln

(
(x − a)2 + (z − b)2 

(x − a)2 + (z + b)2

)┐
(9.8) 

Bz = 
μ0 Mr 

2π

┌
arctan

(
2b(x + a) 

z2 − b2 + (x + a)2

)
− arctan

(
2b(x − a) 

z2 − b2 + (x − a)2

)┐

(9.9) 

where 2a is the width of domain and 2b is the thickness of the magnetic layer. A 
python code for such calculation is available online [38]. In a magnetic film, the 
sources of the magnetic stray field are the edges of the magnetic domains. Hence, a 
monodomain film with minimal edges would generate a smaller field gradient (near 
zero) compared to the large near-surface field gradient generated by the multi-domain 
magnetic films. In such a state, the field gradient is maximum near the domain wall 
where the magnetization direction changes rapidly. Figure 9.3a shows a contour plot 
of the field gradient generated by a [Co/Pt]20 film with a large resulting field gradient 
of the order of 106−107 T/m generated by the multi-domain magnetic structure near 
its surface. Figure 9.3b shows the average field gradient values for three different 
repeats. It is found that N = 20 multilayer generates a field gradient of magnitude 
comparable to that of the N = 50 multilayer and it is expected that the gradient field 
effects will be more localized near the surface of N=20 multilayer as the values drop 
faster compared to that of the N = 50 sample. N = 20 multilayers are therefore 
chosen as the magnetic working electrode to investigate the field induced effects 
presented in the electrochemistry experiments. It is worthwhile to note that these 
field gradient values can have local maxima much larger than the plotted average 
values of the gradient magnitude along the x-axis as a function of the distance from 
sample surface shown in Figure 9.3b. Furthermore, this field calculation is based 
on the assumptions such as (i) domain wall regions with tilted magnetization are 
considered to be magnetically dead, (ii) equal-width domains; and (iii) a perfect 
interface and a flat surface.

9.4 The Electrochemical System 

The one e− transfer outer sphere ferricyanide/ferrocyanide redox couple is chosen 
as the model electrochemical system. It is commonly used as a standard redox probe 
due to its electrochemical reversibility [39] and stability [40]. The reaction is:

[
Fe(CN)6

]4− ↔ [
Fe(CN)6

]3− + e−, (9.10)
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Fig. 9.3 a Near-surface magnetic field gradient contour plot calculated for the [Co/Pt]20 multilayer. 
The schematics represents the cross-sectional view of Co/Pt repeats with gap between the alternative 
domains corresponding to the dead region. Relevant parameters: magnet thickness = 16.0 nm, 
domain size = 0.13 µm, magnetization = 1.54 MA/m, magnetically dead region = 9%. b line plot 
of the average field gradient magnitude as a function of distance from the film surface for the three 
stacks described in Table 9.1

where the ferrocyanide anion, [Fe(CN)6]4–, is reversibly oxidized to form the ferri-
cyanide anion, [Fe(CN)6]3–. Ferrocyanide is diamagnetic with a low spin ferrous 
Fe2+ while ferricyanide is paramagnetic with iron in the high spin ferric Fe3+ state. 
In this redox reaction, both species are soluble in water and remain as solvated ions, 
minimizing the changes to the electrode surface during electrochemical measure-
ments, unlike electrodeposition or corrosion. The reaction’s redox potential ensures 
that gas generation due to water splitting (hydrogen or oxygen evolution) is negligible 
during electrochemical measurements, thus minimizing micro-convective effects due 
to bubble formation [41]. 

Prior to the effects induced by magnetic field, it is important to characterize the 
properties of the reaction in detail. Cyclic voltammetry was used to estimate the 
kinetics as well as the diffusion parameters. It is known that the kinetics of the 
[Fe(CN)6]3–/[Fe(CN)6]4– electrode process is highly dependent on the cleanliness of 
the electrode [42]. In the present study, the redox peaks in the cyclic voltammogram 
are found to be absent when either Pt or Co/Pt films are used as WE without any 
prior cleaning. Various cleaning procedures have been reported in the literature to 
improve the electrode activity [43]. We followed the procedure described in [42], 
which starts with sonication of the thin film in acetone for 2 min followed by a rinse 
using ethanol and isopropanol. For the electrochemical cleaning, the potential was 
swept between −1.0 V and +1.3 V at a scan rate of 100 mV/s in 0.1 M KCl solution 
until a steady state response was observed. 

After WE pretreatment, the ferricyanide/ferrocyanide redox reaction is character-
ized by sweeping the potential and measuring the current response under a uniform 
surface normal field of 400 mT so that the Pt electrode properties can be compared to 
those of the Co/Pt electrodes in their saturated mono-domain state (Figure 9.4a). The
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Fig. 9.4 a Cyclic voltammogram at a scan rate of 50 mV/s and b dimensionless parameter ψ of 
Pt and Co/Pt electrode in solution containing 0.2 M K3[Fe(CN)6] and 1 M KCl  

solution resistance, Rs, is found to be 21 Ω using a positive feedback technique. The 
open circuit potential (OCP) of the system is measured as 0.41 V. When the poten-
tial is swept from 0.6 to 0.0 V, reduction of ferricyanide occurs while the oxidation 
of reduced species occurs in the reverse sweep. According to the Randles–Sevcik 
equation for a reversible system of the type O + ne– → R, the peak current at room 
temperature follows the relation, which holds for low scan rate only, 

i p,c = −2.69 − 2.69105 n 
3 
2 AD 

1 
2 
0 [O]∞ν1/2 , (9.11) 

where ν is the scan rate in V/s, A is electrode area in cm2, D is analyte diffusion 
coefficient in cm2/s, [O]∞ is the bulk analyte concentration in mol/cm3, and n is the 
number of electrons transferred in the redox reaction. In order to estimate the diffusion 
coefficient, ip is plotted against v1/2 and fitted assuming a linear relation (Eq. 9.11). 
Irrespective of the electrode, the diffusion coefficient of the ferricyanide reduction 
reaction is found to be ~ 6 × 10−6 cm2/s and that of ferrocyanide oxidation is ~ 5 × 
10−6 cm2/s. As the diffusion coefficient indicates the quantity of diffused particles 
per unit time, the difference is ascribed to the lower density of the ferricyanide 
compared to that of the ferrocyanide [44]. The obtained values are comparable to the 
literature values 5–7.2 × 10−6 cm2/s for ferricyanide and 4.5–6.4 × 10−6 cm2/s for 
ferrocyanide [45, 46]. 

For high scan rates, the electrochemical system behaves as a quasi-reversible one, 
and the separation between redox peaks in CV curves is measured to get insight into 
the kinetic rate constant. At a scan rate of 50 mV/s, the peak separation ∆Ep for a Pt 
electrode is found to be 77 mV while that of a Co/Pt electrode is 98 mV. A higher
∆Ep value compared to the 57 mV separation for a reversible reaction can be related 
to the slow kinetics [47] or electrode surface contamination [48]. The heterogeneous 
standard kinetic rate constant k0 can be extracted from the ∆Ep dependence on the 
scan rate v using the empirical relation [49],
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ψ = (−0.6288 + 0.0021X )/(1 − 0.017X), (9.12) 

where X = ∆Ep × n, the rate constant k0 can be obtained using the Nicholson 
approach [47] where ψ is given by 

ψ = k0 /[π DnFv/RT ]1/2 , (9.13) 

To estimate the standard rate constant, ψ is calculated using Eq. (9.12) and is 
plotted against v−1/2 (Fig. 9.4b). Fitting the plot with a linear function and using 
Eq. (9.13), k0 of Co/Pt and Pt electrodes are estimated as 3.1 × 10–3 and 13.0 × 
10–3 cm/s, respectively. The ko-value obtained for the Pt film is within the wide range 
0.01–0.4 cm/s reported for Pt electrode based ferricyanide/ferrocyanide systems [48, 
50]. The lower rate constant for Co/Pt could be attributed to a non-perfect coverage 
of Pt as top layer of the magnetic stack. The dependence of k0 on the magnetic field 
will be discussed in the next section. 

9.5 Magnetic Field Effects on the Electrochemical Reaction 

The impact of a magnetic field on Pt and Co/Pt film electrodes is studied using cyclic 
voltammetry in two ways (Fig. 9.5a, b) the external field is applied out of the plane 
of the film (OP) or parallel to the current density, and (c) (d) the field is applied in the 
plane of the film (IP) or perpendicular to the current density. Figure 9.5a confirms 
that there are no field-induced effects in the OP field geometry on a Pt benchmark 
electrode. Thus, it is safe to assume that micro-MHD and edge-effect, induced field 
driven convective effects are minimized in the system in this magnetic configuration. 
In the case of the Co/Pt electrode (Fig. 9.5b), a small change in reduction current can 
be observed with the perpendicular field which might be due to localized field gradient 
effects (see the discussion in the next section). However, no appreciable shift in peak 
separation is observed. It confirms that the observed difference in ko between Pt and 
Co/Pt electrodes is likely to be a chemical surface effect. We also checked that upon 
covering the Co/Pt with a thicker 10 nm Pt cap layer, the ko increased to 10× 10–3 cm/ 
s, becoming comparable to that of a pure Pt film. However, the thick Pt overlayer will 
severely diminish the nanoscale field gradient effects on the electrochemical interface 
(see Fig. 9.3b). Hence, the field effect studies were performed with 3 nm capped Co/ 
Pt films, keeping in mind the difference in kinetic activity, but still pertinent to check 
if kinetics can change when modifying the magnetic state of the electrode.

Lorentz force induced effects can be probed when a uniform magnetic field is 
applied parallel to the electrode surface. Figure 9.5c, d illustrate the MHD effect on 
both Pt and Co/Pt with an IP magnetic field configuration. During reduction of ferri-
cyanide, Lorentz force effects are negligible in a potential range 0.6–0.25 V/Ag/AgCl 
which corresponds to the kinetics limited region whereas the diffusion limited region 
(0.275–0.6 V/Ag/AgCl) is considerably influenced by the in-plane magnetic field. 
We can also observe from the cyclic voltammograms that the Lorentz force effects on
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Fig. 9.5 Cyclic voltammograms of a Pt and b Co/Pt with 2.8 nm cap layer under different out-of-
plane magnetic field. CV curves of c Pt and d Co/Pt film under different in-plane magnetic fields. 
Scan rate of all CV is 50 mV/s

the two reaction peaks are asymmetrical, which can be explained by the difference in 
absolute current density values. As the electrolyte consists of ferricyanide solution, 
the current density is higher in the reduction region (left) compared to the oxidation 
region (right) in Fig. 9.5c, d, resulting in a difference in the Lorentz force magnitude. 
Similar in-plane field behavior is observed for both Pt and Co/Pt film electrodes and 
therefore indicates that the magnetic domain configuration of the Co/Pt samples does 
not play a significant role in this field configuration. 

Cyclic voltammograms give qualitative information on the mass transport 
response to the magnetic field. In order to better understand the Lorentz force 
effects on the diffusion layer, electrochemical impedance spectroscopy (EIS) is 
used. Figure 9.6a shows the evolution of the impedance spectra when varying the 
IP magnetic field magnitude at a bias voltage of 0.15 V/Ag/AgCl, where active 
reduction of ferricyanide is mass transport limited. The Nyquist plot consists of a 
semi-circular curve in the high frequency region (left), which is related to the inter-
facial properties and a slanted straight line in the low frequency region (right side)
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Fig. 9.6 a Evolution of impedance spectra of Co/Pt electrode at a bias voltage 0.15 V/Ag/AgCl 
under different magnetic field applied along the plane of film. Randles circuit fit parameters b charge 
transfer resistance c effective double layer capacitance and d Warburg element as a function of 
in-plane field 

related to the diffusion layer. The Warburg element, related to the diffusion layer, 
is found to be very sensitive to the applied field with a power law dependence of 
B1/3 (Fig. 9.6d), as predicted by Aogaki [51] for magneto-convection induced by the 
Lorentz force. The change of Rct and Cdl with the IP field (Fig. 9.6b, c) suggests that 
both interfacial and diffusion regions are sensitive to the bulk convection. We further 
confirmed the convective nature of the Lorentz force by studying the reaction under 
forced convection induced by mechanical stirring and found a similar behavior that 
we do not show here. 

In order to study how a large field gradient at the electrochemical interface can 
impact the reaction, impedance spectra of the bath using the magnetic Co/Pt WE 
are recorded when imposing several different OP field conditions (Fig. 9.7a), under 
0.25 V/Ag/AgCl potentiostatic conditions. The data is fitted using the Randles circuit 
like the one for IP field measurements. The bath resistance (Rs) 19.7 ± 0.2Ω is found 
to be almost independent of the applied magnetic field.
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Fig. 9.7 a Evolution of the impedance spectra of Co/Pt electrode at a bias voltage 0.25 V/Ag/AgCl 
under different magnetic fields applied normal to the film surface. Randles circuit fit parameters 
b charge transfer resistance, c double layer capacitance and d Warburg diffusion impedance as 
a function of magnetic field. The magnetization evolution of [Co(0.8)/Pt(0.8)]20 with OP field is 
shown in the background of figure b and c (grey) 

However, a significant difference occurs in the high frequency region, where the 
charge transfer resistance (Rct) and the double layer capacitance (Cdl) both show 
a clear dependence on the applied magnetic field (Fig. 9.7b, c). Both quantities are 
increased by 5–6% when the applied field changes from 0 to ± 400 mT. These values 
correspond to the magnetic film in the in multi-domain state (large field gradient) at 
0 mT and mono-domain state (minimum field gradient) when in a ± 400 mT applied 
field. As the applied DC bias voltage is close to the half potential E1/2, the effective 
double layer capacitance can be treated as a Gouy-Chapman capacitor corresponding 
to the diffusive double layer region. A change in Cdl with applied field would then 
imply a change in the concentration of ions in the diffusive double layer region. Thus, 
a field-gradient driven micro- near-electrode convection is assumed to be the origin 
of the observed changes of impedance spectroscopy. 

To check if the field dependence of the EIS with a magnetic Co/Pt WE was intrinsic 
to the magnetic properties of the WE, measurements under identical conditions were 
performed using a non-magnetic Pt film as WE. Figure 9.8 shows the corresponding
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Fig. 9.8 a Evolution of the impedance spectra of Pt electrode at a bias voltage 0.275 V/Ag/AgCl 
under different magnetic field applied parallel to the current density. Randles circuit fitted parameters 
b charge transfer resistance, c double layer capacitance and d Warburg diffusion impedance as a 
function of magnetic field 

Nyquist diagrams as well as the evolution of the Randles circuit parameters under 
different magnetic fields. It reveals that neither interfacial nor bulk properties of the 
reaction are sensitive to the applied magnetic field. Hence, the perpendicular field 
has almost no effect for the nonmagnetic WE. Irrespective of the field value, Rct and 
Cdl remain unchanged within about 1–2%, which shows the reproducibility of the 
measurements. It confirms the CV data of Fig. 9.5a, with a picture of reproducible 
and stable reaction along with the minimum external-field induced effects in this 
particular configuration. 

Insight into the possible magnetic effect on the charge transfer coefficient of the 
reaction can be gained by testing how the product of current i and the charge transfer 
resistance Rct evolves with the change of magnetic force field amplitude [52]. The 
steady state current response to the OP field is therefore measured for Pt and Co/ 
Pt films under the same potentiostatic condition (0.25 V/Ag/AgCl) as the one used 
for EIS measurements (Fig. 9.9). The applied OP field is swept between ± 400 
mT in steps of 10 mT. Once the applied field is stabilized (in < 5 s), the current is 
measured after a 10 s waiting time, implying a delay time of 15 s in total between two
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Fig. 9.9 Steady state current 
as a function of OP applied 
magnetic field, increasing 
when the magnetic force 
field generated by the Co/Pt 
multilayer electrode 
increases, and nearly 
invariant for a non-magnetic 
benchmark Pt electrode 

consecutive current measurements. While the steady-state current of a Pt electrode 
is almost invariant with applied field, the Co/Pt electrode shows a clear change in 
current density with applied OP field, having a maximum magnitude at 0 mT where 
the film is in multi-domain state, and a minimum when the field is > |200| mT where 
the film magnetization becomes saturated (Fig. 9.9). Upon changing the field from 
±400 to 0 mT, the current density of the Co/Pt WE increases by around 7%, which 
implies that the product i*Rct is roughly invariant under applied OP field conditions. 
This support the claim that the charge transfer process, or the reaction kinetics, under 
these specific potentiostatic conditions are not influenced by the large magnetic force 
at the interface. 

Returning to the OP field dependence on the reaction, the micro-MHD and edge 
effect driven convective effects can be assumed to be negligible in the system as 
no field-induced effects are observed for the Pt-film WE. Hence, the external field 
cannot be considered as a primary source for these changes. We have therefore strong 
experimental evidence that the localized stray field gradient generated by the Co/Pt 
stack in the multi-domain state at small applied external field is responsible for the 
observed changes in the Randles cell components and the steady state current. This 
force field is expected to be acting near the immediate vicinity of the electrode, 
within the few tens of nm of the working electrode surface. Aogaki et al. reported 
that the field-induced forces acting near the electrode can in fact induce convection 
inside the diffusive layer [53] and influence the morphology of electrodeposits. For 
the Co/Pt film electrode in a multi-domain state, regarding it as a magnetized 2D 
sheet (Sect. 3), an average field of 0.2 T is expected at the film surface. As the 
current density involved is small, the average Lorentz force density at the surface 
is rather small, of the order of 10 N/m3 ( j = 5 mA/cm2, Bav = 0.2 T), and cannot 
compete with the force driving natural convection (∼ 103 N/m3). On the other hand, 
the magnetic field gradient force can act as a driving force. In our case, with the molar 
magnetic susceptibility χ mol = 28.8 × 10−9 m3/mol for potassium ferricyanide of
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molar concentration of c ≈ 0.1 M, we estimate the gradient force density to be of the 
order of 107 N/m3 near the electrode surface. This force can inhibit the convection of 
paramagnetic species and can locally alter the concentration gradient. A study using 
CoPt nanowires embedded in an alumina membrane has shown that the oxygen 
reduction current can be enhanced by the magnetic field gradient driven convective 
inhibition of paramagnetic radicals near the electrode surface [54, 55]. 

9.6 Conclusions 

Co/Pt multilayers with perpendicular magnetization are ideally suited for generating 
large localized magnetic field gradient forces while limiting the amplitude of the 
Lorentz force. Our multilayers produce values of ∇B2 [equal to (B. ∇)B] in excess 
of 106 T2/m at the electrode surface. Use of a single Pt top layer as nonmagnetic 
cap layer allows us to convincingly compare the differences of behavior between 
magnetic and non-magnetic electrodes. For a reversible single e− electrochemical 
reaction, we show how the large magnetic field gradient force (Eq. 9.2) acting on the  
paramagnetic species impacts the diffusive double layer at the interface, decreasing 
its capacitance and its charge transfer resistance, indicating quantitatively how it 
perturbs the concentration profile near the interface. However, we find no indication 
of changes of kinetics of the reaction under the extreme local magnetic field gradient 
forces generated by our optimized nanoscale magnetic source. 

We showed that our strategy for building high magnetic field gradient electrodes 
impacts the electrochemical process precisely where the forces act, specifically 
within the first tens of nm of electrolyte near the electrode surface. This strategy 
could be used beyond the presented benchmark case, for chemical processes highly 
sensitive to the electrode surface processes, such as the oxygen evolution reaction. 
Dynamical studies could possibly be extended down to very short time scales, limited 
only by the intrinsic properties of magnetic switching as the one could turn the 
magnetic field gradient forces on and off by magnetization reversal due to domain 
wall motion or spin–orbit torque [56, 57], possibly going down to the picosecond 
scale [58]. This should open new perspectives for impedance spectroscopy, where 
we can the define the timescale of a system’s response as well as limiting the spatial 
location, with an excitation designed to occur only in the immediate vicinity of the 
working electrode. 
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Chapter 10 
Interferometric Measurement 
of Forward Reaction Rate Order 
and Rate Constant 
of a Dy(III)-PC88A-HCl Solvent 
Extraction System 

Fengzhi Sun, Kilian Ortmann, Kerstin Eckert, and Zhe Lei 

10.1 Introduction 

Rare-earth elements (REEs) are indispensable for numerous high-tech products, such 
as motors for electric cars and permanent magnets for generators [1]. As energy 
production shifts to a higher proportion of renewable sources, the demand for REEs 
is foreseen to increase greatly over the next few decades [2]. However, the bene-
ficiation of REEs involves the environmentally and economically costly Solvent 
eXtraction (SX) process. Ever since its introduction in the 1960s, this continues to 
be a low-efficiency procedure on the industrial scale, limited by the small separation 
factor and high consumption of non-recyclable chemicals [3]. Furthermore, there is 
increased interest in a stabler REE supply chain with an additional focus on innova-
tive separation methods that are more efficient in terms of both REE beneficiation 
and secondary resources, e.g., recycling from end-of-life REEs [4]. In recent years, 
reports on the working principle of enriched REE ions close to their magnetic source
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[5–8] have raised the prospect of green REE separation technology, which should 
be fully explored. The stand-alone technology can also be combined with conven-
tional SX to produce an innovative magnet-assisted solvent extraction process. By 
addressing the differences in REEs’ magnetic susceptibility, an intrinsic property 
of the respective metals [8], the selective enhancement of individual REEs’ extrac-
tion kinetics is expected. An enhanced separation factor is expected to be achieved 
by sampling prior to equilibrium, as is done nowadays in SX plants. However, to 
elucidate the mechanism for selectively enhancing the extraction kinetics in magnet-
assisted solvent extraction, a novel approach for investigating the kinetic mechanism 
is crucial. 

The mixer-settler is the main device within which solvent extraction takes place in 
a separation plant. Thus, hundreds of mixer-settler stages linked in a countercurrent 
circuit might be needed to achieve sufficient separation quality for individual REE 
products [3]. The phosphorous acids di-2-ethylhexylphosphoric acid (D2EHPA) and 
2-ethylhexylphosphonic acid mono-2-ethylhexyl ester (PC88A) are two widely used 
cation exchanger extractants [9]. They tend to form dimers, i.e., H2 A2,O , in a non-
polar organic phase. The extraction reaction equation for Dy reads 

Dy3+ 
A + 3H2 A2,O ↔ Dy(HA2)3,O + 3H+ 

A . (10.1) 

Knowledge of the distribution coefficient 

DRE  = 
cRE(o) 

cRE(a) 
(10.2) 

is defined by the concentration ratio of REEs, i.e., Dy in Eq. (10.1), in the organic 
phase and that in the aqueous phase at equilibrium; and the separation factor 

βRE1/RE2 = 
DRE1 

DRE2 
(10.3) 

which is the ratio between the distribution coefficient, respectively, for two RE 
species, namely RE1 and RE2 in subscript. The cRE,o and cRE,a are REE concentra-
tions in the organic and aqueous phases at equilibrium, respectively, and are critical 
in designing the process. This information could further feed into equilibrium-based 
modeling to improve and optimize the process [10]. Furthermore, the kinetic mech-
anism offers critical information about the timescale and hence the size of the plant 
for the separation process. Nevertheless, few tools have been developed to investi-
gate chemical changes occurring at the liquid–liquid interface. The exploration of 
the kinetics is mainly based on indirect experimental investigations. Several sets of 
apparatus have been used to study the initial boundary mass flux where the concen-
tration is known and the partial rate order for individual species and the reaction 
rate constant can be individually studied. Since only the species at the initial time 
step have defined concentration values, the forward rate equation normally takes a 
semi-empirical form
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R

┌
mol 

m2 · s
┐

= k f ca RE(a)c
b 
H2 A2(o)c

c 
H+. (10.4) 

The Lewis cell and its variants represent a conventional experimental approach to 
quantifying the solvent extraction kinetics of this heterogeneous extraction process 
[11]. The aqueous phase and organic phase with their respectively defined volumes, 
V, are stirred separately/spontaneously so that respective bulk phases are well mixed 
while the water–oil interface is still stratified. The average extracted rare-earth cRE(a) 
is quantified by characterizing the sampled species at different time intervals during 
the reaction. Consequently, the reaction rate R of RE(III) is readily computed with 

R

┌
mol 

m2 · s
┐

= 
V 

A 
· dcRE(a) 

dt  
(10.5) 

and the initial rate is then extrapolated at the zero time stamp. There are some obvious 
disadvantages to Lewis-type cells. Tracking the reaction at different time intervals 
requires independent, repetitive experiments. It further entails the need to indepen-
dently study the influence of the REE concentration, extractant concentration and pH. 
The overall sample consumption is enormous (100–1000 mL per experiment). Plus, 
at an increased stirrer speed, the hydrodynamic situation is ill-defined at the inter-
face. Kelvin–Helmholtz instability and entrainment can occur at interfaces with an 
increased shear rate [12]. Consequently, a complicated wave pattern, turbulence and 
emulsification occur and the initially well-defined interface area A changes. Using 
a Lewis-type cell with a membrane, Chitra et al. [13] found a first-order rate law 
for Nd(III) and a third-order law for a dimeric PC88A concentration for the forward 
reaction, while the backward reaction is of the first order for the REE complex and 
of the third order for H+. The reaction order is, surprisingly, the same as the stoichio-
metric coefficient of the reactants in Eq. (10.1). Mishra found a quasi-first order rate 
for La(III) and D2EHPA and 0.08 order for H+ in the presence of lactic acid [14] for  
the forward reaction. Alternatively, using highly stirred apparatus AKUFVE [15], 
continuous sampling at different time intervals is achieved by sacrificing the quanti-
fied interface area. Wang et al. [16] found a reaction order of 1 for Sm(III), Eu(III), 
Gd(III) and PC88A, and a reaction order of −1 for H+ at a stir speed of 420 rpm. 
At the same time, there was one attempt [17] to minimize the organic phase volume 
in a single drop experiment where the organic phase rises freely due to buoyancy 
in a REE-laden aqueous column. The extraction time is adjusted by changing the 
column height, leading the setup to deliver more flexible measurements, with the 
advantage of sampling at different time intervals during the reaction in a single run. 
Mostaedi et al. [17] found a forward reaction law of the first order for Sm(III) and 
D2EHPA and one of −0.8 for H+, while Huang [18] found a quasi-first order rate for 
La(III), Gd(III), Ho(III) and Lu(III) concentrations and a PC88A monomeric concen-
tration and quasi-negative first order for H+. An even smaller amount of sample is 
needed when employing the hollow-fiber membrane extractor technique, using which 
Nakashio et al. [19] reported very different rate laws compared with other studies.
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The increased effective diffusivity might cause an over-estimated mass flux due to 
Taylor diffusion [20] as a result of shear flow in the porous medium. 

One major reason for the current disagreements over the rate law is un-decoupled 
fluid dynamics in the investigation apparatus. One obvious dilemma lies in the need 
to stir the cell to achieve active mixing in the accurate sampling that enters cRE(a) in 
Eq. (10.5) and the clearly defined reaction area when the interface is free from convec-
tion. In this paper, we propose and deliver preliminary validation for using a Mach– 
Zehnder interferometer to quantify the rate law with minimum reagent consumption, 
in the order of 1 mL per experiment. The heterogeneous extraction process, similar 
to a Lewis cell without active stirring, takes place at the water–oil interface, with both 
bulk phases in a state of stagnancy. Therefore, a space- and time-resolved Dy(III) 
boundary layer is monitored in the vicinity of the interface, where cation exchange 
takes place with PC88A as an extractant. A diffusion layer of Dy(III) is formed 
gradually with a positive concentration gradient in the direction of gravity. Further 
integrated spatially, a Dy(III) boundary flux is quantified from which the forward 
reaction rate order and rate constant are studied by parametrically varying the initial 
Dy(III), H2A2 concentration. 

10.2 Experimental Aspects 

This experiment addresses solvent extraction in an immiscible water–oil system. For 
that purpose, DyCl3 up to 1 M (purity 99.9%, Abcr GmbH) with the pH adjusted 
to 1 by HCl in an aqueous phase is brought into contact with an organic phase, a 
low-viscosity paraffin (Sigma-Aldrich 76,235), dissolving the extractant PC88A up 
to 1 M. Hence, a Dy(III) cation exchange [3] following Eq. (10.1) is triggered at 
the water–oil interface. The reaction is conducted using a quartz-glass cell (Hellma 
404-1) with inner dimensions of 36.5 × 18.5 × 1 mm3. The narrow gap width of the 
cell allows us to study the diffusion-extraction kinetics process in a quasi-2D Hele-
Shaw configuration (Fig. 10.1a), a widely used fluid mechanics model setup for flow 
visualization and qualification, incorporating advective transport [21, 22]. The cell 
is then placed in the measurement arm of a 632.8 nm monochromatic laser-based 
Mach–Zehnder interferometer [5–7], with the cell’s depth in the direction of the laser 
beam. The refractive index of the aqueous phase, which is proportional to the RE(III) 
concentration change, is monitored by the phase shift of the interference fringes at a 
frame rate of 5 fps with a resolution of 2160 × 2160 pixels (Jai Go-5100 M-USB). 
The interferogram, see Fig. 10.1b, is processed [5–7] into a space- and time-resolved 
RE(III) concentration field as shown in Fig. 10.2 in the following chapter.

To prepare the cell, the aqueous phase is first poured into the bottom until a 
fixed height of approximately half the cell is reached, where we set the interface 
coordinate at z = 0 mm, see Fig. 10.1b. A fixed camera view is maintained so that 
the measurement region at any parametric variation observes the same respective 
area in the aqueous phase, with the water–oil interface acting as a boundary. Then, 
after the aqueous phase stabilizes, an equal amount of organic phase is injected



10 Interferometric Measurement of Forward Reaction Rate Order and Rate … 135

Fig. 10.1 Illustration of a experimental configuration. The coordinate system is selected so that 
gravity is parallel to the z direction with the water–oil interface at z = 0 mm. b interferogram at 
aqueous phase with water–oil interface as upper boundary 

Fig. 10.2 Dy(III) concentration distribution along z axis against different time intervals after the 
reaction layer with an initial concentration of DyCl3 1 M and PC88A 0.25 M
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simultaneously from both ports at the top of the cell. Using this method, the two 
fronts of organic phase meet in the middle of the cell and the interface remains 
relatively flat. Menisci near the cell edge can be observed when the two phases are 
in contact (see Fig. 10.1a). As a result of RE(III) consumption, the density gradient 
is parallel to gravity. Therefore, the hydrodynamically stable system, together with 
a flat interface in the middle of the cell, further simplifies the model into a quasi-1-D 
diffusion reaction transport [5–7]. 

10.3 Results 

Figure 10.2 shows an experimentally resolved Dy(III) mass boundary layer in the 
aqueous phase over time, obtained by interferometry, see Fig. 10.1b. The diffusion 
front scales with a t1/2 law, which indicates a diffusive transport process of Dy(III) 
concentration stratifications. The quasi-1D reaction–diffusion scenario makes it 
possible to de-noise the experimental illustrations by averaging the concentration 
profile along the x axis, i.e., in the direction of the interface (see Fig. 10.1b), for 
every z-axis value, i.e., in the direction of gravity. The interface position is located 
at z = 0 and the Dy(III) cation exchange starts at time t = 0 s. The experimental 
conditions of Fig. 10.2b in this case are a DyCl3 and PC88A with a molarity of, 
respectively, 0.25 M and 1 M in their respective phases. The concentration profile is 
shown as the reduction in concentration (∆c) versus the distance (z axis) from the 
interface at selected times t. 

To this end, we revisit Eqs. (10.4) and (10.5) to explicitly correlate the rate law 
and the results gained from the interferometer. Under the condition that the reverse 
reaction is negligible, 

log10 
V 

A 
· dcRE(a) 

dt  
= log10 k f + a log10 cRE(a) + b log10 cH2 A2(o) + log10 cH+ 

(10.6) 

the interferometer results (left) can be correlated with the rate law (right) by applying 
the log operator on both sides. In this way, varying the individual species, i.e., Dy(III) 
and PC88A concentration or pH value, the rate order can be individually extracted. 

10.3.1 Dy(III) Concentration Influence 

The Dy(III) concentration is varied in an aqueous phase with a salinity of 0.25, 0.5, 
0.75 and 1 M while the extractant concentration remains the same, i.e., 0.25 M PC88A 
in the organic phase. The result, shown in Fig. 10.2, is then integrated along the z axis 
so that the value V /A·cRE(a) is obtained at different time intervals during the reaction, 
see Fig. 10.3a. A linear fit (dashed line in Fig. 10.3a) is then applied to individual
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Fig. 10.3 The interface-averaged spatial integral of Dy(III) concentration, V /A · cRE(a), with 
PC88A 0.25 M, i.e., dimeric concentration 0.125 M, at different initial Dy(III) concentrations (a). 
The dashed lines are linear fits for different initial Dy(III) concentrations; their slope is summarized 
in b. b initial forward reaction rate at different initial Dy(III) concentrations in a double logarithmic 
diagram 

parametric variations with its gradient feeding to the left-hand side of Eq. (10.6). 
Summarizing the V / A · dcRE(a)/dt value against different Dy(III) concentrations in 
a double logarithmic diagram (Fig. 10.3b), a quasi-first order dependence of Dy(III) 
is found for experimental system. 

10.3.2 Influence of Dimeric PC88A Concentration 

The extractant PC88A(III) concentration is varied in organic phases of 0.25, 0.5, 
0.75 and 1 M while the Dy(III) concentration remains the same, i.e., 0.25 M DyCl3 
in the aqueous phase. The resulting dimeric PC88A concentration is half of the 
respective values. The result, shown in Fig. 10.2, is then integrated along the z 
axis so that the value V / A · cRE(a) is obtained at different time intervals during 
the reaction, see Fig. 10.4a. A linear fit (dashed line in Fig. 10.4a) is then applied 
to individual parametric variations with its time derivative feeding to the left-hand 
side of Eq. (10.6). Summarizing the V /A · dcRE(a)/dt value against different PC88A 
concentrations in a log10-log10 diagram, Fig. 10.4a, b quasi-second order dependence 
of Dy(III) is found.

Consequently, the rate law is readily computed by combining the intercept and 
slope of the linear fit in Figs. 10.3b and 10.4b, respectively. To this end, the forward 
reaction rate takes a fixed pH value, hence k f ' =  k f cc H+ = 7.77 × 10−4 

R

┌
mol 

m2 · s
┐

= 7.77 × 10−4
[ m 

M−2.4 · s
]
c1.1 RE(a)c

2.3 
H2 A2(o)



138 F. Sun et al.

Fig. 10.4 The interface-averaged spatial integral of the Dy(III) concentration, V /A · cRE(a), with 
Dy(III) 0.25 M at different initial PC88A concentrations of 0.25 M, 0.5 M and 1 M, i.e., dimeric 
concentrations of 0.125 M 0.125 M, 0.25 M and 0.5 M, respectively (a). The dashed lines are 
linear fits for different initial PC88A concentrations, with their slopes summarized in b. b the initial 
forward reaction rate at different initial dimeric PC88A concentrations in a double logarithmic 
diagram

10.4 Conclusion 

We report a novel approach for measuring the forward rate law of a rare earth 
(RE) solvent extraction system. A cation exchange system of Dy(III)-PC88A-HCl is 
used for validation. A Mach–Zehnder interferometer monitors the space- and time-
resolved Dy(III) concentration boundary layer in a Hele-Shaw cell. The dependence 
of both the Dy(III) and the dimeric extractant PC88A concentration are studied 
independently and a rate law is found following a quasi-first order and quasi-second 
order, respectively. Our method is superior to conventional methods as it requires 2–3 
orders of magnitude less material, and Dy(III) can be traced at different time intervals 
after the reaction in one experiment without the probe disturbance that is an issue 
with conventional methods. In addition, the approach can genuinely be applied to all 
kinetic systems, provided the medium is transparent or translucent. The potentially 
interesting aspects to be followed up include the extraction kinetic law for all trivalent 
RE ions, not limited to the model system of the Dy(III)-PC88A-HCl solvent extrac-
tion system we validated here. While an active follow-up investigation is underway 
extending the parametric range and systems to refine the accuracy and expand the 
rate law to encompass a broader spectrum of reaction constant determination, this 
work focuses on establishing and validating the general method. 
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Part IV 
Applications in Biology



Chapter 11 
Magnetoelastic Elastomers 
and Hydrogels for Studies 
of Mechanobiology 

Peter A. Galie, Katarzyna Pogoda, Kiet A. Tran, Andrejs Cēbers, 
and Paul A. Janmey 

11.1 Introduction 

The mechanical properties of materials to which biological cells adhere are now 
commonly accepted to be a major factor in determining cell function, proliferation, 
and differentiation [1]. These mechanical properties, usually quantified by elastic 
modulus, can change either gradually or rapidly during processes such as tissue 
differentiation, development of fibrotic disease, changes in vascular pressure as the 
heart beats, sudden impact, or the effects of gravity during activities such as sitting 
or walking. Many efforts have been directed at developing biologically compat-
ible materials with elastic moduli similar to those of biological tissues [2], and in 
particular development of methods by which the elastic modulus of a cell substrate 
can be changed to study how cells respond to this change in substrate stiffness [3]. 
Most such efforts involve chemical strategies to break network strands or introduce 
or eliminate network crosslinks, which can change the elastic modulus by several 
factors over a period of minutes to hours [4, 5]. Such strategies mimic some aspects 
of normal or pathological stiffness changes but are limited by the relatively slow rate
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at which the elastic modulus changes and usually by irreversibility of the chemically 
induced stiffness change. To reproduce the rapid and reversible stiffness changes that 
occur as the heart beats, blood vessels pulse, or soft tissues are deformed by muscle 
contraction, chemically induced stiffening or softening materials are inadequate. 

An alternative method to change the stiffness of a soft elastomer or a hydrogel 
is the introduction of ferromagnetic particles into the material and then subjecting 
the composite material to magnetic fields [6–10]. The most commonly used such 
materials are magnetoelastomers in which particles such as carbonyl iron spheres 
are embedded in polydimethylsiloxane (PDMS) or other similar soft materials that 
have elastic moduli similar to those of some mammalian tissues. These materials have 
been extensively studied and quantitatively analyzed, with excellent fits of theory to 
experiment [11, 12]. In part, understanding the effect of magnetic fields on material 
stiffness is facilitated by the fact that the host rubber-like material, such as PDMS, is 
linearly elastic, with shear or Youngs moduli that are nearly independent of frequency 
or strain magnitude over the range of timescales and deformation magnitudes that 
occur in vivo. Similar considerations also apply to polyacrylamide or other flexible 
polymer hydrogels embedded with ferromagnetic particles [6, 13, 14], because these 
hydrogels also have nearly linear elasticity. However the native extracellular matrix, 
as well as the cytoskeleton in living materials is predominantly formed by relatively 
stiff fibrous polymer networks that exhibit a rich nonlinear viscoelastic response, 
with shear moduli that change by orders of magnitude over modest strains, and in 
some cases with frequency dependent changes in both the shear storage and loss (or 
elastic and viscous) moduli [15, 16]. Such nonlinear fibrous networks, composed for 
example of fibrin or collagen, can also be integrated with ferromagnetic particles to 
allow the elastic modulus of the composite to change by orders of magnitude very 
rapidly and reversibly by application of magnetic fields that can easily be generated 
in a laboratory setting [17, 18]. 

The importance of substrate stiffness and a schematic image of the methods used 
to study cell response to environmental viscoelasticity is illustrated in Fig. 11.1. 
Typically, the rigid glass or plastic substrate traditionally used for cell biology in 
the laboratory is covered by a thin elastomeric or hydrogel material on the surface 
of which specific adhesion proteins, typically extracellular matrix (ECM) proteins, 
are covalently attached [19, 20]. The elastic modulus of the deformable elastomer 
or hydrogel can be varied by altering polymer density, crosslinker concentration, 
and other features to vary the elastic modulus from less than 100 Pa to kilopascal or 
megapascal stiffnesses that span the range of most soft tissues, from brain to muscle 
to cartilage. An illustration of the importance of substrate mechanics is shown by 
the morphology of cardiac myocytes that are removed from the three-dimensional 
cardiac tissue and then placed on artificial surfaces with different stiffnesses [21]. 
Under chemically identical culture conditions, the morphology of these cells can 
vary from small and round to highly spread and polygonal at the two extremes of 
stiffness, but only on intermediate stiffnesses of 5–10 kPa, that mimic the stiffness 
of the native cardiac tissue, the cells acquire the elongated sarcomere-containing 
structures that allow them to rhythmically contract. In these and similar experiments, 
substrates of a constant stiffness are used for cell culture, but in living organisms



11 Magnetoelastic Elastomers and Hydrogels for Studies of Mechanobiology 145

Fig. 11.1 Top: Diagram of the use of soft substrates with controlled shear modulus (G) for cell 
culture. bottom: Effect of substrate stiffness on the morphology of cardiac myocytes. Adapted with 
permission from Chopra A, et al. J Biomech. 2012;45:824-31. Copyright 2021 Elsevier, Inc. 

tissue or extracellular matrix stiffness can change due to chemical remodeling or 
imposition of mechanical stresses. To achieve large, rapid, and reversible changes in 
substrate stiffness without chemically altering the substrate structure, magnetoelastic 
materials formed by embedding ferromagnetic particles into elastomers or hydrogels 
have recently been adopted for a variety of cell biological experiments. 

Usually, these magnetoelastic substrates, like the example shown in Fig. 11.1, 
provide a surface on which cells can grow, and the elastic modulus of the substrate is 
altered by imposition of a magnetic field. A more recent advance has been to employ 
three-dimensional fibrous networks formed by the same protein filaments that form 
the extracellular matrices of many soft tissues, such as collagen or fibrin, and add 
ferromagnetic particles entrapped in the network meshes [17]. This allows cells to 
be cultured in a three-dimensional matrix that more closely mimics the setting of 
most cells in the body. Provided that the volume fraction of magnetic particles is 
sufficiently low, the particles themselves do not alter the structure or the rheology 
of the fibrous networks and provide the opportunity to change the effective stiffness 
that cells encounter in a three-dimensional network when a magnetic field is applied. 

11.2 Rheological Properties of Dynamically Stiffening Soft 
Magnetoelastic Composites 

In this study we summarize representative effects of applying uniform magnetic fields 
to elastomers and hydrogels containing ferromagnetic particles, with an emphasis 
on the strain dependence of the field-induced stiffening and a comparison of the 
differences between linear and nonlinear elastic networks. Analysis of the effect 
of magnetic fields on material stiffening shows that under the magnitudes of field 
strength and volume fraction of particles used in most such materials suitable for 
cell biology, the particles are largely immobile and trapped within the surrounding 
matrix, with the result that the stiffening effect is related to the generation of
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an array of magnetic dipoles within the network rather than application of local 
stress to the network. We illustrate the utility of magnetic stiffening in soft fibrous 
networks formed by collagen and fibrin, within which cells are embedded in a three-
dimensional matrix. The rapid and reversible change in stiffness generated as the 
field is applied, without imposition of a local force on the cell, enables studies of 
both acute and chronic responses of cells to substrate stiffening. The most rapid 
response of the cell to a stiffened environment occurs within seconds and appears to 
involve activation of ion channels, that later lead to cell remodeling and changes in 
cell fate. 

11.2.1 Magnitude of Magnetic Stiffening 
of Polydimethylsiloxane Containing Carbonyl Iron 
Particles 

The magnitude of the stiffening in an elastomer substrate caused by a uniform 
magnetic field is seen in the examples shown in Fig. 11.2. In this study polydimethyl-
siloxane (PDMS) elastomers with a shear modulus of approximately 5 kPa were 
formed with 10% weight fraction of randomly distributed carbonyl iron spheres with 
a diameter of approximately 3 microns (Sigma-Aldrich C3518). As seen in Fig. 11.2a 
the shear modulus increases from its initial value of 5 kPa to approximately 20 kPa in 
the presence of the 400 mTesla magnetic field. A theoretical model that computes the 
additional resistance to shear deformation provided by a random array of magnetic 
dipoles that mimic those that would be formed by the carbonyl iron particles predicts 
that the shear modulus should rise with a square of the magnetic field magnitude 
[18]. The fit of this theory to the experimental data shows very close agreement, 
from which the magnetic susceptibility of the particles can be computed. This theory 
also predicts that along with the resistance to shear deformation, increasing magnetic 
fields will generate a normal force within the material, and Fig. 11.2b shows that 
this normal force also rises with the square of the field strength, as predicted by 
the theoretical model (blue arrows). In these experiments the elastomer was placed 
between two rigid plates within a rheometer, but in settings in which a magnetic 
field is generated by a permanent magnet placed beneath it in a cell culture dish, the 
resulting normal force can lead to wrinkling of the upper surface of the elastomer 
to which the cells adhere [11]. The magnitude of this wrinkling effect, which could 
perturb cell adhesion to the surface, depends on the relative magnitudes of the normal 
force and the shear modulus of the elastomer. Direct measurements of elastomers 
suitable for cell culture show that the surface roughness caused by high fields is on 
the order of 10–100 s of nm [11], but does not seem to perturb the cell morphology.

Both theory and experiment show that the contribution of the ferromagnetic 
particle array in the magnetic field to the shear modulus is additive above the modulus 
of the elastomer in the absence of a field, or in the absence of ferromagnetic particles. 
The relative contributions from the magnetic particles and the underlying elastomer
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Fig. 11.2 Effect of magnetic 
field on the shear storage 
modulus (a) and normal 
stress (b) when a magnetic 
field is applied to crosslinked 
polydimethylsiloxane 
containing 10% by weight 
carbonyl iron beads

depend on the magnitude of the shear deformation. Figure 11.3 shows that an elas-
tomeric material like PDMS, which exhibits nearly perfectly linear elastic response 
up to strains of at least 50%, becomes significantly strain softened after its stiffening 
by the magnetic field. In the presence of the particles but no magnetic field the shear 
modulus is nearly constant over the entire range of shear strains. After stiffening by 
the magnetic field, however, the shear modulus decreases significantly as shear strain 
magnitude is increased up to 100%. This softening is not the result of plastic defor-
mation or damage to the network, because decreasing the shear strain magnitude to 
low values immediately leads to a higher value of measured shear modulus.

11.2.2 Theoretical Model for Stiffening of a Linearly Elastic 
Materials Containing Ferromagnetic Particles 

The experimental results on magnetorheological properties of ferrogels can be ratio-
nalized by considering the dependence of their magnetic permeability tensor μik  on 
the deformation u [22]: 

μi j  = μ0δi j  + a1ui j  + a2ukkδi j  . (11.1)
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Fig. 11.3 Shear modulus of 
magneto-elastomeric PDMS 
decreases with increasing 
strain in the presence of 
magnetic fields

The magnetostriction coefficients a1, a2 are calculated in [23] using a self-
consistent mean field approach (the magnetic susceptibility dependence on the 
particle concentration is taken into account in a2) and are given as 

a1 = −  
2 

5 
(μ0 − 1)2; a2 = −1 

5 
(μ0 − 1)2 (11.2) 

The coefficient a2 plays a role only in compressible ferromagnetic media and will 
not be further considered. 

Equations (11.1) and (11.2) allow calculation of the shear modulus dependence 
on the magnetic field. The volume density of magnetic torque determines the 
antisymmetric stress. 

σ a i j  = 1 2 ei jk
[ →M × −→H0

]
k 
[24]. 

In the magnetic field 
−→
H0 = (0, 0, H0) at a shear deformation uxz  = 1 

2 
∂ux 
∂ z a 

transversal component of the magnetization, Mx, arises: 

Mx = 
a1 H0 

2μ0 

∂ux 

∂z 
. 

As a result, additional shear stress in the gel appears 

σ a xz  = 
a1 H 2 

0 

16πμ0 

∂ux 

∂z 

Thus, the effective shear modulus of the gel increases by the magnitude

∆G ' = 
(μ0 − 1)2 H 2 

0 

40πμ0 

Another effect which is possible to measure by rheometry is the normal force 
acting on the plates holding the sample under the action of the normal field. The
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general expression for the magnetic energy of the body − 1 
2 ∫ →M · −→H0dV  [22] in the  

case of the gel layer with area S and thickness h gives 

E = −  
1 

8π 
H 2 

0 Sh 
μzz  − 1 

μzz  

Its variation from the isotropic case at deformation uzz = ξ 
h (ξ is the displacement 

of the upper plate of the rheometer) gives 

δE = −  
a1 H 2 

0 

8πμ2 
0 

Sξ 

Therefore, the force per unit area of the plate F is 

F = −  
(μ0 − 1)2 H 2 

0 

20πμ2 
0 

It may be noted that accounting for the elastic energy of an incompressible gel 

with volume V, V 3Gu2 zz  
2 for shrinking deformation of the sample in the form of a disk 

of large radius we obtain

(
M0 = 

(μ0 − 1)H0 

4πμ0

)

uzz = −  
4π M2 

0 

15G 
, 

This expression coincides with that derived in [25] for the description of the 
Procrustes effect. The quadratic dependencies of shear modulus increase and the 
normal force on the applied field correspond well with the experimental data. 

11.2.3 Magnetoelastic Materials Formed by Fibrous 
Biopolymer Networks 

Magnetoelastic materials formed by incorporation of ferromagnetic particles into 
polymeric elastomers have now been extensively used to study the effects of stiff-
ness changes on induction of differentiation pathways in precursor cells, phenotypic 
changes in muscle cells, and other applications [6, 7, 9, 18, 26, 27]. Some limitations 
of solid elastomers are that cells can only be cultured on their surfaces, and the shear 
modulus of the elastomer before application of the field is generally above a few kPa, 
and stiffer than some of the softest tissues such as embryos, bone marrow, brain, or 
fat.
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To circumvent the limitations of magnetoelastic elastomers, similar materials have 
also been formed by adding ferromagnetic particles to hydrogels. Some of the first 
examples were hydrogels formed by polyacrylamide or carrageenan, with initial 
elastic moduli below a kilopascal [6, 28]. Since the stiffening effect of the magnetic 
field on the ferromagnetic particles is additive to the initial elastic modulus of the host 
material, the fractional change produced by the same volume fraction of particles 
is much greater when the initial elastic modulus is low. Additionally, a change in 
elastic modulus that is adequate to alter cell phenotype can be produced by a lower 
volume fraction of ferromagnetic particles when the initial substrate stiffness is low. 

To take a step closer to the native extracellular matrix environment of cells in 
three-dimensional cultures, magnetoelastic materials have also recently been made 
using the native biopolymer networks formed by fibrin or collagen that constitute 
the material into which cells infiltrate during wound healing or that surround the 
cell in homeostasis [17, 18]. In addition to providing a more native environment for 
the cell, the large mesh size and biocompatibility of fibrin and collagen enable cell 
culture in three-dimensional environments. An example of the formation of an opti-
cally translucent magnetoelastic material from a biopolymer is shown in Fig. 11.4. 
Carbonyl iron particles are suspended within culture medium prior to mixing with 
a solution of fibrinogen, the protein that polymerizes to form a blood clot after its 
activation by thrombin. Before fibrinogen is activated by the thrombin, the mixture 
can be poured into a mold or microfluidic chamber. Figure 11.4a shows a cylindrical 
fibrin gel with 0.5 percent carbonyl iron particles by weight. The sample is grey but 
partly transparent. The resulting fiber network entraps the carbonyl iron particles 
within it, as shown by the scanning electron micrograph in Fig. 11.4b.

Figure 11.4c shows that the shear modulus of a fibrin gel can be increased greatly 
by relatively modest magnetic fields. A fibrin gel with 10% carbonyl iron particles 
that has an initial shear modulus of 200 Pa is stiffened by a factor of 40 to over 8 kPa 
for the same magnitude of field that increased the stiffness of the initially stiffer 
PDMS elastomer by only a factor of 4 (Fig. 11.2). In addition, the nonlinear rheology 
of the semiflexible fibrin gel is also evident in the response of the magnetically 
stiffened fibrin gel to increasing shear strain magnitudes. Figure 11.4d shows that the 
initial decrease in shear modulus of the magnetically stiffened fibrin/bead composite 
switches to shear strain stiffening, at strains above 10%, consistent with the strong 
increase in shear modulus of the fiber network. Several aspects of the elastic response 
of magnetically stiffened fibrin gels are not yet explained by theoretical models. For 
example, the rise in shear modulus of the fibrin/bead composite does not follow 
a quadratic relation to the magnetic field strength, as seen for the magnetoelastic 
PDMS elastomer (Fig. 11.2). Similarly, the strain dependence of the magnetoelastic 
effect is also not evident from current theoretical models.
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Fig. 11.4 a Photograph of a 10 mg/ml fibrin gel with 0.5% carbonyl iron beads. Scale: 1 mm 
between lines. b scanning electron micrograph of fibrin gel with ferromagnetic particle (arrow) at 
right. Scale bar: 5 µm. c effect of magnetic field on shear modulus of magnetoelastic fibrin gel. D. 
Strain dependence of magnetoelastic fibrin in presence of magnetic fields

11.3 Effects of Magnetoelastic Substrate Stiffening on Live 
Cells in 3D 

The open fibrous meshwork of soft fibrin or collagen gels combined with the use 
of low volume fractions of carbonyl iron particles that permit imaging by light 
microscopy within the 3D network/cell composite creates new opportunities to study 
mechanobiology over a range of time scales in 3D environments that are close to the 
physiological setting. A schematic diagram of the method is shown in Fig. 11.5. The  
example shown here is for fibrin gels, but the same method can be used by adding cold 
acidic collagen in place of fibrinogen and initiating its polymerization by neutral-
ization and warming to 37 °C as the cells are added. The utility of this system is 
demonstrated by effect of magnetic stiffening on the rapid change in intracellular 
Ca2+ flux when stiffness is suddenly changed.
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Fig. 11.5 3-D magnetoelastic cell culture system. Carbonyl iron particles are suspended in cell 
culture medium such as DMEM and then mixed with fibrinogen. The enzyme thrombin is then 
added at the same time that cells are added, and the polymerizing fibrin network can be poured into 
molds or microfluidic chambers before the fibrin gels 

11.3.1 Magnetic Stiffening of Magnetoelastic Fibrous 
Networks Occurs in the Absence of Network 
Deformation by the Field 

Figure 11.6a shows that fluorescently labeled live cells can be clearly imaged within a 
magnetoelastic collagen gel, and displacements of the beads can be used to measure 
a strain field caused by cells contracting the matrix. Figure 11.6b shows that the 
shear modulus of the magnetoelastic collagen gel containing only 0.5% carbonyl 
iron increases from ~ 0.5 to 1.6 kPa when a 400 mT field is applied and returns to its 
baseline level with the field is removed. The carbonyl iron microparticles can also 
be visualized within the hydrogel using fluorescent labeling to assess whether appli-
cation of the magnetic fields causes displacement independent of cell contractility. 
As suggested by the theoretical model for stiffening in linear elastic materials, the 
contribution of the microparticles to the shear modulus of the fibrous network is pred-
icated on the dipoles being entrapped in the network. Figure 11.6c demonstrates that 
application of a 250 mT field induces displacement of the particles prior to hydrogel 
polymerization, but there is minimal particle displacement once the collagen has 
polymerized. This result verifies that the field does not displace the particles once 
they are entrapped in the biopolymer network. In stiffer materials like PDMS, there is 
less potential for microparticles to move in the presence of a field. However, in biolog-
ical materials like collagen and fibrin, the shear moduli may be too low to constrain 
the particles, mitigating the effect of the microparticles on network stiffness. These 
results indicate that at least in the case of 2 mg/mL collagen (storage modulus ~ 
30–50 Pa), a magnetic field that is large enough to substantially increase hydrogel
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Fig. 11.6 a ifeACT-transfected hCASMC in hydrogels consisting of 5 mg/mL collagen, 1 mg/ 
mL HA, and 0.5 wt% carbonyl iron particles. hCASMC are labeled with the live molecular probe, 
LifeACT (red), and green denotes the local strain caused by cell contractility. b change in shear 
modulus of hydrogel as uniform 400 mT field is applied and removed. c fluorescently labeled 
microparticles in a 2 mg/mL collagen hydrogel before and after polymerization in the presence of 
a 250 mT field. Scale = 50 µm. Adapted with permission from K.A. Tran, et al., ACS Appl. Mater. 
Interfaces 13, 20,947–2094759 (2021). Copyright 2021 American Chemical Society 

stiffness does not cause microparticle displacement. However, future studies using 
softer hydrogels or larger fields should verify that the microparticles are not displaced 
by application of the field. 

11.3.2 Rapid Response of Cells to Sudden Stiffness Changes 
Involves Calcium Ion Fluxes 

The ability to image cells within biopolymers containing carbonyl iron microparticles 
and the rapid and reversible changes to network mechanical properties made possible 
by the application of a magnetic field provide a unique glimpse into the dynamic
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Fig. 11.7 Effects of dynamically altered hydrogel mechanics on cellular calcium transients. a 
Average calcium transients in carbonyl iron–seeded collagen hydrogels with field on (red) and off 
(blue). b calcium influx rate (slope of calcium transients) as magnetic field is turned on and off 
every 150 s. c average initial slope of calcium transients in matrices with or without stiffening by 
magnetic field. *P < 0.01. (n = 5 cells per condition, 10 transients for MF on and 5 transients for 
MF off per condition). Adapted with permission from K.A. Tran, et al., ACS Appl. Mater. Interfaces 
13, 20947–20959 (2021). Copyright 2021 American Chemical Society 

cell response to extracellular matrix stiffness. As Fig. 11.6b indicates, the hydrogel 
storage modulus is increased to a steady value within milliseconds of the application 
of the magnetic field. Previous studies have used this rapid change to characterize how 
quickly cells respond to a shift in extracellular matrix mechanics [18]. Figure 11.7a 
shows averaged calcium transients from cells treated with Fluo-4, a calcium sensitive 
fluorescent dye, in the presence of an intermittent magnetic field. The transient is 
significantly different during the time when the field is applied (red) compared to 
when there is no field (blue): both in the overall rate as well as the initial slope of the 
transient (Fig. 11.7b, c). This result indicates the near instantaneous response of the 
cells to the field, as well as the reversibility of this response. There does not appear 
to be any inertia in the calcium flux in the cells: once the field is removed and the 
hydrogel stiffness decreases, the transients return to baseline levels. 

11.4 Conclusion 

These results validate the ability of magnetically active biopolymer hydrogels to 
interrogate the dynamics of cell mechanics. The effect of the magnetic field on 
calcium handling demonstrates that cells respond rapidly to changes in hydrogel 
stiffness, but a host of questions remain about whether the acute response is limited 
to cytoskeletal-mediated changes or whether gene transcription or translation is also 
affected in the following seconds and minutes. Future work can also include studies 
to determine the effect of the magnetic field on the viscoelastic properties of biopoly-
mers like collagen and fibrin. In contrast to linear elastic materials like PDMS and 
polyacrylamide, collagen and fibrin have substantial viscous dissipation that is also 
affected by the application of a magnetic field. Using magnetic fields to tune the
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viscoelastic properties would provide new avenues to understand cell response to 
changes in their physical surroundings. 
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Chapter 12 
Magnetic Tape Head Tweezers for Novel 
Protein Nanomechanics Applications 

Rafael Tapia-Rojo 

Over the past few decades, magnetic tape heads have been perfected to allow for 
the application of strong magnetic fields that can be modulated at very high frequen-
cies, meeting the technological demands of high-density magnetic recording. Hence, 
exploring their implementation in modern magnetic tweezers force spectroscopy 
seems like a natural approach. Here, recent developments in magnetic tweezers 
instrumentation related to the use of magnetic tape heads will be reviewed. Classic 
magnetic tweezers technology typically employs a pair of permanent magnets to 
apply pulling forces on tethered molecules, and force changes require to physically 
displace the magnets, a slow and often inaccurate process. By controlling force 
through the electric current supplied to the tape head, novel magnetic tweezers 
designs overcome this limitation, enabling swift force changes and opening new 
avenues to explore protein nanomechanics under rapidly changing forces. To illus-
trate the potential of this instrumental approach, two practical examples, respectively 
studying protein folding over short timescales and under complex force signals, will 
be discussed. 

12.1 Introduction 

Mechanical forces are a key player across all biological scales. At the macroscopic 
scale, our bodies are entirely accustomed to responding to mechanical forces— 
walking, lifting a weight, or playing sports. Similarly, mechanical forces play a 
fundamental role at smaller biological scales, including tissues, cells, and even single 
molecules [1]. Common physiological processes such as muscle contraction, tissue 
integrity, or cell motility are finely regulated by mechanical forces. At the molecular
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level, many of these processes are underpinned by force-bearing proteins, with the 
ability to detect and respond to mechanical cues to trigger signaling pathways that 
eventually result in the modulation of mechanosensitive gene-expression programs 
[1, 2]. In this sense, understanding the molecular underpinnings of such force-sensing 
processes requires measuring the nanomechanical response of the key protein players. 
While classical biochemical assays have provided a wealth of knowledge about 
protein function, unfortunately, they are of little help here simply due to their inability 
to apply forces to a collection of proteins in the bulk. 

In this context, single-molecule force spectroscopy techniques enable us to subject 
individual proteins to pN-level forces and measure their force-dependent conforma-
tional dynamics, which underpin, in many cases, their function [3, 4]. In a nutshell, 
force spectroscopy techniques—namely atomic force microscopy (AFM), optical 
tweezers, and magnetic tweezers—are based on the same concept: anchoring an 
individual molecule between its termini to apply a stretching force while moni-
toring its dynamics in terms of end-to-end length changes. For the study of protein 
nanomechanics, AFM and optical tweezers have traditionally been the techniques of 
choice [5], while magnetic tweezers have been mostly devoted to studying nucleic 
acids [6]. This likely owes to the low temporal and spatial resolution of the early 
magnetic tweezers designs, sufficient to capture the dynamics of the very stiff and 
long DNA molecules, in contrast to the more subtle nanomechanical behavior of 
most proteins. However, recent instrumental advances and the development of novel 
chemical strategies for protein anchoring are now demonstrating the expediency of 
magnetic tweezers for measuring protein nanomechanics [7–10]. 

Magnetic tweezers offer some natural advantages for studying protein dynamics 
under force. First, it is an intrinsically very stable technique, which has recently 
achieved very long measurements of protein dynamics over several hours or even 
days, hence allowing us to monitor single proteins over physiologically relevant 
timescales [7, 8, 10, 11]. Additionally, and in contrast to AFM and optical tweezers 
that generate force by displacing a force-probe, magnetic tweezers offer intrinsic 
force clamp conditions due to the very soft trap created by the magnetic field (typi-
cally ~ 10–6 pN/nm). This affords direct control of the intrinsic variable (force) 
while the extensive variable (molecular extension) is measured, hence providing the 
natural statistical ensemble to measure protein dynamics in equilibrium. However, 
despite these advantages, being able to apply calibrated forces and, more specifically, 
to accurately and quickly change them has been a classical limitation in magnetic 
tweezers instrumentation. In its most typical configuration, magnetic tweezers use a 
pair of permanent magnets placed on top of the fluid chamber containing the proteins 
tethered to superparamagnetic beads. While this simple strategy excels at applying 
constant forces (provided that the magnets are accurately positioned without any 
vertical drift), changing the force involves a physical displacement of the magnets, 
an intrinsically slow process that greatly limits how fast force can be modulated. 
This technical caveat prevents, for example, capturing early protein folding events 
that can occur shortly after fast force quenches or studying protein dynamics under 
complex force protocols, limiting the scientific scope of this technique.
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This chapter will review recent advances in magnetic tweezers instrumentation 
focused on implementing a magnetic tape head as the force-generating apparatus. 
This technical development provides accurate control of the pulling force, which can 
now be changed very rapidly (~10 kHz), granting access to previously inaccessible 
force protocols for studying protein nanomechanics. The chapter starts with a brief 
instrumental revision, stressing the calibration problem and how this is addressed 
when using the magnetic tape head. Finally, two practical applications that take 
advantage of the tape head’s features are presented, both highlighting the potential 
of this technique to undercover new properties in the response of individual proteins 
to force. 

12.2 Magnetic Tape Head Tweezers—Instrumental 
Description and Calibration 

12.2.1 Implementation of a Tape Head in a Single-Molecule 
Magnetic Tweezers Design 

In magnetic tweezers, magnetic fields are used to apply forces of a few piconewtons 
(pN) to individual molecules tethered to micron-sized superparamagnetic beads. By 
tracking the vertical position of the bead (typically recording its interference or 
diffraction ring patterns), the molecular extension is measured, which allows for 
studying single-molecule dynamics under constant-force conditions [6, 8]. 

In most instrumental designs, the magnetic field is applied using a pair of perma-
nent magnets placed on top of the fluid chamber, which directly exposes the magnetic 
beads to a constant force. By vertically displacing the magnets using a motor or a 
voice coil, the force is changed. The accessible range of forces depends on the 
magnets’ (geometry, material, etc.) and the bead’s properties (diameter, maximum 
magnetization, composition, etc.) While forces of several pN can be reached with 
some magnets-bead combinations [8, 12], magnetic tweezers are naturally suited 
to accurately manipulate low forces (<15 pN), in contrast to other techniques like 
AFM. This makes magnetic tweezers particularly appropriate for studying nucleic 
acids (typically very stiff molecules, which implies that most relevant conformational 
changes occur at very low forces) or proteins with low mechanical stability. 

Recently, we introduced a new instrumental magnetic tweezers design, which 
implements a magnetic tape head as the force-generating apparatus [7, 10]. Magnetic 
tape heads have been developed and employed for decades in the perhaps now obso-
lete field of magnetic head recording [13]. Magnetic recording requires the appli-
cation of intense magnetic field pulses at very high rates, essential for achieving 
high-density recording. This technological necessity pushed the industry to develop 
tape head devices with the ability to change the magnetic field very rapidly and with 
minimal thermal dissipation. In our context, this capability is particularly conve-
nient as it overcomes one of the intrinsic limitations of magnetic tweezers: changing
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the force at high rates. Since most magnetic tweezers instruments use permanent 
magnets, force changes require physically displacing them, a generally slow process, 
taking up to ~ 100 ms in the best-case scenario. Due to this limitation, fast molecular 
events can be lost during the force change, where the force is ill-defined. Addi-
tionally, this limitation has restricted the set of applicable force protocols to either 
constant force pulses or slowly changing force ramps, limiting our understanding of 
how proteins can respond to more complex force signals. 

A magnetic tape head is simply an electromagnet consisting of a toroidal core of 
magnetic material with large permeability, split by a narrow gap (generally containing 
a diamagnetic material) over which a strong magnetic is generated when applying 
electric current to the coil tightly wrapped around the tape head’s core [13]. In 
our instrumental design, we implemented a commercial magnetic tape head (Brush 
Industries, 9022836), which we selected to achieve forces comparable to those 
reached with the permanent magnets approach [8]. Among other commercially avail-
able tape heads, this specific model has a high maximum gap field (0.5 T) and strong 
gradient owing to its narrow gap (25 μm) that makes it suitable for our application, 
providing a working force range between 0 and 44 pN when applying electric currents 
between 0 and 1000 mA, above which the tape head saturates. To control the magnetic 
field at high rates, we connect the tape head to a custom-designed current-clamp PID 
circuit that maintains under feedback a high-precision 2 Ω resistor connected in 
series with the tape head (Fig. 12.1a). Our interest is being able to manipulate the 
magnetic field (force) only by controlling the electric current; hence, it is critical 
to position the tape head accurately at a fixed position over the fluid chamber. In 
particular, the magnetic field changes in the vertical coordinate over a length scale 
defined by the head’s gap width (25 μm in our case), which requires positioning the 
tape head with micron accuracy. To this aim, we designed a mounting piece manu-
factured using high-precision CNC [10] (Fig. 12.1b). When mounted in this piece, 
the tape head is positioned 450 μm away from the bottom surface (this is, 300 μm 
away from the magnetic beads when using standard 150 μm-thick bottom glasses to 
assemble the fluid chambers), which allows the accurate application of mechanical 
forces between 0 and ~ 44 pN only by controlling the electric current. By assem-
bling the mounting piece on top of an inverted microscope, the vertical position of 
the magnetic beads can be tracked using a standard image-analysis algorithm [8], 
which allows for measuring the molecular extension of single proteins subjected to 
mechanical forces.

12.2.2 Anchoring Chemistry 

Developing specific and stable chemical anchors is a crucial endeavor in single-
molecule force spectroscopy. Over the past few years, there has been significant effort 
in designing new strategies for tethering protein constructs for magnetic tweezers 
[8, 9]. Among these, the HaloTag chemistry has been proven to be one of the most 
effective ones, as it allows for covalent and highly specific anchoring of individual
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Fig. 12.1 Implementation of a magnetic tape head on a single-molecule magnetic tweezers 
instrument. a Schematics of the electronics and microscope design. The tape head is connected in 
series with a high-precision resistor, which is maintained under feedback with a current-clamp PID 
circuit powered by a 60 W amplifier. With this strategy, the electric current through the tape head is 
controlled, and, hence, the mechanical force. The tape head is positioned above the fluid chamber, 
placed on top of an inverted microscope, which allows for measuring the molecular extension. b The 
tape head is mounted on a high-precision piece fabricated with CNC, which allows positioning it 
450 μm away from the bottom surface, hence, 300 μm from the magnetic beads, when using standard 
#1 bottom glasses. c Schematics of the molecular anchoring. The protein of interest is flanked by 
two stiff protein domains (typically Ig32, or Spy0128), which serve as molecular anchors. At the 
N-terminus, a HaloTag allows covalent anchoring of the construct to a glass substrate functionalized 
with the HaloTag Amine O4 ligand. At the C-terminus, a biotinylated AviTag closes the tether by 
interacting with streptavidin-coated superparamagnetic beads. The tape head is positioned 300 μm 
away from the bead/glass substrate, which allows the application of magnetic fields in the ~ mT 
range, which generate highly-controlled pN-level forces (diagram not at scale, the bead’s diameter 
is ~ 2.8  μm, while the protein construct extension is ~ 20 nm)

proteins to glass coverslips that can be functionalized following a simple protocol 
[8, 14]. Tethering the protein construct to the superparamagnetic bead relies on the 
chemical coating of the commercially available beads. In the simplest and most used 
approach, the protein construct is capped with a biotinylated AviTag that permits 
binding to commercially available streptavidin-coated beads. The streptavidin–biotin 
interaction, albeit not covalent, is strong enough to resist forces of a few pN (< 65 pN) 
for extended times. However, if higher forces are required, it is possible to use double-
covalent anchors by combining HaloTag chemistry with the SpyCatcher-SpyTag 
protein fusion system [15]. 

Another aspect to consider, particularly when studying protein monomers, is 
to develop suitable molecular handles to space the protein interest from the glass 
surface and bead to avoid spurious non-specific interactions. While DNA handles
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are often used in many applications, in our approach, we flank the protein of interest 
between two mechanically stiff protein domains (typically the titin Ig32 domain), 
which require very high forces to unfold, hence, not interfering with the dynamics 
of the protein of interest. 

12.2.3 Calibration 

An intrinsic challenge in any single-molecule force spectroscopy technique is accu-
rately determining the applied force. In magnetic tweezers, this requires relating the 
applied magnetic field with the force acting on the bead to which the single protein is 
tethered. When using permanent magnets, while developing an analytical expression 
for the magnetic force is possible (see, for example, [16, 17] for discussions in this 
regard), an empirical exponential dependence is typically employed [8]. Although 
this approach lacks a rigorous physical basis, it works in practice, at least within the 
required force precision and range. 

For a magnetic tape head, there is a general expression for the magnetic field as 
a function of the electric current and distance to the tape head’s gap; the so-called 
Karlqvist approximation predicts the magnetic field as [11, 18, 19]: 
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where B is the magnetic field, x is the lateral coordinate and z is the vertical one (we 
assume symmetry in y), g is the width of the tape head’s gap, and Bg is the gap field, 
which depends on the properties of the tape head: 

Bg = μ0 
NI 

g 
η, (12.3) 

being N the number of wire turns around the head core, I the applied intensity, μ0 = 
4π × 10–7 Tm/A the vacuum permeability, and η the field efficiency, defined by the 
specific geometry of the tape head. For a given magnetic field 

−→
B , the force acting 

on a superparamagnetic bead is: 

−→
F = ( →m · ∇)

−→
B (12.4) 

Since, in practice, we cannot neglect an initial magnetization of the bead M0, the  
total magnetization of the bead [20]:
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−→
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where ρ is the density of the bead and χ b its initial susceptibility. Thus, the magnetic 
force acting on the bead: 

−→
F = ρV 
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)−→
B , (12.6) 

being V the bead’s volume. When working right under the tape head’s gap, there is 
no lateral component of the field gradient, so the only force component will be in z 
(pulling force), which is the desired experimental situation. Here, we can write the 
pulling force as a function of the distance z and the electric current I [7]: 
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where A and B are coefficients that depend on the bead’s and head’s properties, 
namely: 

A = 8V χbμ0 
N 2 
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π 2 

B = 4ρμ0 
N 

g2 
η 
π 
M0x 

Therefore, provided we know g, we can leave A and B as free parameters to 
determine our force calibration curve (they are difficult to calculate as they depend 
on magnitudes such as η, which are hard to estimate). To determine A and B, we  
need some molecular quantity whose force dependence is well-described and easily 
measurable. In our case, we employ the force-dependent extension changes of a 
folding/unfolding protein (step sizes) as a molecular ruler to relate force with the 
magnetic field [8]. 

When a protein unfolds under force, it becomes an unstructured polypeptide that 
quickly equilibrates to an average extension (<x > ) that depends on the pulling force 
(F) following standard polymer physics models, such as the freely-jointed chain 
(FJC) model [7, 8, 21]: 

< x > (F) = ∆LC 

[
coth

( 
FlK 
kT 

) 
− 

kT 

FlK 

]
, (12.8) 

where kT = 4.11 pN nm is the thermal energy, ΔLC the change in contour length 
(total extension of the unfolded protein minus the size of the folded structure), and lK 
the Kuhn length (related to the protein stiffness, for an unfolded protein lK = 1.1 nm).
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Hence, < x > (F) provides a good observable, which is simple to measure experi-
mentally, and that, from its force dependence, allows calibrating by determining the 
parameters A and B. If we position the tape head at a fixed distance, in our case z 
= 300 μm, simply by measuring the average step sizes < x > as a function of the 
applied electric current I, we can determine the calibrating parameters A and B. 

We used a protein L octamer construct (eight identical repeats of the bacterial 
protein L protein arranged in tandem) as a molecular ruler [7] (Fig. 12.2a). Protein L 
is a standard protein folding model that exhibits a clear folding/unfolding signature 
over a broad range of forces, providing a robust molecular observable to determine 
the calibration parameters A and B. Based on previous studies, the elastic properties 
of protein L have been accurately described by the FJC model with ΔLC = 16.3 nm 
and lK = 1.1 nm [22]. 

Figure 12.2b shows a typical recording of a protein L octamer using magnetic 
tweezers. First, we applied a high electric current pulse of 932 mA, which readily 
unfolds the eight domains, appearing as discrete ~ 14.5 nm steps that increase 
the protein extension. We then lowered the current (force) to 371 mA, and the 
extended polypeptide collapsed under force, to then show stochastic folding/ 
unfolding dynamics of its domains, appearing as downward (red arrow, folding) 
and upward (blue arrow, unfolding) steps, with a change in extension of ~ 8.5 nm. 
With this procedure, we explored different values of I and measured the step sizes 
of protein L to relate them with the pulling force, given its well-known molecular 
properties. Figure 12.2c shows the step sizes of protein L as a function of the applied 
electric current I fitted to Eq. 12.9, which provides the calibration parameters: A =

Fig. 12.2 Calibration Strategy for Single-Protein Magnetic Tweezers. a Schematics of a protein 
L octamer construct for magnetic tweezers. b Representative magnetic tweezers recording of a 
protein L octamer. A high current (force) pulse, unfolds the full polyprotein, showing eight discrete 
steps associated with the extension of each protein L domain (stars). A subsequent lower current 
(force) pulse reveals the reversible folding/unfolding dynamics as downwards (red arrow) and 
upwards (blue arrow) steps. The step sizes scale with force following the freely-jointed chain 
model, which allows us to associate electric current with the pulling force. c Step sizes of protein 
L as a function of the applied current. Error bars are the standard deviation. The dotted line is the 
fit to Eq. (12.8), which provides the calibration parameters A and B. d Force law as derived from 
c. Using the M270 beads and positioning the tape head at 300 μm from the surfaces enables the 
application of forces between 0 and 44 pN 
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(2.952 ± 0.853) × 10−5pN/mA2 and B = 0.016 ± 0.005 pN/mA. These parameters 
define our current law that allows us to calculate the pulling force as a function of 
the applied current (Fig. 12.2d), provided that the tape head is fixed at a position of z 
= 300 μm. A more general calibration, probing different tape head positions z was 
described in Ref. [7]. 

The values of A and B depend on the specific magnetic tape head model and the 
beads’ properties (here, Dynabeads M270); therefore, the parameters discussed here 
are specific to our configuration. Using tape heads with stronger gap fields or bigger 
beads would allow for a broader range of forces. For instance, the commercially 
available M450 beads have also been proved in our experimental system, allowing 
us to reach forces up to ~ 240 pN [12]. 

12.3 Applications 

Here, two practical examples highlighting the application of our tape head-based 
magnetic tweezers approach will be discussed. 

12.3.1 Dissecting the Folding Pathway of a Single Protein 
on the Millisecond Timescale 

The protein folding problem—this is, how an unfolded protein statistically samples 
its very large conformational space to find the unique native folded state—remains a 
key question in biophysics, which still attracts significant experimental and compu-
tational efforts [23, 24]. When folding, it is now generally accepted that the unfolded 
polypeptide will traverse a progressively narrower conformational space (in the 
entropic sense) that will eventually lead to the unique native folded state that mini-
mizes the protein’s free under the given folding conditions. This is known as the 
now-classic funnel vision of protein folding [22, 25]. In this context, the first stage 
in the folding pathway is assumed to be an entropy-driven hydrophobic collapse of 
the polypeptide, where all the non-polar side chains clump together away from the 
polar solvent. This still immature protein structure is generally known as the molten 
globule state [26]. From the molten globule state, the protein conformation eventu-
ally evolves to establish the specific and unique interactions that define the native 
structure—such as hydrogen bond networks, salt bridges, etc. 

Although this vision of protein folding agrees with statistical mechanics and 
computational models and simulations, it has been challenging to demonstrate it from 
an experimental perspective. In biochemical bulk studies, the diversity of folding 
reactions in an ensemble of folding proteins is averaged out, typically rendering the 
classic two-state picture of protein folding. On the other hand, while force spec-
troscopy studies enable direct observation of the folding pathway of an individual
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protein, the collapse transition to the molten globule is typically very fast, being 
invisible to most experimental techniques. Previously, an on-pathway molten-globule 
state in the RNase H protein was captured using optical tweezers [27]; however, this 
mechanically labile state was strikingly long-lived (~seconds), allowing its direct 
visualization. Over the past few years, instrumental developments have allowed a 
higher-resolution inspection of folding proteins. The development of high-speed 
force-clamp AFM enabled the detection of an ensemble of mechanically weak states 
in folding ubiquitin polyproteins that preceded the native folded state [28]; however, 
the AFM has limitations in the low-force range, which prevents precisely ascertaining 
the folding forces and thus, to directly monitor the folding reaction. 

The implementation of the magnetic tape head overcomes many of these limi-
tations by now allowing us to carry out swift force changes in the microsecond 
timescale and thus to finely sample the folding pathway of an individual protein. 
Here, we used protein L as a classic protein folding model, widely reported to fold in 
an uncomplicated two-state fashion [22, 29]. In these experiments [7], we designed 
a force pulse protocol to allow a protein L octamer to fold at a very low force during 
a precisely controlled time Δt and then interrupted this reaction with a higher force 
pulse to interrogate the folding status of the protein. Figure 12.3a illustrates the 
pulse protocol: We started with an unfolding pulse at 40 pN, which readily unfolds 
all eight protein L domains, to then decrease the force to 10 pN, which sets the refer-
ence extension of the unfolded polyprotein at this force. We then lowered the force 
to 1 pN to allow folding during a time Δt (here 250 ms) and quickly interrupted the 
folding pathway with a second 10 pN pulse to probe the folding status of the protein 
L octamer.

During the probe pulse, we can clearly distinguish between two different kinds 
of collapsed states by their mechanical stability. Shortly after the force increases to 
10 pN, we can observe very rapidly unfolding events on a milliseconds timescale, 
indicative of mechanically labile protein states (Fig. 12.3a, inset, red arrows); then, 
over a longer timescale, there is an additional unfolding event that occurs at the 
expected rate for folded protein L at 10 pN (Fig. 12.3a). We repeated this protocol on 
several protein L molecules and measured the unfolding times of all events observed 
during the 10 pN probe pulse. The unfolding times—here plotted with logarithmic 
binning to facilitate identification of the involved timescales—are distributed as a 
double exponential, with a short timescale of τ ~ 0.5 s and a longer timescale of τ ~ 
50 s (Fig. 12.3b). This mixed population of structures with such different mechanical 
stabilities indicates the presence of two different protein structures that are attained 
over the brief 250 ms-long folding pulse, likely a mechanically labile molten-globule-
like state and the mechanically stiff folded state of protein L. 

To understand the nature of this state, we varied our folding time Δt to sample the 
folding pathway of protein L. Figure 12.3c shows the probability of finding a protein 
domain in the unfolded state (no step), molten-globule (fast unfolding), and native 
(slow unfolding), which dissects the time-evolution of the folding pathway of protein 
L. Over 10–25 ms, we found only unfolded domains, indicating that over these short 
times, protein L has simply no time to reach any mechanically stable state. As we 
increased the quench time to 100–500 ms, we observed a maximal population of
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Fig. 12.3 Direct detection of ephemeral molten globule states in the folding pathway of protein 
L. a Magnetic tweezers recording illustrating the pulse protocol for detecting molten globule states. 
b Square root histogram showing the unfolding kinetics of protein L at 10 pN after a brief quench 
pulse at 10 pN. The histogram clearly separates two populations, a set of mechanically labile states 
that unfold over a timescale of ~ 0.5 s (first peak) and a mechanically stiff set unfolding over 
~ 50 s (second peak). c Probability of reaching the molten globule (red), native state (black), or 
remaining in the unfolded state (blue) as a function of the quench time. The data is well described 
with a first-order three-state kinetic model that allows extracting the folding rates of protein L. 
d Schematic description of the folding pathway of protein L. Starting from the unfolded state, the 
protein rapidly transitions to a mechanically labile molten globule-like state over ~ 0.09 s, followed 
by an entropy-driven hydrophobic collapse. Over a slower timescale of ~ 0.8 s, the protein forms 
the enthalpic interactions that define the native state, reaching the folded state

molten-globule states, with a small fraction of native states. Finally, when quenching 
for a few seconds, we only found natively folded proteins. This time evolution in 
the relative populations of the molten globule/native state suggests that the molten 
globule is an immature protein state that precedes the transition to the native state, in 
accord with the idea of a collapsed protein conformation, yet to establish the native 
contacts. Thus, we can model the folding pathway of protein L as a simple three-state 
kinetic model: 

U 
rMG −−→MG 

rN −→N 

where rMG is the kinetic rate to form the molten globule (MG), and rN is the 
maturation rate from the molten globule state to the native one (N). By solving this 
kinetic model, we can work out the probability of reaching the molten globule state 
(PMG) or the native state (PN ) as a function of the folding time Δt [7]: 

PU (t) = e−rMGt 

PMG(t) = rMG 

rMG − rN 
[e−rN t − erMGt] 

PN (t) = rMG 

rMG − rN 
(
1 − e−rN t

) − 
rMGrN 

rMG − rN 
te−rMGt
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Fitting our experimental data to the kinetic model allowed us to extract the rates 
of formation of the molten globule (rMG = 10.97 ± 1.42 s−1) and native state (rN 
= 1.28 ± 0.24 s−1). With this information, we can model the folding pathway of 
protein L as a two-step reaction, where the unfolded polypeptide first collapses to a 
molten-globule-like state over ~ 0.09 s, characterized by a low mechanical stability. 
From this immature folded state, and over a timescale of ~ 0.8 s, the protein reaches 
its native folded state (Fig. 12.3d). 

12.3.2 Protein Folding Dynamics Under Complex Force 
Signals 

Most force spectroscopy techniques rely on the application of simple force pertur-
bations, typically force ramps, to test the mechanical stability of the studied protein 
or constant forces to monitor its equilibrium dynamics. However, mechanical cues 
inside the cell are unlikely to resemble such simple shapes; the cell environment 
is naturally noisy, and mechanical signals typically change quickly over time, so 
the ability to respond to such fast force fluctuations is a crucial capability of many 
biological systems [30–32]. The human auditory system is a formidable example in 
this context, capable of converting complex vibration patterns into electrophysiolog-
ical signals with high sensitivity [32, 33]. Even more generally, cells are known to 
respond to force oscillations exerted by cyclic stretching of their substrate, and such 
complex stimuli can trigger mechanosignalling pathways to control cellular behavior 
[31]. Therefore, there exists a natural motivation to understand the response of indi-
vidual proteins to complex mechanical signals, including mechanical noise and force 
oscillations. 

The implementation of a magnetic tape head in our single-molecule magnetic 
tweezers unlocks the previous instrumental limitations, allowing us now to generate 
arbitrarily complex force signals that are directly applied to a tethered protein. To 
demonstrate our approach, we studied the dynamics of the talin R3 domain harboring 
the IVVI mutation, which increases its mechanical stability while maintaining its 
biological function [34, 35]. Talin is a key protein in focal adhesions, where it 
crosslinks active integrins with the actin filaments, regulating the engagement and 
maturation of the cell-substrate adhesion. In particular, the talin R3 domain is the 
weakest of the 13-rod domains and has been shown to regulate the cell’s sensitivity 
to the substrate stiffness, likely by unfolding at low mechanical forces and recruiting 
vinculin to focal adhesions [35, 36]. 

Under constant forces between 8 and 10 pN and over ~ minute timescales, the talin 
R3IVVI domain behaves like a classic two-state folder, transitioning stochastically 
between its folded and unfolded states with well-defined rates [11]. At 9 pN, it 
populates the folded and unfolded states with equal probability, giving rise to its 
characteristic “hopping” dynamics (Fig. 12.4a, left). The dwell times in the folded 
(or unfolded) state are distributed exponentially, as expected for a simple two-state
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folder that switches between its folded and unfolded states by overcoming a single 
free energy barrier (Fig. 12.4a, right). 

However, when we subjected R3IVVI to a force signal of the same average force 
(9 pN) but oscillating with a small amplitude (0.7 pN) at a frequency of 1 Hz, 
we observed a dramatic change in R3IVVI’s dynamics. Under this small oscillation, 
the folding and unfolding transitions are mostly synchronous with the driving force 
signal, indicating that talin can detect this low-amplitude force oscillation (Fig. 12.4b,

Fig. 12.4 Talin R3IVVI responds to oscillatory force signals in a finely-tuned way. a (Left) 
Typical magnetic tweezers recording of R3IVVI at 9 pN, where it populates the folded and unfolded 
states with equal probability. (Right) Distribution of dwell times in the open (unfolded) state. 
R3IVVI transitions stochastically between the folded and unfolded state, giving rise to exponentially 
distributed dwell times. b (Left) Dynamics of R3IVVI under an oscillatory force signal with a 
frequency of 1 Hz, an average value of 9 pN, and an amplitude of 0.7 pN. The folding and unfolding 
transitions get synchronized with the force oscillations. (Right) Distribution of dwell times in the 
unfolded state, which shows Gaussian peaks at 0.5, 1.5, and 2.5 s, arising from the synchronized 
transitions, and an underlying exponential contribution accounting for the remanent stochastic 
transitions. c Power spectrum of R3IVVI folding dynamics under the 1 Hz force signal, indicating a 
clear resonant peak at the driving frequency. d Resonant fraction of R3IVVI transitions as a function 
of the driving frequency for signals with an amplitude of 0.7 pN. Talin’s response is strongly 
frequency-dependent, and it only detects signals oscillating at ~ 1 Hz, filtering out higher or lower 
frequencies. e Dependence of talin’s response with the amplitude of the driving signal. Talin is 
highly sensitive, being able to detect signals as small as 0.3 pN 
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left). This change in behavior is reflected in the distribution of dwell times, now 
showing Gaussian-like peaks centered at odd multiples of half the driving frequency 
(0.5, 1.5, 2.5 s), with an underlying exponential contribution, reflecting a remanent 
stochastic behavior. By fitting the distribution of dwell times to a combination of 
Gaussian peaks and an exponential function [37], we can characterize the strength 
of talin’s response to the force oscillations as the relative weight of the Gaussian 
peaks (entrained transitions) and exponential (stochastic transitions). Furthermore, 
calculating the power spectrum of talin’s dynamics (removing the elastic contribution 
of the polypeptide chain, which follows the force oscillations), we observe a clear 
peak at the driving frequency of 1 Hz, indicative of resonant dynamics (Fig. 12.4c). 

Similarly, we explored the dynamics of R3IVVI over a broad range of frequencies 
(spanning between 0.1 and 100 Hz) and characterized its response by the fraction of 
entrained transitions (resonant transitions). Figure 12.4d shows the resonant fraction 
as a function of the driving frequency for 0.7 pN amplitude signals. The peaked depen-
dence, with an optimal response in the ~ 1 Hz range, reveals that R3IVVI is exquisitely 
sensitive to the oscillation frequency of the applied force. Very low frequencies are 
not detected as the force changes too slowly, and most transitions are stochastic; simi-
larly, very high frequencies are rejected as talin folding/unfolding dynamics cannot 
follow such rapid force changes. Importantly, the resonant frequency is related to the 
natural folding/unfolding rates of talin at the coexistence force. As we demonstrated, 
proteins with lower mechanical stability and faster folding/unfolding rates synchro-
nize their dynamics at higher frequencies of the timescale of the natural transition 
rates [38]. This behavior suggests that talin operates as a “mechanical bandpass filter,” 
responding only to a narrow range of frequencies. When increasing the amplitude 
of the driving signal, we naturally increase talin’s response (Fig. 12.4e); yet, talin is 
capable of detecting very weak signals of just 0.3 pN of amplitude. 

This behavior is reminiscent of the physical phenomenon of stochastic resonance, 
by which nonlinear systems exhibit an amplified response to a weak input signal 
thanks to the presence of noise [37]. Stochastic resonance requires three basic ingre-
dients: (1) a bistable system; (2) a weak periodic input; (3) an intrinsic source of noise. 
All these conditions are fulfilled in our experiment since talin folding dynamics can 
be well-described as a simple two-state system, we are applying a weak periodic 
force perturbation, and the thermal bath provides the intrinsic noise source. 

Stochastic resonance has been described in a broad range of physical problems, 
from climate dynamics to quantum systems [37]. Similarly, many biological systems, 
mainly in the context of mechanoreceptors, have been shown to take advantage of 
noise as a method of signal detection [39, 40]. Our experiments clearly show that 
the talin R3 domain, a key protein mechanosensor, detects not only the magni-
tude of the force perturbation but also its frequency of oscillation, adding a new 
layer to its previously known force sensing capabilities. While it remains unclear 
if stochastic resonance is a general phenomenon among force-sensing proteins, our 
experiments are strongly suggestive that proteins with similar folding properties will 
be able to respond to force oscillations similarly, being the responsive frequency 
range selected by their mechanical stability. Therefore, it is enticing to speculate 
that mechanosensing proteins composed of tandem repeats of different domains
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with different mechanical stabilities will be responsive to a broad range of mechan-
ical signals, where each domain will detect a specific frequency range, providing a 
nanomechanical mechanism to Fourier-decompose complex mechanical signals. 

12.4 Conclusion and Outlook 

While traditionally devoted to the study of nucleic acids, magnetic tweezers have 
become, over the past few years, an ideal technique for studying protein nanome-
chanics. This owes mainly to the development of new anchoring strategies—such as 
the HaloTag chemistry—and instrumental developments that increased the stability 
and resolution of initial designs. In this chapter, we have focused on the improvement 
of the force-application strategy by implementing a magnetic tape head that substi-
tutes the more usual permanent magnet approach. The ability to manipulate force 
through electric current provides a faster and more stable way of subjecting proteins 
to force in a highly controlled manner. This is particularly critical for the study of 
proteins with very low mechanical stability, such as those relevant in mechanotrans-
duction, which are exposed to forces that rarely exceed 10 pN, being thus exquisitely 
sensitive to meager force changes [41]. Furthermore, the possibility of changing the 
force very quickly opens the gates to interrogating protein dynamics under novel 
force protocols, which could potentially undercover new biophysical phenomena, 
as demonstrated in the case of talin dynamics under force oscillations. An addi-
tional advantage of magnetic tweezers not discussed here is its great stability, which 
permits measuring protein dynamics over very long timescales, up to several hours 
or even days [10, 11]. Similarly, this opens up the possibility of exploring new ques-
tions in protein folding, such as molecular heterogeneity or the effect of damaging 
posttranslational modifications triggered by protein aging. 

Still, there are several directions to further develop magnetic tweezers instrumen-
tation and overcome some of its limitations. A disadvantage of magnetic tweezers 
compared to optical tweezers or the AFM is its lower temporal resolution, which 
owes to the slow image acquisition and analysis methods compared to laser-based 
detection. While current designs reach sampling rates up to 1.5 kHz, the implementa-
tion of faster cameras and new computing methods, such as FPGAs, could potentially 
increase the time resolution to capture μs-timescales. Likewise, the bespoke design 
of most magnetic tweezers models enables the easy implementation of novel instru-
mental capabilities, among which the single-molecule fluorescence is likely the most 
appealing one. Combined fluoresce-magnetic tweezers instruments have been previ-
ously demonstrated for the study of protein-DNA interactions [42], where a double-
stranded DNA molecule is tethered to the magnetic bead and mechanically stretched 
while binding fluorescently-labeled proteins are detectable with, for example, TIRF 
microscopy, allowing to correlate binding reactions with molecular nanomechanics. 
In this sense, a natural evolution of the current magnetic tape-head implementation 
is to include fluorescence capabilities for the study of protein–protein interactions 
under force.
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Chapter 13 
Design of Iron Oxide Nanoparticles 
as Theranostic Nanoplatforms 
for Cancer Treatment 

Thomas Gevart, Barbara Freis, Thomas Vangijzegem, 
Maria Los Angeles Ramirez, Dimitri Stanicki, Sylvie Begin, 
and Sophie Laurent 

13.1 Iron Oxide Nanoparticles for MRI 

13.1.1 Synthesis of IONPs 

Current challenges in the synthesis of IONPs are to obtain controlled nanoparticles in 
terms of composition, size, shape, and crystallinity by avoiding undesired reactions 
and the use of too many reactants [1]. The specifications on the design of IONPs for 
combining dual treatment via magnetic hyperthermia lead to investigate the effect of
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the size and shape of IONPs. A synthesis method allowing easy modulation of the 
size and shape of IONPs and leading to a narrow size distribution and high colloidal 
stability is needed. 

90% of superparamagnetic IONPs are synthesized by chemical methods according 
to Ali et al. [2], even if physical and biological methods keep showing great interest 
[2, 3]. Among the chemical methods, coprecipitation, a method developed by Massart 
et al. is the most used one [4]. Iron (II) and iron (III) salts are dissolved in an aqueous 
solution and are precipitated after the addition of a base through this global reaction: 

Fe2+ + 2 Fe3+ + 8 OH− → Fe3O4 + 4 H2O (13.1) 

The main advantage of this method is the production of IONPs with a high yield 
directly in water with an easy-to-process and cheap method. However, if no ligand 
is added during the synthesis, NPs tend to form aggregates, as they are ‘naked’. 
Nonetheless, the addition of ligand during the process can disrupt the formation of 
NPs and lead to NPs with no good control of size or shape [5]. 

Thus, through the years, other methods have been developed to improve the control 
of size, shape, and colloidal stability of the synthesized nanoparticles. Among them, 
microemulsion, polyol synthesis, hydrothermal, or microwave-assisted synthesis can 
be cited [1]. Another growing method since the early 2000s is thermal decomposition 
(TD). Most reported methods are summarized Table 13.1 with their ability to control 
the size and shape of IONPs [1, 6]. 

The thermal decomposition synthesis method is generally designated as the most 
suitable one to obtain particles with controlled size and shape as well as colloidal 
stability. First introduced by Hyeon’s and Sun’s research groups [7, 8], this method 
rapidly gathered interest among researchers because of its various advantages. 
Indeed, this method allows synthesizing IONPs with a high yield. The NPs are also 
coated in situ with a surfactant, thus do not agglomerate, and present high monodis-
persity in size. Moreover, the synthesis allows precise control of both particle size

Table 13.1 Size and shape control of the most reported synthesis methods of iron oxide NPs 

Method Process conditions (temperature, 
process time, handling) 

Dispersity Shape control Yield 

Co-precipitation Low T°, minutes, complicated ++ Average Bad (irregular 
sphere) 

High 

Microemulsion Low T°, hours, complicated ± narrow Very good 
(cube-sphere) 

Poor 

Sol–gel Low T°, hours, simple ± narrow Good (sphere) Poor 

Hydrothermal High T°, hours, simple ± narrow Bad (irregular 
sphere) 

High 

Thermal 
decomposition 

High T°, hours-days, complicated 
++ 

Very narrow Very good 
(cube-sphere) 

High 

Adapted from [1] 
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and shape, which can be tuned by changing synthesis parameters such as the nature 
of reactants, the nature of solvents, the heating rate or the reaction duration. However, 
the synthesis requires quite harsh conditions, as the mixture needs to be heated at 
a high temperature for several hours in a high boiling point organic solvent. The 
surfactants are generally hydrophobic and ligand exchange is necessary to make the 
NPs stable in water and physiological media for further biological applications. 

13.1.1.1 Principles of the TD Method 

The TD method was at first used for the synthesis of quantum dots and semi-conductor 
nanocrystals in the late 1990s [9, 10]. An organometallic complex is brought to high 
temperature in a high boiling point organic solvent and in the presence of a surfactant 
to stabilize the formed NPs (Fig. 13.1a). The TD process leads to the decomposition 
of the precursor and the generation of monomers, which then trigger the formation of 
small nuclei. Then, depending on the reaction temperature and time, these nuclei will 
next grow into well-crystallized NPs stabilized by the surfactant coating (Fig. 13.1b). 
This method allows a good separation between the nucleation and growth steps, 
which is a prerequisite to control the size distribution. Indeed, it follows the LaMer 
and Dinegar theory of nucleation and growth of particles, introduced in 1950 to 
explain the formation of monodisperse hydrosols [11]. This theory is based on three 
different steps depending on the concentration of monomers in solution and it is 
generally applied to the mechanism of NPs formation via TD [12].

Three major stages are thus proposed for the IONPs synthesis (Fig. 13.1): 

(i) iron-based monomer generation (monomers are reported to result from the 
precursor decomposition upon increasing temperature) [13]. 

(ii) nucleation after which a critical nucleation concentration (Cnu 
min) in monomer 

is reached. 
(iii) growth of nuclei after which the monomer concentration falls below Cnu 

min but 
stays above the saturation Cs. Therefore, nuclei are generated during a nucle-
ation step that is followed by a homogeneous growth step without the creation 
of new nuclei [13–15]. 

LaMer theory can thus explain NPs synthesis with a narrow size distribution and 
the possibility to obtain different shapes using shape-driving ligands. Nevertheless, 
a continuous growth process from monomer has also been proposed [16, 17] and a 
recent study reported that instead of a homogeneous nucleation within the solvent, 
the nucleation occurs within vesicle-like “nanoreactors” which confine the reactants 
[18]. The nature of ligand and solvent used also have an impact on the stability of 
the precursor and its decomposition process [14]. The TD synthesis with its variety 
of experimental parameters such as temperature, reaction time, concentration and 
nature of precursors, surfactants and solvent offers great freedom in the design of 
NPs (e.g. to tune the size, morphology and composition). 

IONPs synthesis by the TD method has been developed since the early 2000s [7, 
8, 19]. The most common iron precursors are Fe(acac)n (acac = acetylacetonate)
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Fig. 13.1 a Schematic representation of the thermal decomposition method, and b The three major 
steps of the TD synthesis

[8, 20, 21] and iron oleate [19, 22–27] (unsaturated C18) but other precursors are 
also used such as iron stearate [14, 16, 28–31] (saturated C18) or carbonyls Fe(CO)x 
[32, 33]. The boiling point of organic solvents must be quite high to decompose the 
precursor and is generally in the range 270–350 °C. For this reason, mainly alkenes 
and ethers are used [14, 22, 34]. Finally, commonly used surfactants are fatty acids 
like oleic acid (OA) and sometimes mixtures of fatty acids [35]. Their role is crucial 
as they stabilize the formed NPs and prevent them from aggregation by Van der Walls 
and dipolar interactions. 

Two ways of performing the thermal decomposition of iron precursors are 
possible. The first one is the ‘hot injection’ method where the iron precursor is directly 
injected into the solvent and surfactant mixture, already heated at high temperature 
[36]. The iron precursor will directly decompose. However, this quite abrupt method 
presents some issues for shape control and it is not suited for scale-up [37]. The 
second one is the ‘heating-up’ method, where the precursor is solubilized with the 
surfactant in the organic solvent at ambient temperature and the mixture is heated
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up to the boiling temperature of the solvent. This method allows more control of the 
decomposition [38]. 

By tuning various parameters of the TD method such as the nature of solvent, 
of precursors and of the surfactants, the amount and the number of surfactants, the 
concentration of reactants but also the reaction duration, IONPs with different sizes 
and shapes may be synthesized [39]. The strength of this method comes from the 
observed separation between the nucleation stage and the growth stage. However, as 
the parameters influencing NPs size, shape and composition are completely linked 
and entangled together, it is still difficult to fully understand the process and to predict 
exactly how a parameter influences the final synthesized NPs. 

To obtain nanoparticles with a diameter higher than 15 nm, the synthesis needs 
to ensure a longer growth step or to favor a low yield in nuclei during the nucleation 
step preserving monomers for the growth step. The main parameters reported to tune 
the size of IONPs are the nature of the solvent, the reaction temperature and the 
surfactant to iron precursor ratio [14, 22, 40, 41]. However, an impact of the solvent, 
precursor and reaction time have also been evidenced [14]. 

• Reaction temperature tuned by the nature of solvents 

The effect of the solvent is mostly related to its boiling point; the higher it is, the larger 
the NPs diameter should be. Indeed, a higher boiling point and a longer growth step 
should yield more monomers (as some iron precursors decompose on large temper-
ature range). However, the nature of the solvent (e.g. its polarity) may also affect the 
NPs size by affecting the precursor’s thermal stability and thus its decomposition 
[14]. Highly polar organic solvents would favor the decomposition of a large amount 
of precursor, inducing germination of small nuclei with less monomer available for 
the grain growth step: small-sized NPs are thus obtained. 

Non-polar solvents such as alkenes do not interact with iron precursors and so the 
diameter increases in a quite linear way with the solvent boiling point. This confirms 
that the growth rate mainly depends on the reaction temperature. In that context, 
docosene is suitable to synthesize IONPs with a mean size around 20 nm. However, 
docosene is solid at ambient temperature (its melting temperature is at 62 °C) which 
makes the washing and purification steps difficult. Some groups prefer to work with 
an alkane solvent squalane, which is not solid at ambient temperature and presents 
a high boiling point of 470 °C [39, 42, 43]. However, as its boiling point is so high, 
we cannot use it at the boiling point to avoid degradation of the alkyl chains of the 
reactants. Thus, the temperature has to be kept below the boiling point where it is 
less controlled. It was observed that depending on the effective reaction temperature, 
some variations in the composition from a spinel phase to core–shell NPs with a 
wüstite core occur [34]. A low heating rate during the growth step was shown to 
be promising to ensure a spinel composition [34]. The addition of a small amount 
of dibenzyl ether (DBE) with octadecene or squalane solvent would provide a more 
oxidative environment and allow IONPs with mean size higher than 15 nm and a 
spinel composition to be obtained [43–47].
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• Influence of the molar ligand/precursor ratio 

Numerous studies have been conducted on this parameter; the influence of the amount 
of ligand on the NPs size is quite complex [14, 40, 41, 48], either an increase [49, 50] 
or the opposite trend [51] was observed. Bronstein et al. [40] observed an evolution 
with iron oleate and oleic acid in eicosane without proposing an explanation, while 
Salas et al. [41] reported an influence of oleic acid on nucleation and growth rates. 
Indeed, two competitive mechanisms may occur. First a higher stabilization of the 
iron complex, with the increased amount of oleic acid which thus decomposes at 
higher temperature. But also, a stronger stabilization of nuclei affecting the grain 
growth. Thus, this parameter appears more complex to tune to control the growth of 
IONPs. 

• Reaction time 

Another obvious parameter to increase the size of the NPs is the reaction time. Baaziz 
et al. made experiments on the established 10 nm protocol and concluded that an 
increase in reaction time leads to an increase of size from 10 nm up to 14/15 nm 
after 6 hours [14]. Adapting the reaction time with solvents with higher boiling point 
could be a way to reach sizes around 20 nm. 

• Effect of the nature of precursors 

Hufschmid et al. [52] also demonstrated that some precursors are more suited for 
IONPs synthesis of specific size ranges. Bronstein et al. evidenced an effect of 
washing and aging conditions of iron oleate [48] and alkyl chain length [40] on  
the IONPs size and shape. Recent research work has been conducted to improve the 
quality and stability of the iron oleate precursor (reported highly sensitive to minor 
variations in its synthesis due to its propensity to retain water, oleic acid, and other 
reaction by-products) by performing different washing or drying treatments. These 
treatments were found efficient to better stabilize the iron oleate precursor and obtain 
IONPs with larger sizes, up to 40 nm [45, 53, 54]. 

The investigation of the thermal decomposition of both iron stearate FeSt2 
and FeSt3 precursors in standard synthesis conditions of 10 nm spherical NPs 
(dioctylether as solvent and oleic acid as surfactant) led to spherical NPs with a 
monocrystalline structure and a homogeneous Fe3-xO4 composition; only the size 
was slightly affected by the nature of iron stearate (about 9 nm with FeSt3 and 10 nm 
with FeSt2) [34]. This was attributed to the fact that the decomposition kinetics of 
FeSt2 at temperature below 298 °C was higher than that of FeSt3, which decomposes 
in a larger temperature range up to 350 °C. When the TD experiments occur in solvent 
or mixture of solvents with higher boiling point to obtain IONPs with higher size, 
an impact of iron stearates was observed. Only with FeSt3, IONPs with sizes higher 
than 15 nm were obtained. When FeSt2 is used as a precursor, an increase of the size 
is observed, but it stays lower than 15 nm. Indeed, FeSt2 decomposes mainly below 
300 °C and only few precursors are available for the growth step by contrast with 
FeSt3, which decomposes up to 350 °C and provides monomers during the growth 
step [34, 55].
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13.1.1.2 IONPs Composition 

At the nanoscale, oxidation phenomenon becomes much more important than 
at the bulk scale. Indeed, at the nanoscale, the iron (II) cations in magnetite 
(Fe3+)A[Fe2+Fe3+]BO4 

2 (where A represents the cations in the tetrahedral sites and 
B those in the octahedral sites) become highly sensitive to oxidation especially those 
located at the surface of the NP [14, 56–59].This Fe2+ oxidation is very sensitive 
to the IONPs size and thus, a IONPs size dependent composition was observed in 
nanoparticles synthesized by coprecipitation [57, 60] and by thermal decomposition 
[14]. In the case of the thermal decomposition method, Baaziz et al. [14] have shown  
that when NPs have a diameter smaller than 8 nm, the oxidation phenomenon of 
Fe(II) cation into Fe(III) cation is quite total. So, the NPs have a composition very 
close to that of the maghemite phase. For IONPs with a diameter higher than 12 nm, 
the oxidation of Fe(II) cations takes place mainly at their surface. Thus, the IONPs 
are composed of a magnetite core and an oxidized layer at the surface (Fe3-XO4) 
and the higher is the NP size, the higher is the size of the magnetite core. When the 
diameter is intermediate (this means above 8 nm but below 12 nm), the magnetite 
phase is partially oxidized without the appearance of a core–shell structure. Thus, the 
overall composition is described as being Fe3-XO4. Further Mössbauer spectrometry 
characterizations have shown the presence of oxidation defects, surface and volume 
spin canting as a function of NPs diameter [57]. 

Small NPs presented mainly a surface spin canting. NPs with larger sizes display 
different oxidized shell thickness, defects and surface spin canting. NPs with inter-
mediate sizes display a surface and in particular a volume spin canting due to a 
disordered structure induced by a perturbed oxidation state in these NPs [61]. 

During the synthesis of IONPs larger than 15 nm [23, 34, 39] or with different 
shapes such as the cubic form [25, 26, 62], the formation of core–shell structures 
with a wüstite core and a spinel shell (Fe1-XO@Fe3-XO4) has often been reported. 
One main reason is that the nuclei formed during the TD process have a wüstite 
composition. To increase the size of IONPs, the synthesis is performed at higher 
temperature to favor the growth step and organic solvents with higher boiling point 
are used. These solvents are often non-polar solvents such as squalane or octadecene 
providing a reducing environment which is not favorable for oxygen diffusion. 

For the standard synthesis of 10 nm IONPs, the final composition of IONPs 
corresponds to oxidized magnetite Fe3-xO4. This suggests that the oxidation of nuclei 
has occurred simultaneously with their growth and this is in agreement with the fact 
that the nucleation occurs at about 280 °C, a temperature which is very close to the 
boiling point of octylether (290 °C) [13, 18, 31, 34, 48]. Octylether would not provide 
a reducing environment by contrast with alkene solvents and the heating time of 2 h 
at this boiling point should favor the oxidation of the wüstite nuclei. In fact, problems 
arise when trying to synthesize IONPs with sizes higher than 15 nm [14, 34]. Indeed, 
if the oxidation kinetics is too slow compared to the growth kinetics, which is an issue 
often appearing, core–shell structures are obtained (Fig. 13.2). If an iron oxide spinel 
structure is identified, the IONPs often contain defects [14, 23, 34, 63]. It has often 
been reported that the oxidation of wüstite induces the presence of defects such as
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Fig. 13.2 Two possible compositions of big-sized IONPs (diameter > 15 nm) depending on the 
oxidation rate 

dislocations or antiphase boundaries observed as function of the IONPs size [23, 25, 
28, 34, 39, 44–46, 63]. Such defects have a high impact on the magnetic properties 
of IONPs and thus on their magnetic hyperthermia performances [64, 65]. 

The solvent nature, a too dense surfactant layer at the surface of nuclei, a high 
heating rate are among reported parameters hampering a good oxidation kinetics. 
More and more studies demonstrated that the addition of DBE is a good way to avoid 
the formation of core–shell IONPs [43–47]. Indeed, the solvent’s redox activity would 
be very important to control the valence state of iron. Thermolysis of aromatic ethers 
produces oxidizing species that stabilize the inverse spinel phase, while alkene hydro-
carbons have reducing effects which can favor the formation of wüstite. Controlling 
this non-aqueous redox environment enables reproducible and scalable synthesis of 
nearly defect-free IONPs in the 10–30 nm range without the need for post-synthesis 
modification [45–47, 66, 67]. This “non-aqueous redox phase-tuning” method is a 
very suitable method to avoid the formation of the wüstite phase during the nanopar-
ticle growth process. Indeed, redox active species, coming from alkene solvents such 
as 1-octadecene and from ether solvents such as DBE, are generated during the high 
temperature synthesis stage. Specifically, DBE decomposition generates benzalde-
hyde, which possesses oxidative character [47]. On the contrary, the tendency of the 
1-octadecene’s vinyl group to oxidation produces a reductive effect. 

The competition between growth and oxidation depends greatly on the synthesis 
methods and the reactants present during synthesis. The oxidation of the wüstite 
core during synthesis can also lead to various amount of structural defect in a NP. 
Moreover, this core–shell structure and the presence of defects can greatly alter the 
magnetic properties.
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Table 13.2 Magnetic behavior of the wüstite, the maghemite and the magnetite phases at the bulk 
scale 

Types of magnetism Susceptibility χ Magnetic moment μ and atomic behavior 

Ferri magnetism 
Fe3O4, γ-Fe2o3 Phases 

Large and positive, 
function of the applied 
field H 

Anti-parallel aligned 
magnetic moments 
without compensation 

Antiferromagnetism FeO 
phase 

Small and positive Anti-parallel aligned 
magnetic moments 
with compensation 

13.1.2 Magnetic Properties of IONPs 

13.1.2.1 Magnetic Properties of Bulk Magnetite and Maghemite 

Magnetic Properties of Bulk Magnetite, Maghemite and Wüstite 

Magnetic materials are described thanks to three main parameters: their magnetic 
moment μ corresponding to the tendency of their dipoles to align under an external 
magnetic field H, their magnetization M corresponding to the magnetic moment per 
volume, and their magnetic susceptibility χ corresponding to the propensity of the 
material to align its magnetization M to the external magnetic field H. The relation 
between magnetization and the external magnetic field is given by: 

M = χ H (13.2) 

From the magnetization can be extracted the maximum of magnetization called 
saturation magnetization which is an important criterion to distinguish magnetic 
materials. 

The wüstite, magnetite, and maghemite phases present different types of 
magnetism. The wüstite phase presents antiferromagnetic properties [68], which 
means that it has no magnetism without any field applied, and low magnetic prop-
erties when one is applied (Table 13.2). Maghemite and magnetite are both ferri-
magnetic below their Curie temperature (858 K for magnetite [69] and 890 K for 
maghemite [70]) and thus present a spontaneous magnetic spin organization with an 
anti-parallel alignment and without compensation of the moment (Table 13.2). 

The magnetic ordering disappears above the Curie temperature for ferrimagnetic 
compounds. The thermal agitation is sufficient to suppress spontaneous magnetiza-
tion, and the compound becomes paramagnetic. This means that there is no magnetic 
order anymore without any field applied. 

Ferrimagnetism of the magnetite phase is due to the presence of both iron (II) and 
iron (III) in octahedral and tetrahedral sites as shown in Table 13.3. The magnetic
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Table 13.3 Magnetic structure, magnetic moment, and saturation magnetization of magnetite and 
maghemite 

Iron oxides Cations Octahedral sites Tetrahedral sites Magnetic 
moment 

Magnetization 
saturation Ms (Am2/ 
kg) 

Magnetite Fe3+ Cancellation 92 

Fe2+ 4 µB 

Maghemite Fe3+ 3.33 µB 74 

moment of iron (III) in octahedral and tetrahedral sites can compensate. So, the 
magnetic moment of magnetite is determined by the moment of iron (II) in the 
octahedral site and is thus equal to 4 Bohr magneton (μB) which is a constant 
corresponding to the moment of an electron. The saturation magnetization of bulk 
magnetite is estimated to be 92 Am2/kg. For the maghemite phase, there are only 
iron (III) cations that have a moment of 5 μB in octahedral sites and tetrahedral sites. 
However, as vacancies also occupy octahedral sites, there are only 5/3 of iron (III) 
in octahedral sites which gives an overall moment equal to

(
5 
3 − 1

) × 5μB leading 
to a saturation magnetization of 74 Am2/kg. 

At the bulk scale, ferrimagnetic materials present a magnetic structure made of 
domains called Weiss domains and separated by Bloch walls. This structure aims 
to diminish the internal energy of the material [68]. The magnetization is uniform 
within each domain but varies from one domain to another so that in the absence of 
an external magnetic field, there is no global magnetization. 

When exposed to a magnetic field, the walls are moving so that domains with the 
same orientation as the applied field extend (Fig. 13.3). Structural defects can slow 
down this effect, which implies a delay in the magnetic response of the material. 
After this first exposure to a magnetic field, the material is always magnetized and 
keeps a permanent magnetization.

This phenomenon is at the origin of the hysteresis loop observed on the magneti-
zation curve with a remanent magnetization MR, a saturation magnetization MS and 
a coercive field HC characteristic of the studied material. 

Anisotropy Energy 

The magnetization vector in a ferrimagnetic crystal is not isotropic, the direction 
of the spins with respect to the crystal lattice depends on the magnetocrystalline
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Fig. 13.3 Creation of Weiss domain to diminish internal energy and behavior under a magnetic 
field

anisotropy. This anisotropy comes from the existence of what is called an “easy 
magnetization” axis within a crystal. This direction is induced by the crystallographic 
structure of the material studied. In the case of magnetite this easy magnetization 
axis is along the < 111 > direction [68]. The magnetocrystalline anisotropy energy 
EMC corresponds to the energy needed to reverse the magnetization from this easy 
axis. 

Another type of anisotropy that can appear in ferrimagnetic materials is the spon-
taneous orientation with respect to the shape of the material, it is the shape anisotropy. 
In any non-spherical system, the magnetization tends to align itself along the largest 
dimension. This energy is proportional to the square of the saturation magnetization 
MS, it is often dominant compared to the other sources of anisotropy. It imposes the 
direction of the magnetization at equilibrium in the absence of an external field [68]. 

13.1.2.2 Effect of the Nanoscale on the Magnetic Properties of Iron 
Oxides 

Superparamagnetic Behavior of Magnetite and Maghemite at the Nanoscale 

If the size of the ferrimagnetic material decreases under a critical diameter DC, 
creating Bloch walls requires too much energy compared to having a single domain 
called monodomain. The monodomain exhibits oriented magnetization along its 
easy magnetization axis at room temperature. We speak of “monodomain blocked 
IONP”. The spins inside such a blocked monodomain approach a single macrospin. 
Monodomain blocked IONPs display a wider opening of the hysteresis loop 
compared to ones with Weiss domains; they also present a remanent magnetiza-
tion. The critical diameter for NPs composed of maghemite or magnetite is between 
100 and 200 nm depending on the synthesis conditions. Esterlich et al. [71] reported 
diameter of 128 nm for magnetite and of 166 nm for maghemite (Fig. 13.4).

The macrospin of NPs within monodomain has two stable positions along the 
easy magnetization axis (parallel and antiparallel) as depicted in Fig. 13.5. They can 
switch their magnetization from one direction to the other by a movement called Néel
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Fig. 13.4 (A) Evolution of coercivity as a function of the nanoparticle size. Coercivity decreases 
with the size of ferromagnetic materials until reaching the superparamagnetic state corresponding 
to single-domain nanoparticles with zero coercivity; (B–D) Magnetization curves of magnetic 
nanoparticles; (B) Extremely small NPs exhibit almost linear curve similar to paramagnetic 
substances due to very low magnetic properties; (C) Typical superparamagnetic curve of magnetic 
NPs with no remanence and coercivity; (D) Typical curve of ferromagnetic NPs exhibiting “magnetic 
memory”. Adapted from [72]

relaxation that requires overcoming the anisotropy energy barrier KV where K is the 
anisotropy constant and V is the volume of the NP. For non-interacting magnetic 
NPs (no dipolar interactions), the probability that the magnetization spontaneously 
switches from one position to the other at a given temperature follows an Arrhenius 
law. Thus, the characteristic time for the Néel relaxation time τN is as follows: 

τN = τ0e− KV kBT (13.3)

Here τ0 is a length of time characteristic of the studied material, kB is the Boltzmann 
constant, and T is the temperature. 

When the size of the material is decreased again under a critical diameter DSPM, 
the anisotropy energy KV becomes lower than the thermal energy kBT (Fig. 13.5a).
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Fig. 13.5 a Magnetization flip between parallel and antiparallel orientations when magnetocrys-
talline anisotropy energy is comparable to thermal energy; b Schematic representation of the 
magnetization curve of a paramagnetic (1) material and a superparamagnetic (2) material

The critical diameter DSPM value for magnetite and maghemite depends on their 
synthesis method but is reported to be around 20–25 nm for magnetite and 25 nm to 
30 nm for maghemite [71]. 

As the anisotropy energy KV is lower than the thermal energy kT, magnetization 
can flip randomly from the two positions along the easy magnetization axis without 
any magnetic field applied. The material does not possess anymore a remanent 
magnetization at ambient temperature and the hysteresis loop is closed (Fig. 13.5b). 
The IONPs display thus a superparamagnetic behavior. The fact that superparamag-
netic materials do not possess any magnetization when no magnetic field is applied 
is a key point for their use in biological applications. Indeed, it means that a suspen-
sion of superparamagnetic NPs won’t aggregate due to magnetic interactions and 
can have good colloidal stability when injected in vivo. 

When an external field is applied, the superparamagnetic material will align its 
magnetic moment with the field axis faster than a ferrimagnetic material as no Bloch 
walls are present. As soon as the external field is removed, the moments go back to a 
random position, giving no rise to a remanent magnetization or coercive field. Thus, 
when no magnetic field is applied, the material behaves like a paramagnetic material 
but has a high susceptibility. 

Inversely, for superparamagnetic material, when the temperature is decreased 
below room temperature, there is a temperature from which the thermal energy 
becomes once again, lower than the anisotropy energy. This is the blocking 
temperature TB, which is defined as follows (with τM the measurement time). 

TB = KV 

kB ln
(

τM 
τ0

) (13.4) 

So, under this blocking temperature TB, the relaxation time will be higher than 
the measurement time thus, the magnetization will be blocked, with a magnetic 
moment rigidly oriented along the axis of easy magnetization. It must be noted that 
the blocking temperature depends on the size, the strength of the dipolar interactions,
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Fig. 13.6 Surface spin 
canting effect in IONPs 

and anisotropy of the NP and the measurement time depends on the technique and 
apparatus used for measurement. 

Effective Anisotropy Energy 

A ferrimagnetic material can present magnetocrystalline anisotropy and shape 
anisotropy. But going down to the nanoscale implies a new type of anisotropy that 
was not present at the bulk scale: the surface anisotropy. This anisotropy is correlated 
to the higher ratio between atoms on the surface and in the volume of the NP. 

At the surface, atoms are sub-coordinated by comparison with core atoms and 
due to the high surface curvature putting these atoms slightly out of equilibrium 
position, spins of surface atoms tend to align their magnetic moments perpendicular 
to the surface, which would lead to the spin canting effect (Fig. 13.6). Indeed, when 
a magnetic field is applied, these spins do not align along the direction of the applied 
magnetic field. The spin canting phenomenon is more important when IONPs get 
smaller as the ratio between atoms located on the surface and those located in the 
core is increased. This spin canting is one reason why the saturation magnetization 
of IONPs is lower than that of the bulk phases. Defects and composition variation 
are also responsible for lower MS values observed with IONPs by comparison with 
their bulk phases [14]. 

With superparamagnetic IONPs, an effective energy Eeff is often considered, 
taking into account the magnetocrystalline anisotropy energy EMC , the surface energy 
Es and a possible shape anisotropy energy ESh: 

Eeff = EMC + ESh + Es (13.5) 

Therefore, the size, the shape and the composition influence greatly the overall 
magnetic properties of IONPs. An increase in the NPs diameter ultimately leads to 
an increase of the magnetocrystalline energy, as it is proportional to KV, with V the
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volume of IONPs. The decrease of the surface energy with the size increase is gener-
ally overcome by the increase of energy due to the increase in NPs volume. It is also 
possible to change the effective anisotropy of a NP by modifying its shape. There-
fore, the larger and more anisotropic the NPs are in shape, the higher the effective 
anisotropy energy is. 

13.1.3 MRI with Iron Oxide Nanoparticles 

IONPs have been commercially used as MRI T2 contrast agents [73, 74] and are 
of particular interest as biodegradable and nontoxic nano-objects compared to other 
contrast agents’ families [73, 75]. When formulating NPs suspensions for MRI, NPs 
must face different issues; they must be functionalized with a ligand ensuring their 
colloidal stability in solution, a controlled aggregation state, an optimal diffusion of 
water molecules near the magnetic core, a good biodistribution, and NPs must display 
a high saturation magnetization [76]. Hyeon’s review [77] demonstrated that there is 
still enormous potential in the NPs-based MRI contrast agents. There is currently a 
real need to develop these products for early, accurate, rapid and targeted diagnosis of 
the suspected disease and MRI is nowadays among the most used imaging techniques 
in clinical diagnosis. 

MRI is a non-invasive medical imaging technique that allows having a 2D or 
3D view of a part of the body to get access to anatomic images of soft tissues. 
The major advantages of this method are its non-invasiveness and its limitless depth 
of exploration. However, acquisition time can be long and sensitivity is sometimes 
weak. 

MRI is based on the phenomenon of nuclear magnetic resonance of hydrogen 
atoms. When submitted to an intense magnetic field, the overall magnetization is 
parallel to its direction. When a radiofrequency field is also applied perpendicular 
to the external one, then the overall magnetization has two directions: longitudinal 
magnetization Mz (parallel to the external magnetic field), and transverse magnetiza-
tion Mxy (perpendicular to the magnetic field). Thus, when the radiofrequency field 
is applied, Mxy increases. When it stops, the spins return to their initial state: this is a 
relaxation phenomenon. From this can be defined two relaxation times: longitudinal 
relaxation time T1 which corresponds to the time required for the longitudinal magne-
tization Mz to recover toward 63% of its initial value and the transverse relaxation 
time T2, which is the time required for the transverse magnetization Mxy to decrease 
toward 37% of its initial value (Fig. 13.7). This T2 called “true” comparatively to T2 

* 

which also take into account the inhomogeneity of the magnetic field created inside 
the MRI scanner. T2 

* is calculated from FID signal (Free Induction Decay) acquire 
by the machine during a classical MRI sequence [78].

Figure 13.8 explains the difference between T2 and T2 
*. The diagram shows the 

process of transverse relaxation after a 90° radiofrequency pulse is applied at equi-
librium. Initially the transverse magnetization (red arrow) has a maximum amplitude 
as the population of proton magnetic moments (spins) rotate in phase. The amplitude
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Fig. 13.7 Schematic representation of relaxation process with longitudinal relaxation at the left 
from which T1 is the time required for the longitudinal magnetization to recover 63% of its initial 
value and with transverse relaxation at the right from which T2 is the time required for the drop of 
37% of transverse magnetization created by the frequency field

Fig. 13.8 Transverse (T2 and T2 
*) relaxation process [79]. Reprinted with permission from JCMR

of the net transverse magnetization (and therefore the detected signal) decays as the 
proton magnetic moments move out of phase with one another (shown by the small 
black arrows). The resultant decaying signal is known as the Free Induction Decay 
(FID). The overall term for the observed loss of phase coherence (de-phasing) is 
T2 

* relaxation, which combines the effect of T2 relaxation and additional de-phasing
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caused by local variations (inhomogeneities) in the applied magnetic field. T2 relax-
ation is the result of spin–spin interactions and due to the random nature of molecular 
motion, this process is irreversible. T2 

* relaxation accounts for the more rapid decay 
of the FID signal, however the additional decay caused by field inhomogeneities can 
be reversed by the application of a 180° refocusing pulse [79]. Considering that T2 

* 

sequences are more impacted by inhomogeneities than T2 ones; contrast agents, such 
as IONPs are used on T2 

*-weighted images.
Magnetic resonance (MR) images are constructed from these relaxation processes 

as approximately 65% of our body is composed of water. Contrasts are due to endoge-
nous differences in water content in soft tissues, relaxation times, and diffusion char-
acteristics of the analyzed tissues. The contrast can be improved by changing the 
parameters of the image acquisition method. However, sometimes contrast agents 
(CAs) are needed to increase sensitivity and help for the diagnosis. Their role is 
to shorten the relaxation time of surrounding hydrogen nuclei so that the contrast 
is increased between the areas influenced by the CA and those that are not. They 
give a better tissue characterization, they can reduce image artefacts or even give a 
functional information. Contrast agent shorten both T1 and T2, but because of their 
own relaxation rate which has an impact on the overall proton’s relaxation rate, CAs 
affect more T1 or T2. This is why the use of the relaxivity r2/r1 ratio is important, with 
rx is the inverse of Tx (s−1). A good T2 contrast agent have a greater effect on T2 that 
on T1, or a high r2/r1 ratio and induces a dark contrast. At the opposite, a T1 CA have 
a low  r2/r1 ratio and induce a white contrast. The diffusion of the water molecules 
toward the CA is also an important parameter for its effect on proton relaxation [80, 
81]. In the context of molecular imaging, the specificity of MRI can be increased by 
directing CA to specific molecular entities. 

High concentration of CA on site is needed because of the intrinsically low 
sensitivity of MRI (need high affinity, specificity and relaxivity). Paramagnetic Gd-
complexes are T1 CAs and IONPs have a higher effect on T2 [82, 83]. Some known 
T1 CAs are Gd complexes due to their paramagnetic properties. Gd complexes are 
often used in clinic but IONPs have a better biocompatibility and are less toxic [84]. 
Moreover, depending on their size, IONPs can be used both as T1 and T2 CAs. Indeed, 
even if the T2 effect is still stronger than the T1, r2/r1 ratio decreases with the IONPs 
diameter: ultrasmall IONPs (core of 4–6 nm) have a stronger effect on T1 relaxation 
compared to bigger ones (even if they are still used as T2 contrasting agent) [85, 86]. 
Compared to paramagnetic substances, the resultant magnetic moment of superpara-
magnetic particles is greater and responsible for a phenomenon of magnetic suscep-
tibility disrupting the homogeneity of the external magnetic field. Negative CA are 
shortening T2 (T2 

*) much more than T1 of the nuclei situated in their neighborhood. 
T2 will be reduced through the created field gradients and T2 

* effects will appear 
because of field inhomogeneities leading to a signal loss in the regions capturing the 
contrast agent on MR images. 

Several types of negative CA accumulate in the liver when intravenously injected. 
After binding of plasma proteins (opsonins) to their surface, Endorem (Guerbet; 
4.8–5.6 nm core and 80–150 nm hydrodynamic diameter) coated with dextran, and 
Resovist (SHU 555A, Bayer; 4.2 nm core, 62 nm hydrodynamic diameter) coated
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with carboxydextran, are captured by Kupffer cells within minutes. Since they are 
not retained in metastasis or hepatocytes, the darkening of liver signal (T2) will 
only be observed in healthy parts of the organ, due to SPIO uptake by Kupffer 
cells. It is also possible to detect them in spleen and bone marrow macrophages. 
These IONPs were approved for detection of liver metastases in clinic before being 
taken off the EU and US market for economic reasons [87]. Ultrasmall particles 
of iron oxide (USPIO): Sinerem (Guerbet: 4–6 nm core + dextran coating = 20– 
40 nm hydrodynamic) has a lower r2/r1 ratio as compared to IONPs and are less 
likely to be captured by macrophages. They circulate longer, they can be used as 
blood pool agent for T1. In late phase they accumulate in liver, spleen and become 
potent CA for lymphography (because of their small size they can cross the capillary 
wall and reach lymphatic system). Metastasis do not take up USPIO, they can be 
used to detect lymph nodes (Clariscan, GEHealthcare/Supravist, Bayer) [88]. It is 
worth noting that most of the commercial MRI contrast agent are multicore magnetic 
with significant influence on their superparamagnetic behaviour [89, 90]. In case of 
multi-core magnetic nanoparticles, the morphology of single core is less important, 
in comparison with magnetic properties. Therefore, the manifold analysis of the 
chosen IONPs synthesis is highly relevant [91]. 

13.2 Cancer Treatment with IONPs 

Cancer is a global health problem that affect millions of people worldwide; with an 
increasing incidence. According to the Global Cancer Observatory (GLOBOCAN), 
cancer is the second leading cause of death globally, after ischemic heart disease; 
responsible for an estimated 9.6 million deaths in 2018. There are several types of 
cancer involving different mechanisms and with different properties or structures. 
Worldwide incidence, for both sexes and all ages, is given for 2020 in Fig. 13.9. 
Common factor between this heterogeneous large disease family is the abnormal 
cell grow presenting uncontrollably divisions leading to the formation of tumors.

The best way to treat cancer is to detect tumors precociously when their progres-
sion is not too important. This is possible with screening campaign, in breast cancer 
context for example and efficacy diagnostic tools. This early diagnosis allow physi-
cians to offer rapid treatment without giving chances to the tumor to develop itself 
or metastasis. 

Immune system’s (IS) purpose is to protect an organism from diseases by distin-
guishing the organism’s own healthy tissue from foreign organisms, such as bacteria 
or viruses, and unhealthy tissues such as tumoral cells. It is composed of two comple-
mentary components: the innate and the adaptative immune system [93]. Dendritic 
cells and phagocytes are rapidly recruited by innate IS to recognize a pathogenic 
agent, digest it and eliminate cellular debris. Adaptative IS is a slower mechanism 
but acts specifically against recognized pathogens via B and T lymphocytes. The 
antigenic escape is a mechanism that occurs when a host is unable to respond to
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Fig. 13.9 Worldwide 2020 incidence for both sexes and all ages [92]. Reprinted with permission 
from WHO

an infectious agent. Immune evasion of tumoral cells involve the tumoral micro-
environment (TME) which is highly studied in this beginning of twenty-first century, 
this field is known as immune-oncology. 

Tumor’s development depends on the composition of TME: endothelial cells 
(responsible of angiogenesis), immune cells (macrophages, lymphocytes, …), 
stromal cells (fibroblasts) and also acellular component such as cytokines or growth 
factors (i.e. epidermal growth factor). Epidermal growth factor (EGF) should be 
noted, its receptor (EGFR) is overexpressed in many type of cancers [94]. This 
receptor is involved in the tumoral proliferation induction and also in the antigenic 
escape of tumoral cells by inhibiting the process of presenting antigens of T-cells and 
down-regulating IS [95]. TME can have various compositions regarding the tumoral 
type or its degree of development. It is an indicator of patients prognostic [96]. 

Over the years, scientists and researchers have explored various treatment options 
for cancer. The chosen one will depend on the tumoral location, its stage, surgical 
accessibility, presence of metastasis and the patient’s characteristics [97]. Usual 
methods are surgery, radiotherapy, chemotherapy or possibly immunotherapy and 
targeted therapy in a uni- or multi-modal way. In the cancer context, nanomedicines 
know an important development, in order to enhance contrast (for diagnosis) and to 
treat tumoral cells while conserving healthy tissue. Indeed, Gao et al. have shown an 
increase of papers published on the subject of nanomedicine in head and neck cancer 
(HNC) context; mostly with pre-clinical studies [98], but this it verifiable for each 
cancer’s type.



194 T. Gevart et al.

13.2.1 Nanoparticles Designed for Theranostics: “We See 
What We Treat, and We Treat What We See” (Richard 
Baum) 

Theranostic, the integration of therapy and diagnostics has emerged as a promising 
strategy in cancer management. It involves the use of diagnostic tools to identify 
tumor. This information can then be used to select a personalized treatment approach, 
such as targeted drug therapy or immunotherapy. Additionally, theranostic allows for 
real-time monitoring of treatment response and disease progression, enabling clini-
cians to adjust therapy as needed. The integration of therapy and diagnostics through 
theranostic represents a rising approach to improving cancer treatment outcomes 
while minimizing side effects. As research in this area continues to advance, it is 
hoped that theranostic will become an increasingly used tool in the fight against 
cancer [99, 100]. Nanoparticles (NPs) have emerged as promising candidates for 
cancer diagnosis and therapy due to their unique physicochemical properties and 
their ability to be functionalized with targeting moieties and therapeutic agents. NPs 
can be designed to specifically target cancer cells, deliver drugs and other therapeutic 
agents to the site of the tumor and enhance the therapeutic efficacy while minimizing 
toxicity to healthy tissues [101, 102]. NPs are classed according to their composition, 
size, what they carry on and their vectorization. It is possible to give 3 nanoparticle’s 
families: lipidic-based, polymeric-based and inorganic-based NPs. Coating, shape, 
size, charge and composition can be different, making any classification difficult and 
not exhaustive [103] (Fig. 13.10). Lipidic nanoparticles is the category containing 
the highest number of FDA (Food and Drug Administration) approved nanoparticles 
with mostly liposome particles. Polymeric are rarely FDA approved but seems to be 
nice candidates for transporting small organic molecules, biological macromolecules 
and proteins or vaccines. They are soluble, biodegradable but can self-agglomerate 
and be toxic.

Lastly, inorganic nanoparticles made of gold (GNPs), iron oxide (IONPs) or 
silica have been studied for various drug delivery and imaging applications. There 
are wide variety of structures, geometries and shapes (nano-flowers,-cubes,-pellets,-
sphere, …). IONPs have the greatest number of FDA approved bio-applications in 
nanomedicine among inorganic nanoparticles. IONPs have unique magnetic proper-
ties that allow them to be detected by magnetic resonance imaging (MRI). Several 
studies have shown that IONPs can effectively detect cancer at an early stage, 
including HNC. For example, a study by Attia et al. demonstrated that magnetic 
nanoparticles could increase tumoral contrast (T2 

*-weighted MR images) on mice 
[104]. 

In order to offer a diagnosis or therapeutic ability, nanoparticles must reach 
and accumulate in tumoral area. After administration, they have to pass physical 
and biological barriers (i.e. epithelia, tumor micro-environment, IS) that limit the 
dispersal of nanoparticles. The nanoparticle’s distribution will strongly impact their 
efficacy regardless the type of nanoparticles [103]. Their elimination is also an 
important issue, nanoparticles must not stay in the body for too long in order to
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Fig. 13.10 Classes of nanoparticles [103]. Reprinted with permission from nature reviews, drug 
discovery

avoid any potential toxic effect. Generally, nanoparticles are quickly eliminated by 
the mononuclear phagocyte system (MPS) and monocytes. A poly-ethylene-glycol 
(PEG) coating can increase the nanoparticle’s distribution time by escaping from 
MPS and avoiding aggregation issues [105]. It has been shown that the size and 
shape of nanoparticles impact their biodistribution. Smaller ones easily cross capil-
laries and are quickly eliminated by kidneys compared to larger ones (> 200 nm) 
that activate the complement system to be quickly removed from the blood stream 
and seem to induce more toxicity. Furthermore, nanoparticles < 20 nm have shown 
a higher tumoral penetration [106]. 

IONPs magnetic properties are known to be useful to enhance contrast on MRI, 
but they can also be used in therapy via magnetic hyperthermia (MH). 

13.2.2 Magnetic Hyperthermia 

Iron oxide nanoparticles are able to convert electromagnetic energy into heat when 
they are exposed to a high frequency alternating magnetic field. This released heat 
can kill, or weakens, cancer cells. Hyperthermia is defined by the transient increase 
in temperature above 37 °C. Depending on the temperature, two hyperthermic treat-
ments have been developed: (i) mild hyperthermia, increasing temperature between 
41° and 45 °C, preferentially induces the death of tumor cells, according to an apop-
totic process, (ii) thermoablation, for a temperature above 45 °C, destroys tumors 
[107]. MH is also used to sensitize tumoral cells to another treatment, most of the 
time to chemotherapy [108, 109].
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During the application of an alternating magnetic field, the nanoparticles are 
magnetized, their magnetic moments are progressively aligned in the direction of 
the magnetic field by rotation. When the magnetic field is reversed, the magnetic 
moments relax to their new position of equilibrium [110]. 

Some in vitro studies claim that the combination of magnetic nanoparticles with an 
alternating magnetic field (AMF) induces cell death [109, 111–117]. SAR values are 
observed with increasing frequencies and/or field amplitudes. Currently, most SAR 
values reported in the literature are measured at a frequency range of 300–700 kHz 
and a field range of 10–30 kA m−1. However, for a safe application of hyperthermia 
to patients, a Brezovich criterion was at first established, where the product H*f 
should be less than 4.85 × 108 A m−1 s−1 to avoid eddy current effects (id. to avoid 
non-specific heating) [118]. By taking into account further technical improvements 
reducing eddy current heating, Hergt and Dutz [119] established another criterion 
H*f = 5 × 109 A m−1 s−1 which is usually reported today. The experimental cancer 
models thus used have made it possible to demonstrate the concept of hyperthermia 
therapy using magnetic nanoparticles. Data from the literature show that it is possible 
to induce cell death without a detectable rise in temperature [111, 120, 121]. 

The challenge for in vivo applications is the possibility to eradicate cancer cells 
at the tumor site without damaging adjacent normal cells. Thus the pharmacoki-
netics, toxicity and biodistribution of nanoparticles are very important [122]. Several 
groups have studied magnetic hyperthermia in rodents and rabbits. A few human clin-
ical trials have also been conducted [123–125]. NP administration consists either in 
injecting a NP suspension directly into the tumor, or intravenously, before applying 
the magnetic field. The validation of the concept of magnetic hyperthermia was 
first carried out by directly injecting the nanoparticles into the tumor. This approach 
allows to control the amounts of nanoparticles injected and to use relatively high 
doses compared to other modes of injection. 

As we seen, in cancer context, one main challenge of theranostic nanomedicine is 
the specific targeting. The therapeutic distribution (drugs, heat, …) must be focalized 
in the tumoral neighboring in order to be fully efficient and to decrease the side-effect 
probability. Tumoral micro-environment must be taken into account because of the 
non-homogeneous and abnormal vasculature around tumors [126]. Two approaches 
exist in the delivery of nanoparticles: passive and active targeting. 

13.3 Targeting Strategies 

A major challenge in nanomedicine is to design NPs able to accumulate specifically 
in tumoral tissues without accumulating in clearance organs like the liver, the spleen, 
or the kidneys. There are two main mechanisms reported for the uptake of theranostic 
nanoplatforms in tumor sites. The first one is called “passive targeting”, this targeting 
occurs because NPs, due to their size (diameter inferior to 100 nm) can pass easily 
through the abnormal vasculature of tumors. Indeed, they generally present irregular 
fenestrations and poor lymphatic drainage compared to healthy tissues. We talk
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about the enhanced permeability and retention (EPR) effect [104, 127]. However, 
the effectiveness of this effect depends on the tumor microenvironment but also on 
the capacity of NPs to accumulate there. Moreover, after intravenous (i.v.) injection, 
most developed NPs tend to accumulate in phagocytic organs such as the liver, 
spleen, and kidneys, and only small amounts are seen accumulated in tumors, as 
for example for iron oxide-based NPs [128–130]. Because of this limitation, a lot 
of research was done to develop “active targeting”. The purpose is to selectively 
reach abnormal tissue, avoiding the uptake of NPs by healthy tissues. In this sense, 
the active targeting consists firstly in finding a receptor overexpressed in the type 
of cancer of interest. Once the target is defined, a specific molecule, known as the 
targeting ligand (TL), can be used to deliver the NPs directly to this site. These two 
modalities are resumed in the Fig. 13.11 [131–133].

It is worth nothing that the cellular internalization could be passive or active, 
depending on the presence of targeting ligands and can be modified by the shape 
or the size of nanoparticles. A passive diffusion through membrane is possible for 
smaller particles, but an active transport is mandatory for bigger ones. 

13.3.1 Passive Targeting 

EPR effect was discovered in 1980s by Maeda et al. It is the physiology-based 
main mechanism for large molecules and small particles to accumulate in tumors 
[127]. The blood vessels endothelium is fenestrated (200–800 nm) and becomes 
more permeable under certain conditions, such as inflammation or hypoxia, which 
is typical of tumor. Hypoxia promotes the formation of new blood vessels or the 
engulfment of existing ones by rapidly growing tumors. These newly formed vessels 
are leaky, allowing for selective enhanced permeation of macromolecules larger 
than 40 kDa and nanosystems to the tumor stroma. New vessels do not present a 
normal lymphatic drainage that contributes to the retention of NPs [134, 135]. Small 
low-molecular-weight agents, because of their ability to return to the circulation by 
diffusion, are not retained in tumors. Furthermore, the accumulation in tumoral site 
depends on nanoparticle’s physico-chemical properties, such as size, surface charge 
and coating. The optimal NPs size range is around 20–200 nm to favor EPR effect. 
Particle diameter has a significant impact onto their biodistribution, as seen previously 
[136, 137]. Uptake by the MPS is a significant disadvantage in most therapeutic 
applications; a way to reduce the macrophage uptake is to coat nanoparticles with 
a hydrophilic polymer such as PEG which helps to reduce their opsonization by 
plasma protein [138]. We can cite Doxil© and Caelyx©; two pegylated liposomal 
drugs (doxorubicin) delivery system used in clinic that passively target breast and 
ovarian metastatic tumors.
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Fig. 13.11 Scheme illustrating the passive targeting by EPR effect and the active targeting into 
tumor site [104]. Reprinted with permission from Oxford University Press

13.3.2 Active Targeting 

Among the most used receptors are the folate receptor, which can be targeted 
with folic acid on the surface of NPs [139] or the Human Epidermal Growth 
Factor Receptor 2 (HER2+) which is recognized by the monoclonal antibody 
Trastuzumab for example [140]. Peptides, nano-bodies, affibodies, proteins, small 
organic molecules, or nucleic acids constitute examples of short TL grafted to NPs 
[129, 131, 141–144]. The large antibodies or the smaller versions of them, the
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fragment antigen-binding (Fabs), are also common TL [145]. Iron oxide nanoparti-
cles (IONPs), which accumulate in tumors without TL via intratumoral injection or 
passive targeting as a result of the EPR effect, are among the most developed and 
promising NPs at the moment [129–131, 133, 146–149]. When magnetic proper-
ties of the NPs are involved, another way to increase their accumulation is to apply 
a magnetic targeting, in which a magnetic field gradient guides IONPs toward the 
tumor; the main drawback of this technique is the requirement of a magnet that 
should be positioned easily near the tumor, thus limiting this strategy to specific 
cases. In this context, active targeting appears as a promising way for NPs selective 
internalization. However, Wilhem et al. observed that just 0.7% (median) of the i.v. 
administered nanoparticle dose (with or without TL) was found to be delivered to 
solid tumors after reviewing the literature from the previous 10 years [130]. Similar 
low percentages of internalized IONPs were also reported by Alphandery et al., who 
showed that many of them were accumulated in the liver and kidneys [146]. There-
fore, there is a strong need to further understand how active targeting can be improved 
to increase the percentage of accumulated NPs in tumor sites after i.v. injection. This 
implies a better understanding of the key parameters that must be improved to raise 
the efficacy of IONPs bearing TL as active targeting systems. Among these param-
eters, the choice of the TL is essential. It is not an easy choice as it must target 
overexpressed receptors at the surface of cancer cells only. Moreover, the size of the 
TL must be suitable to the mean size of IONPs and the grafted TL must conserve its 
recognition capacity toward its target, a fact that imposes sine qua non conditions 
on the chosen bioconjugation approach to avoid the involvement of the active site in 
the coupling. In the case of short TLs, a major concern is to avoid abrupt changes in 
the 3D conformation of the molecule (upon conjugation to the NP) that may alter its 
interactions with the cellular receptors. Lastly, the TL must remain fully exposed to 
the solution and not buried inside the organic coating (such as PEG chains) already 
present on the IONPs surface. The coupling of the TL at the surface of IONPs is also 
an important step. There is a wide spectrum of bioconjugation reactions [150] used  
to attach TL at the surface of functionalized IONPs and; globally they can be divided 
into two types: covalent or non-covalent conjugations. The first group belongs to 
the carbodiimide chemistry [151], Michael addition [152], click Chemistry [153], or 
Diels–Alder cycloaddition [129, 154], among others. In non-covalent conjugation, 
the most common ones are electrostatic interactions, metal affinity coordination, or 
biotin-avidin interaction [155]. The choice of reactions mainly depends on the type of 
molecule used as a TL and its eventual functional group that may be used to perform 
a covalent conjugation technique, which brings more stability for the grafting than 
a non-covalent technique. Furthermore, it is also important to validate the presence 
of TL at the surface of IONPs and to quantify it [156]. 

Commonly, the presence of TL at the surface of IONPs may be checked by 
FTIR spectroscopy or thermogravimetric analysis (TGA) if the amount of TL is 
high enough, but most of the time it is determined by the observation of an increase 
in the hydrodynamic size or a change of zeta potential values. Hence, the most 
challenging step is the quantification of the amount of TL at the surface of IONPs 
[131, 133, 143, 157]. The active endocytosis pathway can pass through clathrin-
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or caveolin- mediated but also endocytosis without mediation. Clathrin involves 
the formation of vesicles after ligand-receptor contact. Caveolin takes part in the 
protein, lipidic and fatty acid regulation [158]. Svitkova et al. [159] have shown  
that bovine serum albumin (BSA) coated nanoparticles are mostly internalized by 
clathrin mediated endocytosis but PEG coated ones use caveolin and lipid raft for 
their internalization. EGFR has been introduced earlier as a good receptor to target 
for cancer uses because of its overexpression in tumoral cells and its implication 
in angiogenesis and tumorigenesis process. Study have shown that small molecular 
weight peptide presents a good affinity to EGFR [160]. 

Magnetic drug targeting is another way to actively target tumors. Using super-
paramagnetic properties of IONPs, nanoparticles are guided through the body under 
the action of a localized magnetic field to specifically deliver therapeutic effects. 
Magnetic nanoparticles with high saturation magnetization responds better to the 
magnetic field, allowing an higher tumoral accumulation. It will strongly depend on 
the size and shape of nanoparticles [6, 71]. Freeman et al. [161] where firsts to use 
magnets to move iron particles through vascular system. More recently, Shen et al. 
[162] has proved a higher IONPs retention in the rat’s heart when placed under local-
ized external magnetic field. This retention seems to be proportional to the magnetic 
field strength. 

With this better understanding of the biodistribution and internalization pathway 
of nanoparticles from the administration to the target; some examples of interesting 
multimodal nanoparticles will be presented in the next part. 

13.4 Multimodal Nanoparticles 

Multimodal nanoparticles are nanoparticles that have physico-chemical properties 
allowing diagnosis and/or therapeutic effect, such particles can carry multiple types 
of payloads, such as drug, imaging agents, and targeting ligands in a single particle. 
By definition theranostic nanoparticles are multimodal. These nanoparticles can offer 
several advantages over traditional cancer therapies, including improved targeting 
of cancer cells, enhanced drug efficacy, delimitation of tumors and reduced side 
effects. Figure 13.12. presents the different applications for IONPs. In recent years, 
the development of multimodal nanoparticles has gained significant interest in the 
cancer research community for their therapeutic and diagnostic applications allowing 
for real-time monitoring or drug delivery and tumor response [163].

In this context, understanding the properties and behavior of these NPs in biolog-
ical systems is a key point for their successful translation into the clinic. In this part, 
several examples of nanoparticles classified by therapeutic effect will be seen.
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Fig. 13.12 IONPs applications in cancer diagnosis and treatment [163]. Reprinted with permission 
from Theranostics

13.4.1 Radiotheranostic 

Radiation therapy (RT) is the main way to treat cancer, approximately 50% of all 
cancer patients receive radiation therapy [164]. This treatment uses high-energy radi-
ation to kill cancer cells. It can be delivered by external beam (X-ray) or internal 
radiation therapy (brachytherapy) which involves placing a radioactive source inside 
the body, near the tumor. Theses radiations damage DNA and biological macro-
molecules, preventing cell proliferation and tumor growth. Healthy cells are impacted 
by these radiations but are, usually, more able to repair themselves and recover 
from the damages. Radiation therapy is often used in combination with surgery or 
chemotherapy to prevent resistance or tumoral recurrence. This is a non-specific 
treatment but always localized in the tumoral region. Despite the recent progress of 
radiation therapy with thinner ionizing beam, dose fragmentation, or Flash (ultra-
high dose rate radiation); a lot of research are in course to reduce side-effects by 
decreasing the dose or by increasing the tumoral sensitivity to RT or to deliver in a 
very localized way radiation inside the tumor.
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The aim of NPs combination with X-rays radiotherapy (XRT) or proton-therapy 
(PRT) is to potentialize irradiations effects and to increase specificity in order to 
decrease the distributed dose and spare surrounding healthy tissues. Many metallic 
nanoparticles have been studied for these application because of their high atomic 
number (Z) increasing the probability to interact with radiations [165, 166]. 

Hainfeld et al. in [167] were the firsts to develop gold nanoparticles to enhance 
radiotherapy in mice. They irradiated mice bearing subcutaneous mammary carci-
nomas with X-rays with and without pre-injection of GNPs. One-year survival 
was 86% for mice injected with GNPs versus 20% for the control group irradi-
ated with the same energy. It shows the interest of GNPs combined with XRT. 
Furthermore, there was no apparent toxicity for mice, and GNPs were largely cleared 
from the body through the kidneys. More recently, Li et al. [168] have functional-
ized polyallylamine-coated GNPs with Cetuximab, a monoclonal antibody targeting 
and blocking epidermal growth factor receptor (EGFR), thus inhibiting the tumoral 
development. For the first time, an enhanced cellular uptake, thanks to Cetuximab 
combined with radio-enhancing effect was successfully tested in vitro. Figure 13.13 
shows the direct damages to DNA by photon (red wiggly line) and ion (red straight 
line) radiations; but also mitochondria. The impacted medium produces secondary 
electrons, radicals and reactive species that will also impact DNA, organelles and 
macromolecules (indirect damages) [166]. 

Tumor radiosensitization was also studied on iron oxide nanoparticles (IONPs) 
irradiated by gamma-radiation by Shetake et al. [169]. After nanoparticles injection, 
the tumoral growth was significantly decreased. Furthermore, this kind of NPs have 
the advantage to induce a T2 

*-weighted MRI contrast which allows their monitoring 
inside the patient’s body. Ahmad et al [170] have compared the radiosensitizing effect 
of three commercially available NPs (GNPs, IONPs and Gd-complex) on tumoral 
cells (MCF-7 and U87). After measuring the NPs uptake and cytotoxicity; they 
shown a higher enhancement factor (radiosensitizer effect) with GNPs on U87 and 
no difference on MCF-7. IONPs main advantage is to be monitored directly in the 
patient’s body via MRI. 

Ternad et al. [171] have studied IONPs radiosensitizing properties [171] on  
tumoral cells (A549) exposed to 225 kV X-rays. As results, authors describe that

Fig. 13.13 Illustration of 
radiation damage 
mechanisms [166]. 
Reprinted with permission 
from Cancer 
Nanotechnology 
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radiosensitization does not result only from a physical phenomenon but that an 
important part comes from biological events. They demonstrated an inhibition of 
thioredoxin reductase enzymes that prevent the regeneration of intracellular antioxi-
dant and have a role in the management of oxidative stress. Inhibiting these proteins 
increase the effect of the radiation therapy by preventing cells from self-repairing. 

13.4.2 Chemotherapeutic Nanoparticles 

Chemotherapy is a main treatment option for cancer after surgery even if side-effects 
have been reported since the beginning of its use on tumors in the 1940s by Louis S. 
Goodman and Alfred Gilman. It is a treatment that uses chemicals to destroy cancer 
cells in the patient’s body. Chemicals used have as main target cells that divide and 
grow rapidly; which is the case for tumoral cells. These drugs work by interfering 
with the cell division process and prevent it. Chemotherapy is usually given in cycles, 
with a period of treatment followed by a period of rest to allow the body to recover. 
Indeed, this is a non-specific, or a systemic, treatment that attacks every dividing 
cells, which causes many side-effects and decrease significantly the patient’s quality 
of life. Chemotherapy is often combined with other treatment such as surgery or radi-
ation therapy because of the potential chemo-resistance of tumoral cells, furthermore, 
several drugs are frequently administered extemporaneously with different modes of 
operation [172]. Depending on the location of the tumor, the combination of drugs 
is different. For example in lung cancer, it is recommended to deliver cyclophos-
phamide, doxorubicin, vincristine and prednisolone but for colorectal cancer, 5-
fluorouracil, folic acid and oxaliplatin are prescribed [173]. Despite the efficacy of 
chemotherapy, it is not used for every patient because of chemo-resistances which 
can occur due to various factor such as genetic mutations, tumor-microenvironment, 
or the type of tumoral cells. Intrinsic resistance is the resistance due to the tumor 
type, for example triple negative breast cancer has a decreased responsiveness to 
drugs. We can also quote gastric cancer overexpressing HER2 that are known to be 
resistant to cisplatin [174]. Acquired resistance is a gradual reduction of anticancer 
efficacy of a drug during treatment. It may result of mutation due to the drug, a second 
proto-oncogene activation or changes in TME after treatment. As example, neurob-
lastoma cancer cells release exosomes to the TME that induce production of miRNAs 
by tumor-associated macrophages (TAMs) after cisplatin treatment. These miRNAs 
will silence the TERF1 gene of neuroblastoma cells, increasing their telomerase 
activity and their resistance to chemotherapy [175]. A scheme of some resistance 
mechanisms examples is given in Fig. 13.14 [176].

Therefore, there is a need to develop new strategies to deliver chemotherapeutic 
drugs in tumoral cells that are resistant or have developed a resistance and also to 
deliver them locally in order to reduce side-effect by decreasing the concentration in 
the body. In this context, nanoparticles seem to be good candidates. 

Huang et al. [177] develop IONPs co-coated with PEG and PEI polymers design 
for dual target-specific drug delivery and MRI in cancer theranostic [177]. Targeting
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Fig. 13.14 Cancer cells mechanisms involved in drug resistance [176]. Reprinted with permission 
from cancer nanotechnology

part of these NPs is supported by conjugation of folic acid which receptor is over-
expressed in various human carcinomas. IONPs are here loaded with doxorubicin 
and injected on MCF-7 tumoral xenografted mice. Authors describe a nice IONPs 
tumoral uptake but with a predictable accumulation in the liver. The efficacy of this 
drug-delivery system was proven by a stable tumoral growth 35 days post-injection 
for the group Dox-loaded IONPs and also by the increased presence of IONPs in 
tumors ex vivo for NPs conjugated with folic acid compared to NPs without targeting 
ligand. Smart nanocarrier for multi-stimuli on-demand drug delivery have also been 
synthesize by Elsami et al. [178]. Flower-like IONPs were encapsulated in a dual 
pH and thermoresponsive responsive copolymer to release drugs (Dox.) in a highly 
controlled way. A negligible amount of doxorubicin was released from nanoparti-
cles in physiological conditions (37 °C and neutral pH). But increasing the temper-
ature and decreasing pH by magnetic hyperthermia, Dox. was massively released 
from NPs in their surrounding environment; suggesting that IONPs can be used to 
remote-control drug release in combination with MH for cancer treatment. 

El-Dakdouki’s team develop hyaluronan-coated iron oxide nanoparticles (HA-
IONPs) loaded with doxorubicin for preclinical. Hyaluronan was chosen to target 
CD44, a cell surface glycoprotein expressed on many cancer cells. An accumulation 
of NPs; darkening inside the yellow circle is observed on tumoral mice (Fig. 13.15) 
1 h post-injection and still observable 24 h after. The injection of Dox-HA-IONP 
inhibits the tumoral growth approximately 4 times more than free doxorubicin. Effi-
cacy is proved to be higher than standard Dox even with an inferior doxorubicin
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Fig. 13.15 T2 
*-weighted MR images of mouse tumor before injection, 1, 2 and 24 h after HA-

IONP injection. Negative contrast is highlighted in yellow circle suggesting the presence of IONPs 
[180]. Reprinted with permission from ACS 

concentration (2 mgDox/kgbody for condition Dox-HA-IONP versus 8 mgDox/kgbody 
for the condition free Dox.) implying less side-effects [179, 180]. 

Some nanoparticles are tested in clinical study as drug delivery system; because of 
their biocompatibility, lipidic-based NPs are the firsts to reach this step. These studies 
will serve as proof-of-concept for IONPs drug delivery system. We can cite the phase 
II clinical study, on 98 Korean women presenting ovarian cancer, Lee et al. [181] have  
used cremophor-free polymeric micelle with paclitaxel as first-line treatment [181]. 
They compared the efficacy of their micellar formulations of paclitaxel to a generic 
treatment with paclitaxel. As conclusion, they showed a non-inferior efficacy and less 
side-effects because of the presence of micelles enhancing solubility of paclitaxel 
and allowing a higher accumulation of drugs on tumoral site. 

13.4.3 Magnetic Hyperthermia Activated Drug Delivery 

As shown previously in this chapter, magnetic nanoparticles enable specific response 
when submitted to high frequency (magnetic hyperthermia) or low frequency 
(magneto-mechanical therapy) alternating magnetic field (AMF). As other metallic 
nanoparticles, they produce reactive oxygen species, intrinsically or under ionizing 
beam, making them interesting for cancer treatment.
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Guisasola et al. [182] used IONPs embedded in a mesoporous silica matrix and 
coated with an engineered thermoresponsive polymer. Under AMF, temperature 
increase in the NPs neighboring causing the polymer transition and the consequent 
release of drug (Doxorubicin) trapped inside the silica pores. The therapeutic efficacy 
is not based on the tumoral tissue heating which avoids the necessity to employ large 
amount of magnetic cores as is common in current MH. Furthermore, the chemother-
apeutic agent is delivered in the tumoral region decreasing the side-effect risk [182]. 
The tumoral growth monitored is significantly decrease for the condition: magnetic 
hyperthermia + doxorubicin compared to conditions MH or Dox. alone. The combi-
nation of both treatments (chemotherapy and MH) confers a higher efficacy and less 
side-effects. 

In 2021, Fang et al. [183] have developed magnetic liposomal systems conjugated 
with a targeting ligand and loaded with a immunotherapeutic drug (CSF1R inhibitor). 
The combination of MH and M2 macrophage repolarization in tumoral microen-
vironment relieves tumoral immunosuppression, normalizes tumor blood vessels 
and promotes the infiltration of T-lymphocytes. After the treatment, an increase of 
antitumoral effector CD8+ T cells was also observed. Thus, TME was remodeled, 
nanoparticles have also activated immune response and memory inhibiting tumoral 
recurrence. 

13.4.4 Photoresponsive Nanoparticles 

Development of photosensitizers multimodal NPs in the cancer therapy context is a 
topic in expansion. Upon UV–vis or near-infrared (NIR) light, metallic nanoparticles 
can heats their surrounding environment [184]. Figure 13.16a illustrates the produc-
tion of reactive oxygen species (ROS) due to photochemical reactions with oxygen 
after exposure to UV light, this mechanism is known as photodynamic therapy (PDT). 
On Fig. 13.16b, the photothermal therapy (PTT) is represented; after irradiation with 
NIR light, nanoparticles heat surrounding cells. Both techniques are minimally inva-
sive but have a major limitation, the low light penetration through tissues [185]. The 
first team that has shown the conversion of light absorbed by IONPs to local heating 
was Yu et al. [186]. Under NIR irradiation, alumina-coated iron oxide magnetic 
nanoparticles were used as photothermal agents to selectively kill bacteria. After 5 
min of light irradiation, the temperature increased by 20 °C and decreased nosocomial 
bacteria growth (Gram positive and negative and antibiotic-resistant) by over 95% 
within 10 min of light irradiation. The possibility to do PTT with nanoparticles was 
also proved on highly crystallized iron oxide nanoparticles coated with polysiloxane-
containing copolymer [187] offering great antibiofouling properties and an enhanced 
tumoral accumulation through EPR effect. Different composition were successfully 
tested to induce PTT, such as carboxymethyl chitosan-coated or PEGylated IONPs; 
or plasmonic MXene-based nanocomposites [187–191].

Besides the possibility to heat or produce ROS after illumination, nanoparti-
cles able to release drugs upon exposure to light have been developed. Wu et al.
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Fig. 13.16 Illustration of a photodynamic therapy and b photothermal therapy mechanisms [192]. 
Reprinted with permission from De Gruyter

[193] have loaded IONPs with doxorubicin via thermos-sensitive bond, cleaved by a 
near infrared exposure [193]. Using magnetic targeting, NPs are accumulated inside 
tumors; photothermal therapy is activated upon NIR exposure and doxorubicin is 
released. These nanoplatforms were tested on MCF-7 and on xenograft tumor Balb/ 
c nude mice. Tumoral growth was significantly decrease using the combination of 
PTT and doxorubicin delivery compared to other groups. Sun et al. [194] have
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also demonstrated the interest of using IONPs as chemo-photodynamic combination 
therapy [194]. Authors used an aptamer-hybridized nucleic acid structure to target 
tumoral cells; and IONPs were loaded with a chemical anticancer drug: daunomycin 
and a photosensitizer molecule. Upon visible light, PDT mechanism induces ROS 
production and daunomycin is released the tumoral micro-environment. They showed 
in vitro an accurate tumor targeting and high cytotoxicity after light exposure. 

NIR illumination can also serve for real-time imaging. Kanwar et al. (2016) 
used iron oxide saturated lactoferrin nanocapsules (FebLfNCs) for real-time imaging 
and anti-tumoral therapy [195]. Iron saturated form of lactoferrin have outstanding 
immune-modulatory properties: interleukins productions, activation of macrophages, 
natural killer (NK) cells, dendritic cells. FebLFNCs are emit fluorescence (675–740 
nm) after NIR light exposure. Authors conclude in an efficacy drug-delivery system 
that can be monitored in vivo on tumoral mice model with NIR fluorescence imaging. 
It could be interested to implement PTT or PDT to this kind of theranostic nanoplat-
forms in order to increase its therapeutic ability. Many preclinical studies can be 
found on the use of nanoparticles in photothermal therapy, it is possible to cite Wu 
et al. working on the combination of hyperthermia and drug-release with pegylated 
silica-core gold nanoshells exposed to an external NIR laser irradiation [196]. But 
few examples have reached clinical trial. 

13.5 Conclusion 

The synthesis and characterization of iron oxide nanoparticles (IONPs) have been 
the focus of intense research due to their unique magnetic properties and potential 
applications in a wide range of fields, including biomedical, environmental, and 
industrial areas. 

On this chapter, the synthesis and characterization of IONPs have been studied. 
The ability to control their size and shape using various synthesis methods has been 
a key aspect of their development, as it allows for the fine-tuning of their physico-
chemical properties. One of the main applications of IONPs is in magnetic resonance 
imaging (MRI) where these properties can be exploited to enhance contrast and 
improve the sensitivity and specificity of this imaging tool. IONPs also shown a great 
potential as theranostic nanoplatforms. Magnetic hyperthermia (MH) uses IONPs to 
selectively heat tumor tissue, leading to the destruction (or weakening) of tumoral 
cells. An explanation of this therapy was given here and various parameters have been 
identified to optimize IONPs magnetic properties for improved cancer diagnosis and 
therapy. 

An overview of the cancer problematic was given; introducing the main challenges 
of tumoral treatments (surgery, chemotherapy and radiation therapy). Main issue of 
nanomedicine is to target tumoral cells. An overview of passive and active targeting 
was given here, with a highlight for magnetic drug targeting. Specific targeting is 
a key point to increase anti-tumoral efficacy and decrease side-effects. Currently,
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various IONPs nanoplatforms are developed notably for diagnostic: MRI, radiola-
beled for PET/SPECT (Positron emission tomography and Single-photon emission 
computed tomography) or real-time monitoring under near-infrared exposure; and 
therapeutic: MH, photodynamic (PDT) and photothermal therapy (PTT) or as drug 
delivery system. 
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