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Preface 

The Ninth International Congress on Information and Communication Technology 
will be held during February 19–22, 2024, in a hybrid mode, physically in London, 
UK, and Digital Platform: Zoom. ICICT 2024 is organized by Global Knowledge 
Research Foundation and managed by G. R. Scholastic LLP. The associated partners 
were Springer and Springer Nature. The conference will provide a useful and wide 
platform both for display of the latest research and for exchange of research results 
and thoughts. The participants of the conference will be from almost every part of the 
world, with backgrounds of either academia or industry, allowing a real multinational 
multicultural exchange of experiences and ideas. 

A great pool of more than 2400 papers was received for this conference from across 
129 countries among which around 485 papers were accepted and will be presented 
physically in London and Digital Platform Zoom during the four days. Due to the 
overwhelming response, we had to drop many papers in the hierarchy of the quality. 
A total of 70 technical sessions will be organized in parallel in four days along with a 
few keynotes and panel discussions in hybrid mode. The conference will be involved 
in deep discussion and issues which will be intended to solve at global levels. New 
technologies will be proposed, experiences will be shared, and future solutions for 
design infrastructure for ICT will also be discussed. The final papers will be published 
in ten volumes of proceedings by Springer LNNS Series. Over the years, this congress 
has been organized and conceptualized with the collective efforts of a large number of 
individuals. I would like to thank each of the committee members and the reviewers 
for their excellent work in reviewing the papers. Grateful acknowledgments are 
extended to the team of Global Knowledge Research Foundation for their valuable 
efforts and support.
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vi Preface

I look forward to welcoming you to the 10th Edition of this ICICT Congress 2025. 

Amit Joshi, Ph.D. 
Organising Secretary, ICICT 2024 

Director—Global Knowledge Research 
Foundation 

Ahmedabad, India
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Perceptions and Experiences of Severe 
Content in Content Moderation Teams: 
A Qualitative Study 

Dimitra Eleftheria Strongylou , Marlyn Thomas Savio, Miriah Steiger , 
Timir Bharucha, Wilfredo R. Torralba Manuel III, Xieyining Huang , 
and Rachel Lutz Guevara 

Abstract Existing Trust & Safety policies predominantly focus on protecting 
content moderators’ (CoMos) safety against severe content violations. Neverthe-
less, in reality, CoMos might encounter content across a broad severity spectrum 
while perceptions of content severity among CoMos are yet to be fully understood 
in relation to their well-being and job accuracy. The current study employs a sequen-
tial study design to qualitatively examine the views of 34 CoMos in the USA and 
the Philippines and of 166 professionals (i.e., mental health and learning experience 
staff, team leads) supporting CoMos on content severity and its perceived impact on 
CoMos well-being and job accuracy. Of note, consistent with ethical guidelines and 
wellness best practices, all CoMos received tiered wellness support services from 
TaskUs Inc. Collected data were thematically analyzed and two overarching themes 
emerged. Within the first theme, namely, ‘perceived content categories’, both CoMos 
and professionals, after considering the potential distress caused by various contents, 
broadly distinguished between ‘moderate’ and ‘graphic’ content, while they further 
attributed their own definitions to each of the two categories. Under theme two— 
‘content impact on perceived stress-most study participants discussed how reviewing 
moderate content might have a more detrimental impact upon CoMos stress and job 
accuracy compared to reviewing graphic content in the lack of wellness support and 
care. This study is the first of its kind to give voice to both CoMos and support staff to 
discuss in depth their views on content moderation while also making participant-led 
recommendations for work policy and future research.
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Keywords Content moderation · Content severity · Thematic analysis · Content 
categories · Trust and safety policies 

1 Introduction 

Content moderation emerged from the global need to regulate user generated posts 
on digital platforms (e.g., social media, gaming portals) that have the potential to 
harm or mislead others. Reports from social media giants suggest that harmful posts 
run in the millions within a calendar quarter (3 months)—nearly 2 billion at Face-
book [1], and about 30 million at YouTubeTM [2]. As a result, policies have been 
developed and fine-tuned over the years by social media businesses [3] and govern-
ments (e.g., UK Online Safety Bill) to detect and purge harmful content from the 
internet [4]. Eight broad categories of content are typically considered harmful for 
platform users. These include online abuse, bullying/harassment, threats, imperson-
ation, unwanted sexual gestures, violence, self-harm/suicide, and pornography [5]. In 
addition to these content categories, context and target audience influence the labeling 
and actions of flagged posts [6]. The terms of moderation policies are, also, largely 
based on the severity of harmful content and how it may impact users’ well-being. 
For instance, content containing child abuse is generally deemed highly detrimental 
while pornography may be viewed as comparatively innocuous. For these reasons, 
policies attempt to be user-centered and severity-driven. 

Lesser known yet critical stakeholders in the moderation process are content 
moderators (CoMos). CoMos tend to inadvertently be the first human audience 
exposed to graphic user generated posts, oftentimes in unfiltered forms [7]. Without 
psychosocial support programs, such exposure (particularly to harmful content) can 
be detrimental for moderators’ psychological health [8]. Moreover, it is especially 
common for CoMos to review digital posts by users from societies and groups 
contrary to their own beliefs. Because platform codes and guidelines are not cultur-
ally comprehensive, CoMos and platform users may have different concepts of what 
constitutes harmful content [9]. Likewise, regulatory laws are often localized and 
even markedly in contrast with those of other nations and regions [10]. In this 
scenario, CoMos’ perceptions and experiences of content may play a key role in 
determining the fate of content on platforms. 

In addition to content decisions, CoMos’ job performance may also be impacted 
by their perceptions given that accuracy and handle time are key metrics in Trust & 
Safety evaluations [11]. For moderators to be able to deliver the speed and efficiency 
in their job, they arguably apply mental heuristics for a quick and reliable resolution 
of content queues. It then becomes critical to study and appreciate the psychological 
and cognitive influences on job performance. 

While efforts have improved over the past years to protect CoMos’ safety consid-
ering their regular exposure to potentially disturbing material, it is equally vital 
for policies to also be responsive to CoMos’ perceptions and experiences. Much 
of the focus of policy and training for content moderation is targeted to extremely
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severe content violations. However, CoMos encounter content across a spectrum of 
severity, ranging from benign to harmful [12]. This creates a need to explore how 
CoMos perceive severity, and how they manage harmful content without impeding 
job performance or personal well-being. 

Theorists and researchers argue against a simplistic, singular notion of content 
severity. A qualitative interview-based study [13] proposed a 10-dimension frame-
work to reflect that severity perception involves multi-factorial reasoning. The 
findings showed, that whether the participant was a user, CoMo, researcher or 
platform owner, the interpretation of severity was rarely found to be based on 
legality and more likely determined by the perspective (victim/perpetrator), intent 
(low/high harm), agency (choice/coercion), experience (personal/objective), scale 
(large/small), urgency (high/low), vulnerability (high/low), medium (video/text), 
and sphere (public/private) of the post. This highlights that being cognizant of the 
multitude of aspects that influence discernment of content severity can result in less 
ambiguous and inconsistent implementation of moderation policies. 

Technological innovations such as the application of artificial intelligence (AI) in 
content moderation have enhanced automation and scalability options [14]. However, 
independent machine-led moderation of harmful content without human interven-
tion has largely misfired including resulting in several false positives [15]. Much of 
cultural knowledge and awareness of new social norms is tacit and ever evolving 
[16]. This makes it cumbersome for AI systems to completely take over content 
moderation and shield human counterparts from the exposure to harmful content. 
Content moderation policies would, thus, benefit from insight about human percep-
tions of content severity. Currently, there is scarce documentation of CoMos’ beliefs 
and practices in relation to the severity of content. 

This study aimed to capture the viewpoints of different team members who 
conduct and/or support content moderation. By means of qualitative approaches, 
the present study explored how CoMos and support staff (e.g., team leaders, mental 
health professionals and learning experience staff) defined severe content, and how 
reviewing such content affected CoMos’ well-being and job accuracy. The findings 
of this study are expected to inform the training and resources needed to improve the 
content moderation workflow and quality of work experience. 

2 Methods 

2.1 Study Design 

A sequential study design was employed: a qualitative interview study followed by 
a qualitative online questionnaire survey were completed to holistically examine the 
perceptions and views of CoMos and support staff (e.g., team leaders, mental health 
professionals, and learning experience staff).
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Semi-structured interviews were completed with CoMos in November 2020 in 
order to secure the in-depth and open exploration of CoMos’ views on content 
severity. Next, an online qualitative survey consisting of open-ended questions was 
conducted with team leads, mental health professionals, and learning experience 
staff between February and March 2021, in order to capture support staffs’ views on 
content severity in a timely manner. 

2.2 Participants 

A purposive sample of 34 CoMos from TaskUs Inc. partook in the first qualitative 
study. All participants were employed in lines of business involving potentially egre-
gious content in the format of videos, images and texts, in line with the scope of the 
study to examine content severity perspectives. All interviewees moderated various 
social media platforms and dating platforms and applications. The average tenure of 
the sample was one-year (M = 14.2 months, SD = 16.1 months), with roughly equal 
proportion of male (n = 15) and female (n = 19) participants. Given that most lines 
of business within TaskUs Inc. are located in the Philippines, most (n = 24) CoMos 
were located in the Philippines while ten CoMos were living in the USA at the time 
of study completion. 

It should be noted that all CoMos participating in the current qualitative study 
were entitled to tiered wellness support services provided by TaskUs Inc. As a 
result, CoMos who were more likely to be exposed to egregious content received 
greater wellness support and care. TaskUs Inc. wellness support services encompass 
both reactive and preventative wellness interventions delivered in different formats, 
tailored to the needs of the individuals. Popular examples of wellness interventions 
include self-service digital wellness services, individual- and group-level wellness 
sessions with licensed mental health professionals, 24/7 access to psychological 
services, and embedded wellness tools, such as the Centered tool, an online platform 
focusing on improving CoMos’ emotional wellness. TaskUs Inc. wellness interven-
tions have been proven to be effective in protecting CoMos’ mental health against 
the potentially harmful effects of moderating egregious content [8]. 

The participant sample for the online questionnaire consisted of 93 team leads, 35 
mental health professionals—including psychiatrists, counselors, and life coaches— 
and 38 learning experience staff. All participants in the sample were employed at the 
same organization as the CoMos. These employees were selected given their close 
working relationship with CoMos moderating potentially egregious content. 

2.3 Inclusion Criteria 

To be eligible for the interview, CoMos must have been working in campaigns 
involving potentially egregious content for at least six months. Similarly, support
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staff were eligible for the questionnaire if they worked with CoMos working in 
campaigns that involve potentially egregious content. 

2.4 Procedure and Ethical Approval 

Both studies were conducted in line with the code of conduct, legal regulations, and 
ethical guidelines stipulated by TaskUs Inc. and were independently reviewed by an 
external mental health researcher. No reports of adverse outcomes were noted during 
the course of the two studies. 

Similar recruitment strategies were utilized for both studies. A study information 
sheet explaining the scope of the study, participant’s risks and benefits, voluntary 
participation, and confidentiality issues were circulated via email to CoMos and 
support staff, meeting the study inclusion criteria. 

CoMos interested in participating in the study contacted the TaksUs Wellness + 
Resilience Research Team to schedule an interview. Prior to starting the interviews, 
CoMos were required to electronically sign a consent form. On the interview day, 
researchers, TB and TMT, explained in detail the scope of the study and allowed 
time for participants to ask any questions. Interviews lasted between 30 min and 1 h. 
All interviewees were given the opportunity to pause for questions or terminate the 
interview earlier in case they experienced discomfort. Of note, all interviews were 
completed as planned, without any opt-out requests. 

Support staff interested in completing the online survey form were provided 
the survey completion link. Prior to proceeding to survey completion, participants 
declared consent. Data collected from participants exiting the survey before comple-
tion were disregarded prior to analysis. The interview recordings and the completed 
survey responses were stored securely in an encrypted drive accessible only to the 
researchers of the studies. Interview data were transcribed verbatim prior to analysis. 
Data collected from both studies were then uploaded to MaxQDA for analysis. 

2.5 Materials 

A semi-structured topic guide consisting of nine open questions was utilized for all 
interviews. Questions examined CoMos’ perceptions regarding content categories, 
disturbing content, and the impact of moderated content on their mental health and 
well-being. A translated version of the topic guide was used for participants in the 
Philippines. 

An open text questionnaire was developed based on the findings of the interviews 
with CoMos and administered to all support staff. Although most of the questions 
largely overlapped, support staff were also asked questions unique to their profes-
sions. In particular, survey questions asked: (1) professional characteristics (e.g., 
professional role, location, site and campaign); (2) their perceptions of CoMos’ most
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challenging and distressing jobs (e.g., ‘Please give me some examples of the most 
emotionally distressing jobs you believe CoMos encounter); (3) their perceptions of 
CoMos’ least distressing and easiest jobs (e.g., Please provide examples of jobs that 
provide a sense of relief and are less overwhelming); and (4) their perceptions of 
CoMos’ content categories and workflow issues (e.g., please list the most common 
CoMos’ concerns when it comes to workflow). 

2.6 Analysis 

A three-stage process was followed for the analysis of the two studies. Firstly, 
given the exploratory nature of the interviews, we allowed findings to emerge 
from the collected data (i.e., a bottom-up approach). Collected data were analyzed 
with inductive thematic analysis, as described by Braun and Clarke [17]. A five-
step approach was taken: (1) familiarization, (2) coding (3) generating themes, (4) 
reviewing themes, and (5) defining themes. Familiarization refers to understanding 
and becoming comfortable with the responses by reading transcripts over multiple 
times. Next, data were closely examined, and codes were assigned to specific 
responses or portions of responses. Following that, coded data were grouped into 
categories. After carefully reviewing the coded responses and associated categories, 
themes were identified. This involved condensing similar categories into broader, 
generalizable themes. Themes were then reviewed by comparison to the responses 
to ensure the themes were supported by data. Finally, themes were appropriately 
labeled and defined. Secondly, the responses from support staff were thematically 
analyzed following the same 5 steps described above [17]. Finally, emerging themes 
from the questionnaire survey were compared against the themes already identified 
in the interview study. Therefore, although the findings of each study were sepa-
rately generated, they were synthesized and presented together below to facilitate 
a comprehensive understanding of the topic of content severity under examination. 
To enhance rigor and reliability, two independent researchers were involved in the 
three stages of the analysis. One researcher led the analysis while a second researcher 
reviewed codes and final themes; any disagreements were discussed until reaching 
consensus. 

3 Results 

Two main themes were identified from the data (Fig. 1). The first theme, perceived 
content categories, represented the views of CoMos and support staff around the 
categorization of content reviewed into ‘graphic’ and ‘moderate’. The second theme, 
content impact on perceived stress, consists of two subthemes impact of moderate-
severity content on perceived stress and workflow impact on perceived stress and job
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Fig. 1 Themes and 
subthemes emerged from 
CoMos and support staff 
(e.g., learning experience 
staff, team leads, and mental 
health professionals) 

accuracy which discuss the impact of graphic and moderate content, alongside the 
impact of workflow issues, upon CoMos’ perceived stress and job accuracy. 

3.1 Theme 1: Perceived Content Categories 

Within this theme, both CoMos and support staff provide an insightful account 
of content severity categories. Participants distinguished between graphic and 
moderate-severity content categories. Both groups stated that ‘graphic content’ 
includes child abuse, violence (e.g., torture, execution, murder, assault, etc.), animal 
abuse, and illicit sexual content. Both groups suggested that if CoMos do not receive 
timely and tailored wellness interventions, graphic content might cause increased 
distress. 

“Like it’s, it’s just a replay video, of course, but it’s a live video. He is just, just chatting and 
then suddenly he gets a gun shot and then blows off her head, blows up his head. So that’s 
the time that I got, oh well, it’s, it’s different from movies. If you are seeing it live or you’re 
seeing it’s like the actual people, do it. It’s kind of different. It’s a… I get goosebumps, but 
then I have to watch it.” – CoMo 

“For me personally, I do not want to moderate child abuse content. So that is the most 
disturbing for me.” – CoMo 

“[The most distressing content is] imagery of suicide and self-injury jobs along with child 
exploitation imagery” - Team Lead 

“[The most concerning content is] child abuse or pedophilia - videos where children were 
being raped, clients expressed their distress especially overhearing the children cry” - Support 
Staff 

‘Moderate-severity content’ was broadly grouped under politics, bullying, harass-
ment, and attacks on religion, race, gender, or sexual orientation by both CoMos and 
support staff. As most CoMos and professionals explained, compared to graphic 
content, moderate-severity content itself does not cause the same level of distress to 
CoMos.



8 D. E. Strongylou et al.

“Those hate posts or controversial posts do not give me that kind of heavy feeling at all”-
CoMo 

“Posts with nudity, bullying but with no targets…the descriptions can be funny some-
times…[these are less overwhelming]” - Support Staff 

3.2 Theme 2—Content Impact on Perceived Stress 

This theme illustrates how graphic content can have a greater impact at the beginning 
of CoMos employment. As most CoMos and mental health professionals said, CoMos 
usually experience the greatest impact from reviewing graphic content on their stress 
levels at the beginning of their employment, when they are for the first time exposed 
to graphic content. However, over time, CoMos acclimate and habituate to reviewing 
graphic content, meaning that they are not negatively impacted by graphic content 
to the same extent. 

“I don’t feel like I’m affected as much as I was in the beginning of the campaign.” – CoMo 

“[Over time] they [CoMos] are used to what they are viewing, and they know how to 
normalize some views that can be disturbing for them and to others.” - Support Staff 

Further, this theme consists of two sub-themes which describe the impact of 
reviewing moderate-severity content and the impact of workflow issues upon CoMos’ 
perceived stress and job accuracy, respectively. 

Subtheme 1: Impact of Moderate-Severity Content on Perceived Stress 

Within this first sub-theme, ‘impact of moderate-severity content on perceived stress’ 
CoMos and support staff discuss how moderate content can potentially have a greater 
negative effect upon CoMos’ stress compared to graphic content. 

As most of the CoMos described, there are fewer guidelines and more ambi-
guity when reviewing moderate content compared to when reviewing graphic content 
where more succinct guidance is provided. Without clear guidelines for moderate 
content review, CoMos need more time to properly review and consider moderate 
content compared to graphic content which often has clear guidelines. As such, 
some CoMos feel more concerned about accomplishing performance targets when 
reviewing moderate content. 

“Even though they are [content] graphic it is easier to be categorized or if it needs to be 
removed immediately. We don’t stay on it too much.”- CoMo 

“It [graphic content] was easier to review because the violation there was explicit. You 
already know what action to do… less disturbing [moderate content] where you need to 
analyze what they meant.” – CoMo 

Similarly, learning experience staff and team leads suggested that the graphic 
content review process may be considered uncomplicated as long as guidelines and 
protocols are clear and CoMos do not utilize subjective assessments to moderate 
content. Teamleads further highlighted CoMos’ perceived ambiguity of guidelines
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as central in increasing CoMos’ worries about job accuracy, handle time, and meeting 
production goals. 

“[The most common concern in workflow is] subjectivity in guidelines” - Support Staff 

Subtheme 2—Workflow Impact on Perceived Stress and Job Accuracy 

Within this sub-theme, CoMo interviewees and mental health professionals exten-
sively discuss the impact that workflow issues, such as increased workload and 
supervisor and management issues, might have upon CoMos’ perceived stress. Most 
of the CoMos participants reported they felt more overwhelmed by workflow and 
procedures rather than by moderating graphic content itself. 

“It is more stressful with a higher number of jobs; you are chasing the number of jobs 
compared to the severity of what you see.” – CoMo 

Similarly, as mental health professionals discussed, during their wellness sessions 
with CoMos, they are more often concerned with workflow and workload related 
issues rather than wellness issues related to reviewing graphic content per se. In 
particular, as many mental health professionals pointed out, most CoMos’ concerns 
predominantly focus on work-related issues concerning supervisor and management 
issues, pressure from leadership, perceived lack of support, increased stress due to 
workload demands, dealing with the unexpected (related to content or workflow), 
and abrupt changes in procedures and protocols. 

“[The most common concern in workflow is] abrupt changes of schedule and protocols” -
Support Staff 

In addition to the impact of workflow issues on their perceived stress, CoMos also 
expressed their worries about how rushing through jobs, due to increased workload 
and work demands, could negatively impact their job accuracy. In fact, some CoMos 
declared they would prefer to review a lower number of queues containing graphic 
content rather than reviewing a higher number of queues that do not contain graphic 
content. 

“[I would prefer reviewing more graphic content rather than taking on more jobs because] 
if it is graphic, it is easier to determine if there are any violations.”- CoMo 

“I prefer a higher number of graphic content queues because it is easier to be identified and 
it seems easier to take action.” – CoMo 

Team leads and learning experience staff further articulated that workflow issues 
such as unclear, fast-changing, or overlapping protocols and guidelines can negatively 
impact job accuracy and may potentially lead to missed jobs. 

“[CoMos encounter missed jobs] when there are subjective signals that they [CoMos] tend 
to overthink.” - Support Staff
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4 Discussion 

The present qualitative study explored the perceptions of CoMos and support staff 
regarding graphic content; and assessed the impact of reviewing graphic content 
on CoMos’ perceived stress and job accuracy. Regarding our first research aim, the 
findings of our study are consistent with and further add to the existing limited 
research [5], showing that the main categories of graphic content predominantly 
concern child abuse, violence, animal abuse, and illicit sexual content. 

Our results cast a new light on how moderate content and workflow issues can 
have a large, negative impact upon CoMos’ perceived stress and job accuracy. These 
findings suggest that scarce guidelines and lack of clarity for reviewing moderate 
content can negatively affect CoMos’ perceived stress and job accuracy. Likewise, 
workflow issues impact upon some CoMos’ stress levels. 

Previous research has thoroughly discussed the detrimental impact of repeated 
exposure to egregious content upon CoMos’ mental health—especially in the lack of 
appropriate wellness support [18, 19]. For instance, as Rees et al. [20] showed, the 
scarcity of appropriate aid among CoMos might result in elevated risk for burnout, 
compassion fatigue, secondary traumatic stress, depression, and anxiety. However, 
CoMos participating in our study did not discuss and highlight any negative impact 
of reviewing graphic content upon their mental health. This might be potentially 
explained by the fact that all interviewees in our study were offered tiered wellness 
services, designed to address trauma-related experiences. These wellness services 
have been proven effective in boosting CoMos’ mental health, by maintaining base-
line resiliency levels and protecting against burnout risk [8]. As such, CoMos in our 
study might have been more concerned with workflow-related issues rather than the 
graphic content per se. 

Interestingly, the CoMos interviewees of this study pointed out that they often 
experienced the greatest impact from reviewing graphic content at the beginning 
of their employment. However, over time, they acclimate and habituate to graphic 
content. This finding is in agreement with Bharucha et al. [21] qualitative study 
that discussed how CoMos experience the greatest impact at the start of employ-
ment. These authors further identified various factors predicting startle response and 
habituation among content moderators [21]. 

This is the first study to examine and synthesize the views of CoMos and support 
staff about the impact that moderate or severe content may have on CoMos’ well-
being and job accuracy. The qualitative approach provided an in-depth investiga-
tion of the impact on CoMos’ perceived stress while considering the insights of 
support staff. However, convenience samples can pose limitations about generaliz-
ability of our findings to different populations and settings. An additional limitation 
of this study is that support staff were not individually interviewed. This may have 
prevented support staff from extensively expressing any additional thoughts on the 
topic. Future qualitative studies may be designed to gather more detailed accounts 
from different settings (e.g., companies, regions, clients) to understand whether
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CoMos and professionals share similar experiences and views to the participants 
of this study. 

The current findings also suggest the need for further research to explore the 
impact of moderate content and workflow issues on CoMos’ wellness. Prospective 
studies may focus on the commonly used coping mechanisms by CoMos. Additional 
research might also focus on examining the link between moderate content and 
workflow issues, and extensively document the specific wellness facets that may be 
negatively impacted as a result of reviewing moderate content. 

Our findings further highlight the importance of developing additional interven-
tions, policies and strategies that focus on moderate content. Therefore, it is recom-
mended that workplace wellness interventions that address work-related stress and 
boost active coping skills (e.g., time management and cognitive skills), in addi-
tion to content impact, are developed and delivered to CoMos. This recommen-
dation is further substantiated by past research showing that enhanced cognitive 
skills such as self-talk or imagery can lead to decreased stress levels in the work-
place and, subsequently, to improved productivity [22]. As our study indicated, a 
lack of clear guidelines on content moderation requirements can have a detrimental 
impact upon CoMos’ perceived stress and job accuracy. This finding should be taken 
into consideration by policy makers and clients. When developing and updating 
content moderation protocols and guidelines, clients should assess protocol clarity by 
reflecting on the feedback provided by CoMos. Finally, content moderation training, 
particularly at the beginning of CoMos’ employment, should be further updated and 
improved to include training focused on enhancing CoMos’ problem-solving skills 
and confidence when dealing with complex and gray area guidelines and protocols. 
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Unveiling the Television News Puzzle: 
Tracking TV News Consumption 
Behaviors Amidst and Beyond 
the Covid-19 Pandemic 

Chan Eang Teng and Tang Mui Joo 

Abstract Concerns have been raised about the relevance of TV news with the fast 
growing of media technology. Increasing opportunities of choices have been held 
responsible for diverting viewers away from TV news. However, the Movement 
Control Order due to Covid-19 pandemic has paved a new life to TV news which was 
once claimed to be outdated and irrelevant as people started to select online platforms 
such as online news websites and social media as the main source of information. In 
view of the limited and insufficient research about TV news viewing where concerns 
are always placed on newspaper news, a survey was undertaken to determine the TV 
news viewing behavior in Sarawak during and after Covid-19 pandemic. A total of 
306 respondents was collected through the use of snowball sampling from Central, 
Southern and Northern Sarawak. Despite bearing a paradox, the findings offer a 
paradigm shift to the previous research, as it indicates that watching TV news is still 
important to get the latest information. TV news via other devices only intensifies 
the shift of forms but not the content of the news. The content of the TV news is still 
the major consideration to stay engaged with the viewers. Result shows not much 
changes of the patterns of use of TV news during and after the Covid-19 pandemic. 
This implies the persistent importance and relevance of TV news in the daily life 
of people living in Sarawak. Producing quality content which suits the needs of the 
viewers is the only pathway to sustain the TV news. 

Keywords TV news · Uses and gratification theory · Sarawak 

1 Introduction 

Television plays an important role to obtain various information, particularly during 
the Covid-19 Pandemic where the movement of people has been restricted and infor-
mation about public health care from the government is crucial. In view of this, media
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are expected to help government and health-care facilities to provide transparent and 
clear communication with front liners and the public to create the greatest awareness 
to the community [1]. TV news might remain as a widely used and important news 
source, and will remain for older people for years to come. Nonetheless, the way 
people consume news has undergone significant transformation due to the rise of new 
media. In the past, individual used to adhere to scheduled time slots and watch TV 
for their daily news updates. In the environment of the increasing number of innova-
tions in the media, particularly the digitization of media, the news viewing behavior 
has changed due to all the flexibility and convenience of technology. Nowadays, TV 
news is accessible via alternative platforms such as FB, Instagram, Youtube, etc. The 
attributes of social media are advantageous for individual to promptly assess and 
easily navigate news sources. In Malaysia, the TV viewership has increased when 
the government implemented the MCO [2]. Media Prima’s news program view-
ership has also increased by 56% during the MCO as compared to pre-pandemic 
period [3]. According to Nielsen Television Audience Measurement report [4], the 
TV viewership has risen with an average of 30% viewers after the implementation 
of MCO in Malaysia. Castriota, Delmastro and Tonin [5] found that TV news is 
gaining higher recognition as the main source of news and information during the 
pandemic. These changes have surprisingly surpassed the recent digital revolution 
which helped to create another breakthrough in the development of TV industries. 
Focus is still placed in television as it is still considered as the most prominent and 
trusted source of information in many countries [6]. Davood Mehrabi [7] shows  
that TV is one the most credible sources to get the timeliness and credible news. A 
substantial portion of previous research has concentrated on news within newspaper 
and social media in Malaysia. However, a significant gap exist in the existing litera-
ture regarding TV news in a broader context, and more specifically, the consumption 
of TV news in Sarawak. Consequently, the extent to which these findings can be 
generalized is constrained. This research is intended to determine the behavior and 
patterns of television news consumption during Covid-19 pandemic in Sarawak. It 
is also to investigate the significance of television news on Sarawakian during the 
pandemic and to ascertain the changes of television news behavior during and after 
the pandemic. This study holds importance because the insight gained from this 
research can contribute to ensuring the TV industry’s continued relevance in the 
digital era. This research also serves as a base to enhance the TV news viewing 
experience and increase the exposure and the revenue of the TV industry which used 
to be claimed as outdated. Furthermore, it will undoubtedly aid the government in 
disseminating information crucial for the nation’s development and offer valuable 
research guidance for future studies focused on rural communities.
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2 Literature Review 

2.1 TV Viewing and Consumption Pattern 

Local news consumption among youth is a bit low (reason unclear)-might be due 
to the lack of interest, low news information need, poor perception of media cred-
ibility [8]. However, a research by Centre of Independent Journalism [9] found out 
that the main sources of media and information are telephone (26%), social media 
(19%), word of mouth (18%), television (13%), and newspaper (7%). Neverthe-
less, TV remained as the most trusted source of information which stands at 38% 
followed by radio (24%). TV is perceived as the most credible media [10]. TV news 
still holds higher credibility compared to social media news as it provides better 
means of engagement with its audience [11]. The same research also claimed there 
is a small yet positive relationship between perceived TV credibility and TV news 
consumption. According to YouGov-Min Millennial from India’s premium business 
news publications survey [12] predicted that TV news is dead as youth today are 
using online news instead of TV news, and only a few are using TV news to get 
their news. Genner and Suss [13] indicated that more and more people today are 
choosing to use online media to receive news because of the speed of distribution. 
This is also supported by a survey conducted by Statista [14] that more than 70% 
respondents from Malaysia cited social media as their source of news. Another study 
also showed that most of the users chose to use social media to get online news due 
to its easy availability and accessibility [15]. It is notable that watching TV for news 
also happens simultaneously with other media such as social media [11]. 

2.2 TV News During and After Pandemic 

The media play a crucial role in facilitating transparent and clear communication 
between the government, health-care facilities, frontline workers, and the public to 
raise awareness within the community [1]. During previous pandemics, such as the 
H1N1 outbreak, there was a lack of sufficient information. From 2016–2017, TV 
news consumption has dropped 7% while people getting news from social media has 
shown an increment of 5% [16]. However, the Covid-19 pandemic has revitalized 
the TV industry with the shift in news viewing pattern back to television [17]. Due 
to the implementation of Movement Control Order, the average time that Malaysian 
turn on TV has increased more than one hour [14]. Mohamad et al. [18] claimed that 
the MCO has made the Malaysian to be highly dependent on the official information 
and local updates regarding the Covid-19. According to Nielsen Television Audience 
Measurement [4], there is a 30% increase in TV viewing during the MCO period. 
This is equivalent to about one million Malaysian viewers watching TV per average 
minute during the MCO period [19]. The report of Statista showed that, 2014–2019 
Malaysian average time spent watching TV news was about 3 h 52 min [2]. Yet,
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during the Covid-19, it showed an average time spent watching was 7 h and 8 min. 
Obviously this shows a clear increment of TV viewing time since the implementation 
of MCO in Malaysia on March 18, 2020. TV channels act as a bridge between the 
government and general public in dissemination of Covid-19-related information 
to avoid confusion [19]. TV channels have been trying to educate the wide audi-
ences about the ongoing pandemic situation where daily updates and special reports, 
breaking news coverage, and announcements by officials or health experts can be 
seen on everyday TV news’ content. Public had a high demand for credible news in 
the Covid-19 period to avoid trusting in inaccurate information [20]. The presence 
of gatekeepers in TV news has increased the news’ credibility and accuracy of infor-
mation as professional journalists would filter the news content and only broadcast 
news which are credible and educational to the audiences [21]. According to Samani 
et al. [22], mass media is a necessity that is a medium to obtain various information. 
Research in the United States also shows that Network TV and Cable TV have gained 
the highest consumption and trust by the citizens during the pandemic [23]. 

3 Theoretical Framework 

3.1 Uses and Gratification Theory 

Uses and gratification theory is a principle of media usage from mass communication 
studies that directs the evaluation of user motivation for media use and access [24]. 
This theory suggests that individuals use media to fulfill specific desires and needs. 
These needs include time passing, force of habit, escapism and to obtain information 
[25]. In this study, the needs of the public are examined to determine the relationship 
between the usage of the media and the level of satisfaction of them. As stated by 
Fitzgerald [26], studies show that traditional TV viewers in the United States have 
increased by a whopping 8.3 million people due to the pandemic. At the same time, 
Rochyadi-Reetz, Maryani, and Agustina [27] also show that India’s media use and 
gratification during the pandemic is dominated by private TV, with public TV being 
the 5th most used platform to gain information during the pandemic. Pahayahay and 
Khalili-Mahani [28] found out that more than 60% of people used TV as a distraction 
from COVID-19 as they are in denial. Increased TV viewing is associated with the 
level of stress individuals found from the pandemic. As a result, the users choose the 
medium and its usage to satisfy their diverse needs.
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4 Methodology 

Online descriptive survey was conducted with a sample of 308 respondents from 
Kuching, Sibu, Miri, Limbang, and Marudi using snowball sampling where a few 
starting points were identified to keep rolling in order to get the targeted sample. 
The data were collected from December 2022–March 2023 via online google survey 
form. The survey questions were divided into 4 sections, such as personal infor-
mation, TV news watching behavior, and patterns during Covid-19 pandemic, TV 
news watching behavior and Patterns in the post Covid-19 pandemic and TV news 
credibility. The respondents were asked to report their gender, age, and their race 
with the response options of Malays, Chinese, Bumiputera or Indians. The design 
of the survey questionnaire was generally to gauge the changes of TV news viewing 
behavior and patterns during and after Covid-19 pandemic in Sarawak. A pilot study 
was conducted prior to the actual data collection stage in which 29 pilot samples 
were selected. Overall, result shows the Cronbach’s Alpha of 0.926, and therefore, 
it is deemed reliable to proceed with actual study. The collected survey data were 
utilized via univariate analysis and bivariate analysis. 

5 Result 

Table 1 presents the respondents’ profile and a total of 306 respondents were received. 
The biggest majority of the respondents were aged between 25–64 years ((59.5%), 
followed by 15–24 years (37.3%) and 65 years old and above (3.3%). Female respon-
dent makeup 68% of the sample whereas males make up the remaining 32% of the 
sample. Majority of the respondents were Chinese with 74.5%, followed by Bumi-
putera with 17% and Malays with 8.5%. Apparently most of the respondents started 
their TV news watching habit when they have nothing to do (52.3%), followed 
by since they were young (41.8%), when they attended school (19.6%), and when 
they were forced to (7.8%). Generally, respondents prefer to watch national news 
(81.7%) over international news. The finding challenged the conclusion drawn in 
Ezhar Tamam [8] which suggested that local news consumption among youth is 
somewhat low, without a clear explanation. The results indicate that majority of the 
respondents exhibit a greater inclination to watch national news rather than inter-
national news. This preference become particularly evident during the Covid-19 
pandemic, as it allows them to stay informed about developments impacting their 
lives. Previous research shows that respondents watch TV news via RTM and Media 
Prima channels mainly to focus on knowledge related to government information, 
especially current developments in the country and abroad [29].

During Covid-19 and post Covid-19, a significant portion of the population occa-
sionally watches TV news. The findings do not reveal a substantial variation in TV 
news viewing habits between these two periods. The time duration on TV news 
watching is kept below 30 min per day during and post Covid-19. The majority
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Table 1 The profiles of the 
respondents Gender Frequency Percent 

Female 208 68 

Male 98 32 

Total 306 100 

Race 

Bumiputera 52 17 

Chinese 228 74.5 

Malays 26 8.5 

Total 306 100 

Age 

15–24 114 37.3 

25–64 182 59.4 

65 and above 10 3.3 

Total 306 100 

Source Online survey conducted from December 22, 2022 to 
March 21, 2023

of individuals allocate less than 15 min to watch TV news. Smartphones are the 
predominant device utilized for watching TV news both during and after Covid-19, 
with TV set follow closely behind. During the Covid-19 period, the favored chan-
nels for watching TV news include Astro, 8TV and TV3, while in the post Covid-19 
era, Astro, TV3 and 8TV maintain their popularity. During and in the post Covid-
19, people prefer watching TV news during night time, followed by afternoon then 
morning [29]. During Covid-19, people lean toward watching TV news on weekdays, 
while in the post Covie-19 era, their preference shift to weekends. They normally 
watch TV news at home be it during Covid-19 or in the post Covid-19 pandemic. 
The purpose of TV news watching during and in the post Covid-19 are getting the 
latest information, and keep themselves update with what is happening. The result 
shows social connection (28.8%) as one of the reason for TV news consumption 
[29]. As Thompson [30] argued, it is pertinent for broadcast stations to know their 
target audiences so that they can develop services that satisfy the audience’s need, 
tastes, and lifestyles. Overall, TV news remains significant, with the result indicating 
its importance at a level of 8 out of 10. 

The result of the Pearson correlation coefficient shows TV news watching atten-
tion is positively weak correlated with the importance of TV as an information 
provider, education, keeping up with events around the world, and creating aware-
ness. The finding indicates that those who pay more attention in the TV news watching 
acknowledge the importance of TV news as an information provider which includes 
Covid-19 related information. It also shows that those who pay more attention in 
the TV news watching paramount the importance of TV to educate them on how 
to interpret and understand the issues and matters surrounding them. Besides that, 
those who pay more attention in the TV news watching also rely on TV to keep them



Unveiling the Television News Puzzle: Tracking TV News Consumption … 19

updated with the events around the world, and create awareness on what is happening 
in the society. This implies the more attention they put on TV news, the more they 
acknowledge the importance of TV as the source of information. The result of the 
Pearson’s correlation coefficient also indicates that the attraction to watch TV news 
via devices such as smartphones, laptop, Ipad, and computer is positively weakly 
correlated with the elements of unbiased, fair, can be trusted, accurate and tells the 
whole story This implies that the unbiased, fair, can be trusted, accurate and tells the 
whole story might attract more people to watch TV news via other devices besides 
TV set such as how interesting the news are presented. The result of the Pearson 
correlation coefficient also indicates that the content of TV news via TV set is inter-
esting and is positively moderately correlated with the credibility of TV news via TV 
set as it tells the whole story. This implies that people find the TV news to be more 
interesting as it has higher credibility (clearly presented), and at the same time tells 
the whole story to the viewer. This is compatible with the previous research that has 
demonstrated that TV is the most-trusted source of information [9]. This finding is 
important because it shows how to have more engagement of the viewers to the TV 
news. 

6 Conclusion and Discussion 

The findings appear to indicate that there were minimal alterations observed in TV 
news viewing habit during and following the Covid-19 pandemic in Sarawak. It 
seems that the most noticeable shift during and after the Covid-19 pandemic is the 
preferred time of viewing. During Covid-19 pandemic, 51.6% watched TV news 
during weekdays, while after Covid-19 pandemic, 52.9% watched TV news during 
weekends. In addition, the preferred TV news viewing time is at night, followed by 
afternoon and morning. These changes are evidently a result of the flexibility and 
increased free time available during the weekdays (especially at night) during the 
Covid-19 pandemic due to Movement Control Order (MCO) measure, as opposed 
to the typical post-MCO period when people tend to watch TV news on weekends 
(particularly at night). Another issue worth pondering is people in Sarawak generally 
still watch TV news as indicated in the result as “I watch TV news sometimes”. 
This has shown not much changes during and after the Covid-19 pandemic. This 
indicates that TV news still plays an important role in the life of people in Sarawak. 
This contradicts with the previous research indicating that respondents have never 
and rarely watched TV for a week [29]. As TV news is always kept short and precise 
due to its digitization, the TV news watching time is kept below 30 min where 43.1% 
spend less than 15 min on TV news viewing and 33.3% watch 16–30 min per day. 
This outcome suggests that TV news should be concise and to the point, considering 
that viewers typically allocate less than 30 min to their viewing. People prefer to 
watch TV news via smartphone, followed by TV set. Again, this suggests that TV 
news might benefit from having distinct versions tailored to suit both smartphones 
and TV sets in order to cater to its diverse viewership. The study finds out the popular
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TV channels to view news are Astro (Astro AEC & Astro Awani), 8TV followed by 
TV3. Both public and private TV stations play distinct roles in delivering news and 
information to the public, offering various languages and news presentation. This 
finding is in line with Rochyadi-Reetz, Maryani, and Agustina [27] which shows 
that India’s media use and gratification during the pandemic is dominated by private 
TV, with public TV being the 5th most used platform to gain information during the 
pandemic. One potential rationale might be the public’s perception of the credibility 
of news provided by both public and private TV stations. It is worth noting that 
content plays a significant role in the choice of news source. News presented on 
TV set is often seen as clear and straightforward, whereas news presented through 
other devices is perceived as engaging and interesting. Meanwhile, people prefer to 
watch TV news mostly at home, followed by coffee shops and the workplace. In 
general, individuals watch TV news for various reasons, including staying informed 
with the latest information, acquiring knowledge, staying updated on current events, 
fostering social connection, and spending quality time with their families. All of 
these purposes are aimed at fulfilling their personal needs. This is consistent with 
Vinney that individuals use media to fulfill specific desires and needs which include 
time passing, force of habit, escapism, and to obtain information [25]. It is worth 
emphasizing that primary objectives of watching TV news are to obtain the most 
current information and to stay abreast of ongoing developments. This aligns with 
result of prior research, as exemplified by Korhan and Ersoy [24]. Nonetheless, 
one limitation needs to be acknowledged. The snowball sampling method could be 
insufficient in a multi-racial context, potentially introducing biases into the collected 
data. In view of this, ratio sampling could enhance the representativeness of this 
study and contribute to improving the generalizability of the findings. In addition to 
enhancing the result’s quality, future research should also broaden the investigation 
into the reliability and dependence on TV news within society. 
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Abstract The demise of Television (TV) news before Covid-19 has been an attention 
when people have shifted to online platforms for online news. Covid-19 Pandemic 
has changed the demand for TV news. The media landscape in Malaysia has then 
been reengineered by the impact of it. Driven by the theory of Fear Appeal in the 
information searching about Covid-19 during Malaysian Movement Control Order 
(MCO), TV news viewing has increased. This research aims to study the behaviors 
and patterns of TV news consumption during Covid-19 Pandemic in Malaysia. It 
is also to study the significance of TV news to Malaysians during the Pandemic. 
This research targets to ascertain the change of trend in TV news viewing behaviors 
and patterns among Malaysians during and after the Pandemic. In-depth interviews 
are conducted with 10 interviewees from Northern, Central and Southern Sarawak, 
the largest state in Malaysia. Purposive sampling is applied where the interviewees 
are from the background of media practitioners, educators, and undergraduates. The 
interviews are conducted from end March to early April 2023. Written consent has 
been obtained and ethical clearance is gotten. It is found that the TV news viewing 
behaviors and patterns have changed starting from MCO. It is corresponding to the 
various statistics reviewed and to the theory of Fear Appeal in the updates of Covid-
19. After MCO, Malaysians expect various contents, presentations, and promotional 
activities that can engage the audiences. It is also to cope and compete with the 
digitalization in the new phase of challenge. 
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1 Introduction 

TV has been gradually neglected due to the advancement of technology when new 
media have been booming up [1]. The use of TV news demised when people have 
started to opt for online platforms in the search for online news either from social 
media platforms or online news websites. Such usage allows preferred genre with 
audience sustainability. Eventually, the audience are less likely to switch to other 
platforms for information search [2]. 

The media landscape in Malaysia has been reengineered by the impact of the 
Covid-19 Pandemic. Covid-19 accelerates the speed of technology adoption [3]. 
Malaysians watch and listen to the news to be kept updated of Covid-19 news, for 
entertainment, learning, and shopping in online platforms. Somehow at this point of 
time, Malaysian’s TV viewing pattern has changed due to Covid-19 Pandemic. From 
the report shown by Statista [4], the TV viewership has increased when the Malaysian 
government implemented the Movement Control Order (MCO) on March 18 2020. 
When Malaysians are to stay and work from home, the TV viewing behaviors has 
changed relatively. The TV viewership has risen with an average of 30% viewers 
after the implementation of MCO in Malaysia [5]. 

Observing from the increase of statistics in the overall TV viewership in Malaysia 
during MCO, this research focuses on the TV news and geographical area in the East 
Malaysia, namely Sarawak, the largest state in the country. The research purposes 
have been as below: 

(a) To study the behaviors and patterns of TV news consumption during Covid-19 
pandemic in Malaysia. 

(b) To study the significance of TV news on Malaysians during the Pandemic. 
(c) To ascertain the change of trend in TV news viewing behaviors among 

Malaysians during and after the Pandemic. 

To achieve the purposes of this research, this research paper further discusses and 
reviews the impact of the Pandemic toward Malaysian focusing on Malaysians in TV 
viewing behaviors and patterns, the roles of TV to Malaysians during the Pandemic, 
changes in Malaysian TV news viewership during and after the Pandemic and factors 
to the changes in Malaysian TV news viewership at the transition of the Pandemic. 
Fear appeal theory is used to support this research. For data collection, structured 
in-depth Interviews have been conducted with the interviewees from the background 
of education and media industry. Thematic analysis with inductive approach is used 
to determine the themes to be correlated with the behaviors and patterns of TV news 
viewership in Malaysia. Conclusion is drawn from the data collected based on the 
themes produced.
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2 Literature Review 

2.1 Impact of the Covid-19 Pandemic Toward Malaysians TV 
Viewing Behaviors and Patterns 

Covid-19 has indirectly altered the patterns and behaviors of Malaysian in TV news 
viewing. When most of the countries implement lock down, most people are to stay 
at home and to work from home, the consumption of TV has relatively increased 
[6]. According to the statistics of Malaysian TV viewership [4], the average time 
of Malaysians spent on TV in 2020 has increased for more than an hour, from 5 h 
36 min to 7 h 8 min. During the Pandemic, Badminton’s Thomas and Uber Cup 
Finals, Tokyo 2020 Olympics, women’s football league in England and most of the 
popular sports are to be stopped or postponed [7]. The TV viewers of sports channels 
has decreased and the viewable live sports advertisement dropped from 6% to less 
than 1% [8]. 

In Malaysia, the trend of media content during MCO is that, 51% has followed 
news closely every other hour on how to protect themselves against Covid-19. Other 
media content apart from news are 67% of movies; 62% of TV series or dramas; 
35% of cooking shows; 28% of online streaming sites; and, 27% of documentaries. 
The information has marked a change of trend in the search of media content. People 
watched and listened to the news, to be kept informed of updates on the Covide-19 
situation, entertainment, learning, and shopping [3]. 

Though digital platforms have also shown an increase in its usage, the change 
of trend in media content is remarkable when the TV news consumption rebounds 
with an increase. Looking at such a scenario in TV news consumption, this research 
is to study the behaviors and patterns of TV news consumption during Covid-19 
pandemic in Malaysia. 

2.2 The Roles of TV to Malaysians During the Covid-19 
Pandemic 

TV is perceived as the most credible mass media [9]. Due to the advancement of tech-
nology and global trends, media consumption over the Internet among Malaysians 
has shown an increase especially in 2017 and 2018, while consumption of radio has 
declined. Although the number of hours spent on viewing content through TV has 
remained relatively stable in the last five years, it is expected that Internet consump-
tion will surpass TV in the next few years [10]. On the other hand, the demise of 
TV viewership is indicated in other countries like USA, where from 2016 to 2017, 
even when technology is not fully developed, TV news consumption has dropped 7% 
from 57 to 50% while people getting news from social media increase around 5% 
from 38 to 43% [11]. Whereas in UK, TV viewership has been dropping since 2017
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to 2020, from 73 to 61%, it is expected to continue dropping to 49% in 2023 [12]. 
In following the global trends in media consumption, TV viewership in Malaysia 
should be demising following the footsteps of other countries after 2019. 

The Pandemic has overthrown the expectation on TV in Malaysia. As of March 
31, 2020, the share of medium viewers, those who watched TV between 8 to 16 h 
a day, increased to 61%, compared to 49% of the total viewers at the onset of the 
COVID-19 outbreak in Malaysia. There was a marked increase in TV viewership 
in Malaysia since the implementation of the Movement Control Order (MCO) on 
March 18, 2020 [4]. The roles of TV have since then diversified into other areas 
of media content. While the rise in viewing is expected as Malaysians tune in to 
the TV to stay informed as well as to stave off boredom, the extent of the increase 
was extraordinary as it surpassed TV viewing levels seen before the recent digital 
revolution. Malaysians are not just tuning in to the news to get their information but 
are also watching a lot of reality, cooking, and female-orientated shows during the 
MCO [13]. 

The contradiction to expectation on TV viewership reflected in statistics and 
different genre of media content required during Pandemic have shown a change 
of behaviors and patterns in TV not only on news but media content as well. This 
research is here to study the significance of TV news on Malaysians during the 
Pandemic. 

2.3 Factors to the Changes in Malaysian TV News 
Viewership During the Pandemic 

During the Covid-19 Pandemic, understanding the effects of location information has 
significant implications for public crisis management and health communication [14]. 
The public is having high demand for credible news in this Covid-19 Pandemic period 
to avoid trusting in inaccurate information [15]. Media are to help the government 
and health care facilities to provide transparent and clear communication with front 
liners and the public to create the greatest awareness to the community [16]. 

The public has begun to rely on credible media outlets to understand and stay 
aware of what is going on around them in this Pandemic period which is full of 
uncertainties [17]. TV channels act as a bridge between the government and general 
public in dissemination of Covid-19-related information to avoid confusion [18]. TV 
news channels have also been trying to educate wide audiences about the on-going 
Pandemic situation where daily updates and special reports, breaking news coverage, 
and announcements by officials or health experts can be seen on everyday TV news’ 
content [19]. 

In Malaysia, Ministry of Health was playing the role of Covid-19 information 
provider to the nation through mass media. Malaysia is one of the first countries 
to come out with various quick responses to protect its citizens from COVID-19. 
The main aim is to minimize economic and social impacts, limit its spread, and
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provide care for its citizens. There are actions taken by the Malaysian media from 
mainstream to social media. COVID-19 has caused fear, anxiety, and confusion. The 
media, celebrities, and other influencers have appealed to the public to stay at home 
and avoid mass gatherings. The media has started to use the hashtag #stayhome. This 
hashtag has been used widely in the media, and it is hoped that important messages 
to stop the spread of Covid-19 can reach all levels of society [20]. 

In view to the changing behaviors and patterns of TV news viewership in Malaysia 
due to the various factors caused by Covid-19, this research intends to ascertain the 
change of trend in TV news viewing behaviors among Malaysians during and after 
the Pandemic. 

2.4 Fear Appeal Theory in TV News Viewership 

Fear appeals are commonly used in many types of marketing communication. The 
fundamental idea is where, if you do not do this, either to buy, to vote, to believe, 
to support or to learn, some particular consequences will occur [21]. Fear appeals 
can be direct or indirect. A direct fear appeal focuses on the welfare of the message 
recipient. An indirect fear appeal focuses on motivating people to help others in 
danger [22]. Whether direct or indirect, there are three additional factors contributing 
to success. The additional factors are that to design ads which motivate changes in 
individual behavior, to distribute the ads to the appropriate target audience, and to use 
a sustained communication effort to bring about change [23]. The theory indicates 
that threat information can influence individuals’ threat appraisal and emotion like 
fear and anxiety [24]. Further to this view, it is also indicated that emotions can have 
an impact on coping appraisals, for instance, motivation to obtain information and 
to pay attention to information [25]. 

In Italy, TV has become the main source of information during Covid-19 
Pandemic. Due to the people’s depression, stress and anxiety over the Pandemic, 
the number of hours spent in watching TV to obtain information has also increased 
[26]. 

This theory is used to support this research in the view of Covid-19 Pandemic as 
a factor in changing and further increasing Malaysians’ TV news viewing behaviors 
and patterns. This theory will be the base to ascertain the change in behaviors and 
patterns of TV news viewing, referring to the condition of the urge for information 
through TV news after the Pandemic.
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3 Methods 

In the approach to data collection, the researchers use Qualitative method, open-ended 
questions and in-depth interviews with 10 purposive samples from the background of 
media practitioners who are staff of TV stations and reporters, educators and under-
graduates. TV stations covered are TVS, a TV station from the region of Sarawak, 
and RTM, namely Radio Television Malaysia. Whereas reporters invited for the 
interviews are from newspapers like Sin Chew Daily and See Hua Daily. Educators 
attended the interviews are public university lecturers and school teachers. Under-
graduates are all from a public university in Sarawak. It is in the views that these 
groups of people are highly sensitive to information searching where news is included 
as part of the information. The respondents are selected from the biggest state in 
Malaysia, namely Sarawak, to participate in the interviews. Sarawak of Malaysia 
is selected as it is the largest state in the country, in terms of its land area, with its 
population of 2.74 million over the total population of 31.60 million [27]. The very 
much concern of this research’s choice of sample is that, there are 46 percent of them 
are living in the rural areas. This research focuses at the respondents who are living 
in the urban areas where online and offline media accessibility is not an issue during 
the period of MCO. 

There are 10 interviewees selected for the interviews in the three regions where 
bigger region like Southern Sarawak has 4 interviewees and two regions of Sarawak, 
Northern, and Central Sarawak have 3 interviewees each. The letters of invitation and 
emails are sent out prior to the interviews, together with the interview questions and 
consent forms. The respondents are adults who are living in the regions during and 
after MCO. Other than that, interviewees are also approached through WhatsApp in 
fixing the interviews. The interview appointments are all fixed and conducted during 
the period of researchers visiting the regions between end of March to early April of 
2023. The whole interview processes are audio recorded. 

The research has received full ethical approval from ethics committee of Tunku 
Abdul Rahman University of Management and Technology (TARUMT). All inter-
viewees provide written consent to the interviews. The interviews occur in their work 
places or institutions on a prearranged and mutually agreed day and time. The inter-
views have been carried out in a various day between end of March to early April of 
2023. The interview questions are divided into two parts related to the behaviors and 
patterns of TV news viewing during and after MCO. The interview questions can be 
found in Table 1 under the column of IQ (Interview Question). The interviews will 
then be analyzed and themed.

The data collected is aligned to thematic analysis. Inductive method of coding is 
applied to allow the data to determine the themes [28] in this research. Therefore, 
the whole process may require the transcriptions of interview recordings, coding, 
theming, reporting, and eventually drawing conclusion to the research.
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Table 1 Illustrative examples of transcript analysis based on interview questions (IQs) with 
theming applied (Source In-depth Interviews conducted from end March to early April 2023) 

IQ Illustrative Analysis / 
Direct quotes 

Themes (T) Themes related to 
whom? 

IQ1. Where do you 
normally get news? 

• Newspaper, TV 
• Online news, social 
media, newspapers, 
radio stations 

• TV, verified Twitter 
source, online news, 
social media 

T1: Social media,  
online, digitalization, 
phones 
T2: Media gets news 
from authorities, 
government, wire 
service, 
correspondents and 
stringers 
T3: Keep it short 
T4: Variety of topics 
coverage like human 
interest, news for the 
people, community, 
localized and niche 
T5: Lively, creative, 
better presentation, 
short and informative 
T6: Off line and online 
engagement with the 
audience or public 
T7: TV news on 
current affairs is still 
relevant 
T8: Consume less TV 
news 
T9: On TV news more 
during MCO 
T10: Content is the key 
T11: Fact check and to 
educate the public 
T12: Better talent pool 

• Staff from TV 
stations 

• Educators and 
Reporters 

• Undergraduates 

IQ2. How do you 
find TV news in 
Malaysia? (Content, 
length, presentation, 
time, slots, etc.…) 

• “15 min is an ample 
time, a quick update, 
quite enough” 

• More to human 
interest 

• Effective with audio 
and visual 

• Short and 
informative. Comes 
on at just the right 
time 

• Staff from TV 
stations 

• Reporters 
• Educators 
• Undergraduates 

IQ3. What do you 
expect from TV 
news? 

• “we can show their 
culture, their food, 
daily life in their 
village area, … and 
opportunity for us to 
get content” 

• More engagement 
• The presentation can 
be more lively 

• More news locally 
and internationally, 
covering social 
issues 

• Staff from TV 
stations 

• Reporters 
• Educators 
• Undergraduates

(continued)
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Table 1 (continued)

IQ Illustrative Analysis /
Direct quotes

Themes (T) Themes related to
whom?

IQ4. During MCO, 
has your TV news 
viewing habit 
changed? You started 
to watch more or 
watch less of TV 
news? 

• “I watched TV the 
most, to follow 
current issues and 
announcement from 
government at that 
time” 

• “During MCO, we 
consume through 
digital, our devices” 

• “During MCO I 
have to spend time at 
home, so I have 
more time to watch 
TV news as 
compared to before 
MCO” 

• “I  am  more  
interested in 
watching TV news 
during MCO period 
to keep myself up to 
date with the MCO 
policies” 

• Staff from TV 
stations 

• Reporters 
• Educators 
• Undergraduates 

IQ5. Are you still 
watching TV news? 
If yes, what kind of 
information do you 
focus on? 

• “I am looking at 
what the current 
government can do 
for us” 

• “Yes, politics, 
international news, 
shopping and 
livelihood issues” 

• Yes, current issues 
• “No,  I  watch  less  TV  
news. The TV news 
resume back to its 
old patterns in which 
it concentrates on 
politics, less social 
issues and 
international issues” 

• Staff from TV 
stations 

• Reporters 
• Educators 
• Undergraduates

(continued)
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Table 1 (continued)

IQ Illustrative Analysis /
Direct quotes

Themes (T) Themes related to
whom?

IQ6. Apart from 
Covid-19-related 
news, will you 
continue watching 
TV news to get 
update info in future? 

• “I will still follow 
the current issues” 

• Yes  
• “Depends on the 
information covers 
and provided by the 
tv news. Depending 
on its focus and 
agenda-setting” 

• Staff from TV 
stations 

• Reporters and 
Educators 

• Undergraduates 

IQ7. Other than TV 
news, do you get 
news from other 
media? 

• “Yes, we actually 
have a few  
synergies, the local 
newspapers, we have 
radio and social 
media platforms that 
we take note, other 
than our wires” 

• Yes, from social 
media and print 
media 

• “I do, I usually get 
information and 
updates from the 
online media 
platforms” 

• Staff from TV 
stations 

• Reporters and 
Educators 

• Undergraduates 

IQ8. In your opinion, 
how to engage more 
viewers to watch TV 
news? 

• “We do boost about 
our news segment 
frequently through 
our social media “ 

• “News is not 
necessarily to be in 
visual and audio, it 
can be infographics, 
easy” 

• “The presentation of 
news has to be more 
creative and with 
more innovation to 
attract audience’s 
attention” 

• Staff from TV 
stations and 
Reporters 

• Staff from TV 
stations 

• Educators and 
Undergraduates

(continued)
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Table 1 (continued)

IQ Illustrative Analysis /
Direct quotes

Themes (T) Themes related to
whom?

IQ9. What are the 
challenges of TV 
news now? 

• “I think we need 
local talents who 
meet the industry’s 
standard” 

• “Fact check the 
news to ensure the 
accuracy of it while 
being the first to 
break the news, and 
the competition in 
all aspects is getting 
intense” 

• Pattern and way of 
news presentation 
need changes. News 
readers shall be 
more energetic to 
make news more 
impactful 

• Staff from TV 
stations 

• Reporters 
• Educators and 
Undergraduates 

IQ10. What are your 
suggestions to make 
TV news to continue 
surviving in the 
digital age? 

• It is not about 
audience watching 
news at home, it is 
about the content 

• Keep up with the 
times to make 
necessary changes, 
be creative and 
incorporate some 
unique elements that 
others don’t have 

• Broaden their 
coverage on issues, 
include social issues 
such as crimes and 
more, less 
advertisements, and 
more international 
news 

• Staff from TV 
stations 

• Reporters and 
Educators 

• Educators and 
Undergraduates

4 Results 

The data collected from the in-depth interviews has been transcribed, analyzed, and 
summarized into Table 1. Table 1 contains transcript analysis with some direct quotes 
based on the interview questions. Theming process performed after the illustrative 
analysis, and they are to be related to the interviewees from the background of media 
practitioners, educators and undergraduates.
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This thematic analysis uses the method of inductive in the coding which allows the 
data to determine the themes. There are no predetermined themes expected. There are 
data of 10 interviewees collected. Therefore, the frequency of themes that strengthen 
the themes has not been into the consideration for any emphasis. The analysis has 
come out with twelve themes from the interviews. The themes have been indicated 
with their sources and summarized into Table 1. 

T1 and T2 refers to the source of news and perceptions on news during MCO. The 
interviewees are getting news from social media, mainly from an online environment. 
Whereas those media practitioners are getting news from wire services, correspon-
dents, and stringers, which are mainly through online too. In terms of views and 
expectation on TV news contents during MCO, there comes to T3 to T7. It is good to 
keep the content short with more variety of topics other than the updates of Covid-19. 
It is expected to have lively, creative, better presentation, short, and informative TV 
news during MCO. It is also expected to have more engagement with the audiences. 
T8 and T9 shows TV news viewing behaviors and patterns during MCO. There are 
more interviewees watching TV news though some have remained online for the 
source of news. Some are into TV news and online news at the same time. 

For T10 to T12, they are themed from the interview questions based on the TV 
news viewing after MCO as of the condition during the interviews. For T10, inter-
viewees are still watching TV news on various contents but the viewing is reducing. 
There is one interviewee highlighted that she is watching less now as the TV news 
resumes back to its old patterns that it concentrates on political news, less social and 
international news. This is therefore themed as that content is the key to engage the 
audience. For all the interviewees, they will continue to follow TV news not only 
on Covid-19. Again, content is the key as one has indicated that the engagement is 
depending on what the information covers and is providing in the agenda setting. 

In T11, other than TV news, the interviewees are also engaged with news from 
other platforms like radio, printed materials and online media which includes social 
media. In order to engage more audience to TV news, audience engagement can be 
boosted through social media, news presentations which are creative and innovative 
and provide various contents. The challenges of TV news now are themed to the 
better talent pool. For those media practitioners, the challenges are to make sure of 
the fact check and to produce news that can educate the public. 

In order for TV news to continue surviving in the digital age, after MCO, intervie-
wees suggest to have relevant contents to the audience. It is not about watching news at 
home now but it is more about keeping up with the changes. It is time to incorporate 
contents with some unique elements. Broaden the coverage on issues, less adver-
tisements and more of international news is suggested by the media practitioners 
interviewed.
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5 Conclusion 

TV news viewing behaviors and patterns have changed starting from MCO. It is 
corresponding to the various statistics reviewed earlier that the number of viewing 
has increased during MCO. It is mainly for the updates of Covid-19 though some 
other contents are also the purposes and urge of viewing as people are staying at 
home as compared to those days where people are mobile to go around. With this 
change of TV news viewing behaviors and patterns, it is as similar to the drive of Fear 
Appeal Theory that emotions can have an impact on coping appraisals that it leads 
to information obtaining and to pay attention to information. Same like many other 
countries, this theory has reflected the scenario in Malaysia where TV has become 
the main source of information during Covid-19 Pandemic. TV news plays the role 
to minimize the emotions of fear and security during Covid-19 Pandemic. 

As the whole world is now in the period of post pandemic, the scenario of increase 
in TV news viewing is again the concern of the media industry. In Malaysia, the 
updates of Covid-19 may not be much of the concern among audiences. People 
are expecting various contents than before. Broaden the coverage on issues, less 
advertisements and more of international news may be able to engage the audiences. 
In order to retain the audiences, innovation and creativity in news presentation shall 
be looked into. Energetic presentation may be more impactful too. It is also suggested 
that “news is not necessarily to be in visual and audio, it can be infographics, easy”. 

Of all, promotional activities and publicity of TV news shall be on going. It is 
an on-going effort of media practitioners to boost their news segment through their 
social media. It is also suggested to have a better pool of talent to cope and compete 
with the digitalization. After MCO when lives have gone back normal, TV news 
viewing may not be in front of the TVs anymore. It is going online, to-go scenario 
allows people to watch TV news from a different platform. The design of news 
presentation, technical support and uptrend contents should come into the focus to 
cope with the digitalization. This is another phase of challenge we are facing, to be 
addressed and to be researched. 
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Comparative Evaluation of Anomaly 
Detection Methods for Fraud Detection 
in Online Credit Card Payments 

Hugo Thimonier, Fabrice Popineau, Arpad Rimmel, Bich-Liên Doan, 
and Fabrice Daniel 

Abstract This study explores the application of anomaly detection (AD) methods in 
imbalanced learning tasks, focusing on fraud detection using real online credit card 
payment data. We assess the performance of several recent AD methods and compare 
their effectiveness against standard supervised learning methods. Offering evidence 
of distribution shift within our dataset, we analyze its impact on the tested models’ 
performances. Our findings reveal that LightGBM exhibits significantly superior 
performance across all evaluated metrics but suffers more from distribution shifts than 
AD methods. Furthermore, our investigation reveals that LightGBM also captures the 
majority of frauds detected by AD methods. This observation challenges the potential 
benefits of ensemble methods to combine supervised, and AD approaches to enhance 
performance. In summary, this research provides practical insights into the utility of 
these techniques in real-world scenarios, showing LightGBM’s superiority in fraud 
detection while highlighting challenges related to distribution shifts. 

Keywords Imbalanced learning · Anomaly detection · Fraud detection 

1 Introduction 

Detecting fraudulent behaviors has emerged as a critical problem that has garnered 
significant attention from practitioners and scholars alike. In sectors such as banking, 
frauds incurred an estimated annual cost of $28.58 billion in 2021, as highlighted 
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by the Nilson Report 2021. 1 To address the challenge of identifying frauds within 
regular credit card payments, banks have increasingly turned to machine learning 
techniques, known for their effectiveness in many classification tasks, particularly 
with unstructured data. 

Two critical features of fraud detection pose challenges to constructing effective 
and accurate classifiers: highly imbalanced classes and distribution shifts. 

Imbalanced datasets arise due to the significant disparity in the number of genuine 
transactions compared to fraudulent ones, making it difficult for traditional classifi-
cation algorithms to generalize accurately. Highly imbalanced datasets are a specific 
subset of imbalanced datasets in which the positive class represents less than . 1% of  
the samples; this situation is also referred to as rarity [ 3]. Moreover, distribution shift 
occurs as fraudsters constantly adapt their strategies, causing a discrepancy between 
the training and testing data distributions, thereby hampering the performance of 
machine learning models. 

Learning from imbalanced datasets is a critical topic with implications across 
various real-life applications. Extensive research has highlighted the consequences 
of imbalanced learning on canonical classifiers, revealing that most standard classi-
fiers are ill-suited for imbalanced settings. For instance, the limitations of standard 
machine learning techniques when confronted with imbalanced datasets are exam-
ined comprehensively by Yanmin et al. [ 42]. This study also sheds light on the strug-
gles faced by backpropagation algorithms in converging within imbalanced setups, 
as the dominant majority class can overwhelm the gradient vector used for weight 
updates in neural networks. In contrast, gradient boosted decision trees (GBDTs) are 
often considered more resilient to imbalanced settings due to their focus on particu-
larly challenging examples [ 11], thus enabling them to prioritize the minority class 
more effectively. Highly imbalanced datasets are among the most challenging as 
research [ 21] has shown how learners display decreasing performance as imbalance 
becomes more severe. 

In addition to imbalanced datasets, distribution shift is another crucial challenge in 
detecting fraud. Standard machine learning techniques perform well when the train-
ing and testing dataset distributions are similar, if not identical. However, domain shift 
occurs when the distribution of the test dataset deviates from the original training dis-
tribution and thus hinders standard classifiers’ performance. Fraud detection involves 
an iterative game between fraudsters and banks. Fraudsters continually strive to pro-
duce increasingly inconspicuous fraudulent behaviors, while banks aim to detect 
frauds as accurately as possible while avoiding false negatives. This dynamic nature 
of fraud detection presents significant challenges for machine learning algorithms. 

These characteristics of fraud detection underscore the need for methodologies 
capable of effectively handling distribution shift and highly imbalanced datasets. 
In response to these challenges, researchers have proposed using anomaly detec-
tion (AD) methods, which promise to exhibit robustness in case of both distribution 
shift and extreme class imbalances. Specifically, AD involves the identification of 
anomalies within a dataset by delineating deviations from a predefined notion of

1 https://nilsonreport.com/. 

https://nilsonreport.com/
https://nilsonreport.com/
https://nilsonreport.com/
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normality. Anomaly detection methods typically characterize the normal distribu-
tion solely based on normal samples during training. Consequently, AD has been 
regarded as particularly well-suited for imbalanced and extremely imbalanced set-
tings. By design, AD methods do not experience performance deterioration when 
faced with highly skewed class distributions, as the training process solely requires 
normal samples. Moreover, assuming only fraudulent behaviors change over time, 
AD models should be more robust to distribution shift than standard supervised 
approaches. Indeed, if the normal distribution is well characterized, they should 
always be able to exclude new types of anomalies. 

In this work, we empirically investigated AD for fraud detection tasks, exploring 
their capabilities and limitations. By empirically evaluating various AD methods on a 
real-world dataset characterized by distribution shifts and extreme class imbalances, 
we aim to provide insights into the suitability and effectiveness of these techniques 
for addressing the challenges inherent to fraud detection. In addition to evaluating 
the performance of AD methods, we conduct a comparative analysis with gradient 
boosted decision trees (GBDTs), the prevalent choice for machine learning tasks 
on tabular data [ 16], to gauge the added value of AD approaches. We rely on the 
LightGBM implementation [ 23] and show that GBDT suffers significantly more 
from distribution shift than AD methods while displaying substantially better fraud 
detection performance than all tested AD methods. Our paper is structured as follows: 
in the next section, we discuss works related to our application; in Sect. 3, we discuss 
in detail the experiments conducted on our dataset; in Sect. 4, we present the obtained 
results; in Sect. 5, we discuss the results, and finally in Sect. 6, we conclude. 

2 Related Works 

Anomaly detection encompasses two types of algorithms: supervised and unsuper-
vised. In the case of supervised AD, one disposes of the label and indirectly uses it in 
the training process by building a training set solely composed of samples belonging 
to the normal class. 2 Unsupervised AD methods involve situations where the label 
is unavailable, and anomalies must be directly identified within a dataset containing 
both normal samples and anomalies. While supervised approaches can be used in 
situations where the imbalance is too severe for standard supervised approaches to 
work, unsupervised approaches are usually confined to applications that consist in 
removing samples that may hinder another models’ performance on a particular task, 
e.g., mislabeled samples or outliers. Since we dispose of labels in the context of fraud 
detection, we will focus on supervised anomaly detection. 

Supervised anomaly detection methods differ from standard supervised approaches 
because labels are only used indirectly. Indeed, standard supervised approaches con-
sist in training a classifier using a dataset

2 Throughout this paper, the term normal relates to the notion of normality. 
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.Dtrain = {(xi , yi ) : xi ∈ X , yi ∈ Y}ni=1, (1) 

using both sample features .xi and labels . yi . Moreover, .Dtrain contains samples from 
each class in. Y . On the contrary, supervised anomaly detection methods use the label 
to build a training set solely composed of a single class, referred to as the normal 
class. In the case of binary classification, the normal class is the majority class, e.g., 
the legit payments in the case of fraud detection, and the training set can then be 
constructed as 

.DAD
train = {xi : yi = 0}ni=1. (2) 

In this anomaly detection framework, the overall goal is to characterize the normal 
distribution, .p(x | y = 0). In inference, this characterization is used to determine 
whether a sample belongs to the normal distribution or should be seen as an anomaly. 

As a field of research, anomaly detection can be divided into several non-
exhaustive categories: one-class classification (OCC), reconstruction-based meth-
ods, and self-supervised methods. 

One-class classification In contrast to traditional machine learning classification 
problems, one-class classification (OCC) approaches aim to identify samples that 
do not belong to a specific class by characterizing the distribution of that class. 
These discriminative models learn a decision boundary using only samples from the 
designated normal class, thereby circumventing the direct estimation of the class 
distribution. During the inference phase, samples are classified as either belonging 
to the normal class or not, without making any assumptions about the anomaly class. 
One-class support vector machines (OCSVM) [ 35] and support vector data descrip-
tion (SVDD) [ 39] are popular OCC methods that rely on kernels to map the data 
space to a Hilbert space, where a decision boundary is learned. Recently, [ 33, 34] 
have introduced extensions to OCC methods that incorporate deep neural networks 
to alleviate the computational complexity associated with kernels. Other OCC tree-
based approaches can be found in the OCC such as isolation forest (IForest) [ 27], 
extended isolation forest [ 19], Robust Random Cut Forest (RRCF) [ 18], and PID-
Forest [ 13]. Other methods have relied on sample-sample dependencies to identify 
anomalies such as TracInAD [ 41] relying on influence measures or approaches based 
on k-nearest neighbors (KNN). In the latter, anomalies are identified by measuring 
the distance of each sample to its k-nearest neighbors [ 2, 32]: higher distance indi-
cating abnormality. 

Reconstruction-based methods Reconstruction-based anomaly detection methods 
rely on the assumption that different distributions generate normal samples and 
anomalies. Consequently, training a model to reconstruct samples from the nor-
mal distribution aims to achieve low reconstruction error for any sample belonging 
to this distribution. Conversely, anomalies that are believed to stem from a distinct 
distribution should exhibit significantly higher reconstruction errors. 

One of the most prevalent shallow reconstruction-based anomaly detection meth-
ods employs principal component analysis (PCA) or Bayesian PCA [ 9, 20]. Autoen-
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coders [ 10], regularized autoencoders like Variational Autoencoders (VAEs) [30] and 
memory-augmented deep autoencoders [ 12], have also been leveraged for anomaly 
detection. Recently, [ 24] proposed a novel methodology for anomaly detection using 
autoencoders that incorporate the hidden representations of the original and recon-
structed samples. Instead of solely comparing the reconstructed sample and the orig-
inal sample, the authors suggest comparing the hidden representations of both sam-
ples by passing the reconstructed sample through the autoencoder. In addition, recent 
approaches have explored attention-based architectures for reconstructing masked 
features of samples, as exemplified by NPT-AD [ 40]. Other related methods do not 
directly compute a reconstruction error and only focus on estimating either the entire 
normal distribution such as ECOD [ 26] or local normal distributions as proposed in 
local outlier factor (LOF) [ 6]. 

Self-supervised methods The literature also features self-supervised approaches 
employing pretext tasks for anomaly detection [ 4, 31, 38]. In GOAD [ 4], several 
affine transformations are applied to each sample in the training set, while a classi-
fier is trained to predict the specific transformation applied to a transformed sample. 
During testing, since the classifier was exclusively trained on normal samples, it 
is expected to struggle in correctly predicting the transformation for anomaly sam-
ples. Similarly, [ 31] propose NeuTraL-AD, a contrastive framework in which they 
transform samples using neural mappings instead of affine transformations. The 
objective is to learn transformations that maintain similarities in a semantic space 
between transformed samples and their untransformed counterparts while different 
transformations are easily distinguishable. In inference, the contrastive loss utilized to 
optimize the parameters serves as the anomaly score. More recently, [ 36] introduced 
a self-supervised methodology for anomaly detection that maximizes the mutual 
information among the elements of a sample’s features using contrastive learning. 
By maximizing the mutual information, the method effectively captures the under-
lying structure of normal samples and identifies deviations indicative of anomalies. 

Supervised classification on tabular data Although deep-learning models have 
become ubiquitous for a broad range of tasks involving natural language processing 
(NLP) and computer vision (CV), applying these models to tabular data remains 
very challenging. Some recent methods [ 15, 22, 37] have shown promising results 
when applying deep learning models tailored for tabular data. However, in recent 
work [ 14, 16], authors discuss how neural networks tend to struggle with this data 
type in comparison with other methods based on gradient boosted decision trees 
(GBDTs). In most scenarios, approaches such as XGBoost [ 7] or LightGBM [  23] 
have been shown to surpass deep learning algorithms. This type of approach remains 
the go-to method for practitioners due to its strong classification performance and its 
simplicity to train in comparison with deep methods. Moreover, GBDT models such 
as LightGBM and XGBoost are often considered particularly suited for imbalanced 
and extremely imbalanced setups since these models focus on particularly hard-to-
classify samples [ 11], generally the minority class, and thus offer strong performance 
in comparison to other standard machine learning models.
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3 Experiments and Datasets 

3.1 Dataset 

We dispose of a labeled dataset of online credit card payments made available by a 
major French bank. Our dataset contains 145 features describing raw characteristics 
of payments (e.g., amount, currency) as well as features that we computed, such as 
rolling sums or rolling means. Our dataset contains 480 million online transactions 
from the first day of 2018 until the last day of 2021. The dataset is comprised of 
two independent datasets merged, one from 2018 to 2019 and the other from 2020 to 
2021. This dataset displays the characteristic of highly imbalanced classes 3 discussed 
in Sect. 1 since the proportion of legit payments vastly outnumbers the proportion of 
frauds. We remove cards with less than 50 payments, cards for which the proportion 
of frauds exceeds .50%, and cards with too few payments since they would not have 
derived features (e.g., rolling means) with meaningful values and would risk hinder-
ing the models’ performance. Similarly, we also omit cards with too many frauds 
in their payment history since they would also be problematic as they might pollute 
the fraud distribution. Overall, this preprocessing reduces the dataset to .192 million 
payments. Most methods we wish to test would be intractable with such dataset size 
and require further dimension reduction. Thus, we restrict our analysis to two coun-
tries with . 3 million payments (.1.5% of total dataset size) and .20 million payments 
(.10.3% of total dataset size), respectively. Moreover, restricting our analysis to one 
country at a time should help models learn since payment distributions likely differ 
between countries. 

Distribution shift We argue that our datasets undergo a distribution shift and that 
the distributions of legit and fraudulent payments differ between 2018 and the end of 
2021. For instance, as supported by Gu et al. [ 17] COVID-19 has caused online pay-
ment behaviors to change over time drastically. To further support our statement, we 
display in Fig.  1 the t-sne [ 28] and UMAP [ 29] representations for years 2018–2019 
and 2020–2021 for both countries. We observe significant dissimilarities between 
datasets. For country A, we observe an entire subsample of payments made in 2020– 
2021 at the bottom left of the UMAP graph, which does not exist for the 2018–2019 
period. Similarly, for the t-sne representation of country A, we observe a similar 
pattern with few data sample overlays between periods. Moreover, for country B, we 
also observe a very scarce overlay on the graph between periods, especially for the 
UMAP representation. To further investigate whether distribution shift is present in 
our datasets, we rely on the Optimal Transport Dataset Distance method (OTDD) 
[ 1] to measure the distance between datasets from each period. This method relies 
on optimal transport, which measures the distance between distributions. For each 
country, we created two subsamples of 5000 observations for each period and com-
pared the distance between the subsample of the same period and between periods.

3 Due to confidentiality, we cannot discuss the exact proportion of frauds within our dataset. 
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Country A 

OTDD 2018 2020 

2018 56.5 64.4 
2020 61.9 53.1 

Country B 

OTDD 2018 2020 

2018 54.7 69.2 
2020 73.6 56.9 

Fig. 1 T-sne [ 28] and UMAP [ 29] bi-dimensional representation of payments in countries A and 
B for each period. These graphs give evidence of a distribution shift for both countries’ payment 
behaviors between 2018 and 2020 since we observe very few sample overlays. Tables give the 
Optimal Transport Dataset Distance [ 1] between subsamples for each country. We observe a much 
higher distance between subsamples from the same country between different periods than for the 
same period 

Results of this analysis are shown in the tables in Fig. 1 and indicate that the distance 
between the dataset increases across periods. This is especially true for country B. 

Data splits and preprocessing For a fair comparison between supervised approaches 
and anomaly detection methods, we split the 2018 datasets of each country into two 
separate datasets constituted of legit payments and frauds. We take a training set 
representing 75% of the 2018 dataset for each country and use a test set for the 
25% remaining. We include the frauds in the training set for LightGBM, while for 
anomaly detection approaches, the frauds are excluded from the training set. The 
2020 dataset of each country serves entirely as test sets. Overall, the considered 
dataset used for every tested model contains features describing characteristics of 
the payment (e.g., amount of the transaction, the currency used, duration since the 
last transaction), among which eight are categorical. All eight categorical features 
are encoded using CatBoost encoding following [ 5]. Continuous features are scaled 
to be in .(0, 1) through standard normalizing by removing the mean and reducing to 
unit variance. 

3.2 Experimental Settings 

In order to evaluate the suitability of anomaly detection methods for fraud detec-
tion, we conduct a comprehensive analysis using state-of-the-art approaches on our 
dataset. We investigate both deep learning-based techniques designed for tabular 
data, such as the self-supervised approaches of GOAD [ 4], NeuTraL-AD [ 31] the  
contrastive approach proposed in [ 36], and the reconstruction-based approach of
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NPT-AD [ 40]. Additionally, we include non-deep learning methods, namely Isola-
tion Forest [ 27], ECOD [ 26], COPOD [ 25], and the KNN AD approach [ 2, 32], as 
they have demonstrated remarkable performance on various tabular datasets. As a 
baseline, we employ LightGBM [ 23], a well-established supervised classification 
method, to assess the added value of anomaly detection compared to standard super-
vised techniques in this context. 

To effectively compare the performance of various models in detecting fraud, we 
employ three commonly used metrics from the anomaly detection literature and the 
banking industry for real-life model evaluation. The anomaly detection literature 
has widely adopted the F1-score and the AUROC as evaluation metrics. While the 
AUROC is suitable for balanced class distributions, it may not fully account for 
class proportions, which is crucial in assessing performance in imbalanced setups. 
We include the Area Under the Precision-Recall Curve (AUPRC) to address this 
limitation, which is better suited for imbalanced datasets. In support of this choice, 
[ 8] has demonstrated that a model dominates in the ROC space if and only if it also 
dominates in the PR space. 

For the F1-score, whose value depends on a threshold, we adhere to the practices 
of the anomaly detection literature by selecting the threshold for the anomaly score 
that predicts an equal number of fraud cases as those present in the dataset. This 
approach ensures a fair and consistent evaluation across all models. 

4 Results 

4.1 Models Hyperparameters 

We implemented the non-deep models using the PyOD library [ 43] with default 
hyperparameter values and LightGBM [ 23] also with default parameters. For the 
deep learning approaches, we adopted the hyperparameters suggested in the original 
papers for the dataset that most resembled our datasets. Specifically, we set the 
hyperparameters to those used for the KDD dataset for NeuTraL-AD [ 31], GOAD 
[ 4], and NPT-AD [ 40] using their official implementations available on GitHub. 
Regarding the approach proposed by Shenkar and Wolf [ 36], we kept the parameters 
at their default values as specified in their implementation. Deep models were trained 
on 4 Nvidia GPUs V100 16Go/32Go, while non-deep models were trained on 2 Intel 
Cascade Lake 6248 processors (20 cores at 2.5 GHz), thus 40 cores. 

4.2 Fraud Detection Performances 

Metrics reported in Table 1 are averaged over .10 runs and we performed t-tests on 
the highest metrics to asses whether models obtained significantly different results.
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Among the AD approaches, we observe that the non-deep methods demonstrate the 
best performance, specifically ECOD, COPOD, and KNN. However, it is worth not-
ing that the deep learning approach NPT-AD also yields comparable results. While 
the AD methods achieve satisfactory results regarding the AUROC, their perfor-
mances are consistently poor for both the F1-score and AUPRC metrics across both 
countries and periods. In contrast, LightGBM exhibits significantly better perfor-
mance across all metrics, consistently achieving the highest values, except for the 
F1-score on the 2020 dataset of Country B. The overall poor performance of all 
models, including LightGBM, for the F1-score and AUPRC, highlights the inher-
ent challenges associated with fraud detection. However, a noteworthy observation 
is the substantial performance gap between LightGBM and the anomaly detection 
methods. 

5 Discussion 

5.1 Distribution Shift 

The obtained results for both countries support the hypothesis that a distribution shift 
occurred between 2018 and 2020 in our dataset. Across most tested approaches, we 
observe a significant decrease in all metrics between the 2018 and 2020 datasets for 
both countries. Notably, the distribution shift appears more pronounced in country 
B, with metrics experiencing a more significant decline. The findings presented in 
Fig. 1 further corroborate this statement as the dataset distance is higher between 
periods than for country A, and the bi-dimensional representations also show less 
overlap between the periods than for country A. Although the AD methods display 
poor overall performance, they exhibit more resilience in the face of distribution 
shift than LightGBM. This trend is particularly evident for ECOD and COPOD, 
which maintained relatively similar metrics between the 2018 and 2020 datasets 
for both countries. Conversely, KNN and NPT-AD experienced a significant decline 
in performance across both periods and datasets compared to ECOD and COPOD. 
While LightGBM still achieves the highest metrics for most of the 2020 dataset, 
it suffers a substantial drop in performance between the two periods. This drop 
is especially pronounced in the AUPRC and F1-score metrics. Notably, most AD 
methods outperform LightGBM by a significant margin in terms of the F1-score for 
the 2020 dataset of country B. 

Based on these findings on our dataset, it appears that LightGBM is a favorable 
choice in the fraud detection framework when labels are available and no distribution 
shift occurs. However, in the presence of a distribution shift, retraining LightGBM 
on an updated dataset becomes crucial to prevent a significant performance decline.
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5.2 Anomaly Detection Methods for Ensembling 

One potential advantage of anomaly detection (AD) methods is their ability to identify 
fraud cases that differ from those flagged by supervised approaches. If AD models 
can successfully detect fraud instances supervised models cannot identify, resorting 
to ensembling techniques could enhance overall fraud detection performance. To 
investigate this further, we focused on ECOD, one of the top-performing AD methods 
on the dataset consisting of payments in country A. We examined whether the fraud 
cases detected by ECOD differed from those identified by LightGBM. Across the 
10 iterations, we observed that, on average, 3.28% of the fraud cases in the test set 
were detected by ECOD but not by LightGBM. Conversely, LightGBM detected 
20.41% of the fraud cases in the test set that ECOD did not flag. Notably, the 3.28% 
represents 10.98% of the fraud cases detected by ECOD. In other words, 89.02% of 
the fraud cases detected by ECOD were also detected by LightGBM. As a result, 
ensembling models by combining AD methods with LightGBM to enhance fraud 
detection performance may prove ineffective. 

6 Conclusion 

In conclusion, our study highlights several key findings concerning applying machine 
learning techniques for fraud detection. Our results demonstrate that LightGBM 
consistently outperforms the tested AD methods across various evaluation metrics, 
emphasizing its efficacy in fraud detection tasks compared to other methods. How-
ever, we also observed that LightGBM’s performances are susceptible to degradation 
due to distribution shift. This finding underscores the importance of retraining Light-
GBM on updated datasets when there is suspicion or evidence of a distribution shift. 
By adapting the model to the changing data distribution, it is possible to mitigate the 
drop in performance and maintain its effectiveness in fraud detection. Furthermore, 
our investigation revealed that ensembling techniques with AD methods would not 
significantly improve overall fraud detection performance. Despite the potential for 
AD methods to detect frauds that may elude supervised approaches, our analysis 
showed that LightGBM also detected most of the frauds identified by AD methods. 
This finding suggests limited benefits in combining AD methods with LightGBM in 
our specific fraud detection framework. We believe these insights may contribute to 
advancing the field of fraud detection and inform practitioners in selecting appropri-
ate models and strategies for robust and accurate fraud detection systems. 

Future work may involve replicating our analysis on other credit card payment 
datasets to determine whether our obtained results can be generalized. Furthermore, 
enhancing the robustness of GBDT models against distribution shifts emerges as a 
critical direction for further exploration. Addressing this challenge is paramount for 
financial institutions, as it enables them to embrace machine learning techniques in 
fraud detection systems confidently.
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Exploratory Customer Discovery 
Through Simulation Using ChatGPT 
and Prompt Engineering 

Joseph Benjamin Ilagan , Zachary Matthew Alabastro , 
Claire Louisse Basallo , and Jose Ramon Ilagan 

Abstract Entrepreneurship and the tech startup journey are complex, dynamic, 
risky, and uncertain. Risk-taking needs to consider the complexity and intercon-
nection of different aspects of the entrepreneurial and startup context. A simulation 
is a model of an existing complex system and experimenting with the model to 
understand the whole system’s behavior. Computer simulations have been widely 
used to study complex environments such as entrepreneurship. Large language mod-
els (LLMs) such as ChatGPT, by nature of their training and design, are models of 
humans and likely possess latent social information. As such, LLMs could extend 
their usefulness from mostly being assistants to simulators of human behavior. Tech-
nology startups iteratively manage risks involving the uncertainty of their business 
models through Lean Startup Approaches (LSAs) combined with customer devel-
opment. The first step in customer development involves customer discovery, where  
startup co-founders start with a vision and a set of assumptions (or “hypotheses”) 
about their business model and seek feedback from their prospective customers. 
This study explores using ChatGPT as a simulation tool for customer development 
for technology startups. The validation of the simulator involves coming up with 
baseline behavior and feedback without prompt preparations, followed by preparing 
synthetic prospective customers as agents in the virtual environment. This involves 
endowment of demographic characteristics and getting behavior and feedback again 
afterward. 
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Keywords Computer simulation · Simulation · Large language models · LLM ·
ChatGPT · GPT · Startup · Customer development · Lean startup · Agent-based 
modeling · Agent-based simulation 

1 Introduction 

1.1 Context 

Entrepreneurship pursues “novel or better products or business models amidst 
constraints” [ 1, 2]. In pursuing novelty with limited resources, the entrepreneur 
has to manage four risks: demand, technology, execution, and financing [ 1]. The 
entrepreneurial context or system involves a decision environment that is complex, 
dynamic, and inherently uncertain [ 3]. A simulation can help design a model of an 
existing complex system found in entrepreneurial scenarios and experiment with the 
model to understand the system’s behavior as a whole or to evaluate strategies to 
operate it [ 4]. Simulations are low-cost alternatives to setting up real ventures for 
learning purposes [ 5], and they provide dynamic testbeds for conducting experiments 
and opportunities for analyzing scenarios [ 6] or situations otherwise involving legal, 
moral, or privacy concerns [ 7]. Despite the models’ simple and limited theoretical 
grounding, simulations allow elaboration and exploration through experimentation 
[ 8]. Agent-based Modeling and Simulation (ABMS) covers interactions among inde-
pendent agents [ 9]. ABMs are helpful when it is essential to model complex and 
dynamic interaction with other agents [ 9], which is the case in entrepreneurial and 
startup contexts. However, one limitation with ABMSs is that you must program the 
agents as both “judge and jury” and then see what they do [ 10]. 

Generative artificial intelligence (GAI) is a machine learning framework that gen-
erates content using probability and statistics derived through training from existing 
digital content (e.g., text, video, images, and audio) [ 11]. A large language model 
(LLM) is a GAI based on a mathematical model of the statistical distribution of 
tokens in the large body of human-generated text publicly available [ 12]. GPT uses 
the transformer [ 13] architecture for deep neural networks. Transformer-based mod-
els train large amounts of publicly available data in parallel. From the training, LLMs 
can produce human-like language [ 14]. 

Prompts are instructions to an LLM to ensure specific qualities (and quantities) 
of generated output through enforcing rules and automating processes [ 15]. LLMs 
can perform different types of natural language processing (NLP) tasks without 
task-specific training (which is also known as zero-shot), and rather only by condi-
tioning the model on appropriate prompts [ 16, 17]. Related terms to zero-shot are 
in-context learning (ICL) and few-shot learning [ 18], which is the ability to learn 
from limited examples [16, 19]. With chain-of-thought (CoT) prompting [ 20], LLMs 
produce intermediate steps like smaller building blocks before answering [ 17] and  
this approach to prompting has been found to yield significant performance improve-
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ments over other prompting methods. A conversational agent or AI assistant based 
on LLM is ChatGPT [ 21], a chat interface to GPT. Due to low barriers to entry, 
prompt engineering is usually done by beginners with no AI expertise [ 22]. 

There have been attempts to shift the use of LLMs as assistants to those related to 
modeling and simulation (M&S) tasks for their natural language generation (NLG) 
use [ 23] and for possibilities of implicit human computational modeling abilities 
[ 10]. The main argument of [ 10] (and also cited in [ 24]) is that LLMs, as they are 
trained, are (1) computational models of humans, or “homo silicus” [ 10, 25], and (2) 
likely already have “latent social information” [ 10]. Whether or not these models are 
wrong, they may still be helpful. In contrast to ABMS, human simulation under an 
LLM setup is out of the researchers’ purview, though there is a way to “influence their 
behavior with endowments of beliefs, political commitments, experiences, etc.” [ 10]. 

Entrepreneurial ventures such as digital and technology startups launching their 
products and services have used Lean Startup Approaches (LSAs) to test and validate 
their business model [26]. These LSAs include customer development [27, 28], and 
Lean Startup [ 29]. Customer development goes through four stages or steps (not 
necessarily in linear progression): (1) customer discovery, (2)  customer validation, 
(3) customer creation, and  (4)  company-building. With customer discovery, founders 
leave the guesswork behind and “get out of the building” to test customer reaction 
to each “hypothesis” (or guess), gain insights from their feedback, and adjust the 
business model [ 26, 28]. However, getting out of the building may still be costly and 
time-consuming, and complementing the effort with a simulator may help speed up 
the process. Customer discovery shall be the focus of the simulator in this study. 

1.2 Objectives and Research Questions 

This study explores using ChatGPT as a simulation tool for customer development, 
followed by technology startups [ 26]. Experimentation involves coming up with 
baseline behavior and feedback without prompt preparations, followed by preparing 
prospective customers as agents in the simulation environment, which involves the 
endowment of demographic characteristics and getting behavior and feedback again 
afterward. 

RQ1 What general approach may be followed to simulate customer discovery in 
preparation for “getting out of the building?” 
RQ2 How must the simulation environment be constantly validated and refined to 
be useful as a valuable co-pilot for startup co-founders? 

This study does not assert that the simulations done through ChatGPT should 
replace performing customer development with real customers. Instead, it is a pro-
posal to consider any resulting products of this research as valuable co-pilots to 
startup co-founders as they go through their business model discovery efforts.
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To address RQ2, Validation, from the perspective of computerized marketing 
models, should possess a satisfactory range of accuracy matching the simulated 
model to the real-world model [ 30]. As this study is still in its initial stages, reliance 
on what is real-world will be based on what is available on the Internet, with room 
for future studies involving human participants. 

2 Review of Related Work 

Experiments show that CoT prompting improves performance on tasks involving 
arithmetic, commonsense, and symbolic reasoning [ 20]. The approach is based on 
the idea of  few-shot learning [ 16], that is, “one can simply prompt the model with a 
few input-output exemplars demonstrating the task” instead of fine-tuning the whole 
model [ 20]. An attempt to maximize the performance of the simulator in this study 
shall use CoT techniques applied to the general approach taken by [ 24]. 

Role-playing with LLMs can “mimic personas, from fictional characters to his-
torical or contemporary figures” [31]. The role-playing capabilities of LLMs have 
been extended through CoT prompting. It also allows the extraction of psychological 
concepts used to understand human behavior through beliefs, desires, goals, ambi-
tions, emotions, and so on [ 32]. In [ 10], studies were presented where LLMs were 
prompted to play different agents with certain demographic properties. Even with 
similar demographic characteristics, agents may differ stochastically depending on 
the “temperature” given to the model. Experiments were cited, with the first run 
having no agents endowed with demographic characteristics, followed by another 
run with endowment. The structure of the experiments mentioned here will serve as 
a loose framework for the experiments of this study. 

GPT’s training data “may include product reviews, messaging boards, and other 
online forums with contributions” from various consumers discussing the products 
they buy [ 24]. As LLMs respond to prompts with the most likely next text sequence, 
responses to surveys will mirror the types of responses that would have come from 
the customers as influenced by the training data [24]. If the responses from the 
synthetic customers in LLMs are aligned with human behavior as demonstrated 
in existing studies, then they serve as a cost-effective and immediate method of 
providing the information otherwise acquired through more expensive and time-
consuming means [ 7]. The study by Brand et al. [ 24] in turn involves studies with 
encouraging results, and each study conducted may be broken down into these general 
steps: (1) involve prompts varying consumer choices and attributes, (2) evaluate the 
results on how realistic they are and comparing with economic theory or expected 
realistic response attributes. A recent study involving economic rationality of GPT 
output [ 25] strengthens the argument to consider this route. This study will borrow 
some techniques used for willingness to pay (WTP). 

However, this study emphasizes using this approach in the context of a co-pilot 
and a simulator, not as a replacement for actual studies. It is also worth noting, as 
other studies cited here, that there is no certainty beforehand that GPT will be able 
to generate helpful responses.
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Fig. 1 Proposed prompting approach to conduct WTP simulations on synthetic personas 

A study by Aher et al. [ 7] suggests that it is plausible to use an LLM to simulate 
human samples from a population and represent different subpopulations and their 
accompanying multiple biases [ 33] by injecting prompts with demographic hints. 
This study shall use the algorithmic fidelity of LLMs to accurately represent the 
distribution of subpopulation characteristics (including biases) to generate multiple 
personas representing the target market through silicon sampling [ 33]. 

3 Method  

This study centers around eliciting WTP for a product a startup plans. Businesses 
often conduct price sensitivity surveys (and analyses on the responses) to determine 
how prospective customers respond to different price points. 

This study aims to explore using a large language model (LLM), particularly 
OpenAI’s GPT-4.0, to simulate a price sensitivity analysis. In lieu of a survey, the 
optimal price point is determined by asking GPT-4.0 to create a number of personas, 
describe their purchasing behavior, and simulate their responses to a given product. 

This work uses chain-of-thought prompting as its overarching framework. With 
this, each process step is carried out individually to elicit in-depth responses. 

Figure 1 outlines the process: GPT-4.0 creates 30 personas based on attributes, 
adopts a business analyst persona, clarifies inputs, simulates persona responses with 
5 price points, and seeks insights for price sensitivity analysis. For Ateneo de Manila 
University students, attributes include school, age, year level, gender, strand gradu-
ation, scholarship, senior high school, city of residence, and cumulative QPI. 

GPT-4.0’s predictive and simulation capabilities evaluate spending habits, inter-
ests, and attitudes. Qualitative analysis is performed to understand how it connects 
persona characterizations with the provided business model. 

4 Results  

The hypothetical business model consists of a tutoring service startup in the Ateneo 
de Manila campus. As a business primarily catered toward university students as the 
target market, the service is as follows:
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Fig. 2 Number of personas willing to pay versus price, illustrated as a curve and graph 

1. The service outsources professional educators for different subjects and areas of 
study. However, university students may also apply to become tutors. 

2. The service focuses on core and major subjects such as Math, Literature, and 
Science. 

3. The service charges a tutoring fee by the hour (however, a half-hour is permitted). 
Fees remain constant among the tutors or the subject. If in the case that a student 
extends past 10 min, the price for a half-hour is added. 

4. The service may be held on campus or outside, depending on the agreement of 
the student and tutor. Both online and onsite sessions may be performed. 

Upon completion of the entire simulation process, GPT-4.0 managed to provide 
the willingness to pay (WTP) of the 30 generated customer personas per price point. 
The curve on the left of Fig. 2 represents the WTP of each persona through a simple 
Yes-or-No response. The bar graph to the right of Fig. 2 shows the WTP curve of the 
personas. These charts account for the average of all five trials tested. 

Based on the responses garnered from these trials, the optimal price ranges from 
Php 250–300. Furthermore, upon consultation with the LLM on what it recommends 
as the suggested tutoring fee, the same range was given among the five. Moreover, 
GPT-4.0 managed to suggest real-world business strategies and marketing in con-
nection with the recommended price that the co-founder/s can use when designing a 
business model. 

To do initial model validation, it will help to search for any empirical data showing 
a satisfactory range of accuracy matching the simulated model to the real-world 
model [ 34]. An informal Google search with the phrase “metro manila hourly tutorial 
rates” yields links containing rate info:

• Glassdoor: PhP 100–150
• FB page of an established tutorial center: PhP 750
• FB group of a tutorial services interest community: PhP 120–PhP 300 

Note that the prompts used in our simulation had no implicit instructions to let 
the synthetic students know about these price ranges. Rather, price discovery seems 
to have occurred indirectly through data used in pre-training. As this is an initial and 
exploratory attempt, a more rigorous search for empirical data to validate the model 
may be pursued in future iterations.
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To create more precise decisions toward the simulation, the prompt was modi-
fied to ensure that the output of all 30 personas was complete, with no brevity or 
shortcuts. This ensures the GAI has enough information to feed into its conversation 
memory and provide a complete customer discovery of all personas. Through this, 
the capabilities of GPT-4.0 were experimented on further, observing how it under-
stood human behavioral patterns and attributes. Indications of economic theory and 
explicit references to willingness to pay (WTP) were omitted from the prompts to 
ensure that GPT-4.0 is capable of producing demand without pre-trained concepts 
into its memory file. By using the LLM’s generated personas, adjustments were 
implemented to evaluate how realistic the simulations were compared to economic 
principles, determining its response to human attributes. By properly assessing if 
the prompting process above can emulate customer demand from generated human 
subjects, the viability of GPT-4.0 and other LLMs as a low-cost alternative for busi-
ness model refinement and customer discovery can be determined. To ensure that the 
LLM is given enough time to think through precise prompts, several iterations of the 
process were done. This led to the final prompting process, which was performed 
five times to collect the average WTP of all personas. Throughout the experiment, 
reevaluation was performed to determine if the LLM understood the goal of the 
prompt accurately. 

5 Discussion 

Revisiting the research questions with the developed context yields these answers: 

RQ1 What general approach may be followed to simulate customer discovery in 
preparation for “getting out of the building?” 

Utilizing ChatGPT to gauge customer reactions provides entrepreneurs the flexibility 
for industry-contextualized simulations, allowing for the refinement of the business 
model. Integrating the prompting frameworks discussed, one can better understand 
customer behavior for each hypothetical scenario and prepare for “getting out of 
the building.” This expedites customer analysis, identifying optimal price points for 
revenue generation, thus fortifying the business model’s foundations before entering 
the real market. 

RQ2 How must the simulation environment be constantly validated and refined to 
be useful as a valuable co-pilot for startup co-founders? 

To create realistic simulations with ChatGPT, it is vital to ensure the realistic identi-
ties of the generated personas. Assuming co-founders input specific customer demo-
graphics, the GAI must produce personas following certain attribute dependencies 
(e.g., 1st-year students are generally 17–18 years old). The business model must also 
be feasible enough to be simulated, as GPT-4.0 focuses on the prompt itself rather 
than real-world data. Clarity and specificity are essential for ensuring meaningful
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responses from the GAI for customer discovery and analysis. Both qualitative and 
quantitative responses may be requested to ensure that the rationale behind the sim-
ulation is applicable to the actual environment of such business, which can then 
prompt the co-founder/s to reevaluate their models and price points. 

Ethics must be considered for this use case of GAIs. Potential biases and misrepre-
sentation due to societal stereotypes and boundaries found on the Internet, including 
the exclusion of minorities, may yield inaccurate information on customer dynam-
ics. Privacy and legal issues, particularly regarding data privacy laws, may also arise 
when providing real-world customer data to prompt the LLM for expanded customer 
analysis and discovery, potentially risking customer safety. Additionally, the use of 
GAIs may result in the loss of jobs and autonomy, as the work of lead generators and 
customer hunters may be accomplished by artificial intelligence instead. 

6 Conclusion  

This paper explored how LLMs may be used as simulators of prospective consumers 
to perform customer discovery tasks through prompting techniques only (i.e., without 
document retrieval and fine-tuning). The results suggest that there is reason to pursue 
further work in this area and that if further work is successful, this approach may 
lower costs for market validation activities. 

No custom pre-training means using the stock and static knowledge of the LLM. 
The simulator may also take on pre-trained influenced behavior, which may not 
necessarily be consistent with what the simulator creators value more [ 35]. Future 
work in this area may include additional few-shot training and fine-tuning. Before 
this approach can be deployed in practical settings, work may need to be done on 
validating whether LLMs demonstrate knowledge of non-intuitive consumer WTP 
and whether LLMs can accurately identify whether a price range is, in its entirety, 
too high or too low to be meaningful. 
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Ethical Education Data Mining 
Framework for Analyzing 
and Evaluating Large Language 
Model-Based Conversational Intelligent 
Tutoring Systems for Management 
and Entrepreneurship Courses 

Joseph Benjamin R. Ilagan , Jose Ramon S. Ilagan , 
and Maria Mercedes T. Rodrigo 

Abstract Educational data mining (EDM) can be used to design better and smarter 
learning technology by finding and predicting aspects of learners. Amend if neces-
sary. Insights from EDM are based on data collected from educational environments. 
Among these educational environments are computer-based educational systems 
(CBES) such as learning management systems (LMS) and conversational intelligent 
tutoring systems (CITSs). The use of large language models (LLMs) to power a CITS 
holds promise due to their advanced natural language understanding capabilities. 
These systems offer opportunities for enriching management and entrepreneurship 
education. Collecting data from classes experimenting with these new technologies 
raises some ethical challenges. This paper presents an EDM framework for analyz-
ing and evaluating the impact of these LLM-based CITS on learning experiences 
in management and entrepreneurship courses and also places strong emphasis on 
ethical considerations. The different learning experience aspects to be tracked are 
(1) learning outcomes and (2) emotions or affect and sentiments. Data sources com-
prise Learning Management System (LMS) logs, pre-post-tests, and reflection papers 
gathered at multiple time points. This framework aims to deliver actionable insights 
for course and curriculum design and development through design science research 
(DSR), shedding light on the LLM-based system’s influence on student learning, 
engagement, and overall course efficacy. Classes targeted to apply this framework 
have 30–40 students on average, grouped between 2 and 6 members. They will 
involve sophomore to senior students aged 18–22 years. One entire semester takes 
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about 14 weeks. Designed for broad application across diverse courses in manage-
ment and entrepreneurship, the framework aims to ensure that the utilization of LLMs 
in education is not only effective but also ethically sound. 

Keywords LLM · Large language models · Conversational intelligent tutoring 
systems · CITS · Generative AI · GenAI · GPT · ChatGPT · Design science 
research 

1 Introduction 

Educational data mining (EDM) can be used to design better and smarter learning 
technology and to inform learners and educators better [ 1]. Data for use in EDM 
may come from various computer-based education system (CBES) sources. LMS 
software, a type of CBES, covers course delivery capabilities such as administration, 
documentation, tracking, and reporting of programs, classroom and online events, 
course content, and e-learning. LMS logs “provide granular, near-real-time records of 
student behavior as learners interact with online course materials in digital learning 
environments” [ 2]. An LMS records student activities, such as reading, writing, 
taking tests, performing specific tasks, and commenting on events with peers [ 3]. A 
conversational intelligent tutoring systems (CITSs), also a type of CBES, facilitates 
tutoring content through natural language to cover concepts, break down the learning 
material into conversations, ask and answer questions, determine knowledge gaps, 
and provide contextual feedback and corrective interventions [ 4]. 

Generative artificial intelligence (GAI) is a machine learning framework that gen-
erates content using probability and statistics learned from existing digital content 
such as text, video, images, and audio through training data [ 5]. A large language 
model (LLM) is a GAI trained from text created by humans in order to produce 
human-like language [ 5, 6]. Generative pre-trained transformer (GPT), an LLM-
based system, is designed to generate sequences of words, code, or other data, start-
ing through source input called the prompt [ 7]. GPT is based on the transformer 
architecture [ 8], which can train from large public digital data quickly in parallel. 
GAI is already being applied [ 9]. ChatGPT is a conversational interface to GPT [ 10]. 
The use of ChatGPT as chatbots in education has also been reported in blog posts 
and social media [ 11]. 

Innovation in education through DSR involving GAI will require classrooms to be 
ready for EDM to determine whether technology interventions help improve learning 
experiences. However, the data collection and integration face ethical challenges [12], 
which, if not thoroughly addressed, can compromise the integrity of the research. This 
study proposes a framework that is efficient and deeply rooted in ethical principles. 
Among the ethical concerns that need addressing are the location and interpretation 
of data, informed consent, privacy, de-identification of data, and the classification
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and management of data [ 13]. The aim is to make the process more understandable, 
streamlined, and manageable for researchers, encouraging more ethical and effective 
research in education. 

1.1 Objective and Research Questions 

This study proposes a framework to fit university management and entrepreneur-
ship classes with the instrumentation of LMS, LLM-based CITS technologies, and 
non-CITS interfaces for continuous course and curriculum improvement. The frame-
work follows a multi-dimensional evaluation strategy, combining quantitative and 
qualitative methods to assess the effects on learning experiences. 

RQ1. How should classes be set up with instrumentation rooted in ethical prin-
ciples using LMS and CITS technologies for EDM? RQ2. What useful data can be 
captured by a CBES, whether a CITS or a regular interface, for rich student behav-
ior and insights on emotions through EDM? RQ3. How can EDM help evaluate 
LLM-based CITS for effectiveness in achieving student learning outcomes with the 
right balance of thoroughness and ethical considerations? RQ4. How can EDM from 
CITS help in the course and curriculum development? 

With this scaffolding, research may progress more smoothly with strengthened 
compliance with ethical clearance guidelines. The structures will have ethics con-
siderations baked in and not simply an afterthought. 

2 Review of Related Literature 

Beyond trying to improve learning outcomes [ 3], researchers have also used EDM 
to model affect (emotion in context), engagement, meta-cognition, and collaboration 
[ 1]. Learning analytics (LA), related to the concept of EDM and traditional education 
research, involves the collection, measurement, analysis, and reporting of data about 
learners and their contexts for purposes of understanding and improving learning and 
the environments in which it occurs [ 14]. Types of data used in LA were proposed 
in [ 14] based on a study involving various cases. This study will make use of the 
following: (1) data resulting from measurement of artifacts (e.g., communication 
artifacts): blogs, group discussions, discussion boards, and social network data; (2) 
repurposed data initially collected for other purposes and reanalyzed: survey data; 
(3) transformed data, or primary data after transformation processes: LMS logs. 

Activity indicators in LMS logs can serve as proxies of student engagement under 
certain conditions [ 2]. A learning analytics information system (LAIS) architecture 
proposed by Nguyen et al. [ 15] involves a data pipeline covering the following 
stages: (1) logging services and event trackers from learning and teaching service 
sources, (2) batch extraction-transformation-loading (ETL) and events transforma-
tion through event adapters and services, and (3) learning analytics services. Three
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broad overlapping categories of issues involving ethics in LA were proposed by 
Slade et al. [ 13]: (1) the location and interpretation of data, (2) informed consent, 
privacy, and de-identification of data, and (3) management, classification, and storage 
of data. Personally identifiable information (PII) is “any information that can identify 
an individual, and de-identification is used to prevent revealing individual identity 
and keeping the PII confidential” [ 12]. This study shall use these categories of [ 13] 
as a checklist for addressing EDM ethical concerns. De-identification techniques 
shall be borrowed from the work of [ 12]: anonymization (de-identifying data while 
preserving its original format), masking (replacing sensitive data with fictional data 
while still making records usable), and blurring (adding noise to records). Design 
science research (DSR) calls for “creating innovative artifacts to solve real-world 
problems” iteratively [ 16]. DSR is relevant to this study in two ways: First, attempts 
to use LA to support DSR for learning and teaching in higher education have emerged 
[ 15]. Second, the ethical EDM framework that is the subject and artifact of this study 
shall also evolve through DSR principles. Ethics in research involving human sub-
jects involve the following: integrity and honesty, justice and fairness, (3) safety and 
beneficence, and respect for human rights and dignity [ 17]. 

3 Methodology 

This study intends to use the EDM framework for management and entrepreneurship 
classes from a management school in the Philippines. The classes usually span one 
full semester of 14 weeks. Each class may range from 6 to 50 students, 30–40 on 
average, and has about an equal number of males and females from 18 to 22 years old. 
The students will interact with the CBES iteratively throughout. The students are also 
expected to answer course-specific reflection assignments at the start, middle, and end 
of the semester. The CBES sessions will be conducted either onsite in the classrooms 
or remotely online. The underlying research protocol, which may be updated regu-
larly, will be applied and customized to specific classroom requirements as needed. 

The sources of data for quantitative and qualitative analytics are the following: 
(1) LMS logs, (2) CBES logs (whether from simulators, CITS, and non-CITS front-
ends), (3) reflection papers, and (4) pre- and post-session survey questionnaires. From 
these data sources, qualitative and quantitative analytic methods range from thematic 
and sentiment analyses of reflection papers to statistical evaluations of performance 
indicators. 

LMS logs capture user interactions within the LMS, such as session durations, 
page views, assignment submissions, and others [ 2]. They offer valuable insights 
into student behavior, engagement, and learning activity. From the CBES, the sim-
ulator logs record actions and decisions participants make during simulation exer-
cises. These are useful for assessing performance and decision-making skills. The 
CITS conversation logs capture the content and metadata of conversations within the 
chat-based CBES, helping to analyze communication effectiveness. The web logs 
document the network-level interactions, providing useful data for LA. Other logs for
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events not covered by the previous categories track specific events triggered within 
the CBES, such as completion of tasks or participation in collaborative activities. 

For reflection paper assignments, instead of separate informed consent forms, the 
informed consent clauses are placed at the start of each reflection assignment prompt. 
The clauses were derived from a template provided by the university’s research ethics 
office. At the start of each semester, a questionnaire asks about the student’s back-
ground, interests, and previous experiences in technology entrepreneurship. These 
questions may be embedded in a start-of-semester reflection if one exists. Reflection 
papers may ask about emotions based on [ 18]. During the semester, pre- and post-
assessments and evaluations will be done coincidentally to interact with the CBES to 
determine if learning outcomes are met. Results will then be contextualized through 
insights from EDM. Student participation may follow this general path: For the first 
session, students complete a pre-session survey, including questions about the stu-
dent’s background, interests, and previous experience in technology entrepreneurship 
(if not yet collected and shared previously). Then, the student engages with the CBES 
to learn various concepts related to management and entrepreneurship. The student 
will be asked to make decisions, solve problems, and answer questions in a simulated 
environment. The CBES could either be a CITS or a regular web interface. After the 
session, the students will complete a post-session survey to provide feedback on the 
experience and understanding of the concepts taught through the CBES. For the sec-
ond session, students will use the computer simulation with updated content based on 
the feedback from the first session. After, the students will complete a post-session 
survey similar to the first session. Additional sessions may be introduced as neces-
sary. The CBES in simulators shall capture logs throughout the session. The logs 
will be fed into an EDM data platform and matched with their corresponding student 
information. Any of the following setups for sessions may be employed throughout 
the semester:

• Within-subject design: The CITS may be used in some topics for some students, 
while others won’t use the CITS.

• Experimental: For pre-identified topics, half of the students in the class chosen 
at random will be assigned the CITS, and the rest will not be assigned the CITS. 
For this setup, no grades will be given.

• Cross-over design: There will be switches between the CITS and non-CITS inter-
face at different points. 

At the end of each semester, a questionnaire prompts the student’s reflections on learn-
ing related to using the various forms of CBES. These questions may be embedded 
in an end-of-semester reflection if one exists. 

The reflection assignments serve as sample templates and are intended for educa-
tional use. They may be modified as needed, provided that they adhere to established 
ethical guidelines. A new ethics review will be submitted for approval if changes 
are significant. The question sets will be updated periodically. Version control will 
be maintained to reflect such changes. Table 1 illustrates sample reflection papers 
answered by students at the start of the semester. The reflections in the middle and 
at the end of the semester would have a similar flow.
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Table 1 Sample reflection paper (start of semester) 

Start-of-semester reflection 
points: 100 submitting a text 
entry box, a website URL, a 
media recording, or a file upload 

Consent and data privacy clause: Before proceeding with this 
mandatory assignment, please read the following information 
carefully 
Educational and research use: We seek to evaluate the 
effectiveness of various class interventions in achieving student 
learning experiences. The data we will collect and analyze will 
help in the course and curriculum development. While 
completing this reflection assignment is a course requirement, 
the responses will be used for educational purposes 
Opt-out option: Participation in the research component means 
that you agree to have your answers included in the research. 
While reflection prompts are graded, research participation is 
voluntary. If you decide not to participate, there will be no 
penalty or negative consequence. If you wish to opt-out, please 
include “I Opt-Out of Research Use” at the end of your 
submission. If you no longer wish to be part of the research 
study and withdraw your data, please contact the researcher as 
soon as possible 
Confidentiality, anonymization, and security: All data used 
in the research will be stripped off of personal identifiable 
information and securely stored, complying with data 
protection standards. Your full name will not appear on any of 
the questionnaires, and information identifying you will not 
appear in any report or publication of this research. Only the 
principal investigator and designated researchers will know the 
identity associated with the information collected for this study, 
and they will not reveal it to anyone else 
Payments: You will not have to pay anything, nor will you be 
paid for participating in the research component 
Contact: For concerns about this process or data privacy, please 
contact [Name of proponent] (email address). Do not agree to 
participate if you are unsure or have remaining questions. 
Please ask the researcher to explain anything unclear to you, 
including any words in this assignment’s text 
Part 0: Background and interests: Describe your academic 
background briefly. What led you to take up this program? 
What are your interests related to technology entrepreneurship? 
Do you have any previous experiences in technology 
entrepreneurship? If so, describe them 
Part 1: Skill areas and emotional connections 
coding and development 
What primary emotion best describes your feeling toward 
coding and development? 
(Joy/Trust/Fear/Surprise/Sadness/Disgust/Anger/Anticipation) 
What factors contribute to this emotion? 
… 
By submitting this assignment, you confirm your agreement to 
the consent and data privacy clause stated above. Thank you
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Table 2 Sample post-session survey questions 

Post-session assessment whether required and 
graded will be determined on a case-to-case 
basis 

Consent and data privacy clause 
… 
[Same as in Table1] 
Please indicate the system ID shown on the 
screen 
Sentiments after session: Choose an emotion 
to describe your feelings after this session. 
(Options: interest, surprise, joy, sadness, anger, 
fear) 
Learning outcomes: In free-form text, what 
have you learned during this session? 
CBES feedback: Did the computer-based 
educational system (CBES) help you achieve 
your learning goals? Explain briefly 
Suggestions for improvement: 
Any suggestions to improve the learning 
experience? 

Similar to the reflection prompts, informed consent clauses are placed in the 
beginning of the pre- and post-session survey questionnaires. Table 2 shows a sample 
post-session survey questions. The pre-session survey is almost similar but gets 
baseline information. 

Data collected in this study may be shared with third-party researchers for 
future research but will undergo a rigorous anonymization process to remove PII. 
Any research agreement shall be bound by a memorandum of agreement (MOA) 
and accompanied by a data protection covenant (DPC). All shared data will be 
anonymized and retained for up to 10 years to facilitate future research endeavors. 
After the retention period, the data will be securely deleted following institutional 
guidelines and applicable laws. Interested parties must adhere to ethical guidelines 
outlined by an institution’s ethics board before accessing the data. Due to these 
procedures, the researchers may discover a condition previously unknown to the par-
ticipant (e.g., disease). The researchers will have to contact the respondents again to 
ask if an opt-out would be considered when this happens. The categories in Table 3 
(columns 2–4) are from [ 13]. The additional ethical considerations and disclaimers 
in this section were derived from the Informed consent form guidance and template 
document from the University Research Ethics Office of the Ateneo de Manila Uni-
versity, formulated and counterchecked with the assistance of OpenAI’s ChatGPT 
to ensure comprehensive coverage of ethical issues. There is not one prompt that led 
to the following operational clauses. 

Each data source will be tagged with a unique, random identifier to combine mul-
tiple data sources under one identifier. Data with the same unique identifier will be 
consolidated into a student profile, including metrics and insights from LMS logs, 
CBES logs, reflection, and survey assignments. After aggregation, specific attributes
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Table 3 Categorized ethical considerations 

Data source The location and 
interpretation of data 

Informed consent, 
privacy, and 
de-identification of 
data 

Management, 
classification, and 
storage of data 

LMS logs LMS server, or on 
protected cloud 
storage 

No PII. 
De-identification of 
data records. 
Restricted academic 
third-party 
researchers-party data 
access. 

Quantitative data for 
machine learning 

CBES logs Simulator and 
conversation logs in 
cloud storage 

Pop-up screen asking 
for consent 

CITS conversations 
for text mining 

Reflection 
assignments 

LMS server, or on 
protected cloud 
storage 

Consent asked 
explicitly; PII 
removed; right to 
withdraw from the 
study anytime, with 
data deleted 

Quantitative data for 
machine learning; 
Qualitative data for 
text mining 

Pre/Post-session 
surveys 

LMS server, or on 
protected cloud 
storage 

Same as reflection 
assignments 

Same as reflection 
assignments 

Italic shows the information about reflection assignments 

from different sources will be mapped to standardized variables for combined anal-
ysis. All PII will be stripped from the data or anonymized, masked, and blurred. 
Data will be processed in secure, authorized cloud-based storage and computing 
accounts. Each step of the process will be logged and audited for compliance with 
privacy guidelines. Consolidated data may be encrypted in the end. 

Figure 1 shows the ethical EDM framework’s data infrastructure architecture 
inspired by Nguyen et al. [ 15]. 

4 Discussion 

This section addresses the study’s research questions. For RQ1 involving class 
setup with ethical LMS and CITS instrumentation, a data management architecture 
for the LAIS will be introduced, emphasizing ethical considerations and data pri-
vacy. Informed consent will be part of reflection papers and session questionnaires. 
Addressing RQ2 touching on data captured by a CBES, the LAIS will manage 
sources like logs, reflection papers, and session questions, covering both learning 
outcomes and emotional experiences. RQ3, related to evaluating LLM-based CITS 
effectiveness, will involve both qualitative and quantitative analyses based on trans-
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Fig. 1 EDM data infrastructure architecture 

formed data from various sources. Lastly, RQ4, which is about course and curriculum 
development, insights from EDM will guide the process, possibly within the design 
science research scope. 

5 Conclusion 

This study aims to provide a method for understanding student engagement and 
performance through a multi-source data collection approach. Integrating various 
data sources will enable a complete view of students’ learning experiences. With a 
heavy focus on ethical considerations, the study ensures the ethical integrity of the 
research process. The study aims to serve as a model and streamline the process 
of instrumenting classes to balance the need for in-depth analytics with the ethical 
imperatives of privacy and confidentiality. The plan is to formalize this study into a 
comprehensive research protocol to serve as a guide for similar research efforts. 
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Sensing the Emergence of New Structure 
in Matter and Life and Its Impact 
on Physics, Chemistry, and Biology, 
in a Light-Based Quantum 
Computational Model 

Pravir Malik 

Abstract Recognition of new patterns in layers of matter and life is heavily depen-
dent on the foundational schema or model that animates a sensing computational 
system. A symmetrical, fourfold light-based quantum computational model that links 
together layers such as quantum particles and molecular plans in cells, among other 
layers is positioned as the schema required to model a range of existing and even 
emerging patterns in and across levels. Fourfoldness in the model—related to four 
parts of a single pattern—stipulates the default way in which pattern recognition 
occurs. When conditions in the model are fulfilled such that the fourfoldness has 
reached a threshold level, then a fifth property implicit in the model surfaces, which 
allows specific emerging categories of patterns related to fivefoldness to be recog-
nized. The prerequisite condition for such recognition is related to fourfold meta-
function in source layers being more easily reflected in the external layers of the 
model, which morphs the mathematics of the model itself, to allow patterns related 
to the implicit or fifth property to also be recognized. Therefore, dynamics that we 
associate with space, time, energy, gravity, or the layer of quantum particles, or the 
layer of atoms, or the layer of molecular plans, can be parsed in terms of fourfold 
patterns, subsequently allowing the possibility of recognition of emerging patterns 
related to fivefoldness. Recognition of such patterns will provide additional insight 
into the changing physics, chemistry, and biology of target systems. 
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1 Introduction 

There is fourfold structure that informs and animates the layers of matter and life. 
This is evident in considering the fourfold space, time, energy, and gravity parameters 
of cosmos, the fourfold quark, lepton, boson, Higgs boson structure of quantum 
particles, the fourfold s-Shell, p-Shell, d-Shell, f-Shell structure of the periodic table, 
and the fourfold nucleic acid, polysaccharide, lipid, and protein structure of molecular 
plans instrumental in living cells. 

Physics—primarily concerned with the space–time-energy-gravity layer and the 
quantum particle layer; chemistry—primarily concerned with the periodic table 
layer; and biology—primarily concerned with the living cell layer are generally 
considered to be stable and fixed. 

This paper, however, will make the case that due to the persistent quantum compu-
tation that animates cosmos to ensure its operation as a complex adaptive system 
(CAS) as made evident in the symmetrical light-based model explored in prior IEEE 
papers [1] and books on cosmology of light [2], it is inevitable that a fifth construct, 
implicit in the fourfold model of light, will emerge to add further complexity to 
layers of matter and life, thereby enhancing the possibilities currently encapsulated 
by physics, chemistry, and biology. The right base model of the type proposed in this 
paper will allow sensing mechanisms to become sensitive to such changes. 

Section 2, the Fourfold Quantum-Computational Model of Light, summarizes 
the previously introduced fourfold, symmetrical model of light, and the notion of 
quantization that connects one layer to each subsequent cascading layer in the model. 
This model becomes the basis for recognizing a genre of fourfold patterns in layers 
of matter and life. 

Section 3, the Fifth Construct in a Quantum-Computational Model of Light, 
suggests the emergence of a fifth construct implicit in the fourfold model of light. 
This emergence is tied to viewing cosmos as a complex adaptive system [3] and will 
allow sensitivity to emerging fivefold patterns in layers of matter and life. 

Section 4, Sensing the Fivefold Electromagnetic Spectrum, suggests how the 
electromagnetic layer instrumental to physics and operation in the cosmos may itself 
change due to the CAS reality of the cosmos. Sensitivity to the emerging fivefold 
pattern would allow subtle changes in the spectrum to be sensed. 

Section 5, Sensing the Fivefold Structure of Quantum Particles, suggests how 
the structure of quantum particles may change due to the underlying CAS reality. 
Sensitivity to the emerging fivefold pattern would allow subtle changes in quantum 
particles to be sensed. 

Section 6, Sensing the Fivefold Structure of the Periodic Table, suggests how the 
structure of atoms may change due to the underlying CAS reality. Sensitivity to the 
emerging fivefold pattern would allow subtle changes in atoms to be sensed. 

Section 7, Sensing the Fivefold Structure of Molecular Plans in Cells, suggests 
how the structure of molecular plans may change due to the underlying CAS reality. 
Sensitivity to the emerging fivefold pattern would allow subtle changes in the 
structure of molecular plans to be sensed.
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Section 8, Summary and Conclusion, integrates the core theses and implications 
suggested by this paper. 

2 The Fourfold Quantum-Computational Model of Light 

At the heart of the model which will facilitate sensing of the emergence of new struc-
ture in matter and life, lies a symmetrical, multi-dimensional model of conceptual 
space [4, 5]. This model will be seen to have an intimate bearing on how matter and 
life emerge. The symmetry and multi-dimensionality derive from imagining light 
traveling at several constant speeds, beyond the known speed of ‘c’, 186,000 miles 
per second in vacuum in the physical universe. Light is used to construct these spaces 
since it is known that the way it travels has an effect on space, time, and the movement 
and even perception of objects [6]. 

To begin to construct the first layer of conceptual space, imagine light traveling 
infinitely fast. Note that conceptual spaces created by such faster-than-light speeds 
perhaps are envisioned to be similar to property spaces [7]. 

Consider a volume of any size and imagine a light source at the center. What can 
be surmised is that since light is traveling infinitely fast, it will be present in that 
volume instantaneously. That is, light will be present everywhere all at once. This 
suggests a property of light true in that conceptual space of ‘presence’. This property 
will be referred to as ‘Pr’. Now, since this light is instantaneously present everywhere 
if anything were to arise or disappear in that volume it will immediately be recorded 
in the fabric of light. That is, the light will have a ‘knowledge’ of everything that 
is happening in its space. This property of knowledge will be referred to as ‘K’. 
Further, since everything that arises or disappears, or exists in that volume will be 
connected by the pervasive fabric of light, that connection will create a property of 
harmony. This harmony will be referred to as ‘H’. Finally, since light is all pervasive, 
if anything not of the nature of light arises, it will sooner or later be overpowered by 
the nature of light. This property of ‘power’ can be referred to as ‘Po’. 

Using mathematical notation the conceptual space created by light imagined trav-
eling infinitely fast is summarized by Eq. (1) as a set containing four properties, and 
where RC∞ depicts reality (R) when light is traveling infinitely fast (C∞): 

RC∞: [Pr, Po, K, H ]. (1) 

A second conceptual space is constructed where the imagined speed of light is less 
than C∞ but much, much greater than the known speed of light c. While Einstein’s 
Theory of Relativity states that it is not possible to accelerate to c from a slower 
speed [8], it does not rule out light speeds that are faster than c. This speed will be 
referred to as cK . At  RC∞ , the four properties that define the conceptual space can be 
imagined as merging together. As the imagined speed of light is slowed down though, 
a phenomenon of quantization, depicted by (↓), occurs so that the four properties 
at RC∞ are further differentiated. Note that this first differentiation, expressed by
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(↓ RCK = f
(
RC∞

))
, implies that reality (R) at  cK , referred to as  RCK , is a function 

( f ) of reality (R) at  c∞, referred to as RC∞ . This first-differentiation segment is an 
integral part of Eq. (5), to appear soon. Mathematically, all that may be contained 
in Pr, Po, K, and H can be thought of as expanding into the corresponding sets SPr, 
SPo, SK, and SH. This can be summarized in mathematical notation by Eq. (2), which 
depicts the reality (R) in the conceptual space created where light travels at cK ,

(
RCK

)
: 

RCK : [SPr, SPo, SK , SH ]. (2) 

A third conceptual space that further quantizes or differentiates these sets can 
be imagined by light slowing down to an imagined speed much less than cK but 
much greater than the known speed of c. This constant speed will be referred to 
as cN , and the quantization function depicted soon in (5) can be summarized by(↓ RCN = f

(
RCK

))
, which suggests that reality (R) at  cN , referred to as RCN , is a  

function ( f ) of reality (R) at  cK , referred to as RCK . In this conceptual space, the 
differentiation is imagined to be such that elements from each of the sets SPr, SPo, 
SK , and SH , combine in unique permutations to create a very large number of unique 
seeds or functions. Mathematically, these unique functions are summarized as being 
a function ( f ) of possible combinations (X) of the four sets. The reality (R) where 
light travels at the imagined constant speed of cN is depicted by RCN in Eq. (3): 

RCN : f (SPr × SPo × SK × SH ). (3) 

A final quantization connects the layer RCN to the layer RCU . RCU is the familiar 
physical layer where light travels at the known speed of c, depicted here by CU . 
This quantization, as will appear in (5), is specified by

(↓ RCU = f
(
RCN

))
. Here, the 

reality (R) at  cU referred to as RCU , and is a function ( f ) of reality (R) at  cN , RCN . 
Note that this final quantization results in space, time, energy, and gravity. The 

practically infinite seeds theorized in (3) suggest an infinite granularity that defines 
space (S) [9]. Time (T ) becomes the means by which what is contained or meant by the 
function embedded by the granularity of space comes to fruition or can express itself. 
Energy (E) is related to the process by which the transformation from the subtle seed 
or meta-function contained in the seed changes to become more material. Gravity 
(G) suggests an order that is made evident by the way sets of seeds interrelate with 
each other. Equation (4) summarizes the reality (R) when light travels at the speed 
cU : 

RCU : [S, T , E, G]. (4) 

When one considers the nature of space (S), it is also evident that it is a vehicle of 
the property of knowledge ‘K’ envisioned in (1). The nature of time (T ) can be seen 
to be related to the property of power (Po) in (1). Energy can be seen to be related 
to the property of presence (Pr) in (1). Gravity can be seen to relate to the property 
of harmony (H) in (1). In other words, there is a symmetry in these conceptual or 
‘property’ spaces created by layers of light imagined traveling at different speeds in
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which the conceptual spaces are depicting the same property differently. Equation (5) 
‘Multi-Layered Fourfold Light-Based Model’ ties the symmetrical, multi-layered 
model of light together: 

⎡ 

⎢⎢ 
⎢⎢⎢⎢⎢ 
⎢⎢⎢⎢ 
⎣ 

RC∞: [Pr, Po, K, H ]
(↓ RCK = f

(
RC∞

))

RCK : [SPr, SPo, SK , SH ]
(↓ RCN = f

(
RCK

))

RCN : f (SPrxSPoxSKxSH )
(↓ RCU = f

(
RCN

))

RCU : [S, T , E, G] 

⎤ 

⎥⎥ 
⎥⎥⎥⎥⎥ 
⎥⎥⎥⎥ 
⎦ 

Light 

(5) 

From (5), it follows that space, time, energy, and gravity (STEG) emerge when 
light slows down to c. This implies that STEG exists in subtle form before light slows 
down to c and in fact is nothing other than a cosmic-level symmetrical face of the 
four properties of light proposed in the model. Further, as suggested in related works 
on genetics [5, 10] STEG is nothing other than a language or code that writes ‘laws’ 
for subsequent symmetrical emergences [11] such as the electromagnetic spectrum, 
quantum particles, atoms, molecular plans, and so on. 

3 The Fifth Construct in a Quantum-Computational Model 
of Light 

The IEEE article on the oscillating universe [3] provides evidence that a single, 
universal complex adaptive system (CAS) can be developed from a multi-layered 
light-based model, due to the underlying dynamism and adaptability facilitated by 
a system of feedback loops. Quantum computation in a light-based model is found 
to be the basis of a universal CAS, with adaptation and genetics causing STEG-
quantization (note: STEG refers to space–time-energy-gravity) and a change to the 
STEG-fabric, as well as the dynamics of expansion and contraction of the cosmos, 
since it is space itself that is affected by STEG dynamics. Ultimately, this leads to a 
different kind of equilibrium at RCU which provides the implicit fifth construct, to be 
discussed in this section, with the ability to establish itself. This implicit construct is 
evident regardless of the speed with which light is imagined traveling in (5). 

Considering (1), light remains one, even as we conceptualize it to have properties 
of presence, power, knowledge, and harmony. Previous IEEE papers [1] elaborate 
on the forms in matter and life that these four properties take and will be further 
discussed in the forthcoming sections. When we see the emergence of quantum 
particles, atoms, and molecular plans though, one thing that is evident is that all 
categories of quantum particles are required to act together to create even a single
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atom. Further, it is the play of a vast combination of all types of atoms that create 
the richness of molecules and allow material diversity. Finally, it is the combination 
of all four molecular plans that in unison allow the living cell to be created. 

From the point of view of maintaining symmetry therefore, it can be said that 
the oneness of light in (1) seeks to maintain that oneness even as it expresses itself 
as quantum particles, or atoms, or molecular plans. The separate constructs at each 
level of matter and life need to operate or converge together to create a foundation 
on which further layers of matter and life can continue to express itself. 

This implies that at some point, this hidden though operative oneness will express 
itself as a dynamic of ‘convergence’ even in each of (1)–(4) and will change the 
nature of (5). This then will in turn have effects on every layer of matter and life and 
suggest the emergence of new patterns, as subsequent sections will elaborate. 

Equation (6), ‘Fivefold Information When Light Travels Infinitely Fast’, is a modi-
fied version of (1), where ‘Cv’ depicts the ‘convergence’ that has now explicitly 
expressed itself. Hence, 

RC∞: [Pr, Po, K, H , Cv]. (6) 

Subsequently, (2) is transformed into Eq. (7), ‘Transformation into Five Sets’, 
where SCv is the set of ‘oneness’. Hence, 

RCK : [SPr, SPo, SK , SH , SCv]. (7) 

Equation (3) transforms into Eq. (8), ‘Creation of Unique Fivefold Combinations’: 

RCN : f [SPr × SPo × SK × SH × SCv]. (8) 

In (8) hence, bases for a practically infinite number of unique seeds or functions, 
as in (3), continues to be specified. 

Equation (4) transforms into Eq. (9), ‘Emergence of Quintergence’, where ‘Q’ 
refers to a new property—quintergence—that now operates in the cosmos: 

RCU : [S, T , E, G, Q
]
. (9) 

Quintergence can be thought of as merging or converging of space, time, energy, 
and gravity with the foundational dynamic of oneness or convergence. It expresses 
itself as the ability of seeds to now more fully and quickly express the specific 
knowledge, power, presence, and harmony encapsulated by the seed so that in effect 
space, time, energy, gravity mingle to allow a different physics to arise. 

In other words, the condition for quintergence to arise is when the dynamics 
of STEG allow the seed to transcend its status as a seed so that the intent that is 
seeking to express itself has a converged space–time-energy-gravity embryo within 
which to materialize. The materialization, hence, takes place in a way in which the 
meta-function presiding over the seed does not suffer marginalization due to the 
independence of space, time, energy, and gravity as they exist at RCU . In equation
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form, quintergence may be expressed as a union (U) of space (S), time (T ), energy 
(E), gravity (G), which subsequently allows materialization (Mat) of a seed ( f (x)) 
formed at RCN to express its ideal light-form (f (x)RCN 

) such that (�) STEG were all 
acting as they might at RCN . 

Quintergence : ∪  (S, T , E, G)�
[
f (x)RCN 

≡ MatRCU

]
. (10) 

Hence, the multi-layered fivefold light-based model is summarized by Eq. (11), 
‘Multi-Layered Fivefold Light-Based Model’: 

⎡ 

⎢⎢⎢⎢⎢⎢ 
⎢⎢⎢⎢⎢ 
⎣ 

RC∞: [Pr, Po, K, H , Cv]
(↓ RCK = f

(
RC∞

))

RCK : [SPr, SPo, SK , SH , SCv]
(↓ RCN = f

(
RCK

))

RCN : f (SPrxSPoxSK xSH xSCv)
(↓ RCU = f

(
RCN

))

RCU : [S, T , E, G, Q
]

⎤ 

⎥⎥⎥⎥⎥⎥ 
⎥⎥⎥⎥⎥ 
⎦ 

Light 

. (11) 

Equation (11) now summarizes the dynamics of the CAS that is the cosmos. This 
is none other than the fuller multi-dimensional dynamics of light so that which is 
implied by (1) expresses itself more fully by (11). This means that the material layer 
of existence in which light travels at the known speed of ‘c’ will substantially alter. 

The use of quantum computation to bring potential into reality has far-reaching 
implications. Light’s fivefold nature will become the basis for deepening levels of 
complexity in matter and life. The electromagnetic (EM) spectrum level, the quantum 
level, and the layer of atoms are seen as comprising matter, while the layers of atoms 
and that of the cellular level are seen as comprising life. This will be further explained 
in the subsequent sections. 

4 Sensing the Fivefold Electromagnetic Spectrum 

At the first level of emergent complexity, the five characteristics of light are expressed 
through the EM Spectrum as its wave-range, energy-gradient, the speed of propa-
gation, its potential for mass, and its ability to converge. These are a symmetrical 
continuation in the expression of light’s fivefold properties. In other words, sensing 
equipment attuned to the properties of knowledge, power, harmony, presence, and 
convergence should theoretically be able to sense the functionality implicit in the 
electromagnetic spectrum.
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Here it will be suggested that the property of knowledge expresses itself as the 
range of waves implicit in the electromagnetic spectrum. Such ‘knowledge’ allows 
us to comprehend a variety of phenomena tied to the range of waves, from radio 
waves to gamma rays that can be identified based on the wavelength (λ) of light.  
This is summarized by Eq. (12): ‘The Knowledge Aspect of the Electromagnetic 
Spectrum’. 

Knowledge ∝ [
f (λ)

]
. (12) 

The property of power expresses itself in the electromagnetic spectrum’s range 
of frequencies. It is known, for example, that power generated by light is not due to 
an increase in its intensity, but dues to an increase in frequency. This is expressed 
as Eq. (13), ‘The Power Aspect of the Electromagnetic Spectrum’, where v is the 
frequency of the EM Spectrum: 

Power ∝ hv. (13) 

The principle of harmony, requiring a stable medium in which other phenomena 
can express themselves, must be related to the constant speed of light at U, cU , 
which creates such a stabilizing medium. Equation (14), ‘The Harmony Aspect of 
the Electromagnetic Spectrum’, summarizes this idea: 

Harmony ∝ cU . (14) 

Equation (15), ‘The Presence Aspect of the Electromagnetic Spectrum’, summa-
rizes the masspotential by combining the equivalences of E and mc2, and the hv and 
E, as in: 

Presence ∝ hv
/
c2. (15) 

Equation (16), ‘Convergence Correlation in the Electromagnetic Spectrum’, 
summarizes the convergence of properties that now becomes possible so that a partic-
ular v, λ, E combination may now also be a carrier of other secondary v, λ, E combi-
nations. This means that the primary v, λ, E combination becomes more complex, 
and, in its essence, this is expressed as integrality (∫): 

Covergence ∝ ∫ f (v, λ,  E). (16) 

Note that the knowledge aspect can be referred to as ‘wavearchetype’, the power 
aspect to ‘electro’, the presence aspect to ‘masspotential’, the harmony aspect to 
‘magnetic’, and the convergence aspect to ‘pentic’. In this fivefold view therefore 
the electromagnetic spectrum can be referred to as a wavearchetype-electromagnetic-
masspotential-pentic spectrum, and sensitivity to the fifth property of convergence 
will allow the sensing of related changes in the electromagnetic spectrum.
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5 Sensing the Fivefold Structure of Quantum Particles 

In the continuing journey of complexification emergent from light, the properties 
of light symmetrically express themselves in quantum particles. Existing fourfold 
symmetry is evident in the common fourfold categorization of quantum particles 
summarized by the Standard Model [12], and in this section, the possibility of a 
fivefold symmetry is further clarified. 

The principle of knowledge, it can be seen, is related to quarks. But why? This 
can be intuited by considering that the identity and behavior of an atom are related 
to its atomic number. We know, for example, that an atom with atomic number of 
47 will have a set of precise functions—malleability, ductility, superconductivity, 
resistance to corrosion, and so on—that uniquely identifies it as silver. Further, this 
element of silver will behave the same way regardless of space and time. But atomic 
number is a function of the number of protons in the nucleus, and further, all protons 
are comprised only of quarks. So we can intuit that quarks are a carrier of light’s 
property of knowledge. Equation (17), ‘Knowledge Aspect at the Quantum Particle 
Level’, expresses this idea: 

Knowledge ∝ f (quarks). (17) 

The principle of power or energy can be seen to be expressed by leptons. Consid-
ering electrons as a surrogate for the class of leptons, we know that the exchange 
of electrons at the atomic level results in the display of energy [13]. Intuitively we 
get a sense, therefore, that leptons must be a carrier of light’s property of power or 
energy. Equation (18), ‘Power Aspect at the Quantum Particle Level’, represents this 
by mathematical notation: 

Power|Energy ∝ f (leptons). (18) 

The principle of harmony can be seen to be related to the class of quantum particles 
referred to as bosons. Bosons are known to connect quantum particles together— 
and connection is related to the idea of harmony. Quarks, for example, require the 
boson known as a gluon to be bound together. This kind of connection is referred 
to as the strong nuclear force. The photon is connected to the distribution of the 
electromagnetic force. W and Z bosons are involved in the creation of lighter quarks 
and leptons from heavier quarks and leptons. The facilitation of these interactions 
is due to the presence of bosons that can therefore be surmised to be carriers of 
the property of harmony. Equation (19), ‘Harmony Aspect at the Quantum Particle 
Level’, summarizes this: 

Harmony ∝ f (bosons). (19) 

The principle of presence can be seen to be related to the Higgs boson. This 
is because any quantum particle with mass must interact with the Higgs-field via
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the Higgs boson in order to acquire mass. The other fundamental particle discov-
ered is responsible for granting quarks mass. Equation (20), ‘Presence Aspect at the 
Quantum Particle Level’, summarizes this relationship: 

Presence ∝ f (Higgs_boson). (20) 

Just as each of the other categories of quantum particles has multiple kinds of 
‘sub’-particles, note that recent research at CERN [14] suggests that the Higgs boson 
family may also have multiple particles. 

Equation (11) then predicts a fifth structure at the quantum particle level—in 
essence a fifth type of quantum particle, once the cosmos has reached a stage where 
there is a dynamic equilibrium expressed by quintergence (10). This is summarized 
by Eq. (21). ‘Convergence Aspect at the Quantum Particle Level’, as a new category 
of quantum particles—amorems: 

Convergence ∝ f (Amorems). (21) 

Sensitivity to the fifth property of convergence will allow the sensing of related 
changes in quantum particles. 

6 Sensing the Fivefold Structure of the Periodic Table 

All atoms in the periodic table can be classified as belonging to either the p-Group, 
d-Group, s-Group, or f-Group. This section will elaborate on the continuing fivefold 
symmetry of light with the possible emergence of a fifth grouping of atoms. 

The principle of knowledge can be seen to be related to p-Group atoms. For 
example, the p-Group has the element carbon from which life and subsequently 
thinking life emerges. That is a broad claim that gets further qualified when it is seen 
that the element silicon, also in column 14 of the periodic table, sits just below and 
adjacent to it. This means that many properties are shared. But more importantly 
computing or ‘thinking’ machinery is known to have arisen from silicon. Further, 
the p-Group also contains many archetypes such as metals, metalloids, non-metals, 
halogens, and noble gas sub-groups. In this way of seeing the ‘knowledge’ of what 
exists elsewhere in the periodic table exists as archetypes in the p-Group. But further, 
the single probability cloud that exists around the nucleus in an s-Group atom, has 
become two on either side of the nucleus. The idea of inherent duality existing along 
several axes creates many more form-based switches than exists in the s-Group 
element, which in a manner of seeing attracts a larger number of archetypes or 
possible functions into the p-Group. This too enhances the idea that the p-Group is a 
carrier of the property of knowledge. Equation (22), ‘Knowledge Aspect at the Level 
of Atoms’, summarizes this relationship: 

Knowledge ∝ f (p_orbital). (22)
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The principle of presence can be seen to be related to the d-Group. First, the 
probability spaces around the nucleus have in this case increased to four. Four lobes 
can potentially be thought of as creating four end-points of what is known to be an 
inherently stable structure [15]—the tetrahedron. This idea seems to be reinforced by 
Crystal Field Theory [16]. But further, it is elements such as platinum, iron, cobalt, 
titanium, copper, and zinc, among others, known for corrosion resistance, strength, 
and hardness, that comprise elements in the d-Group. These elements are known 
to create the infrastructure that animates the solid world of cities and connections 
between cities around us. Equation (23), ‘Presence Aspect at the Level of Atoms’, 
summarizes this relationship: 

Presence ∝ f (d_orbital). (23) 

The principle of power can be seen to be related to the s-Group. Philosophically 
the single probability cloud around the nucleus, depicting the equal likelihood of an 
electron in an s-Group atom being anywhere around the nucleus, suggests that such 
atoms are in a sense pioneers, setting the stage for the emergence of other atoms in 
due course. This seems to be borne out by the fact that elements such as hydrogen 
and helium belong to this group. These are earlier atoms that are also the most 
prevalent comprising 98% of the universe [17]. But further, s-Group elements have 
been referred to as ‘violent world’ [18] due to the high degree of electropositivity 
which allows the easy release of electrons and creation of positive ions typical of 
alkali metals. It is also known that a star shines [19] due to nuclear fusion or the 
transmutation of hydrogen to helium. Equation (24), ‘Power Aspect at the Level of 
Atoms’, summarizes this relationship: 

Power ∝ f (s_orbital). (24) 

The principle of harmony can be seen to be related to the f-Group. Elements in this 
group have six probability lobes in seven different planes around the nucleus and can 
be seen as an experiment in establishing more bonds in smaller spaces. This becomes 
an experiment in collectivity, that is further reinforced by the fact that lanthanides are 
known to be stable even with their higher atomic numbers. Actinides, which also have 
higher atomic numbers are by contrast radioactive and can be thought of as showing 
conditions when collectivity needs to split into smaller collectivities. Equation (25), 
‘Harmony Aspect at the Level of Atoms’, summarizes this relationship: 

Harmony ∝ f (f _orbital). (25) 

Once the cosmos has settled into a new equilibrium displaying the property of 
quintergence, the dynamics of atoms will complexify perhaps allowing a-Shell atoms 
to also form, as summarized by Eq. (26), ‘Convergence Aspect at the Level of Atoms’: 

Convergence ∝ f (a_orbital). (26)
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A property of such a-Group atoms is that the nature of chemical reactions will 
change. Restrictions to do with bonding of atoms to form molecules will change once 
a-Group atoms are added to the mix. Sensitivity to the fifth property of convergence 
will allow the sensing of related changes in atoms. 

7 Sensing the Fivefold Structure of Molecular Plans in Cells 

At the cellular level, all living cells—whether plant, animal, or human—are made 
up of nucleic acids, proteins, lipids, and polysaccharides [20]. 

Nucleic acids are responsible for encoding, storing, transmitting, and maintaining 
the hereditary information that is essential for keeping a cell alive. They act as the 
cell’s librarians, containing instructions on how to create proteins and when they 
must be produced. Furthermore, nucleic acids are the vessels by which knowledge 
is passed on to future generations of cells. Therefore, nucleic acids can be regarded 
as a manifestation of knowledge at the cellular level, as expressed by Eq. (27): 
‘Knowledge Correlation at the Cellular Level’. 

SK(cell) � [
Knowl., Wisdom, Law Making, Spread of Knowl . . .

]
. (27) 

This relationship may also be summarized as a simpler version by Eq. (28), 
‘Simple Version of Knowledge Correlation at the Cellular Level’: 

Knowledge ∝ f (nucleic acids). (28) 

Proteins are essential for the functioning of cells. They can be found in every part 
of the cell, and further, come in a variety of shapes and sizes. Some proteins are 
designed to form specific shapes, such as tubes, rods, nets, hollow spheres, among 
others, while others act as motors using energy to move and flex [20]. Additionally, 
many proteins also act as catalysts to enhance chemical reactions and transfer and 
transform atoms as needed. With such a wide range of abilities, proteins are used to 
complete nearly all tasks in the cell, with estimates of up to 30,000 different kinds 
of proteins in the human cell. 

Proteins can be seen as a manifestation of dedication and hard work at the cellular 
level, as demonstrated by Eq. (29): ‘Presence Correlation at the Cellular Level’. 
They are known for their diligence and determination, contributing to the perfect 
functioning of cells. Therefore, it can be said that proteins are essential to provide a 
service. 

SPr(cell) � [
Service, Perfection, Diligence, Perseverance, .  .  .

]
. (29) 

This relationship may also be summarized more simply by Eq. (30), ‘Simple 
Version of Presence Correlation at the Cellular Level’:



Sensing the Emergence of New Structure in Matter and Life and Its … 85

Presence ∝ f (proteins). (30) 

By themselves Lipids are individual small molecules. However, when grouped 
together, they are able to form the largest structures of the cell. When placed in 
water, they easily aggregate into large sheets that are not only waterproof, but also 
create natural boundaries. These boundaries enable concentrated interactions to take 
place within the cell and allow for tasks, such as the nucleus and mitochondria, to 
be contained in lipid-defined compartments. Moreover, each cell is surrounded and 
contained by a lipid-defined boundary. 

Lipids can be seen as the facilitators of relationship and harmony within the 
cell, promoting collaboration and specialization, and potentially demonstrating early 
forms of compassion and love. This idea of harmony is represented by Eq. (31), 
‘Harmony Correlation at the Cellular Level’: 

SH (cell) � [
Love, Compassion, Harmony, Relationship . . .

]
. (31) 

This relationship may also be summarized more simply, by Eq. (32), ‘Simple 
Version of Harmony Correlation at the Cellular Level’: 

Harmony ∝ f (lipids). (32) 

Polysaccharides, in contrast to individual and small lipids, are long branched 
chains of sugar molecules covered with hydroxyl groups that come together to form 
storage containers. This makes them useful for storing the cell’s energy, as well as 
building some of the sturdiest structures found in nature. For example, the exoskeleton 
of an insect is made of a type of polysaccharide. 

Polysaccharides are known to provide energy and strength, enabling cells to under-
take new adventures. This is evidenced by Eq. (33), ‘Power Correlation at the Cellular 
Level’, which illustrates how polysaccharides are sources of power and courage at 
the cellular level. 

SPo(cell) � [
Power, Courage, Adventure, Justice, .  .  .

]
. (33) 

This relationship may also be summarized more simply by Eq. (34), ‘Simple 
Version of Power Correlation at the Cellular Level’: 

Power ∝ f (polysaccharides). (34) 

Anandam is proposed as a possible future molecular plan that allows cells to 
leverage the property of quintergence. As a result of this molecular plan, the cell will 
be able to take the shape or function of any of the molecular plans within it or combine 
these in unforeseen ways. As a result, properties such as convergence, shape-shifting, 
lightness, heaviness, and so on get materialized. This precipitation of convergence at 
the cellular level is summarized by Eq. (35), ‘Convergence Correlation at the Cellular 
Level’:
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SCv(cell) � [
Combination, ShapeShifting, Expansion, Lightness, .  .  .

]
. (35) 

This relationship may also be summarized more simply by Eq. (36), ‘Simple 
Version of Conversion Correlation at the Cellular Level’: 

Convergence ∝ f (andandams). (36) 

Sensitivity to the fifth property of convergence will allow the sensing of related 
changes in molecular plans. 

8 Summary and Conclusion 

The fourfold model of light prototypes cosmos as a CAS. In this model, all surfacings 
of matter and life are seen as fourfold constructs whose architecture is determined 
by the four properties of light that maintain their symmetry regardless of the layer 
in which, or how light shows up. 

The iterative, computational nature of the model, based on a system of feedback 
loops, however, indicates a potential or future phase in which the fourfoldness in 
the highest layer of light or the source conceptual space is more easily reflected in 
the physical layer where materialization takes place. When this happens then the 
‘system’ as it were morphs and pushes forward an implicit fifth aspect that changes 
the mathematics of the model itself, and subsequently all architectures emanating 
from light. 

What this model is predicting, and what this paper is highlighting, is that sensi-
tivity to the fifth construct, referred to as ‘convergence’, will allow sensing corre-
sponding changes to the very nature of macro-parameters—such as space–time, 
energy, gravity—operative at the cosmic level, to recognize dynamics related to a 
fifth possible macro-parameter, that of quintergence. Quintergence is predicted to 
alter the physics of space, time, energy, gravity so that these act as a more unified 
embryo within which dynamics suggested by the antecedent layers in the model are 
more fully reflected at the material level. 

As this happens, then sensitivity to corresponding changes in the physics of the 
electromagnetic spectrum, and of quantum particles increases. Sensing possible 
changes to the fourfoldness of the electromagnetic spectrum as it displays five-
foldness becomes possible. Hence, with the propagation of convergence, the 
electromagnetic-wavearchetype-masspotential aspects are accompanied by a ‘pentic’ 
aspect that allows complexification of electromagnetic function in terms of simul-
taneous combination of wavelength, frequency, and energy dimensions. A model 
attuned to this will allow changes driven by emerging fivefoldness to be sensed. 

The pressure of meta-function of light continuing to express itself materially is 
then also predicted to bring into being a fifth type of ‘amorem’ quantum particle 
by which the mathematics of quantum particle combination goes through a radical 
change. As a result, a host of new atoms is also predicted to come into being. A
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model attuned to emerging fivefoldness at the quantum particle level will therefore 
also allow such changes to be sensed. 

If the realm of macro-parameters operative at the level of cosmos—the electro-
magnetic spectrum and quantum particles—is considered the domain of physics, it 
is clear then that the change in the model of light suggests that there will be emergent 
changes in physics itself. But further, it also suggests as substantive, changes to the 
realms of chemistry and biology. 

The change to chemistry follows the change in structure of the periodic table itself. 
It is predicted that a-Group atoms may be created, that serve a similar function as did 
amorem particles at the quantum particle level. Basically, it will allow the limits of 
chemical reaction to be transcended so that a whole new host of atom combinations 
will become possible, allowing new molecules to come into being. 

Equally, there are going to be emerging changes to biology itself. This follows 
from the suggestion that a fifth type of anandam molecular plan may also begin to 
manifest in living cells. This will give cells extraordinary capabilities, levels ahead of 
the already extraordinary capabilities of cells. Attunement to this will allow emergent 
fivefold changes at the level of cells to also be sensed. 
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VOTUM: Secure and Transparent 
E-Voting System 

Joaquin Egocheaga , William Angulo , and Cesar Salas 

Abstract Elections are an essential part of citizens’ rights, and they are also 
conducted in universities and colleges to ensure transparent selection of ideal author-
ities while preventing identity fraud and information loss among voters. It is worth 
noting that Internet voting has gained significant attention in recent years, with many 
organizations worldwide planning to experiment with and implement it. To address 
these challenges, we propose VOTUM, a free fraud e-voting system that incorpo-
rates two authentication methods: facial recognition and one-time password (OTP). 
Additionally, the system employs two cryptographic algorithms to encrypt voters’ 
information throughout the voting process and generates a unique code to verify 
the successful casting of votes. VOTUM’s design is creative, flexible, colorful, and 
animated, aiming to encourage students and professors to fulfill their civic duty by 
participating in elections. Through interviews conducted with 31 students and univer-
sity professors, we achieved a 90% trust level and a 15% margin of error to assess 
satisfaction with transparency, trust, and user experience within the VOTUM system. 
The results indicated a satisfaction level of over 90%, showing the significant contri-
bution of this research in enhancing trust and transparency in the voting processes 
of universities and colleges. 

Keywords E-voting · Facial recognition · One-time password · Security voting ·
Amazon Rekognition · Secure e-voting · Transparency voting · Face recognition 
voting 

1 Introduction 

Voting is one democratic activity that must be transparent because it is the funda-
mental mechanism for people to choose their representatives [1]. In a democratic 
system, only eligible members can vote once, and no one can change, delete, or
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duplicate the votes. The tally should exactly reflect the election results and the tradi-
tional voting system. In this article, it is proposed to treat the elections at the university 
level with a portable and convenient solution that allows users to cast their vote at 
any time, from their own computing device connected to the Internet. The aim is to 
digitize the processes of election registration, voting, verification, and vote counting 
during the electoral cycle [2]. 

The implementation of electronic voting faces the challenges of the modernization 
of the electoral process, the training of people, and their confidence in the process 
and the electoral authorities. The main advantages of electronic voting are security, 
speed, reliability, and the possibility of correction [3]. Furthermore, an electronic 
voting system must have the following security requirements, which are eligibility, 
uniqueness, privacy, and accuracy [4]. 

With that in mind, our paper proposes a scheme of an electronic voting system that 
seeks to reduce the cases of fraud in university elections, using facial recognition and 
one-time password (OTP) as a way to ensure voter authentication and encryption of 
information for the security of the vote within a non-face-to-face electronic voting. 
Also, a development will be carried out for experimentation at the functional level 
to validate the business logic proposed in this paper and test the effectiveness of our 
proposed factors to ensure a secure voting process, so that it can be scalable for a 
more elaborate development for elections in a more real environment. 

To achieve the proposed goal, cryptography and biometric authentication have 
been suggested as potential solutions to address the security and transparency 
concerns. However, a more comprehensive approach is necessary to ensure the safe-
guarding of voter registrations and the voting process, while also maintaining voter 
privacy. “If a cryptographic scheme is secure despite being publicly known, it is much 
more reliable” [5]. Furthermore, biometric authentication “is expected to replace the 
role of conventional techniques as access control to provide security for valuable 
data in avoiding attacks or fraud” [6]. The remainder of this paper is structured 
as follows: Sect. 2 outlines the fundamental components of the proposed system. 
Section 3 delves into the design aspects of our e-voting system. Section 4 validates 
the hypothesis through experiments and presents the obtained results. Finally, Sect. 5 
summarizes the conclusions drawn from the study and highlights potential avenues 
for future research. 

The results showed a 90% acceptance rate by the students interviewed regarding 
the usability and data security offered by VOTUM during the voting process. 

2 Related Works 

In this section, we will review some work related to e-voting systems to analyze 
different ideas and considerations that other authors had. Also, we will review papers 
related to biometric methods and schemas that other authors have proposed. 

For the development of an electoral process, it is essential that it be secure and 
complete in order to guarantee the anonymity of the vote and accurate accounting.
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This is why Yining Liu proposes an electronic voting scheme based on the secret 
exchange k-anonymity which consists in the fact that the receipts of voters’ votes are 
published when they are generated, so it is not possible to distinguish individually to 
whom they belong, but they can accurately verify the result [7]. Moreover, Oprea and 
other authors agree with this idea and mention that human counting is prone to have 
several errors as it is also more costly so they propose an electronic voting system 
architecture based on blockchain tables which allows that the recorded data cannot 
be altered and to avoid potential fraud so that it is in charge of voting at the university 
level in which it is evident that it is based on principles such as voting only once, 
end-to-end verifiable, and auditable [8]. Also according to Johari and other authors 
consider that elections are a right that every citizen has and in order to encourage 
voter suffrage they propose a secure electronic voting system implemented in the 
cloud using microservices with node technologies using Azure Service Fabric [9]. 

On the other hand, in the aspect of security in elections today is to guarantee the 
judgment and realness of the vote can be seen from the use of biometric methods 
which allows elections to be more transparent, so Masud Ahmad proposes a voting 
system which requires a record of biometric information of thumbs prior to the 
elections so that once they start these, voters can be authenticated and to cast their vote 
in full [10]. In addition, according to the article by Vasanthi and Seetharaman, facial 
recognition is considered a prominent method in biotechnology and is in high demand 
for security, so a method of facial recognition through biometric data is proposed, 
based on multivariate correlations using geometric points and visual characteristics 
of the face, such as color and texture, which are represented with arrays [11]. 

3 Main Contribution 

In this section, the main concepts and the principal contribution of this paper will be 
presented. 

3.1 Method 

The main contribution of this paper consists of the faculty of voters who can be 
authenticated using the face biometric authentications provided by Amazon Rekog-
nition SendGrid for OTP. Furthermore, to increase voter participation and improve 
election results in a way that addresses the challenges associated with traditional 
voting practices [12]. To achieve it, we use an attractive design for the mobile app to 
make voters feel comfortable white voting. 

This paper VOTUM is built to support university electoral processes consid-
ering prerequisites such as protection, qualification, and unquestionable status. The 
proposed system aims to achieve secure digital voting without compromising its 
convenience. Designed for mobile devices to facilitate user participation, with
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measures such as facial recognition identification to prevent the occurrence of 
multiple votes from the same individual. 

Architecture Overview of Solution Architecture 

First summarize the components, the roles of the users and staff members who are 
involved. VOTUM belongs to the category of remote electronic voting systems, this 
class of digital voting systems involves the use of PCs, laptops, tablets, and other 
off-the-shelf gadgets. The operating systems where web app VOTUM can be used 
are Windows, MacOS, and Linux. Furthermore, VOTUM mobile app can be used 
on Android and IOS devices. 

This class of digital voting frameworks includes the use of phones and PCs. The 
suggested solution eradicates the requirement for these individuals to verify both the 
eligibility of users to vote and the accuracy of the voting operations. 

Actors of System 

There are two kinds of actors who have interactions with the VOTUM system, staff 
members and voters who can be students or professors. Every voter is previously 
registered in the system with their university code by the staff members. 

Staff individuals can be classified into two bunches based on their parts and 
obligations inside particular election stages. To do so, they connected with the central 
framework and VOTUM administrations:

• Staff involved in preliminary operations are responsible for tasks associated with 
preparing and verifying the voter list, as well as creating digital voter cards.

• Staff directing all voting operations physically are entrusted with guaranteeing the 
correct conduct of the voting process, which incorporates confirming the proper 
working of the voting system. 

Elements of System 

The by and large framework incorporates a few computer program applications that 
run at the same time on numerous physical machines, as appeared in Fig. 1. In  
specific, the proposed design includes the utilization of an administration panel, 
voting device, central system, facial recognition service, mail service and Identity 
Access Management (IAM). The facial recognition cloud service used is Amazon 
Rekognition. It is a cloud service that provides a simple and easy-to-use API that 
allows you to quickly analyze any image or video file stored in Amazon S3 to deter-
mine the level of similarity between them [13]. The Mail Service used is SendGrid is 
a provider of SMTP services in the cloud that allows the sending of electronic mail 
that gives the facility of not needing own mail servers [14].

Design Requirements and Assumptions 

In this section, the design requirements, and general and security assumptions of 
VOTUM are described.
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Fig. 1 VOTUM architecture overview

• Privacy: User’s privacy is guaranteed if it is not possible in any way to trace a 
vote back to the voter who cast it. To guarantee that, our solution meticulously 
separates the identification and voting phases, abstaining from the collection of 
any user-related information. During the whole voting process, no element of 
the system possesses knowledge of both the identity of voters and the content of 
their votes. The formal analysis that verifies VOTUM’s adherence to this principle 
demonstrates that each vote is entirely unlinked from the identity of the voter.

• Authenticity: The voter must provide their required authentication factors. 
Authorized voters only are provided with access to the voting page.

• Fairness: No entity can gain any knowledge about the partial ballot before the 
end of the polling. 

Secure Data Storage Using Encryption 

Our project applies to guarantee the security and anonymity of registered voter codes 
through encryption methods. During the phases prior to sending the vote, the voter’s 
code is encrypted with SHA256 in the database according to the vote, which allows 
it not to be decrypted. However, for the business operations of the voting process, 
in order to correctly perform the filtering, the voter’s code that is stored locally in 
the mobile device obtained when logging in is used, so that it can be encrypted in 
each business operation during the voting process and can be used to filter the votes 
as expected and at no time the original code is revealed. Once the voter has been 
authenticated and proceeds to submit his or her vote, the voter code that was used 
for filtering the votes is replaced by a new encryption of the original voter code in 
which hybrid encryption is used. The hybrid encryption consists of the encryption 
of a plain text, in this case the university student code using in first instance the DES



94 J. Egocheaga et al.

encryption algorithm. DES algorithm is an encryption algorithm consisting of a 64-
bit block cipher with a 56-bit key [15]. When the university student code is encrypted, 
it is encrypted again using the RSA encryption algorithm. RSA algorithm consists 
of a three-step encryption algorithm, key generation, encryption, and encryption 
description. This requires a vast amount of 2048-bit prime numbers [16]. Finally, 
this last generated encrypted code is stored in the database to make the system 
recognize the owner of every vote when an election finishes. 

The following steps describe how hybrid encryption is used. 

(a) Voter sends its vote to the server. 
(b) Server encrypts voter code by hybrid algorithm. 
(c) Database replace SHA-256 voter code with hybrid algorithm voter code. 

Face Recognition Using Amazon Rekognition 

Facial recognition is used to guarantee the authenticity and transparency of the vote 
through the voter’s identity. The Amazon Rekognition service is used to achieve this 
goal. The following steps describe the facial authentication process in the VOTUM 
system. 

1. The voter during the facial authentication phase has a picture of his or her face 
taken and sent to the VOTUM system. Likewise, the VOTUM system requests to 
the educational institution’s server (Active Directory), the link to host the voter’s 
image. 

2. The VOTUM system retrieves the voter’s image from wherever it is hosted. 
3. VOTUM sends the two images to the Amazon Rekognition service API and 

receives the results of the comparison to determine if the vote should be 
authenticated. 

VOTUM 

To address the unique attributes of each election, our system functions through 
three specific phases, concerning to the operations conducted prior to, during, and 
following the voting process. 

Pre-voting phase: In the phase prior to casting the vote, it is necessary to carry out 
other processes that are necessary for the voting phase to take place. The process of 
loading the voters belonging to the educational institution is essential, since, in this 
way, it is possible to know all the members of the institution who are entitled to vote. 

1. The process of loading is done through a massive upload of an XLSX file. The 
other process prior to the voting phase is the creation of elections, which consists 
of the creation of the electoral processes with their respective information. Like-
wise, the people participating in the election as well as the parties involved are 
assigned. 

2. XLSX files are sent to the web app server to get the data and start processing it 
with the business logic. Furthermore, data is sent to the database. 

3. Database registers the new election with its participants and candidates.
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Voting phase: During the voting phase, voters can express their preferences easily. 
In this process, the voter casts his favorite candidates and gets the credential via a 
secure manner such as face to face. 

This process starts when the voter is connected to the system and has clicked on 
Login Button.

• Once a voter’s identity has been verified, VOTUM no longer needs information 
about the user.

• In order to allow only authorized users to vote, the system verifies whether they 
are entitled to vote, and they have not previously voted.

• To ensure privacy, votes are encrypted after the voter submits his choice.
• During the voting stage, the voter can select the election of his or her preference. 

Subsequently, the voter may select the candidate of his choice and then confirm 
his choice.

• The authentication process initially prioritizes the use of facial authentication, in 
case the result is not successful, OTP authentication is used.

• The final step is that once the vote is authenticated, the voter must send the vote 
through a button on the interface. 

Post-voting phase: 

The post-vote casting phase is the audit phase, which consists of verifying the confor-
mity of the votes based on a voting code that only voters have once they have cast 
their vote. This process seeks to guarantee that the votes cast are in conformity with 
the voter’s choice. 

The main contributions of this paper are as follows:

• Unlike most of the remote voting systems VOTUM applies facial recognition 
technology as a security measure and voter authentication to ensure the identity 
of the voter.

• VOTUM applies data encryption to ensure the security and anonymity of regis-
tered voter codes through encryption methods. During the phases of voting, the 
voter’s code is encrypted with SHA256 and with the hybrid algorithm in different 
phases. 

Hypothesis 

VOTUM is expected to be a solution for university elections that provides all the 
necessary security and transparency properties to ensure user privacy and fairness of 
elections. In addition, it will be scalable to other voting levels.
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4 Experiments 

This section will discuss the experiments our project has undergone, as well as what 
is needed to replicate said experiments and a discussion of the results obtained after 
this process. 

4.1 Experiments Protocol 

In this subsection, details the configuration of the environment in which the experi-
ments were performed. During a period of one week, a mock election was conducted 
to test how secure and transparent the proposed e-voting system is in the voting 
process. For which has been defined a population of 1,347,600 [17] considering the 
sample size was defined a sample space of 31, which are students between the ages 
of 18–22 years. The validations and tests of the system were made at the Peruvian 
University for Applied Sciences located in Lima, Perú. After each voting procedure, 
participants were given a survey consisting of 10 questions of two types closed and 
using Likert scale (1–5), which was designed to ask voters for their satisfaction in 
using the system and to encourage them to make suggestions related to the security 
of the system. 

4.2 Results 

In this subsection, the experiments carried out and the results obtained in each of 
these are detailed. For statistical purposes, asked students about their educational 
background, i.e., whether their studies related to scientific or humanities areas. The 
Likert scale is used to determine the level of satisfaction while using the mobile app. 

One of the questions asked in the survey was whether the application adapts to 
the problem explained by the researcher, to evaluate the hypothesis variable about 
the security and transparency. A mean of 4.6 was obtained Also a confidence level 
of 90% was obtained with the asked question “Do you trust in voting,” to evaluate 
trust in electronic voting systems. A mean of 0.96 was obtained in the question of the 
survey was whether they considered the VOTUM application a secure application for 
electronic elections. Finally, 93.3% of the sample data found facial authentication and 
OTP authentication to be secure and 96.7% of the respondents agreed to recommend 
the application to other users.
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4.3 Discussion 

In this subsection, the results obtained in the previous section are detailed and 
discussed. 

The purpose of the security variable is to determine how difficult it is to access the 
voter’s data and how protected they are, as well as the voting data. On the other hand, 
the transparency metric intends to validate how unlikely it is that a person votes more 
than once and that the registered person is the one who votes and is not imperson-
ated by another person. Considering these variables, clear evidence can be obtained 
through the statistical data that the interviewees are satisfied with the security of the 
application since an average score of 4.7 was obtained from 30 interviewees with 
a Likert scale. On the transparency side, the interviewees had a positive reaction 
regarding the, so it was obtained that 93.3% of the interviewees felt very secure with 
the authentication methods, so it can be affirmed that the transparency variable was 
achieved. 

The purpose of validating the application based on the problems is to determine if 
it has been able to mitigate them. Based on the results, 93.4% of the sample population 
considers that the system was able to adapt to the problem of being able to carry out 
a secure and transparent election process. VOTUM can be considered that it does 
adapt to the problem. 

5 Conclusions and Perspectives 

VOTUM is a new electronic voting system suitable for any university election and 
based on, first, a suitable encryption algorithm in the voting management process; 
second, on the security and authentication of voting data and voter. Furthermore, 
the convenience of election procedures is heightened in terms of security and 
engagement. This is attributed to VOTUM being entirely open source, allowing 
security experts worldwide to assess the efficacy and resilience of this electronic 
voting system. Finally, VOTUM is successfully accepted by people because a high 
percentage of more than 90% of a survey of 31 people used the application and gave 
their approval in the fields of usability, security, and solution to the problem, so that 
they could effectively cast their vote. As future work, for VOTUM to be used in real 
elections, we have as future work the use of blockchain so that the registered data 
is immutable. In addition, another improvement that should be applied is the use of 
load balancer, evolving the system to microservices so that each service of the project 
is independent for both the administrator and voter. Finally, use a robust database 
manager to be able to support large data loads.
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Simulation and Fault Diagnostics Using 
I–V and P–V Curve Tracing 

Kabelo Mashiloane, Peet F. Le Roux, and Coneth G. Richards 

Abstract Localization of problems continues to be very difficult, especially in large-
scale photovoltaic (PV) systems. Especially for small-scale PV plants, the layout of 
PV systems significantly impacts the efficiency of detection systems. Due to faults 
occurring within PV arrays, this paper aims to highlight the value of fault detection 
in PV systems through I–V curve features. This is achieved by simulating models 
using MATLAB/Simulink of normal and faulty operations. Investigating faults in 
solar PV arrays is critical in improving PV systems’ dependability, effectiveness, 
and safety. A quick and efficient way to determine the actual performance of solar 
PV modules or strings is to use the I–V curve. To guarantee a PV installation’s 
operational dependability, fault detection is essential. Identifying and detecting faults, 
particularly in installations of solar systems, remains a major difficulty. The paper 
proposes an effective fault detection and identification method that uses PV array 
I–V curve analysis. 

Keywords Fault detection · I–V curve · MATLAB/Simulink · PV systems ·
Reliability 

1 Introduction 

The need to include renewable energy in the electrical system is growing due to 
widespread worries about climate change. Because photovoltaic (PV) power gener-
ation is secure, dependable, silent, ecologically friendly, and unlimited in resource 
distribution. It has a high energy quality, quick construction time, and many benefits 
over conventional power generation modes. Several nations have seen increases in 
PV energy production due to cost reductions [1]. 

A PV power plant can also be constructed by joining many PV modules in a series 
or parallel configuration because PV is a scalable and modular technology. Any issue
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among the PV modules could impact how well the system functions after they are 
electrically connected [2, 3]. Analyzing, detecting, and protecting faults is crucial in 
solar PV systems. Solar PV systems’ PV arrays, power conditioning units, batteries 
[4], wiring, and utility interconnections are still susceptible to failures or defects 
despite having no moving parts. In PV arrays [5], since PV modules are energized by 
sunlight during the daytime, it is difficult to shut them down during fault conditions. 

The analysis is significant in controlling the quality assurance of the PV modules to 
ensure that they provide dependable power generation by doing consistent PV module 
analysis with the I–V curve. It helps spot internal and external problems such as 
damaged solar cells, shaded regions, elevated temperature stresses, or malfunctioning 
bypass diodes by comparing the measured I–V curve to the predicted curve. 

While short-circuit current and open-circuit voltage measurements can be 
measured using digital multimeters and clamp meters, I–V curve tracing enables 
monitoring while the module is in use. Knowing how a PV module performs 
under load allows for non-invasive diagnostics, which eliminates expensive, time-
consuming, and invasive repairs that reduce the performance of the PV system as a 
whole. 

A method for detecting, classifying, and locating faults is proposed in this study. 
A top-down approach will be used based on I–V curve analysis to detect and find 
faults that may occur. Simulated faults demonstrate the method’s ability to classify 
and identify faults clearly in PV systems. Unlike other techniques, I–V curve analysis 
helps understand how faults affect PV systems while simultaneously being flexible 
[6, 7]. The simulations will be done using MATLAB/Simulink, whereas many other 
researchers use ETAP software for their modelling [8]. 

2 Types of Faults in the PV Array 

Faults can also be categorized as permanent or transient based on the length of 
the PV system [9]. A transient issue lasts only a short while, such as dust, dirt, or 
snow buildup on the PV module’s surface. However, a long-lasting flaw (such as 
age, slack, or disconnected electrical wire) persists in the system. According to [9], 
these shadows are produced by adjacent objects (such as trees, buildings, and other 
objects) or clouds moving directly overhead. The main way these faults have been 
characterized is by their common traits. This section lists common defect kinds [10] 
(Figs. 1, 2 and Table 1).

3 Photovoltaic I–V Curve Analysis 

A PV module, string, or array can operate at any position along the I–V curve 
(current versus voltage) depending on the ambient conditions. A curve that begins at 
the short-circuit current and finishes at the open-circuit voltage is shown in Fig. 3.



Simulation and Fault Diagnostics Using I–V and P–V Curve Tracing 103

Fig. 1 Classification of faults 
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Fig. 2 Typical faults on PV system

The maximum power point at the I–V curve’s knee point is the operating point 
which produces the most output power [18]. As temperature and irradiance change, 
the inverter’s Maximum Power Point Tracking circuit (MPPT) is tasked with locating 
the maximum power point. Power against voltage (P–V) curves have zero at either 
end or reach their maximum at the I–V curve’s knee point. Any impediment that
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Table 1 Reason for occurrence 

Fault Reason for occurrence 

Hotspot fault Occurs due to cell mismatch, excessive resistance, or cell deterioration. 
Partially shadowing [11] 

Partial 
shadowing 

Caused by obstructions to the sun irradiance in the form of moving clouds, 
trees, and other structures [12] 

Line–Line 
fault 

When a system’s two DC conductors short-circuits one another [13] 

Ground fault A PV system’s cables or metal components short-circuit accidentally [14] 

Arc fault The plasma discharges and the array may burn because of the extremely high 
temperature 

PV module 
fault 

This happens due to broken glass, disconnections, or incorrect connections [15, 
16] 

Diode faults Overheating can be blamed for this bypass diode with a short-circuit or 
open-circuit [17]

Fig. 3 I–V and P–V curve characteristic graphs

alters the I–V curve’s form, as depicted in Fig. 4, will lower peak power and lessen 
the array’s worth. Figure 5 illustrates how a mismatch impairment affects the output 
power.

The plots obtained for all conceivable points within a certain working range are 
the power voltage (P–V) and current voltage (I–V). There is a precise maximum 
power point (MPP) on each curve. 

Pmp = Imp ∗ Vmp (1) 

From a characteristic curve’s maximum point, Imp and Vmp can be found. A 
PV cell’s open-circuit voltage, short-circuit current, fill factor, and efficiency are its 
additional characteristics.
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Fig. 4 The losses that can reduce the output of the PV array 

Fig. 5 The effects of some faults on the PV array

When the PV cell’s circuit is still open, and the current flowing through it equals 
zero, the “open-circuit voltage” is present. 

Voc = V (at I = 0) (2) 

The open-circuit voltage (Voc) is the maximum voltage in a solar cell while the 
current is zero. The forward bias on the solar cell, symbolized by the open-circuit 
voltage, results from the PV cell’s preference for connection with the current created 
by Light. 

Voc = NKT q ln
[
IL 
I0 

+ 1
]

(3)
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where N = ideality factor, IL = light-generated current, T = temperature, I0 = dark 
saturation current, K = Boltzmann constant, q = charge of the electron. 

Temperature and open-circuit voltage (VOC) are exactly related according to the 
equation above. As a result, VOC increases directly as the temperature does. However, 
this did not occur because the saturation current increases quickly as the temperature 
rises. As a result, it is difficult to ascertain the effect of temperature on open-circuit 
voltage. As the saturation current varies with temperature, it gets smaller. 

When zero voltage is discovered across the system, the maximum output current 
from a solar cell is derived as short-circuit current (ISC). 

I(at V = 0) = Isc (4) 

The short-circuit current is formed and accumulated from light-generated carriers. 
In a perfect solar cell with no resistive loss mechanisms, there is no differentiation 
between the light-generated current (IL) and the short-circuit current (ISC). Short-
circuit current is, therefore, the maximum current that can be recovered from a solar 
cell. 

A solar cell’s quality can be assessed by determining its Fill Factor (FF). The 
computation is carried out by dividing the greatest power by the theoretical power 
obtained by multiplying the short-circuit current by the open-circuit voltage. 

FF = ImpVmp 

IscVoc 
= Pmax 

IscVoc 
(5) 

The Fill Factor (FF) can calculate an organic solar cell’s power conversion effi-
ciency. Various variables may greatly influence the fill factor, and these variables 
interact intricately. Consequently, it is not easy to comprehend the idea of the FF. 
Based on the three main components of the PV cell equivalent circuit, the diode, 
shunt resistance, and series resistance, scientific progress in comprehending FF in 
organic solar cells should be evaluated. 

Efficiency can be calculated by dividing the greatest output power by the input 
power. 

η = Pm 
Pin 

∗ 100 (6) 

A key factor in comparing a PV cell’s performance to other solar cells is its 
efficiency. A solar cell’s output and input energy can be compared to determine its 
efficiency. The operating temperature of the PV cell, the band spectrum, and the 
sunlight’s intensity can all impact how efficient they are.
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4 Simulation Models 

Specifically, the Soltech 1STH-215-P polycrystalline module will be used in the 
simulation. The module’s specs are displayed in Table 2. 

A series–parallel connection will be built for the simulation since it produces 
much electricity for big PV system plants. 

The modules will be stringed together as a PV module to get the necessary voltage. 
After that, two additional strings will be joined in parallel to create the system’s 
required current level. The schematic diagram and simulation setup for the system 
model that will be simulated are depicted in the accompanying Fig. 6. By letting elec-
tricity flow around the damaged or shaded panel or string, the bypass diodes linked in 
parallel to each PV module help increase the system’s efficiency and dependability. 
Figure 6 illustrates the Simulink model with no fault; the PV system is a 3 × 3 
system (i.e., consists of 3 arrays connected in parallel to the PV system with a string 
consisting of 3 PV modules connected in series). Table 3 provides the parameters of 
each string on the system, and Table 4 provides the parameters of the system’s total 
output.

4.1 Case Study One—Partial Shading 

The simulation will compare the normal PV systems illustrated in Fig. 7 with Fig. 9 
and Fig. 11 under partial shading faults. Figure 8 shows the schematic diagram of 
a system with two PV modules affected by partial shading, and Fig. 10 shows the 
schematic of four PV modules under shading conditions. This will show the output 
effect of partial shading on the PV system.

Table 2 Parameters of Soltech 1STH-215-P polycrystalline module 

Parameters Values 

Maximum power (W) 213.15 W 

Open-circuit voltage Voc (V) 36.3 V 

Voltage at maximum power point Vmp (V) 29 V 

Temperature coefficient of Voc (%/deg.C) − 0.36099%/deg.C 

Short-circuit current Isc (A) 7.84 A 

Current at maximum power point (A) 7.35 A 

Temperature coefficient of Isc (%/deg.C) 0.102%/deg.C 

Cells per module (Ncell) 60 

Shunt resistance Rsh (ohm) 313.3991 �

Diode ideality factor 0.98117 

Series resistance Rs (ohm) 0.39383 �
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Fig. 6 Schematic diagram of modelled simulation with no fault 

Table 3 Parameters of one 
string on the system 
(calculated) 

Parameters Values 

Maximum power (W) 639.45 W 

Open-circuit voltage Voc (V) 108.9 V 

Voltage at maximum power point Vmp (V) 87 V 

Short-circuit current Isc (A) 7.84 A 

Current at maximum power point (A) 7.35 A 

Power (W) 645.00 W 

Efficiency (η) 99.14% 

Fill factor FF 0.799 

Table 4 Parameters of 
system output (calculated) Parameters Values 

Maximum power (W) 1918.35 W 

Open-circuit voltage Voc (V) 108.9 V 

Voltage at maximum power point Vmp (V) 87 V 

Short-circuit current Isc (A) 23.52 A 

Current at maximum power point (A) 22.05 A 

Power (W) 1935 W 

Efficiency (η) 99.14% 

Fill factor FF 0.799
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Fig. 8 Schematic diagram of two-shaded modules

Figure 12, the I–V curve, illustrates no fault as per the blue line plotted on the 
graph, indicating that all modules perform at the highest efficiency without shading. 
The P–V curve as seen in Fig. 13, the two-shaded modules, as denoted by the red 
line’s curves on Fig. 13 of PV2 and PV4 as shown in Fig. 9, have low irradiance input. 
With the aid of bypass diodes, the modules got bypassed due to the low irradiance 
condition. However, as seen in Fig. 13, this created two maximum power points on 
the system and two knee points on the I–V curve in Fig. 12; thus, the power output has 
decreased. The four-shaded modules, as represented with the yellow line as shown 
in Fig. 13, have low irradiance input that shows significant losses. The plot shows 
that PV2 got bypassed due to its low irradiance, and in the second array, PV4 and 
PV5 got bypassed due to low irradiance, and PV6 got bypassed on the third array of 
Fig. 11 simulation model.

As seen in Fig. 13, the Maximum Power Point (MPP) is illustrated, indicating 
the PV modules were bypassed. This is due to partial parts of the surface of the PV 
modules being shaded, thus decreasing the power produced by the shaded modules. 
Should this be ignored, a hotspot will be created, causing a fault in the solar system.
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Fig. 10 Schematic diagram of four-shaded modules

4.2 Case Study Two—Module Mismatch 

The simulation model in this case study will have figures where some of the modules 
will have different ratings, also known as a mismatch of PV modules, which will be 
simulated and compared. Table 5 will show the outputs for PV module 2 mismatch 
A, and then Table 5 will also show the specifications for PV modules 2 and 9 of 
mismatch B. They will be compared to a normal PV system with PV modules with 
the exact specifications.

The I–V characteristic curve in Fig. 14 with the electrical parameters of Table 2 in 
all modules of Fig. 7 simulation model under Standard Testing Conditions (STC), it 
can be observed that the maximum power produced, without losses, will be expected 
as shown in Figs. 14 and 15.

As indicated above, the mismatch A scenario refers to the PV2 module with 
different rating conditions, as shown in Table 5. For the remaining PV modules of 
Fig. 7, simulation model mismatch loss will be the result, as shown in Figs. 14 and 
15, where the I–V and P–V curves are denoted in orange line curves.
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Fig. 12 I–V curve of partial 
shading results with no fault 
reference curve 

Fig. 13 P–V curve of partial 
shading results with no fault 
reference curve

Table 5 Modules with lower output than their ratings 

Parameters Values (PV2) Values (PV9) 

Maximum power (W) 189.97 W 179.21 W 

Open-circuit voltage Voc (V) 35.20 V 34.2 V 

Voltage at maximum power point Vmp (V) 27.10 V 26 V 

Short-circuit current Isc (A) 7.38 A 7.1 A 

Current at maximum power point (A) 7.01 A 6.89 A 

Cells per module (Ncell) 60 60 

Shunt resistance Rsh (ohm) 1085.67 � 5609.60 �

Series resistance Rs (ohm) 0.57 � 0.61 �
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Fig. 14 I–V curve of 
mismatch results with no 
fault reference curve 

Fig. 15 P–V curve of 
mismatch results with no 
fault reference curve

Mismatch B, denoted with a yellow line in Figs. 14 and 15, shows an increase 
in mismatch losses with two mismatch modules on PV2 and PV9 with the rating 
characteristics of Table 2 than the rest of PV modules. The results show that when 
designing a PV system, the modules’ ratings should be considered when designed. 
The short circuit (ISC) and open circuit (VOC) tests should be conducted on the PV 
modules to ensure they match the ratings of the nameplate under STC conditions.
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Fig. 16 Schematic diagram of a short-circuit in the system 

4.3 Case Study Three—Short-Circuit Fault 

The schematic diagram in Fig. 12 shows a short-circuit fault from the positive terminal 
of the PV2 module to the negative terminal of the PV3 module, and Fig. 13 shows 
the Simulink model of the diagram. Figure 15 is another possible scenario of a short-
circuit from the PV2 module to between the PV5 and PV6 modules. The two potential 
short-circuit faults will be compared to a normal working PV system (Figs. 16, 17, 
18 and 19).
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Fig. 18 Schematic diagram of a short-circuit in the system

The plots show that the PV2 and PV3 being on the same string, the output of the 
system significantly affects the output, ISC is not affected where the VOC is highly 
impacted, and due to this, the maximum output of the system will drop. With the 
short-circuit between two strings, as shown in Fig. 4.10. I sc is also unaffected, but 
Voc has reduced and untimely lowers the PV system’s output. This indicates that a 
short-circuit does not affect Isc but reduces V oc and drops the power output of the 
Solar system. The occurrence of short circuits is primarily due to line-to-line faults 
(Figs. 20 and 21).
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Fig. 20 I–V curve of short 
circuit faults results with no 
fault reference curve 

Fig. 21 P–V curve of short 
circuit faults results with no 
fault reference curve 

5 Conclusion 

Fault monitoring is essential to ensure that PV systems operate safely and dependably. 
In Solar PV systems monitoring, automatic fault identification and categorization 
remain a significant problem. This research proposed a diagnosis method based 
on examining features curve deviation. A model with no fault was simulated and 
compared to different fault model conditions of the PV system to identify the faulty 
modules. The I–V and P–V curves’ shapes offer essential details regarding possible 
causes of performance issues in the modules and provide information to determine 
the most likely reason for the PV modules’ under-performance. It will be essential 
for the analysis to be performed during installation, commissioning, or periodically 
on system inspection to check the system’s health and performance at specified 
parameters. I–V testing would not be sufficient to inspect a PV plant with numerous
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PV strings on each module to identify faults, as it will be time-consuming, and the 
labor costs would be high. For future research, smart I–V and P–V curve analysis for 
automatic inspection of PV systems should be considered for a less time-consuming 
and efficient analysis. 
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Comparing Adopter, Tester, 
and Non-adopter of Collaborative 
Augmented Reality for Industrial 
Services 

Maike Müller , Stefan Ohlig , Dirk Stegelmeyer , and Rakesh Mishra 

Abstract Collaborative augmented reality (CAR) is a remote collaboration tech-
nology that utilizes augmented reality (AR) to create a shared environment for 
distributed collaborators conducting physical tasks. CAR became commercially 
available a few years ago, and its industrial adoption was accelerated by the contact 
and travel restrictions imposed during the Covid-19 pandemic to provide industrial 
services. However, it seems that despite implementation, the technology is not fully 
embraced and used regularly. Therefore, the objective of this paper is to explore 
differences in the assessment of perceived benefits, opportunities, challenges, and 
barriers in implementing CAR among different adoption status groups (i.e., Adopters, 
Testers, and Non-adopters). To achieve this objective, we conducted a survey in the 
German capital equipment industry. With a sample size of 130 companies, our study 
is the first attempt to quantitatively explore CAR adoption in the capital equipment 
industry and it provides valuable insights into the reasons for potential hesitations in 
adopting CAR. 

Keywords Augmented reality · Collaboration technology · Technology adoption ·
Technology implementation · Remote service · Capital equipment 

1 Introduction 

Many capital equipment manufacturers provide services such as equipment instal-
lation, maintenance, fault diagnosis, repair, and overhaul. A key customer require-
ment in industrial service delivery is short response times to equipment failures,
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particularly those causing downtime [1, 2]. However, manufacturers are faced with a 
globally dispersed installed base, resulting in significant travel times to deliver these 
services. Moreover, product complexity often demands scarce specialized knowledge 
[2, 3]. Apart from that, delivering industrial services often involves complex value 
creation networks, with participants including at least the capital equipment manu-
facturers and their customers, but often also component suppliers, or other service 
providers [2]. Thus, efficient service delivery requires effective information sharing 
and remote collaborative problem-solving in inter-organizational settings. However, 
remote collaboration often relies on traditional communication by phone, messaging, 
and email [4, 5], which can lead to long resolution times and misunderstandings [6, 7]. 

To address these challenges, capital equipment companies have started to extend 
their remote technology toolbox with collaborative augmented reality (CAR), which 
has become commercially available a few years ago [8]. CAR allows multiple 
users such as remote experts and on-site technicians to share the same augmented 
environment, when they are not co-located [9]. This facilitates knowledge transfer 
and helps in executing physical service tasks, for example when technicians lack 
knowledge during on-site service interventions [10]. However, even though the 
contact and travel restrictions imposed during Covid-19 accelerated the adoption 
of CAR [11, 12], anecdotal evidence provided by our industry partners indicates 
that, despite its implementation, CAR is not fully embraced and used regularly. 
Therefore, wide-scale industrial diffusion seems yet to be realized [10, 13]. 

Therefore, the objective of this paper is to explore differences in the assess-
ment of perceived benefits and opportunities, as well as challenges and barriers 
of implementing CAR among different adoption status groups (i.e., Adopters, 
Testers, and Non-adopters). To achieve this objective, we conducted a survey in 
the German capital equipment industry. Thereby, this paper contributes insights into 
why companies in the capital equipment industry might hesitate to adopt CAR. 

2 Theoretical Background 

2.1 Collaborative Augmented Reality 

Augmented reality (AR) is defined as ‘any case in which an otherwise real environ-
ment is “augmented” by means of virtual (computer graphic) objects’ [14]. CAR is a 
specific type of AR, also known as ‘AR remote maintenance’, ‘mobile collaborative 
AR’, or ‘tele-maintenance’, among others [9]. CAR consists of two main features: 
a shared view and awareness cues when operated on handheld devices. When wear-
able AR devices such as head-mounted displays (HMDs) are utilized, hands-free 
communication is added to the scope of function. 

A shared view allows remote experts and on-site technicians to see the same 
workspace when collaborating remotely. The primary goal of shared views is to 
enhance situational awareness and establish effective communication. This can result
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in performance enhancements of 30–40% and allows remote experts to take corrective 
actions to reduce misunderstandings and errors [15]. Various approaches enable 
shared views, ranging from live video links [5, 16] to advanced systems combining 
AR and virtual reality modes [17, 18]. In industry, video links are commonly used. 

The second main feature of CAR is awareness cues, which also aim to enhance 
situational awareness and effective communication by overlaying virtual content 
onto the view of the on-site technician. It is this feature that distinguishes CAR 
from a mobile teleconferencing system. Virtual content can encompass pre-made 
2D elements such as cursors, arrows, and circles [19, 20], as well as more complex 
3D objects like CAD representations of machine components [18, 21], or free-hand 
drawing tools [16, 19]. Engineering research is also developing advanced commu-
nication cues, such as projecting the remote expert’s hand gestures and head/gaze 
direction into the view of the on-site technician [17, 18]. However, advanced aware-
ness cues have not yet found practical application in the industry, and even complex 
cues are rarely used. 

Hands-free communication involves the utilization of an HMD to enable on-site 
technicians to carry out physical tasks while receiving remote instructions. Given that 
field service technicians are highly mobile workers, researchers often prioritize the 
integration of HMDs in the development of CAR technology. However, in practice 
CAR is currently predominantly delivered through hand–held devices, since on-site 
technicians prefer smartphones and tables over HMDs [10]. 

2.2 Related Work 

Most research into CAR has been centered around the development of prototypes 
within controlled laboratory environments [9, 10]. As expected, these studies offer 
valuable technical perspectives on the implementation of CAR. Yet, companies 
are also struggling with organizational aspects [22, 23]. Currently, there are only 
a handful of studies available that focus on CAR adoption [6, 24, 25]. Other studies 
have investigated adoption across a broad spectrum of industrial AR applications 
and use cases, without specifically concentrating on CAR aspects [13, 22, 26]. In 
contrast, our research is exclusively centered on AR for remote collaboration and 
inter-organizational service delivery. The groundwork for this paper is published in 
[8]. The study developed an adoption model based on a qualitative research design. 
To the best of the authors’ knowledge, at present, no quantitative survey on CAR 
adoption is available.
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3 Methodology 

This paper aims to explore differences in the assessment of perceived benefits and 
opportunities, as well as challenges and barriers of implementing CAR among 
different adoption status groups. To this end, a questionnaire survey was conducted 
within the German capital equipment industry. 

3.1 Sampling and Data Collection 

Based on our previous research [8], which provided a list of benefits, opportunities, 
challenges, and barriers of adopting CAR in industrial services within the capital 
equipment industry, a questionnaire was developed. This questionnaire consists of 
53 statements concerning CAR adoption (cf. Appendix 1), along with six additional 
questions to characterize the survey participants. Statements concerning CAR adop-
tion were measured using five-point Likert-type items, with values ranging from 
‘strongly disagree’ (1) to ‘strongly agree’ (5). To measure the characteristics of the 
survey participants’ categorical items were used. 

The targeted population of this survey are companies operating in the capital 
equipment industry offering technical services to their customers. The most suitable 
survey respondents are service managers at the first-line or middle management 
levels, as they possess a comprehensive understanding of the strategic implications 
of implementing CAR, along with the technical, user, and customer-related aspects. 
Due to the hidden nature of the population, conventional random sampling was not 
feasible. Therefore, we primarily collected data during events organized by VDMA, 
the German Mechanical Engineering Industry Association, which provided access 
to our target respondents. This strategy reached 235 potential respondents at VDMA 
events. Further, we disseminated the questionnaire to an additional 95 individuals 
identified from companies advertising CAR support, reached via email or LinkedIn 
message. In total, we distributed 340 questionnaires between September 2022 and 
June 2023. The response rate was 39%, with 132 returned questionnaires, including 
two responses of consulting companies, which were excluded. Thus, the sample size 
of the survey is N = 130. 

3.2 Missing Data Analysis and Data Imputation 

Missing data poses a pervasive challenge since statistical analysis methods assume 
complete data [27]. Our analysis revealed 125 missing values, constituting 1.6% of 
the dataset. Missing values occurred in 34 cases, representing 25.8% of the total 
cases, and occurred across 50 different items, amounting to 83.3% of the total items. 
The percentage of missing values per item ranged from 0.8 to 6.1%.
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Choosing a method to address missing data often involves selecting the best among 
undesirable options [28]. Yet, applied researchers often disregard recommended 
imputation methods endorsed by statisticians [28], even though recommended impu-
tation methods offer vital advantages over other missing value treatments, such as 
sample size preservation and sustained statistical power [29]. 

We employed Multiple Imputation through the Multivariate Imputation by 
Chained Equations (MICE) algorithm [30] using the Predictive Mean Matching 
(PMM) method [31, 32] as detailed in [33]. All questionnaire items were included 
in the MICE-PMM model. Items with no missing values served as predictors, while 
those with over 3% missing values were solely imputed. We selected 50 imputations 
with 50 iterations and 5 donor cases, as recommended in [33]. The MICE-PMM 
algorithm was executed using IBM SPSS Statistics 28.0. We evaluated convergence 
by creating convergence plots for all imputed items, confirming the stability of the 
algorithm, with no systematic trends observed, and, as a result, no convergence issues 
present. 

3.3 Sample Profile 

Table 1 displays the proportionate breakdown of the sample. The results were pooled 
using the arithmetic average of the 50 imputed datasets. The vast majority (94.5%) 
of survey participants represent capital equipment companies, which encompass 
manufacturers of series machines, customized components or machines, component 
suppliers as well as plant engineering firms. Only 3.9% are software providers and 
1.5% are trading or service companies. More than 80% of the companies within the 
sample are currently engaged in CAR, with 30.3% testing CAR, 20.1% in the process 
of implementing it, and 31.7% already operational users having the implementation 
completed. A small fraction of 4.7% has opted not to proceed with the adoption, and 
13.1% have never considered adopting CAR. Consequently, the sample possesses 
valuable adoption experience to provide insights into CAR implementation. This 
also holds true for the respondents’ management level and organizational function. 
A clear majority (76.1%) work in after-sales service units, and over two-thirds hold 
positions in either first-line (16.2%) or middle management (55.3%).

4 Results 

To test for statistically significant differences in the distributions of items across the 
adoption status groups, we analyzed the data using the Kruskal–Wallis H test [34]. 
The Kruskal–Wallis H test is a nonparametric test used when the group differences 
to be tested come from different observations and assumptions of parametric testing 
(e.g., normality due to ordinal measures) are violated [35]. The test results were
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Table 1 Sample profile (N = 130) as percentages (pooled data) 
Adopter (N = 67.34) Tester (N = 39.44) Non-adopter (N = 

23.18) 

Adoption status 

Never considered 
implementation 

– – 73.71 

Decided against 
implementation 

– – 25.86 

Tester 
(implementation 
decision 
outstanding) 

– 100.00 – 

Implementer 
(currently 
implementing) 

38.78 – – 

Operational user 
(implementation 
completed) 

61.22 – – 

Firm size 

Below 50 2.97 – 4.31 

51–250 20.80 20.81 25.86 

251–1000 30.16 37.31 48.28 

1001–10,000 40.12 34.01 12.93 

Above 10,000 5.94 7.87 8.62 

Business type 

Capital equipment 
manufacturer 

95.54 92.39 95.69 

Software provider 2.97 7.61 – 

Trading/service 
company 

1.49 – 4.31 

Servitization level 

Basic services 28.68 32.49 39.66 

Intermediate 
services 

66.86 65.23 60.34 

Advanced services 4.46 2.54 – 

Participant’s organizational function 

After-sales service 83.66 72.08 61.21 

IT/Digitalization 7.43 2.54 4.31 

R&D 2.97 5.08 17.24 

Manufacturing 1.49 7.61 8.62 

Sales and marketing 2.97 7.61 4.31 

Other 1.49 5.08 4.31

(continued)
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Table 1 (continued)

Adopter (N = 67.34) Tester (N = 39.44) Non-adopter (N =
23.18)

Participant’s management level 

Operational 
employee 

19.32 10.15 21.55 

First-line 
management 

11.89 20.30 21.55 

Middle 
management 

58.40 56.85 43.97 

Top management 10.40 12.69 12.93

pooled, calculating the arithmetic average of mean ranks and the median of H statis-
tics and p values. Given the exploratory nature of this survey, the significance level 
was set at 0.1. To understand the specific nature of the differences in the adoption 
status groups, we conducted a post-hoc analysis with a Bonferroni correction for 
multiple comparisons. 

4.1 Benefits and Opportunities 

Figure 1 presents stacked bar charts illustrating survey participants’ frequency of 
agreement and disagreement with benefits and opportunities. The Kruskal–Wallis H 
test showed that there is a statistically significant difference in 4 out of 29 items repre-
senting benefits and opportunities associated with implementing CAR. Descriptive 
statistics for significant differences are available in Appendix 2.

The Kruskal–Wallis H test showed that there is a significant difference in the 
assessment of B01 shared view relevance between the adoption status groups, H(2) 
= 4.623, p = 0.099. The mean rank score was 60.15 for Non-adopters, 57.81 for 
Testers, and 71.81 for Adopters. However, pairwise comparisons with adjusted p-
values showed no statistically significant differences when comparing Adopters to 
Testers (p= 0.495, r =−0.194), Adopters to Non-adopters (p= 0.135, r =−0.146), 
or Non-adopters to Testers (p = 1.000, r = 0.034). The high agreement rates (around 
80%) regarding the importance of a shared view for collaboration between remote 
experts and on-site technicians were consistent across adoption status groups. 

Statistically significant differences between the adoption status groups were also 
found in B09 initial training period, H(2) = 8.384, p = 0.015. The mean rank score 
was 75.63 for Non-adopters, 74.91 for Testers, and 56.47 for Adopters. Pairwise 
comparisons revealed significant differences between Adopters and Testers (p = 
0.037, r = 0.243), as well as between Adopters and Non-adopters (p = 0.082, r = 
0.232). However, no significant differences were found between Non-adopters and 
Testers (p = 1.000, r = 0.008). Testers and Non-adopters appear to overestimate 
the value of CAR in reducing the initial training periods for field service technician
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recruits. In contrast, Adopters seem to have had different experiences. Only 26% 
of Adopters agree with the statement provided in the questionnaire, while 48% of 
Testers and 47% of Non-adopters agree. 

In terms of the B24 organizational structure, we found a statistically significant 
difference between adoption status groups,H(2)= 7.417,p= 0.024, with a mean rank 
score of 73.90 for Non-adopters, 74.51 for Testers, and 57.30 for Adopters. However, 
there were no significant differences between Adopters and Non-adopters (p= 0.169, 
r = 0.201), as well as between Non-adopters and Testers (p = 1.000, r = −  0.013). 
On the other hand, Adopters and Testers (p = 0.049, r = 0.233) significantly differ 
in their assessment of the potential of CAR in terms of redesigning the organization 
through centralization or decentralization of service knowledge. While Testers are 
optimistic that CAR could help to redesign the organization, Adopters more often 
disagree with this notion. 

Statistically significant differences between the adoption status groups were also 
found in B28 Innovation capabilities, H(2) = 4.626, p = 0.099, with a mean rank 
score of 78.42 for Non-adopters, 66.39 for Testers, and 60.49 for Adopters. Pairwise 
comparisons revealed significant differences between Adopters and Non-adopters (p 
= 0.095, r = 0.226). However, Adopters and Testers (p = 1.000, r = 0.080), as well 
as Testers and Non-adopters (p = 0.537, r = 0.170), were not significantly different 
in their assessment of the perceived potential of CAR in demonstrating innovation 
capabilities toward customers. Even though the majority of Adopters (69%) agree 
on the potential of CAR to demonstrate innovation capabilities toward customers, 
we also observe more disagreement (9%) and neutral (22%) responses compared to 
Testers (88% agree, 6% neutral, and 6% disagree) and Non-adopters (87% agree, 
9% neutral, and 4% disagree). With p-values of 0.137 and greater, the Kruskal– 
Wallis H test did not find statistically significant differences in the other benefits and 
opportunities analyzed. 

4.2 Challenges and Barriers 

Figure 2 presents stacked bar charts illustrating survey participants’ frequency of 
agreement and disagreement with challenges and barriers. Just as with benefits and 
opportunities, the Kruskal–Wallis H test was used to test for statistically significant 
differences in the distributions of the adoption status groups. The same pooling 
procedure and significance level were used as described in the previous section. The 
Kruskal–Wallis H test showed that there is a statistically significant difference in 4 
out of 24 items representing challenges and barriers associated with implementing 
CAR. Descriptive statistics for significant differences are available in Appendix 2.

The Kruskal–Wallis H test showed that there is a statistically significant difference 
in the assessment of C07 data transmission between the adoption status groups, 
H(2) = 5.852, p= 0.053. The mean rank score was 71.03 for Non-adopters, 74.36 for 
Testers, and 58.36 for Adopters. Pairwise comparisons with adjusted p-values showed 
no statistically significant differences when comparing Adopters to Non-adopters
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(p= 0.400, r = 0.145), or Non-adopters to Testers (p= 1.000, r =−0.047). However, 
Adopters differ significantly from Testers (p = 0.065, r = 0.241). While 55% of 
Testers agree and 9% disagree that undisturbed transmission of data (e.g., video 
stream, 3D models) is an issue, only 38% of Adopters agree and 33% disagree. 
This suggests that Adopters might have overcome data transmission issues during 
implementation. 

Statistically significant differences between the adoption status groups were also 
found in all three items (i.e., C16–C18) asking for the management’s willingness 
to provide necessary resources to implement CAR. The mean rank score for C16 
labor resource allocation (H(2) = 8.898, p = 0.012) was 45.57 for Non-adopters, 
69.13 for Testers, and 70.19 for Adopters. Pairwise comparisons revealed significant 
differences between Adopters and Non-adopters (p = 0.013, r =−0.301), as well as 
between Testers and Non-adopters (p = 0.037, r =−0.316). However, no significant 
differences were found between Adopters and Testers (p = 1.000, r =−0.016). The 
majority of Non-adopters (52%) agree with the statement that their management 
would not be willing to provide the necessary resources in the form of employees 
for a potential implementation project. This is in sharp contrast to the frequency 
of agreement and disagreement among Adopters (19% agree, 52% disagree), and 
Testers (13% agree, 52% disagree). 

In terms of the C17 investment resource allocation, we also found a statistically 
significant difference, H(2) = 5.247, p = 0.076, with a mean rank score of 52.03 
for Non-adopters, 63.27 for Testers, and 71.39 for Adopters. However, there were 
no significant differences between Testers and Non-adopters (p = 0.717, r = −  
0.149), as well as between Adopters and Testers (p = 0.559, r =−0.111). Adopters 
and Non-adopters (p = 0.076, r = 0.235) on the other hand significantly differ in 
their assessment of their management’s willingness to provide initial investments 
necessary to the implementation project. Even though it is less explicit compared 
with C16 labor resource allocation, Non-adopters still agree more often (30%) and 
disagree less often (44%) than Adopters (16% agree, 60% disagree) and Testers (15% 
agree, 60% disagree). 

A similar picture emerges regardingC18 expenses resource allocation. We found a 
statistically significant difference, H(2) = 7.164, p = 0.028, with a mean rank score 
of 51.59 for Non-adopters, 60.58 for Testers, and 73.11 for Adopters. Adopters 
and Non-adopters (p = 0.034, r = 0.267) significantly differ in their assessment 
of their management’s willingness to allocate budget for ongoing operating costs 
(e.g., software license fees) to the implementation project. However, there were no 
significant differences between Testers and Non-adopters (p = 0.979, r = −0.124), 
as well as between Adopters and Testers (p = 0.110, r =−0.169). While also not as 
explicit as with C16 labor resource allocation, Non-adopters still agree more often 
(25%) and disagree less often (44%) than Adopters (12% agree, 68% disagree) and 
Testers (5% agree, 57% disagree). With p-values of 0.143 and greater, the Kruskal– 
Wallis H test did not find statistically significant differences in the other challenges 
and barriers analyzed.
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5 Discussion 

Interestingly, also Non-adopters agree on the potential of CAR to improve important 
service KPIs (e.g., B14 remote resolution rate, B15 first-time fix rate, B17 installed 
base uptime, B18 service quality, and B27 customer satisfaction). While overall 
Testers seem more optimistic than Adopters, Non-adopters are especially skeptic in 
terms of challenges and barriers involved. Since no general disagreement with the 
benefits and opportunities of CAR is observable in Non-adopters, we conclude that 
the reason for holding back may be more due to the challenges and barriers involved. 

Moreover, the survey results concerning the assessment of organizational chal-
lenges and barriers (i.e., C11–C24) emphasize that adopting CAR requires a consid-
erable amount of organizational effort, not just overcoming technical implementa-
tion challenges (i.e., C01–C10). For example, even though no significant differences 
between adoption status groups were observed, the extent of agreement concerning 
a lack of C11 management directives, C05 internal user acceptance, and C24 will-
ingness to pay for remote services is strikingly conspicuous among Non-adopters. 
While C11 management directives and C05 internal user acceptance seem common 
across all adoption status groups, it’s only the Non-adopters who assess C24 will-
ingness to pay for remote services as a major barrier. Furthermore, the perception 
that management would deny the resources required is unique to Non-adopters, and 
the result is statistically significant, too. Consequently, this factor might be crucial 
to the implementation decision. 

All in all, we found only a few (8 out of 53) statistically significant differ-
ences in the assessment of benefits and opportunities, and challenges and barriers 
between adoption status groups. Nevertheless, these differences might determine 
whether companies adopt CAR in support of industrial service delivery or not. 
Therefore, withholding the implementation of CAR might ultimately be a mélange of 
perceived data transmission issues as a technical roadblock to CAR, a lack of manage-
ment support in terms of resource allocation, especially in providing employees 
for a potential implementation project, and the inability to bill remote services 
successfully. 

6 Conclusion 

The objective of this paper was to explore differences in the assessment of perceived 
benefits and opportunities, as well as challenges and barriers of implementing CAR 
among different adoption status groups. To do so, we conducted a questionnaire 
survey (N = 130) within the German capital equipment industry. We analyzed 29 
benefits and opportunities, as well as 24 challenges and barriers associated with the 
implementation of CAR, with respect to differences between adoption status groups. 
We found significant differences in the response behavior among Adopters, Testers, 
and Non-adopters regarding 4 (out of 29) benefits and opportunities (i.e., shared view
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relevance, initial training period, organizational structure, innovation capabilities), 
and regarding 4 (out of 24) challenges and barriers (i.e., data transmission, and 
resource allocation in terms of labor, investment, and expenses). In doing so, this 
paper provides insights into why companies in the capital equipment industry might 
hesitate to implement CAR, even though they recognize the technology’s potential 
to improve service KPIs. 

Appendix 1 

CARa questionnaire (translated from German to English, statements shortened) 

Item Questionnaire statement 

B01 A live view of the on-site workspace is important for collaboration 

B02 AR annotations/virtual awareness cues are important for collaboration 

B03 Hands-free communication is important for collaboration 

B04 CAR helps us to collect information that can be reused 

B05 CAR helps us to reduce the pressure on service employees during machine downtime 

B06 CAR helps us to realize knowledge transfer 

B07 CAR helps to balance variations of service capacity utilization 

B08 CAR helps us to plan our service deployments through remote preparation sessions 

B09 CAR helps us to reduce initial training periods of field service technician recruits 

B10 CAR helps us to cope with the shortage of qualified technicians available on the labor 
market 

B11 CAR helps us to cope with the low qualification levels of customer personnel 

B12 CAR helps us to cope with the low qualification levels of subcontractors/third-party 
providers 

B13 CAR helps us to provide services to our customers during Covid-19 travel restrictions 

B14 CAR helps us to solve more service cases remotely 

B15 CAR helps to increase our first-time fix rate 

B16 CAR helps us to reduce the time our specialists spend on service cases 

B17 CAR helps us to reduce customers’ downtime 

B18 CAR helps us to increase the quality of service 

B19 CAR helps us to cover markets in remote regions with a small and/or dispersed installed 
base 

B20 CAR helps us to offer services that were previously not possible 

B21 CAR helps us to reduce customers’ maintenance costs through lower service prices 

B22 CAR helps us to eliminate service value chain stages by supporting customers directly 

B23 CAR helps us to integrate subcontractors/third-party service providers 

B24 CAR helps us to redesign the organization through de-/centralization of service 
knowledge

(continued)
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(continued)

Item Questionnaire statement

B25 CAR helps us to gain additional revenue with innovative service products 

B26 CAR helps us to increase our service margin through savings in resources 

B27 CAR helps us to improve customer satisfaction 

B28 CAR helps us to demonstrate our innovation capabilities toward customers 

B29 CAR helps us to improve the attractiveness of service careers 

C01 Live view technologies are technically mature enough 

C02 AR annotations/virtual awareness cues are technically mature enough 

C03 The fixation of AR annotations/virtual cues to real objects works well 

C04 HMDs are technically mature enough 

C05 Internal user acceptance is a problem 

C06 HMDs are problematic in terms of occupational health and safety 

C07 CAR systems ensure the undisturbed transmission of data 

C08 Integrating CAR with other systems is easy to implement 

C09 Configuring commercial software and hardware components is easy to accomplish 

C10 Creating AR annotations/virtual cues is easy to implement for remote experts 

C11 Our management sets clear strategic goals for CAR implementation 

C12 Adapting the business model and/or service contracts is required when implementing 
CAR 

C13 Operational service processes need to be adapted during CAR implementation 

C14 Stakeholders from different departments should be represented in the implementation 
team 

C15 Change management is required to actively work toward internal user acceptance of 
CAR 

C16 Our management is willing to provide the necessary employees for the implementation 
project 

C17 Our management is willing to provide the necessary initial investments 

C18 Our management is willing to provide the necessary budget for ongoing operating costs 

C19 CAR systems ensure data security throughout the value creation network 

C20 Our customers deny access to products when technicians are equipped with smart 
devices 

C21 Our customers deny outgoing data connections for external smart devices 

C22 Our customers contribute to create the prerequisites for CAR at their sites 

C23 Our customers’ machine operators/maintenance personnel accept CAR 

C24 Our customers are willing to pay for CAR services 
a The original term used, ‘Remote AR’, was replaced with ‘CAR’ for stylistic consistency throughout 
this paper
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Appendix 2 

Descriptive statistics of items with statistically significant results in the Kruskal– 
Wallis test (pooled results) 

Item Adopter (N = 67.34) Tester (N = 39.44) Non-adopter (N = 23.18) 
Median Mean SD Median Mean SD Median Mean SD 

B01 5 4.356 0.88063 4 4.08 0.81364 4 4.086 0.94558 

B09 3 2.717 1.10894 3 3.293 1.05811 3 3.338 1.26566 

B24 3 2.895 1.16477 3 3.439 0.87041 3 3.432 0.94216 

B28 4 3.833 1.04537 4 4.054 0.73502 4 4.302 0.8193 

C07a 3 3.057 0.95055 4 3.485 0.70406 4 3.369 1.03354 

C16 4 3.465 1.00313 4 3.442 0.78567 2 2.705 1.14662 

C17 4 3.725 1.14387 4 3.529 0.86376 3 3.101 1.20937 

C18 4 3.865 1.0342 4 3.596 0.71431 3 3.231 1.17164 
a Reverse coding 
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Cyber Victimization: Tools Used 
to Combat Cybercrime and Victim 
Characteristics 

Marc Dupuis and Emiliya Jones 

Abstract Cyber victimization is explored through the lens of end users and the tools 
they use to combat cybercrime. These tools are important in mitigating a variety of 
threats to the confidentiality, integrity, and availability of information and associated 
systems for end users, whether through intentional criminal activity, accidents, or 
system/device malfunction. This is done by examining the characteristics of individ-
uals and the degree to which they have been a victim, including various demographics 
and personality types. A large-scale survey was used to aid in this endeavor. Gender 
identification, household income, and education were all related to cybersecurity 
tool usage. Those that identified as male, had a higher reported household income, 
and/or were more educated, were more likely to use a variety of cybersecurity tools. 
Additionally, individuals with higher levels of neuroticism were less likely to use a 
number of cybersecurity tools. Implications and future directions are discussed. 

Keywords Cyber victimization · Personality · Cybersecurity tools ·
Demographics 

1 Introduction 

The rapid expansion of technology use and integration has become self-evident 
through both public and personal spaces, including digitalization and the increased 
value of data. In parallel, the expansion of technology has uncovered unique opportu-
nities for offenders to access unauthorized data, gain unauthorized systems control, 
and commit cybercrimes. Cybercrime is not as easily identified as traditional crime 
and can vary in severity, ranging from fraud and identity theft to threats and intimi-
dation [1]. The concept of cybercrime is new within many societal, legal, political, 
and academic spaces, with the difficulties in understanding cybercrime stemming
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from the simultaneous lack of consistency in terminology and cybercrime legislation 
across varying jurisdictions [2]. 

In this paper, cybercrime is a generalized term to describe both cyber-enabled 
crimes where the computer is utilized in a supporting role to assist with cybercrime 
execution, and cyber-dependent crimes identified as a result of computer availability 
[3]. As with traditional crime, the impact of victimization on users may vary based 
on numerous factors. The victimization experienced by end users may be explained 
through specific threats to the confidentiality, integrity, or availability of their infor-
mation and systems, as well as the potential tools and other mitigations available to 
help thwart those threats [4]. 

This paper is organized as follows. The background explores cyber-dependent and 
cyber-enabled crime through the CIA cybersecurity pillars [1]. The background also 
investigates existing assumptions and research on the impact of cybercrime victim-
ization on end users, including personality and behavior traits. Cybersecurity tool 
use and non-use are also investigated to examine victimization experience further. 
Next, the problem is identified, along with the hypotheses made based on existing 
research. As part of the study, the survey-based method deployed is described, along 
with the gathered data and analysis. Through these efforts, we seek to address the 
following five research questions:

• RQ1: How might cybersecurity victimization relate to the use or non-use of 
cybersecurity tools?

• RQ2: What is the role of demographics in the use and non-use of cybersecurity 
tools?

• RQ3: What is the role of demographics in the types of cybersecurity victimization 
experienced by end users?

• RQ4: To what extent does personality help explain the victimization experienced 
by end users?

• RQ5: To what extent does personality help explain the use and non-use of 
cybersecurity tools by end users? 

Given the exploratory nature of this research, we will be examining how the data 
from the survey provides insight into these five research questions rather than specific 
hypotheses. 

2 Background 

2.1 Types of Cybercrimes 

Cybercrime encompasses a range of criminal activities conducted over the internet 
or within a computer or network system by taking advantage of vulnerabilities in 
the system or infrastructure. Cybercrime may be categorized as cyber-dependent or 
cyber-enabled but can be executed in parallel [5]. Cybercrime impacts one or more
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of the three CIA objectives of cybersecurity, which include confidentiality, integrity, 
and availability. Confidentiality ensures that data are not disclosed or available to 
unauthorized third parties. Integrity refers to the accuracy of the stored data, in which 
the data are trustworthy and has not been modified or altered by an unauthorized party. 
Availability, as per the CIA objectives, refers to data being accessible and usable 
upon the request of an authorized entity [1]. The CIA triad presents critical baselines 
for maintaining data and protecting systems against cybercrimes and threats. When 
a cybercrime occurs, the organization or system has likely been unsuccessful in 
properly enforcing one or more of the identified pillars of the CIA triad. Cyber-
dependent and cyber-enabled crimes impact data interception, modification, theft, 
network crime, access crime, and other content-related cybercrimes [5]. 

Cyber-Dependent Crime. Cyber-dependent crimes can be identified as either unau-
thorized intrusions into computer networks (e.g., hacking) or cause disruption of 
system functionality or network space (e.g., distributed denial of service attacks 
(DDoS), viruses) [5]. Both involve the execution of the identified crime as depen-
dent on the use of technology, the internet, or other forms of technological commu-
nication. Cyber-dependent crimes often derive from malware or malicious software 
developed to negatively impact end users, which may include negatively impacting 
system operations [6]. Malware can impact system operations and be leveraged to 
gain unauthorized access to personal data. For instance, viruses and worms are some 
of the more commonly known types of malware that can self-replicate, increasing 
the crime’s scope. Viruses and worms damage or delete hardware, software, or other 
accessible files by the offender. Viruses are considered cyber-dependent crimes that 
require a host on the system and human intervention or action to open and ulti-
mately run the infected file, disk, or other host. On the other hand, worms can be 
autonomous and do not require human initiation. Another example of cybercrime is 
trojans, a form of malware that appears to be a legitimate system or program on a 
device but ultimately provides illegal access and performs illicit functions unknown 
to end users, such as data corruption and theft. 

Similarly, spyware is a type of malware intended to gather sensitive or personal 
data from infected systems with varying software types, with the primary objective 
being to gather sensitive data. For instance, key-logging software is a subtype of 
spyware that captures a user’s keystrokes to enable access to data entry on the device, 
including access to passwords or financial data. Other examples of spyware include 
free or unwanted software known as adware and spyware that captures screenshots 
of victim’s systems [5]. There are a variety of cyber-dependent crimes that can vary 
in scope and impact to end users. 

Cyber-Enabled Crime. Cyber-enabled crimes, such as online fraud, digital piracy, 
and cyberbullying, are considered traditional crimes that are increased in severity 
or ease for the offender using computer networks, systems, or other technology. 
The most common cyber-enabled crimes derive from fraud or theft of personal data, 
financial data, or intellectual property [5]. The victims of cyber-enabled crimes are 
not limited to large corporations or businesses but can be individuals of the general
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public. Although different motives have been discovered and analyzed to under-
stand cybercrime incentives, including hacker classifications and typologies, one of 
the most typical incentives across varying-skilled hackers is financial gain [7]. For 
instance, electronic financial fraud, including online banking, internet-enabled card-
not-present (CNP) fraud, and e-commerce fraud, are forms of cyber-enabled crime 
that could be executed without the use of the internet or technology but increase 
impact with the use of technology. In these instances, the business and customer may 
both be negatively impacted. 

Similarly, fraudulent sales through online sites or auctions, as well as the sale of 
counterfeit products, are deemed as retail misinterpretations that may impact both 
businesses and consumers. Pharming is a similar cyber-enabled fraud method that 
redirects users to fake websites, often from phishing scams or mass-marketing fraud. 
Phishing or spear-phishing attempts for cyber-enabled fraud are often emails or other 
forms of communication used to gain access to personal or corporate information 
from users, such as passwords or financial data, and may be more targeted with 
spear-phishing to gain information from a particular target or audience by tailoring 
communication based on gathered information of the audience [5]. Offenders can 
leverage other content-related methods with cyber-enabled crime, such as cyber-sex 
or relationships, cyber threats, or cyber defamation, to access to end-user data by 
deceiving victims through emotional, authoritative, or criminal persuasion [8]. 

2.2 Impact of Cybercrime on End Users 

Cybercrime and attacks have become more prevalent worldwide and as commonplace 
as technology and the internet, with end users as the primary targets. The impact of 
cybercrime is dependent on the audience and can vary drastically based on the data 
accessed, altered, or lack of availability, as aligned with the CIA triad objectives 
of the cybersecurity industry. The impact of cybercrime is not mutually exclusive, 
regardless of intent, and may impact businesses, communities, or individual users. 
Research has identified that users are more likely to respond to cybercrime’s harmful 
effects and residual impact than individual crime. For instance, a malware cyberattack 
may impact an organization or critical business process that provides a resource to 
a community, such as water, energy or electricity, or a product or service. In these 
instances, the impact of the malware is reflected in the community and their loss 
of a resource, as opposed to the severity of the technical capabilities of cybercrime. 
Individuals may not necessarily be concerned or view the severity of potential impact 
based on the cybercrime method, but rather the impact they individually experience. 

Research has identified that impact may vary between social and psychological 
impact, also known as emotional and behavioral, as well as physical and financial or 
material impact [9]. Social impact refers to the effect of cybercrime on a community 
or individual that causes disruption within daily life and increased loss of confidence 
or negative emotions toward the use of technology or cyberspace [10]. Psychological
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impact may overlap with social impact concerning individual anxiety, worry, anger, 
or other emotional impact [9]. 

Similarly, physical impact may be intertwined with emotional impact. However, 
it is essential to note that it is not as likely to be directly physically impacted by 
cybercrime but rather indirectly impacted through victimization. Instances of indirect 
physical impact include but are not limited to, sleep deprivation, headaches, and 
weight loss, as per the victimization experience of end-users. The financial impact 
may refer to loss of finances from cybercrime, such as phishing or ransomware, and 
results in monetary loss. Although indirect costs may also be attributed to cybercrime 
impacts, such as the cost of time and resources to manage the effects of cybercrime or 
the loss of income due to the inability to work, it may also considered when assessing 
cybercrime [10]. The impact of cybercrime and the victimization experienced by end 
users can vary on preexisting factors or directly as a result of the cybercrime. 

Business Impact. Cybercrime continues to grow in frequency, severity, and nega-
tive impact on businesses. The impact of cybercrime on businesses can result in 
unauthorized access to business or customer personal or financial data, denial of 
service to company systems or resources, or monitoring of company activity on 
networks or systems, among other cyber-dependent or cyber-enabled crimes [8]. The 
expansion of information technology and the simultaneous increase in cybercrime 
have affected economic sectors, including the vulnerability of critical infrastructures, 
such as businesses and e-commerce, with security breaches and data theft. Not only 
have cybercrimes increased in frequency, but the complexity and severity of cyber-
crimes have increased significantly. Alternatively, cybercrimes may be undetected 
and confidential data may be exposed to unauthorized parties. 

The impact of cybercrime is not limited to businesses and end users but has poten-
tial effects on information systems, reputation, finance, and stakeholder loss of confi-
dence. Evaluating the impact of cybercrime on businesses is complex, as the most 
immediate quantitative evaluation stems from financial and monetary loss but may 
include loss in market value and reputation from consumers and stakeholders [11]. 

The impact of cybercrime is not only quantified by the monetary and financial 
losses of the business but may influence the preliminary cost of protection of the busi-
ness. The costs associated with vulnerability and detection management, updating 
internal procedures, and purchasing secure software and hardware have developed 
a complex space for businesses to invest upfront protection costs while testing and 
monitoring the systems against emerging cybercrimes. Inadvertently, these increased 
costs for the business to operate in a secure space and protect both business and 
customer data are often passed on to the customer through increased prices of their 
products or services. 

As a result, customers of businesses may become influenced or participate in a 
subculture of cyber-activists that may either protest physically by chaining them-
selves to buildings or participate in cyberattacks that typically perpetrate systems 
through a denial-of-service attack in retaliation. For instance, in December 2010,
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PayPal was attacked by dozens of people claiming to be part of Anonymous, a well-
known hacker group. The denial-of-service attack did not result in a complete shut-
down of PayPal. However, this cyber-enabled crime may impact short and long-term 
revenue, especially for businesses relying predominantly on sales [8]. 

The impact of cybercrime on businesses is not always evident through monetary 
loss but can accrue reputational damage for the business. Based on data collected 
between 2002 and 2018 from 45 different companies, Oxford Academic identified 
that the largest and most significant breaches are associated with a 5–9% decline 
in reputation intangible capital following a data breach [12]. For this reason, busi-
nesses must consider precautionary mitigation measures along with incident response 
management and planning. 

User Victimization Impact. End users may be impacted by cybercrime in various 
ways, depending on the type of crime, severity, and residual impact. Research has 
indicated that users experience negative emotions, including anger, annoyance, frus-
tration, and feelings of being deceived or cheated, which appear to be the most 
common reactions to cybercrime, with the potential to develop into longer-term 
psychological effects [13]. Most theories and studies on the victimization of crime 
focus on traditional crime. 

However, with cyberspace continuously expanding, it becomes vital to understand 
the impact and victimization of cybercrime victims and their experiences based on 
the unique characteristics of cybercrime. For instance, the physical distance between 
a victim and a cyber offender and the use of technology may alter how individuals 
are impacted, as opposed to assumptions from traditional crimes. 

Theories such as the shattered assumptions theory (SAT) are applied to assess the 
victimization impact of traditional crimes. However, the extent to which the existing 
traditionally focused crime theories apply to cybercrimes has yet to be defined. SAT in 
the scope of cybercrime implies that victimization has led to the impairment of basic, 
optimistic assumptions people internalized about themselves and the world around 
them, such as being invulnerable and having autonomy of self and choice, as well as 
the world being controllable and comprehendible. Based on this theory, destroying 
the identified assumptions regarding technology and cyber communication may result 
in psychological, social, and behavioral effects. The implied effects of this theory 
may apply to individuals who have experienced cybercrime victimization and may 
be linked to the unique characteristics of cybercrime and reduce the sense of control 
an individual may have as a result [10]. 

The unique characteristics of cybercrime, such as the type of crime, can influence 
end users’ assumptions of a system, technology, or the internet and result in reactions 
that range from anxiety to feelings of helplessness and even physical symptoms such 
as sleep disturbance [10]. Similarly, routine activity theory (RAT) has been applied to 
the analysis of cybercrime victimization to understand how a user’s lifestyle or daily 
routine and activities may create opportunities for users to be victims of cybercrime 
[14]. According to this theory, crime results when a motivated offender, a suitable 
target, and the lack of a capable guardian are present simultaneously [10]. Differing 
from the SAT theory, the RAT theory implies that although it is essential to understand
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the offender’s motivation and the circumstances in which the crime is committed, it is 
more important to understand the circumstances that produce crime and, as a result, 
prevent the crime [14]. Thus, examining cybercrime and the victimization impact of 
users is complex by nature, and existing theories applied to traditional crime may be 
leveraged. 

2.3 End-User Personality Impact on Cybercrime 
Victimization 

In information and cybersecurity compliance, personality may predict behaviors 
associated with an individual’s intentions, but individual behavior may not always 
correlate with intent. The “Big Five” personality model investigated the relation of 
personality traits to individual behavior. This model has been previously applied 
in studies to investigate the likelihood of cybersecurity victimization. However, to 
improve analysis, there needs to be more consensus on the most relevant factors to 
determine personalities with victimization experience and compliance. 

The model comprises five personality factors: conscientiousness, openness, agree-
ableness, neuroticism, and extraversion. Conscientiousness refers to the impulse 
control behaviors that assist individuals with task and goal completion (e.g., planning, 
organizing, and delaying gratification). Openness refers to the extent of originality 
and complexness of an individual’s mind. Agreeableness refers to an individual’s 
attitude toward others, including trust. Similarly, extraversion is a trait that identifies 
an individual as having a sociable and energic approach to others and the world. 
On the other hand, neuroticism includes anxiety and sadness, often referred to as a 
contrast between emotional stability and extraversion. 

One analysis of the relationship between the Big Five model traits and cybersecu-
rity dimensions (secure behavior, self-efficacy, and privacy attitudes) discovered that 
conscientiousness was linked to individuals who tend to engage in secure behaviors 
regarding technology and online behavior or habits. Openness was associated with 
positive self-efficacy, while neuroticism was negatively associated with self-efficacy. 
Concerning privacy attitudes and security concerns, conscientiousness, neuroticism, 
and extraversion were all positively associated traits [15]. At the same time, other 
research has indicated agreeableness as the only positive associated trait with privacy 
and information concerns [16]. It is essential to recognize that other factors may influ-
ence the relationship between personality and cybersecurity, including age, gender, 
and other individual-specific demographic factors [15]. 

Negative personality traits have also been explored to understand better the corre-
lation between personality and cybercrime victimization. For instance, Machiavel-
lianism, narcissism, and psychopathy have been noted as negative behavioral traits 
pertaining to cybersecurity and compliance. Machiavellianism refers to behavior that 
focuses on self-interest and often involves manipulation, deceit, and exploitation
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of circumstances or individuals for self-interested purposes that often negate self-
discipline and compliance. Narcissism in cybersecurity refers to individuals who 
exhibit negative behaviors of self-entitlement, resistance to criticism or feedback 
and strive for either attention or admiration from peers. 

However, in cybersecurity, narcissism may influence non-compliance with secu-
rity policies or best practices, similar to psychopathy, in which the behavioral traits 
highlight disregard of guidelines or other individuals. These behavioral traits are 
typically associated with insider threats within organizations [17]. However, the 
identified negative traits may be further explored to understand the victimizations of 
end users who exhibit the traits and may not exhibit the assumed adverse reactions 
or personality traits, as described by the Big Five model. 

2.4 Cybersecurity Tool Use and Non-Use 

End users may manage their use of technology and digital assets by increasing 
security using available cybersecurity tools, including password managers, multi-
factor authentication, password complexity requirements, and other mitigations. For 
instance, a common perception of internet security and privacy stems from using a 
virtual private network (VPN) that creates an encrypted connection over an unsecured 
network. VPNs are primarily used for protecting users against cybercrime on low-
security networks, such as publicly available networks, but are also frequently used 
in organizations. A VPN is also less expensive than a private wide area network 
(WAN), which may increase user appeal. Research has identified that VPNs have 
increased on a broader scale than organization and government use, as more users 
are using VPNs to safeguard their data and ensure data privacy. It has been identified 
that India, Vietnam, Thailand, and China are the top contributing countries to the 
use of VPNs, intending to hide their online activities from government censoring 
and viewing. The particular countries identified have stricter censorship rules, which 
appear to increase the use of VPNs [18]. It appears that factors such as geographical 
location may influence the use or non-use of available cybersecurity tools. 

Another commonly used cybersecurity tool is password managers, which intend 
to store and handle user’s passwords for different solutions and applications. Scaring 
individuals into creating strong and effective passwords is one possible approach, but 
it may not only be ineffective, it may also cause unintended negative consequences 
[19, 20]. From a practical perspective, password managers are intended to assist 
with storing different vendor-managed credentials for different services. However, 
due to poor usability and limited user experience, users may not find these tools 
helpful or as secure as intended. For these reasons, password managers unavoidably 
have become desired targets of cyber criminals. To counter potential authentication 
breaches, alternatives such as multi-level authentication such as two-factor authen-
tication have become available for users, either as requirements or optional layers of 
security. There are many options for two-factor authentication, such as time-based
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one-time passwords (e.g., email, SMS) or authenticator applications, pin codes, or 
image-gestured passwords [21]. 

With multi-factor authentication, it becomes more difficult for a cybercriminal 
to complete a remote attack, regardless of access to passwords and account infor-
mation, since the second authentication factor is not designed to be local to the 
solution. Despite the benefits of multi-factor authentication, the potential impact on 
user experience, such as speed and productivity, may be negatively viewed and not 
deemed usable. Research has indicated that the availability of a second-factor device, 
depending on the initial device, may be a deficit to the usability of two-factor authen-
tication. Also, research indicates that users may not view their data as valuable, and 
it becomes hard for them to justify using cybersecurity tools as the likelihood and 
impact are subjective [22]. 

2.5 Problem 

Extensive research and data values provided by organizations, government agencies, 
and other data have shown a massive shift in the use of technology and its impact 
on operational use. The increased use of technology has developed a dependency on 
digitalization and the Internet-of-Things (IoT). These dependencies have increased 
malicious cybercrimes, such as malware attacks, data breaches, denial of service 
incidents, social engineering, phishing, and overall unauthorized access to data that 
may be altered or unavailable. Research and data provided by U.S.-based news agen-
cies identify that one in five online consumers in the United States have been victims 
of cybercrime within the last two years. 

Likewise, 23 percent of people worldwide will fall for spear-phishing attacks. At 
the same time, web pages are infected on average every 4.5 s [8]. Cybercrime statistics 
identify that according to the FBI’s records of internet crime, with 800,944 complaints 
registered in 2022, predictions of increased breaches and the cost of impact from 
breaches will continue to increase. The identified complaints and analysis show that 
80% of the reported cybercrimes are linked to phishing attacks [23]. 

With the increase in cybercrime, there has also been an increase in the identifiable 
types of cybercrime. For instance, in 2010, research noted that less than 50 million 
identified unique malware executables are known within the security industry. By 
2012, the original quantity had doubled to 100 million, with an 80% increase in 
2019 to 900 malicious executables. Also, cybercrime is associated with damaging 
monetary loss and costs to remediate impact and fund preemptive protection from 
increased cybercrime. Research estimates that a data breach, on average, costs 400 
billion USD to the global economy [24]. Thus, it becomes critical that organizations 
not only adopt and implement strong cybersecurity standards, policies, and technical 
mitigations, but the end-user experience must be assessed for preventative measures. 
Increased understanding of end-user victimization experiences and their personalities 
toward cybercrime and compliance may assist with preventative measures along with 
incident response management.
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Please note that the first paragraph of a section or subsection is not indented. The 
first paragraphs that follows a table, figure, equation, etc. does not have an indent, 
either. 

3 Methods 

The current study uses a survey developed and hosted on the Qualtrics platform with 
participants recruited through the crowdsourcing platform Prolific. Crowdsourcing 
platforms like Prolific provide researchers with an opportunity to obtain a more 
diverse sample of participants than students and generally have high quality so long 
as various quality control measures are implemented [25–27]. 

Prior to data collection, ethics approval was sought and obtained through the Insti-
tutional Review Board. It was determined that the study qualified for exempt status 
and thus did not merit a full review given the low-risk nature generally associated 
with survey research. 

3.1 Compensation 

Participants were compensated $3.00 for their participation in the study. Most partic-
ipants (79.9%) indicated that the compensation received was either comparable to 
other projects (74.6%) or easier for the money (5.3%), while some (20.1%) indicated 
that more effort was required for the compensation received. The median completion 
time was approximately 15 min, which resulted in an hourly rate of about $12. 

3.2 Quality Control 

There were 504 participants that completed the survey with 473 of those partici-
pants passing all eight quality control questions, which resulted in a rejection rate of 
6.15%. The quality control questions consisted of questions with obvious answers, 
repeated gender identification and ethnicity questions at the beginning and end of the 
survey, and questions that told them explicitly which answer to select. Additionally, 
participants had to have already completed at least 1000 prior assignments with an 
approval rating of at least 98%. Since the survey was constructed using the English 
language, participants were also required to be fluent in English.
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3.3 Demographics 

All participants that completed the survey were residents of the United States with 
47.6% indicating they lived in a suburban community, followed by 37.4% living in 
the city or urban community and 15.0% living in a rural community. Participants 
varied in age between 18 and 70–74 with 23% of participants between 18 and 29, 
35.7% of participants between 30 and 39, 18.6% of participants between 40 and 49, 
with the remaining 22.6% of participants over the age of 50. 

A majority of the participants identified as male (57.1%), followed by female 
(40.2%), non-binary (2.5%), with 0.2% of participants preferring not to provide their 
gender identification. Most participants identified as White (64.3%), followed by 
Black/African American (12.5%), Asian/Pacific Islander (9.9%), Hispanic/LatinX 
(8.5%), Other/Multi-Racial (4.0%), with the remaining 0.8% identifying as Native 
American / Alaskan Native. The participants were generally well-educated with 
54.8% having earned a Bachelor’s degree or higher. 

3.4 Materials 

Previously developed and validated instruments were used when possible. For 
example, the Big Five Inventory was used to assess the personality characteris-
tics of participants [28–30]. Additionally, the identification of various cybersecurity 
tools and reasons for their use and non-use was adapted from other research [31]. 
Five specific tools/mitigations were examined in the context of the current study: 
anti-malware software, password manager, backup solution, virtual private network 
(VPN), and two-factor authentication. Additionally, other than two-factor authenti-
cation, these tools were differentiated between their use on mobile devices and tablets 
versus a laptop/desktop computer. 

4 Results and Analysis 

All statistical tests performed in this section were done using SPSS, version 19. 

4.1 Cyber Victimization and Cybersecurity Tools 

We examined cyber victimization through two different lenses. In the first lens, we 
asked participants whether they have experienced specific outcomes that may have 
been the result of cybercrime (see Appendix I) or another cyber incident. This was 
important since the nomenclature often used by cybersecurity experts may not be
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as easily understood by the average non-technical end user. Next, we asked partici-
pants about whether or not they had experienced specific cybersecurity incidents (see 
Appendix II). For this series of questions, we did use regular cybersecurity terms. 

Perhaps not too surprisingly, there was a strong positive Pearson correlation 
between the summed totals of these two different sets of questions, r(331) = 0.523, 
p = 0.000. Interestingly and perhaps in further support of our delineation between 
specific incident outcomes as compared to specific cybersecurity incidents, the use 
of cybersecurity tools was only related to the former and not the latter. There was a 
positive Pearson correlation between those that had experienced the outcomes that 
often result from a cybersecurity incident and the number of tools used, r(372) = 
0.191, p = 0.000. 

When we examined the specific tools used more closely, we found that those that 
use two-factor authentication were less likely to have experienced a cybersecurity 
incident, r(386) =−  0.155, p= 0.002. This was not found when looking at two-factor 
authentication and potential cyber incident outcomes. However, what was interesting 
is the role cybersecurity tool use on mobile devices had with the propensity for 
participants to have experienced a cyber incident outcome. This included the use of 
anti-malware software, r(377) = −  0.133, p = 0.009; a password manager, r(372) 
= −  0.131, p = 0.011, and a VPN, r(372) = −  0.125, p = 0.015. In all cases, the 
use of these tools on their mobile devices resulted in a lower likelihood that they 
experienced a negative outcome generally associated with a cybersecurity incident. 

4.2 Demographics and Cybersecurity Tools 

In this section, we examine the relationship various demographics may have with 
cybersecurity tool usage. This includes gender identification, education, age, and 
household income. 

Gender Identification. We conducted an independent samples t-test to assess 
whether there was a statistically significant difference between those that identified 
as male (N = 266) versus those that identified as female (N = 187) with respect 
to cybersecurity tool usage. The test suggests that those that identify as male use a 
greater number of cybersecurity tools (m = 4.73) versus their female counterparts 
(m = 4.02). The t-statistic was − 3.522, with df = 439.294 (p < 0.001). 

Beyond the above independent samples t-test, we also conducted a chi-square 
test to assess the relationship between gender identification and the use of specific 
cybersecurity tools. None of the cells in the analysis have an expected count of less 
than five. Table 1 has these results.

Participants that identified as male had higher than expected counts with respect 
to their use of anti-malware software and VPNs on both mobile and PC type devices, 
as well as greater use of two-factor authentication. 

Education. We conducted an independent samples t-test to assess whether there 
was a statistically significant difference between those that had earned a Bachelor’s 
degree or higher (N = 253) versus those that had not (N = 213) with respect to
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Table 1 Gender identification and cybersecurity tool usage 

Tool Correlation (Chi-square) Sig. (2-tailed) 

Anti-malware (M) 6.967 0.008 

Anti-malware (PC) 10.055 0.002 

Password manager (M) 0.712 0.399 

Password manager (PC) 0.855 0.355 

Backup solution (M) 0.645 0.422 

Backup solution (PC) 0.571 0.450 

VPN (M) 6.539 0.011 

VPN (PC) 17.974 0.000 

Two-factor authentication 9.076 0.003 

Bolditalics and asterisk shows statistically significant result

cybersecurity tool usage. The test suggests that those that have higher levels of 
education use a greater number of cybersecurity tools (m = 4.65) versus those with 
lower levels of education (m = 4.20). The t-statistic was − 2.205, with df = 462.113 
(p = 0.028). 

In addition to the recategorization of education as a dichotomous variable (Bach-
elor’s degree or higher), we examined it in its original ordinal form. Our goal 
was to determine the relationship between education and whether or not someone 
chooses to use a specific tool. Therefore, we use a rank biserial test to examine these 
relationships. The results may be found in Table 2. 

An individual’s education does seem to play a role in their use of a backup solution, 
whether for their mobile device or PC, as well as their use of a VPN on their mobile 
device. Those with higher levels of education are more likely to use such tools.

Table 2 Education and cybersecurity tool usage 

Tool Correlation (Spearman) Sig. (2-tailed) 

Anti-malware (M) − 0.074 0.108 

Anti-malware (PC) − 0.013 0.777 

Password manager (M) − 0.006 0.891 

Password manager (PC) − 0.010 0.826 

Backup solution (M) − 0.114* 0.013 

Backup solution (PC) − 0.168** 0.000 

VPN (M) − 0.1 × 03* 0.026 

VPN (PC) − 0.055 0.233 

Two-factor authentication 0.002 0.965 

Bolditalics and asterisk shows statistically significant result 
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Age. We conducted multiple independent samples t-tests to determine if there was 
an age delineation that resulted in higher versus lower cybersecurity tool usage. This 
included examining those 18–34 versus 35 and over, 18–39 versus 40 and over, and 
finally those between 18 and 49 versus those 50 and over. In all cases, a statistically 
significant relationship was not found. Thus, the number of cybersecurity tools used 
does not appear to be related to age. 

In addition to the recategorization of age as a dichotomous variable, we examined 
it in its original ordinal form. Our goal was to determine the relationship between 
age and whether or not someone chooses to use a specific tool. Therefore, we use a 
rank biserial test to examine these relationships. The results may be found in Table 3. 

An individual’s age was related to their use of both anti-malware software on their 
mobile device and their use of two-factor authentication. Those older in age were 
more likely to use anti-malware software on their mobile device, while at the same 
time being less likely to use two-factor authentication. 

Income. We conducted an independent samples t-test to assess whether there was a 
statistically significant difference between those that have a household income under 
$100,000 per year (N = 351) versus those that have a household income greater 
than $100,000 (N = 115) with respect to cybersecurity tool usage. The test suggests 
that those that have higher levels of household income use a greater number of 
cybersecurity tools (m = 5.05) versus those with lower levels of household income 
(m = 4.25). The t-statistic was −3.218, with df = 174.632 (p = 0.002). 

In addition to the recategorization of income as a dichotomous variable, we exam-
ined it in its original ordinal form. Our goal was to determine the relationship between 
income and whether or not someone chooses to use a specific tool. Therefore, we use 
a rank biserial test to examine these relationships. The results are found in Table 4.

Income appears to be the largest demographic factor driving cybersecurity tool 
usage. Those higher in income are more likely to use a variety of cybersecurity tools, 
including a password manager, backup solutions, and VPN on both their mobile and

Table 3 Age and cybersecurity tool usage 

Tool Correlation (Spearman) Sig. (2-tailed) 

Anti-malware (M) − 0.146** 0.001 

Anti-malware (PC) − 0.072 0.120 

Password manager (M) 0.049 0.287 

Password manager (PC) 0.035 0.454 

Backup solution (M) 0.028 0.540 

Backup solution (PC) − 0.024 0.602 

VPN (M) 0.014 0.766 

VPN (PC) 0.021 0.646 

Two-factor authentication 0.152** 0.001 

Bolditalics and asterisk shows statistically significant result 
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Table 4 Income and cybersecurity tool usage 

Tool Correlation (Spearman) Sig. (2-tailed) 

Anti-malware (M) 0.034 0.466 

Anti-malware (PC) 0.005 0.909 

Password manager (M) − 0.156** 0.001 

Password manager (PC) − 0.151* 0.001 

Backup solution (M) − 0.134** 0.003 

Backup solution (PC) − 0.166** 0.000 

VPN (M) − 0.149** 0.001 

VPN (PC) − 0.123** 0.008 

Two-factor authentication − 0.057 0.214 

Bolditalics and asterisk shows statistically significant result

PC type devices. This suggests that income may present a barrier to higher levels of 
cybersecurity tool usage among participants. 

Demographics and Cyber Victimization. In this section, we discuss how cyber 
victimization may be related to various demographics, such as gender identification, 
education, age, and household income. 

To examine the relationship between gender identification and cyber victimiza-
tion, we conducted an independent samples t-test for both cyber incident outcomes 
cybersecurity incidents. Our goal was to assess whether there was a statistically 
significant difference between those that identified as male versus those that iden-
tified as female with respect to their self-reports of having experienced outcomes 
likely related to cybersecurity incidents and cybersecurity incidents themselves. 

The test suggests that those that identify as female have experienced fewer 
outcomes related to cybersecurity incidents (m = 2.73) versus their male counter-
parts (m = 3.26). The t-statistic was − 2.733, with df = 367 (p = 0.007). Likewise, 
a similar finding exists for actual cybersecurity incidents. The independent samples 
t-test suggests that those that identify as female have experienced fewer actual cyber-
security incidents (m= 1.80) versus their male counterparts (m= 2.20). The t-statistic 
was − 2.316, with df = 374 (p = 0.021). 

For education, age, and household income, we conducted a Spearman’s corre-
lation coefficient test to see what relationships, if any, may exist between these 
demographics and cyber victimization. The only statistically significant finding was 
between potential cyber incident outcomes and education, r(377) = 0.146, p = 
0.004. This suggests that those with higher levels of education are more likely to 
have experienced outcomes that may be attributed to a cyber incident. 

Personality and Cyber Victimization. To examine whether there were any statisti-
cally significant relationships between cyber victimization and personality types, 
we conducted a Pearson correlation coefficient test. No statistically significant 
relationships were found.
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Personality and Cybersecurity Tools. Similar to the above, we conducted a series 
of point-biserial correlation coefficient tests to determine if there was a relationship 
between the cybersecurity tools individuals’ use and their personality. Table 5 has 
the results of the relationship between extraversion and cybersecurity tool usage. 

Individuals with higher levels of extraversion were more likely to use anti-malware 
software on their mobile device, use a password manager or VPN on either their 
mobile device or PC, or use a backup solution for their PC. Their outgoing nature 
may increase their comfort level with trying a variety of cybersecurity tools. Likewise, 
their personality that may involve greater interactions with others may benefit even 
more from such cybersecurity tool usage. 

Next, we examine the personality type agreeableness. Table 6 has the results of 
the relationship between agreeableness and cybersecurity tool usage. 

Table 5 Extraversion and cybersecurity tool usage 

Tool Correlation (point-biserial) Sig. (2-tailed) 

Anti-malware (M) − 0.095* 0.040 

Anti-malware (PC) − 0.065 0.161 

Password manager (M) − 0.121** 0.008 

Password manager (PC) − 0.099* 0.032 

Backup solution (M) − 0.103 0.025 

Backup solution (PC) − 0.172** 0.000 

VPN (M) − 0.133** 0.004 

VPN (PC) − 0.092* 0.045 

Two-factor authentication 0.024 0.599 

Bolditalics and asterisk shows statistically significant result 

Table 6 Agreeableness and cybersecurity tool usage 

Tool Correlation (point-biserial) Sig. (2-tailed) 

Anti-malware (M) − 0.045 0.327 

Anti-malware (PC) − 0.090 0.051 

Password manager (M) − 0.085 0.066 

Password manager (PC) − 0.135** 0.003 

Backup solution (M) − 0.126** 0.006 

Backup solution (PC) − 0.105 0.023 

VPN (M) − 0.029 0.526 

VPN (PC) 0.006 0.888 

Two-factor authentication − 0.019 0.677 

Bolditalics and asterisk shows statistically significant result
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The results suggest that individuals that are more agreeable are more likely to use 
a password manager on their PC as well as employ a backup solution on both their 
mobile device and PC. 

Next, we will examine individuals with higher levels of conscientiousness and 
how it may be related to cybersecurity tool usage. Table 7 has these results. 

Individuals with higher levels of conscientiousness are more likely to use anti-
malware software, a backup solution, and VPN on both their mobile device and PC. 
Generally speaking, individuals with higher levels of conscientiousness are more 
thoughtful and deliberate in the actions they take and decisions they make. This is 
perhaps reflected in their high use of a variety of cybersecurity tools. 

Next, we will examine the personality type of neuroticism. Table 8 has the results. 
In stark contrast to conscientiousness, those with higher levels of neuroticism are 

less likely to use a variety of cybersecurity tools, including anti-malware software 
or a VPN for their mobile device and PC, as well as a backup solution for their PC.

Table 7 Conscientiousness and cybersecurity tool usage 

Tool Correlation (point-biserial) Sig. (2-tailed) 

Anti-malware (M) −0.158** 0.001 

Anti-malware (PC) −0.122** 0.008 

Password manager (M) −0.060 0.196 

Password manager (PC) −0.057 0.218 

Backup solution (M) −0.124** 0.007 

Backup solution (PC) −0.195** 0.000 

VPN (M) −0.137** 0.003 

VPN (PC) −0.121** 0.009 

Two-factor authentication 0.007 0.873 

Bolditalics and asterisk shows statistically significant result 

Table 8 Neuroticism and cybersecurity tool usage 

Tool Correlation (point-biserial) Sig. (2-tailed) 

Anti-malware (M) 0.118* 0.010 

Anti-malware (PC) 0.151** 0.001 

Password manager (M) 0.076 0.100 

Password manager (PC) 0.054 0.238 

Backup solution (M) 0.048 0.298 

Backup solution (PC) 0.164** 0.000 

VPN (M) 0.147** 0.001 

VPN (PC) 0.128** 0.005 

Two-factor authentication −0.039 0.403 

Bolditalics and asterisk shows statistically significant result 
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Table 9 Openness and cybersecurity tool usage 

Tool Correlation (point-biserial) Sig. (2-tailed) 

Anti-malware (M) −0.058 0.211 

Anti-malware (PC) −0.162** 0.000 

Password manager (M) 0.027 0.563 

Password manager (PC) 0.045 0.330 

Backup solution (M) −0.055 0.234 

Backup solution (PC) −0.077 0.096 

VPN (M) 0.000 0.999 

VPN (PC) −0.046 0.314 

Two-factor authentication 0.022 0.637 

Bolditalics and asterisk shows statistically significant result 

This is not surprising given the challenge that high levels of neuroticism often pose 
for individuals in decision-making. Anxiety and other negative emotions are often 
prevalent for those with high levels of neuroticism, which may significantly impair 
their ability to make a decision, especially one that may be in their best interest. 

Finally, we examine the personality type openness. The results for openness and 
cybersecurity tool usage may be found in Table 9. 

The only significant finding for the personality type of openness was with respect 
to the use of anti-malware software on one’s PC. Those with higher levels of openness 
are more likely to use this cybersecurity tool. 

5 Discussion 

This paper examined five research questions in an exploratory manner to further 
provide insight on cyber victimization experienced by end users. This was done by 
conducting a large-scale survey using the Prolific crowdsourcing platform and the 
Qualtrics survey platform. 

Several findings are worth noting. The greater use of cybersecurity tools, espe-
cially on mobile devices, was related to fewer outcomes that could stem from a 
cybersecurity incident. Additionally, individuals that identify as male are more likely 
to use some cybersecurity tools. This includes anti-malware software and VPN on 
both their mobile device and PC. Additionally, they are more likely to use two-factor 
authentication. Interestingly, those that identified as female reported fewer instances 
of both cybersecurity incidents and outcomes often related to cybersecurity incidents. 
Is this a function of how the devices are used or perhaps what devices are used? 

Some similar disparities were observed for both education and household income. 
Those with higher levels of education are more likely to use a backup solution, 
whether for their mobile device or PC, as well as use a VPN for their mobile device.
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Income had the most pronounced disparities. Those with higher household 
incomes were more likely to use a variety of cybersecurity tools—password manager, 
backup solution, and VPN for both their mobile device and PC. This may suggest 
that income disparities are also cybersecurity disparities. 

Personality seemed to help explain to a certain extent both the use and non-use 
of a variety of cybersecurity tools. While any relationship between personality and 
cybersecurity tool usage was generally positive when it did exist, this was not true 
for the personality type of neuroticism. Those with higher levels of neuroticism are 
particularly disadvantaged in being able to use cybersecurity tools to help make their 
cybersecurity posture more secure. 

5.1 Limitations 

It is important to note some of the limitations inherent in this research. First, a survey 
was used and a crowd-sourced platform employed to recruit participants. While most 
participants indicated that compensation was commensurate with similar efforts in 
other studies, the participants nonetheless did have a financial motive to complete the 
survey as quickly as possible. A multitude of quality control questions and measures 
were developed to mitigate this issue with the results from 31 participants being 
discarded. 

Second, a single research method was used in this study. Thus, common method 
bias is a concern [32, 33]. In addition to the multiple quality control procedures 
employed, the participants are in effect anonymous to the authors. Therefore, we do 
not believe common method bias is a significant concern in the current study, but it 
cannot be ruled out completely. 

Third, data was collected from research participants at a single point in time. It 
is possible that the responses captured at that point in time do not fully reflect their 
attitudes, opinions, and beliefs. While this is unlikely to play a large role in negatively 
impacting the results in the aggregate, it is possible that it could impact the results. 

Finally, this study was exploratory in nature. We performed various statistical tests 
to determine if statistically significant relationships were supported or not. And to the 
extent that such relationships were found, causation cannot be proven or otherwise 
demonstrated. Thus, it is possible that the relationships found may be related to 
another variable not accounted for in the current study [34]. 

6 Conclusion 

As cybersecurity experts, organizations, educational institutions, and governments 
ponder how to help make end users more cyber secure, it is important to understand 
that the use and non-use of cybersecurity tools is multi-faceted. It is doubtful that a 
one-size-fits-all solution will be effective for everyone. If that can be acknowledged
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by such entities, then it is likely they will encounter less frustration related to false 
hopes, but also achieve greater success for themselves and end users alike. 

6.1 Future Research 

Future research should focus on better understanding why the differences noted 
herein exist and how different populations may be best served through various inter-
ventions. This type of research would benefit from additional methodologies (e.g., 
focus groups, interviews, experiments). The disparities observed in the current study 
are disconcerting in many ways. It will only be through additional research that we 
may begin to make headway in addressing such disparities. 
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Binary Segmentation of Malaria 
Parasites Using U-Net Segmentation 
Approach: A Case of Rwanda 

Eugenia M. Akpo, Carine P. Mukamakuza, and Emmanuel Tuyishimire 

Abstract Malaria is a significant health issue in Rwanda. Its accurate identification 
is essential for effective treatment. Traditional methods, such as microscopy, often 
face limitations in these contexts. This paper investigates how advanced machine 
learning techniques can address diagnostic challenges commonly encountered in 
resource-limited settings like Rwanda. A powerful deep learning framework known 
as U-Net was utilized in this study to identify different types of malaria. This method 
demonstrated the ability to accurately identify the disease at a highly detailed level, 
yielding promising results. The findings from this study could contribute to the 
development of computer-aided diagnostic tools specifically designed for regions 
with limited resources. These tools could assist healthcare professionals in decision-
making processes and enhance patient outcomes. 

Keywords Malaria diagnosis · U-Net architecture ·Malaria parasite segmentation 

1 Introduction 

Malaria is a deadly disease that is typically present in tropical regions and spread by 
infected mosquito bites. Fever, headache, chills, nausea, vomiting, diarrhea, anemia, 
and respiratory distress are among the symptoms [ 1]. It can cause consequences 
like cerebral malaria, breathing issues, organ failure, anemia, and low blood sugar if 
left untreated. By avoiding mosquito bites, using pesticides, sleeping beneath nets, 
donning long pants and shirts, and using creams or sprays to repel mosquitoes, 
malaria can be avoided. Physical examination, symptoms, and blood tests are used 
to make the diagnosis. Depending on the patient’s age and health status, several 
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treatments may be available [ 1]. Plasmodium parasites can be categorized into five 
distinct species, namely P. falciparum, P. vivax, P. ovale, P. knowlesi, and P. malariae. 
Among these, P. falciparum and P. vivax are the most virulent and account for most 
malaria cases [ 2]. 

Malaria is a severe disease, with 241 million infections and 627,000 deaths in 2020, 
with Africa having the highest number of cases and fatalities [ 3]. Commonwealth 
governments committed to eliminating malaria by 2030 [ 1]. There have been various 
studies on automating the process of malaria detection in various parts of the world. 
The common consensus is that using the Giemsa-stained specimen/blood sample 
observed under microscopic slides, known as light microscopy, is the gold standard 
for malaria detection [ 4– 6]. This process can be time-consuming and is only accurate 
based on the skill of the operator or technician. It can also be challenging in resource-
limited settings, thereby having rapid diagnostic tests as the next alternative [ 7]. 

This paper is a part of a broader study in which the authors explore and suggest a 
digital system for monitoring malaria [ 8]. The proposed system aims to streamline the 
process of data collection, delivery, aggregation, classification, treatment reporting, 
repository updates, and public information services. This could potentially improve 
the forecasting, management, and treatment of malaria [ 8]. As a step in the right 
direction and in an effort to enhance malaria control, [ 9] created a data management 
model. The authors examine existing data management models and propose a novel 
one that is specifically designed for Rwanda. The specific objective of the study 
discussed in this paper is to enhance malaria prediction and automate the process of 
diagnosing malaria. 

For malaria parasite detection and segmentation, numerous studies have explored 
both options and have found various results. Previous research in the field has shown 
that machine learning and artificial intelligence methods have the potential to aid in 
malaria detection significantly. In a foundational paper [ 10], advanced image anal-
ysis software and machine learning approaches were leveraged to identify malaria, 
showcasing the pivotal role of modern information technologies in effective disease 
mitigation. These methods encompassed image processing, cell segmentation, para-
site identification, and feature calculation, underscoring the diversity of approaches 
within this domain [ 10]. 

Furthermore, recent research efforts have explored alternative methods for malaria 
parasite detection. For instance, the work in [ 5] employed scaled YOLOv4 and 
YOLOv5 object identification models to classify malaria parasites, achieving notable 
accuracy rates of 83 and 78.5%. This result suggests the potential for these algorithms 
to assist medical practitioners in accurately identifying and predicting the malaria 
stage, a crucial aspect of disease management. While much research has primarily 
focused on detecting Plasmodium falciparum, given its prominence and lethality in 
sub-Saharan Africa as recognized by the WHO [ 1], promising strides have been made 
in diversifying the approaches. 

Another promising study is [ 11], where the authors suggest an automated ana-
lytic method for employing quantitative phase pictures to identify Plasmodium 
falciparum-infected red blood cells at the trophozoite or schizont stage. Linear dis-
criminant classification (LDC), logistic regression (LR), and K-nearest neighbor
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classification (NNC) are some of the techniques employed. Regarding schizont-stage 
detection, LDC has the best accuracy (up to 99.7%), whereas NNC has marginally 
greater accuracy (99.5%). These are all various studies contributing to automating 
malaria diagnosis. 

This work explores Semantic segmentation, specifically the U-Net architecture, 
to segment malaria plasmodium species in digital image data collected in African 
settings, specifically Rwanda. Semantic segmentation groups image regions or pix-
els belonging to the same object class. It provides a helpful solution for various 
applications, including colon crypt segmentation, tumor identification, localization 
of surgical instruments, road sign detection, and land use classification. Semantic 
segmentation offers a well-defined method based on object class semantics, unlike 
non-semantic segmentation, which clusters pixels based on general object proper-
ties [ 12]. This differentiation highlights its adaptability and usefulness in various 
contexts, particularly medicine, which helps with disease diagnostics and organ seg-
mentation [ 12]. U-Net is a famous semantic segmentation architecture proposed by 
Priyanshu et al. [ 13]. It is a customized convolutional neural network made specially 
for the segmentation of biomedical images. With skip connections, it has a recog-
nizable “U” shape with an encoding path for feature extraction and a decoding path 
for up-sampling and accurate localization. U-Net has gained significant traction in 
biomedical image analysis, providing precise segmentation findings and inspiring 
the creation of comparable image segmentation designs across various applications 
[ 13]. 

The choice of employing the U-Net architecture is well justified. The U-Net archi-
tecture’s proven success in biomedical image analysis, particularly in segmenting 
Plasmodium, makes it a suitable and promising approach to address the challenges 
in this domain. The U-Net architecture has become more well-known in the biomed-
ical industry because of the requirement for precise segmentation. U-Net’s capacity 
to concurrently integrate low-level and high-level information makes it suitable for 
medical image segmentation. High-level information makes it possible to extract 
intricate patterns, whereas low-level information enhances accuracy [ 14]. Consider 
the work by Abraham [ 15] which applies U-Net to segment Plasmodium within thin 
blood smear images and showcases U-Net’s remarkable accuracy in this task. This 
study examines three loss functions-mean-squared error, binary cross-entropy, and 
Huber loss-revealing that the Huber loss function outperforms the others. Testing 
metrics for F1 score, positive predictive value (PPV), sensitivity (SE), and rela-
tive segmentation accuracy (RSA) are notably higher with the Huber loss function, 
measuring 0.9297, 0.9715, 0.8957, and 0.9096, respectively. This underscores the 
effectiveness of U-Net coupled with the Huber loss function in achieving precise 
Plasmodium segmentation in thin blood smear images. 

Furthermore, U-Net’s adaptability to different color spaces and its consistently 
high accuracy rates across RGB, HSV, and GGB color spaces make it a compelling 
choice for malaria parasite segmentation as demonstrated in [ 16]. In the RGB, HSV, 
and GGB color spaces, respectively, the findings demonstrate astounding accuracy 
rates of 99.40%, 99.36%, and 99.47%, highlighting the suggested technique’s dura-
bility [ 16].
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Despite the effectiveness of U-Net, a predominant gap lies in the dataset’s com-
position, consisting primarily of thin images of malaria parasites. This limitation 
could hinder the generalizability of developed models to more diverse and com-
plex scenarios using thicker blood smears or different image types. Also, there is a 
dearth of studies addressing the diverse species of malaria parasites. The prevailing 
focus on a single species or the lack of species-specific identification in the literature 
could undermine the models’ effectiveness in handling multiple species scenarios. 
Addressing these gaps will not only enhance the comprehensiveness of the research 
but also lead to more robust and accurate solutions in the field of malaria parasite 
detection and segmentation. 

The rest of this paper is structured as follows: The detection includes the descrip-
tion of the extensive datasets acquisition and the U-Net architecture covered in Sect. 2; 
the results and discussion are covered in Sect. 3 followed by the limitations and rec-
ommendations in Sect. 4, and the conclusions are covered in Sect. 5. 

2 The Detection Method 

2.1 Datasets, Annotation, and Preprocessing 

The dataset consists of a comprehensive collection of microscopic images that capture 
four types of malaria parasites: Plasmodium falciparum, Plasmodium malariae, Plas-
modium ovale, and Plasmodium vivax. These images were meticulously collected 
at the Rwanda Biomedical Centre (RBC) [ 17] using a specialized microscope setup. 
The setup involved Giemsa-stained slides examined under a microscope, equipped 
with a camera attached to the eyepiece and connected to a laptop as shown in Fig. 1 
[ 9]. 

As the microscope was adjusted, snapshots (fields) of the slides were taken and 
stored for further analysis. The images captured thick and thin film smears, providing 
a diverse range of samples for study. Each image was carefully annotated using the 
VGG Image Annotator 2.0.12 to ensure accuracy in identifying infected areas. This 
tool allowed for precise delineation of infected areas using its polygon feature. 

The dataset was strategically divided to facilitate practical training, validation, 
and testing of the proposed U-Net-based segmentation model on various Plasmodium 
infections. An 80% allocation was made for training, with the remaining 20% equally 
divided between validation and testing for each parasite species. This division ensures 
a comprehensive representation of each parasite species across different subsets. This 
dataset provides a robust foundation for studying malaria parasites and developing 
effective machine learning models for their identification and classification. The 
detailed split and total number of images is found in Table 1. 

The annotated masks were resized to a uniform dimension of 256.× 256 pixels and 
fed into the U-Net architecture. This standardization of image size not only ensures 
uniformity in training and results but boosts computational efficiency by minimizing
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Fig. 1 Camera mounted on microscope at RBC to collect digital images of microscopic slides 

Table 1 Summary of data split for all parasites 

Parasite Total Train Validation Test 

PF 58 46 6 6 

PM 139 111 14 14 

PO 191 152 19 20 

PV 114 91 11 12 

Note Abbreviations used: PF Plasmodium falciparum, PO Plasmodium ovale, PV Plasmodium 
vivax, PM Plasmodium malariae 

the time and memory required. This preprocessing step guarantees that the mask 
sizes are consistent for the segmentation model, enabling smooth integration of the 
annotated data into the training, validation, and testing stages. 

The samples used in this study were collected from patients with high fever who 
sought consultation at healthcare facilities. Positive slides were subsequently col-
lected by the Rwandan Biomedical Centre for further analysis, including our research. 
Sample collection is primarily conducted at healthcare facilities across Rwanda on a 
quarterly basis for quality control purposes. RBC holds the legal authority for quality 
control, research, and training within Rwanda. This justifies the ethics of our study.
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2.2 U-Net Architecture 

The U-Net is a convolutional neural network architecture designed specifically for 
biomedical image segmentation tasks. It was introduced in a paper titled “U-Net: Con-
volutional Networks for Biomedical Image Segmentation,” authored by Ronneberger 
et al. [ 13]. The architecture is notable for its distinctive U-shaped design, which 
includes a contracting path (down-sampling) and an expansive path (up-sampling).

• Contracting Path (Down-sampling): The contracting path is responsible for 
reducing the spatial dimensions of the input image while capturing hierarchical 
features. It achieves this through a series of convolutional layers designed to detect 
patterns and features at different scales. The contracting path involves a series of 
convolutional and max-pooling layers that gradually reduce the spatial dimensions 
of the input image while extracting hierarchical features.

• Expansive path (Up-sampling): On the other hand, the expansive path is respon-
sible for recovering the spatial resolution of the segmented regions. It uses trans-
posed convolutions (deconvolutions) to up-sample the feature maps obtained from 
the contracting path. This helps the network recreate the finer details of the seg-
mented objects. Additionally, during the up-sampling process, the expansive path 
incorporates information from the contracting path. This is achieved through con-
catenation operations, where feature maps from the contracting path are combined 
with those from the expansive path. This information fusion ensures that the net-
work has context and spatial information for accurate segmentation. 

The beauty of the U-Net architecture lies in the synergy between these two paths. 
The contracting path learns to extract meaningful features and patterns from the input 
image, while the expansive path uses this information to generate precise segmen-
tation masks. This U-shaped design allows the U-Net to excel at biomedical image 
segmentation tasks where accuracy and detail preservation are crucial, making it a 
popular choice for tasks like cell nucleus segmentation or detecting intricate struc-
tures within medical images. Inspired by [ 18, 19], the following U-Net approach in 
Fig. 2 is used for this study. 

2.3 Training 

This work conducts individual binary segmentation on all four parasite types, with 
the architectural focus on precisely segmenting objects of interest from images while 
adeptly addressing the unique challenges inherent in binary image segmentation 
tasks. The model’s training leverages the Adam optimizer with a learning rate set to 
1e-4 and employs binary cross-entropy loss. Alongside accuracy, the model’s efficacy 
is gauged through the mean Intersection over Union (IoU) metric, quantifying the 
overlap between the predicted and actual masks. The training phase encompasses 
model fitting to the training dataset using a batch size of 16 for 300 epochs.
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Fig. 2 U-Net architecture
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• Learning Rate (1e-2): The learning rate controls how much to update the weight 
in the optimization algorithm. A smaller learning rate could lead to converging to 
the global minimum but might take more time to train, while a larger learning rate 
could speed up the training but risks overshooting the global minimum. In this 
case, a learning rate 1e-2 is chosen to balance convergence speed and assurance 
of not missing the global minimum [ 20].

• Batch Size (16): The batch size determines the number of samples propagated 
through the network simultaneously. A smaller batch size is chosen because it 
requires less memory to process, allows the model to start learning from data 
earlier, and provides a regular weight update, which can result in a robust model. 
The data size also accounts for why this figure was chosen. However, it might 
make the training process noisier and longer [ 20].

• Number of Epochs (300): The number of epochs is the number of times the 
entire dataset is passed forward and backward through the neural network. A 
higher number of epochs could lead to better performance until a certain point, 
after which the model might start overfitting. Therefore, 300 epochs are chosen to 
allow the model to learn complex patterns in the data without overfitting [ 21]. 

The model uses binary cross-entropy loss and Adam optimizer, which combines 
the advantages of two other extensions of stochastic gradient descent: AdaGrad and 
RMSProp. The mean Intersection over Union (IoU) metric is used for evaluating 
segmentation models by quantifying the overlap between the predicted and actual 
masks. Finally, precision, .F1 score, and recall metrics are explored via hyperpa-
rameter tuning to identify an optimal threshold yielding the highest .F1 score. The 
.F1 score is a performance metric commonly used in binary classification problems. 
The accuracy and comprehensiveness of the model are assessed using the harmonic 
mean of recall and precision. The.F1 score runs from 0 to 1, with 1 being the highest 
number that can be achieved [ 22, 23]. Unlike accuracy, it offers reliable findings for 
both balanced and unbalanced datasets. 

3 Results and Discussion 

Table 2 presents a concise overview of the outcomes obtained during the testing 
phases for all four parasite types. Figure 3 shows the training and validation loss of 
the model on the different Plasmodium species. Additionally, the ensuing figures in 
Fig. 4 offer visual representations of the model results on the four parasites, providing 
valuable insights into the project’s performance. 

The model achieved remarkable accuracy and low losses, yet there is potential 
for improvement when considering other evaluation metrics. Accuracy is a valuable 
metric when the classes are approximately equally distributed. It measures the pro-
portion of correct predictions (true positives and negatives) among the total number 
of cases examined [ 24]. The .F1 score, combining precision and recall, provides a 
holistic view of the model’s performance. Plasmodium ovale displays the highest
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Table 2 Results of metrics on four parasites 

Parasite Loss Accuracy .F1 score Precision Recall 

PF 0.0186 0.9955 0.0868 0.1175 0.0688 

PM 0.0152 0.9969 0.5420 0.5282 0.5565 

PO 0.0298 0.9882 0.6020 0.5444 0.6731 

PV 0.0278 0.9840 0.5936 0.5365 0.6642 

Fig. 3 Training result: a model on Plasmodium falciparum b model on Plasmodium malariae B c 
model on Plasmodium ovale d model on Plasmodium vivax 

.F1 score and recall among parasites, closely trailed by Plasmodium vivax and then 
Plasmodium malariae. In contrast, Plasmodium falciparum exhibits poorer perfor-
mance, attributed to limited training data. Data augmentation was omitted to assess 
the model’s inherent learning. .F1 score, precision, and recall collectively showcase 
the segmentation’s efficacy. Plasmodium malariae exhibits peak accuracy, followed 
closely by falciparum, ovale, and vivax. .F1 scores align with training data, yielding 
results under 0.7. Visuals highlight accurate data detection, yet recall and precision 
at the optimal threshold are lacking.
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Fig. 4 Real image, ground truth, and model segmentation on the four parasites: a Plasmodium 
falciparum b Plasmodium malariae c Plasmodium ovale d Plasmodium vivax
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Generally, the model accurately detects 99.6% of Plasmodium falciparum, 99.7% 
of Plasmodium malariae, 98.8% of Plasmodium ovale, and 98.4% of Plasmodium 
vivax. Despite strong accuracies, they might not fully depict effectiveness. The dis-
crepancies between accuracies and other metrics reveal nuanced evaluation. In the 
study, while Plasmodium malariae exhibits peak accuracy, the .F1-scores for all par-
asites are under 0.7. This discrepancy between accuracy and .F1-score suggests that 
while the model is generally good at identifying the presence or absence of parasites 
(high accuracy), it may be less effective at correctly identifying positive cases (lower 
.F1-score), particularly for classes with fewer instances in the training data [ 24]. 

4 Limitations and Recommendations 

Effective diagnosis and treatment of malaria need efficient and precise segmentation 
of the parasites. As we explore the complexities of automatic segmentation using 
the U-Net architecture, a few crucial factors come into focus that may significantly 
impact the model’s effectiveness and dependability. Three key limitations stand out 
and present opportunities for improvement. 

One of the primary limitations of the current approach is the lack of a compre-
hensive dataset that encompasses the wide range of parasite variants, particularly 
for the P. falciparum parasite [ 25]. The model’s effectiveness hinges on its ability to 
generalize across subtle variations. A larger dataset encompassing diverse parasite 
stages, morphologies, and image qualities can facilitate more effective learning. This 
enables the model to better address the complex challenges posed by various parasite 
species, fostering a comprehensive and adaptable solution. Data augmentation tech-
niques can be employed to artificially expand the size and diversity of the training 
data, particularly when acquiring new data is challenging or expensive. This may be 
especially advantageous for the model’s detection of P. falciparum parasites, which 
currently perform poorly due to a lack of training data [ 26]. 

In addition, the success of any segmentation model is inherently linked to the 
quality of its ground truth masks [ 27]. Investigating cutting-edge computer vision 
methods for producing these masks is essential to improving the precision of the 
.F1-score and overall performance. Techniques such as instance segmentation, active 
contour modeling, and combining annotations from multiple perspectives should be 
utilized to achieve this [ 16]. Employing image processing techniques to eliminate 
or mitigate the impact of artifacts and white blood cells can further enhance the 
quality of ground truth annotations. Ground truth masks can be meticulously crafted 
by leveraging the strengths of these methods, effectively bridging the gap between 
manual annotation and automated detection. The outcome is a more streamlined and 
reliable training procedure that bolsters segmentation accuracy. 

Furthermore, segmentation accuracy extends beyond data collection and model 
design. The choice of metrics and loss functions employed for evaluating model per-
formance naturally influences the learning process and assessment accuracy. Explor-
ing alternative solutions holds promise [ 28]. Investigating loss functions tailored to
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the specifics of binary segmentation, such as Huber loss or dice loss, may lead to 
improved convergence and segmentation quality [ 15]. Additionally, incorporating 
metrics like the Matthews correlation coefficient (MCC) or the Jaccard index into 
the evaluation repertoire enables a more comprehensive assessment that considers 
various aspects of model performance. 

Finally, one of the challenges faced is the inadequate training of laboratory tech-
nicians, resulting in poorly prepared malaria blood films. These substandard samples 
are often rejected, leading to delays in acquiring suitable specimens. Additionally, 
the inconsistent quality of stainers (reagents) can produce images with varying col-
orations. Experts must regularly check and validate reagents at endemic sites, further 
hindering the sample collection process. 

By addressing the limitations identified and implementing the recommended 
improvements, the effectiveness and reliability of automatic segmentation of malaria 
parasites using the U-Net architecture can be significantly enhanced. This can lead to 
more accurate diagnoses and timely treatment decisions, improving patient outcomes 
and contributing to the fight against malaria. 

5 Conclusion 

The study reported accuracy levels of 99.6% for Plasmodium falciparum, 99.7% for 
Plasmodium malariae, 98.8% for Plasmodium ovale, and 98.4% for Plasmodium 
vivax, indicating a significant improvement in the accuracy of malaria diagnosis. 
Despite these impressive figures, there is potential for further improvement when 
considering other evaluation metrics such as the .F1 score, precision, and recall. The 
performance for Plasmodium falciparum was lower due to insufficient training data, 
highlighting the need for a comprehensive dataset for effective learning. The quality 
of ground truth masks and the choice of metrics and loss functions also significantly 
influence the model’s success. 

To extend this work, more data could be collected, advanced computer vision 
methods could be explored for each parasite, and other methods of segmentation 
such as MaskRCNN could be significantly explored. By implementing these steps, 
it is hoped that the model’s performance can be enhanced, leading to more efficient 
and precise diagnosis and treatment of malaria. This study substantially contributes 
to malaria parasite detection and segmentation and identifies critical areas for future 
improvement. There are plans to implement automated malaria diagnosis in collabo-
ration with the Rwandan Biomedical Centre (RBC), our most important stakeholder. 
This constitutes a part of the investigative phase, with the hope of transitioning to 
the deployment and testing phase with enhanced outcomes.
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PLC-Based Traffic Light Control 
for Flexible Testing of Automated 
Mobility 

Tamás Wágner, Tamás Tettamanti, Balázs Varga, and István Varga 

Abstract Road infrastructure has evolved to meet diverse needs over time. This 
makes modernizing traffic control systems also necessary in order to keep pace 
with technological innovations and changing user habits. This paper presents a novel 
design and implementation strategy for the next generation of traffic control systems, 
with particular emphasis on the challenges posed by the integration of automated 
vehicles. General flexibility in future traffic management, proper use of standardized 
communication protocols, and safety solutions are essential factors in addressing the 
traffic challenges of the coming decades. The system has been developed primarily for 
PLCs (Programmable Logic Controllers) and has been tested and verified, providing 
the advantages of safety elements and software safety solutions. The proposed system 
demonstrated efficient and reliable performance while the applied OPC UA (Open 
Platform Communications Unified Architecture) communication protocol assured 
robustness and secure client-to-PLC communication. 

Keywords PLC · Traffic light controller · CCAM ·Automated vehicles ·OPC UA 

1 Introduction 

Essentially, traffic lights are control systems designed to manage road traffic flow and 
improve safety for all road users. The main progress in traffic light technology has not 
been in control methods, but in the Traffic Light Controller (TLC) hardware. These 
devices have become increasingly reliable and safe over time, as microcontroller-
based systems have replaced older, relay-based ones. 

However, there have been fewer advancements in control software compared to 
the TLCs. Presently, systems that control traffic lights can be categorized into two 
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main groups: fixed-time (open-loop) systems and adaptive (closed-loop) systems. 
The former is unable to react to external information such as traffic flow, whereas 
the latter is equipped with sensors that gather information about its surroundings 
and adjust the phase plan accordingly. It is worth noting that many adaptive systems 
can only provide estimates of the number of vehicles and traffic throughput at an 
intersection for the local area [ 1, 2]. 

The emergence of automated cars has made it necessary to create a new type 
of traffic light control system, primarily for testing purposes. These new automated 
systems need to be more interconnected than traditional traffic management systems, 
as there are more requirements for proving grounds. Although current traffic control 
systems have proven to be safe and robust, they cannot cope with the complexity of 
modern traffic systems. These traditional systems are primarily used to test driver 
assistance systems that do not require continuous information exchange with other 
vehicles and infrastructure [ 3, 4]. 

Our proposed system has the capacity to handle traffic scenarios that cannot 
be implemented in conventional traffic management systems, such as conflicting 
green signals. The main aim is to present corner cases to the automated vehicles to 
test decision making layers under unusual circumstances. During the design stage 
of development, it is important to consider external V2X (Vehicle to Everything) 
communication system integration, as this will be essential for automated vehicle 
testing in the future [ 5]. Additionally, we aim to prioritize the possible implementation 
of existing traffic measurement devices, such as inductive loops, magnetic sensors, 
or cameras at a later stage [ 6– 8]. Given the innovative nature of the system, it was 
deemed essential to integrate proven safety protocols, such as the Intergreen Time 
Matrix, to ensure that the system guarantees maximum safety for road users [ 9]. 

This system has been designed with the testing interests of the automotive indus-
try in mind, making it highly effective when used in automotive proving grounds. 
ZalaZONE, based in Zalaegerszeg, Hungary, is one such proving ground where it 
can be used to create a test environment that is ideal for connected and automated 
vehicle (CAV) testing. However, it is noteworthy that ZalaZONE can offer services 
not only for commercial use, but can also significantly support various research and 
development projects. Scientific and academic institutions can utilize the facility for 
their research projects as well [ 10]. 

This paper examines the potential of PLCs as control devices for traffic signal 
systems, particularly with regard to their feasibility and reliability. A special focus 
is put on measuring the latency of the network communication between the different 
elements of the system as well as on how much processor capacity was used by 
controlling the intersection. 

The structure of the paper is as follows: Sect. 2 is a presentation of the system 
architecture, while Sect. 3 is a description of the test methods and results.
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Fig. 1 System elements and their communication protocols 

2 System Architecture 

The conceptual system is divided into three subsystems: local programs running on 
Programmable Logic Controllers (PLCs), central server software, and client appli-
cations. The PLC software is the only component capable of autonomous operation 
independently of the rest of the system, but the opposite is not true. This architecture 
enables safe fallback to a traditional, island mode operation in case of failure of the 
central system. The central software is responsible for coordinating all of the subcom-
ponents, ensuring continuous communication with both the various PLCs and client 
applications. The network links between the system components are shown in Fig. 1. 

A high level of safety and real-time control is essential for each system component. 
The selection of implementation tools considered these requirements. The central 
software’s code is written in Rust, a modern programming language focused on safety. 
This enabled us to integrate C libraries while maintaining high memory safety and 
excellent performance [ 11]. The central subsystem does not control the traffic lights 
directly but only sends instructions to the PLCs, which process these instructions and 
control the traffic lights via their own PLC programs. This structural setup ensures 
that the traffic lights operate reliably and securely, even if the communication between 
the central system and the PLC is interrupted. 

It’s critical to note that reliable communication between the PLCs and the cen-
tral software is crucial in our system. With this in mind, we’ve chosen to use the 
Open Platform Communications Unified Architecture (OPC UA) protocol—a net-
work protocol that is specifically designed for industrial environments and ensures 
robustness, security, and scalability [ 12]. It’s worth noting that most state-of-the-art 
PLCs support this protocol by default. Moreover, numerous modern PLCs support 
this protocol out-of-the-box, which does not overload the PLC’s processors due to 
manufacturer optimizations. 

Three modes of operation are available for PLCs, with the first referred to as 
“static,” whereby the traffic lights operate according to a predefined phase plan with-
out any modifications. In this mode, the PLC only sends status reports to the server and 
doesn’t receive any instructions from the central software. In the “custom” mode, 
the central software uploads a phase plan created by the user to the PLC. Along 
with this, the user has the option to deactivate the built-in safety functions. The third 
mode, the “interactive” mode, enables the user to control the traffic lights in real-time
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through a client application of their choice. In this scenario, there is no predefined 
phase plan. PLCs are autonomous entities and are not required to operate in the same 
mode. Traffic light control systems are crucial because malfunctions can put human 
lives at risk. To ensure that the necessary safety protocols are in place, the design and 
implementation of these systems must be approached with great care. The PLC was 
chosen as the hardware because of its built-in basic safety components, including 
redundant subsystems, real-time clock, output monitoring functions, and so on. In 
addition, the PLC includes not only hardware but also software safety features, such 
as data integrity control mechanisms or watchdog timers. 

Despite these built-in safety modules, PLCs cannot provide complete protection, 
so additional safety software must be developed. These programs operate in parallel 
with the light control program and stop it immediately if an anomaly is detected. 
The two most crucial extra programs are the intergreen time matrix checker and the 
output cable status checker. 

The former verifies that there are no conflicting green phases and that there is 
enough time between phases to clear the intersection. If an error occurs, the PLC 
responds based on the current operating mode. A warning is sent to the central server 
in the event of an error. If the PLC is in “static” mode, it will attempt to restart the 
control when a problem occurs. If a series of restarts fails to solve the problem, the 
PLC reports the problem to the central server. 

The output cable status checker monitors the status of the cables based on feed-
back from the PLC I/O cards. If the program detects a cable break, it indicates that 
maintenance is required to the central server and turns off the traffic lights until the 
necessary repairs are made to ensure the safety of the road. 

3 Evaluation and Testing 

To ensure the proper and reliable functionality of our systems, comprehensive testing 
is essential. This chapter presents the testing process and the technologies used. 

Throughout the development process, multiple testing levels were utilized, one of 
the most significant and comprehensive being hardware-in-the-loop (HiL) testing. 
This form of testing allowed us to test our software directly with real hardware under 
realistic conditions. During this phase, we thoroughly tested the functionality of both 
the PLC programs and the entire system. This included the OPC UA communication 
protocol. 

To replicate actual environmental conditions, we developed a customized circuit 
capable of emulating the behavior of signal lights and capturing logic values at the 
PLC output through a microcontroller. Additionally, the circuit is capable of simu-
lating cable faults, which was achieved by using the Sziklai pair circuit, see Fig. 2. 
We used a Raspberry Pi 4 (RPI) and two Arduino Nano microcontrollers to conduct 
our measurements. The link between the modules is shown in Fig. 3. The RPI was 
responsible for controlling the testing process, while the Arduino microcontrollers 
managed the simulation of cable breaks and the reading of PLC output values.
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Fig. 2 Measurement circuit for one PLC output 

Fig. 3 Modules in the HiL test 

Two versions of the HiL test control program are executed by RPi4. One version 
is written in C because the open62541 [ 13] library utilized to implement OPC UA 
communication is also written in C. Additionally, the RPi library primarily supporting 
I2C communication was also written in C. 

The other version, a Rust version of the HiL test control program, was also created 
later in the development process. This version also uses the open62541 library, but 
its usage is primarily handled by the Rust compiler and linker. The advantage of this 
version is that the central system is completely written in Rust. This allows to test the 
suitability of the open62541 library for our requirements in the traffic control center 
software in advance and thus to determine whether a more advanced library should 
be used at a later stage. 

Our primary testing objectives focused on validating the performance of the PLC 
processor, including its capacity for handling the concurrent execution of internal 
programs and OPC UA communication. We also evaluated the system’s ability to 
operate in real-time and quantified the network traffic it generated.
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Table 1 OPC UA communication measurements 

C Rust 

Average network latency 111.52 ms 193.14 ms 

Maximum network latency 187 ms 301 ms 

Average network traffic 650 byte/s 768 byte/s 

3.1 Network Wide Testing 

The primary goal of this testing phase was to measure the end-to-end latency of the 
communication between the PLC and the client. This latency is described as the 
duration between the change in the PLC output signal until the client detects the 
change. Accuracy in recording these times is achieved by synchronizing all devices’ 
clocks in the system to the nearest thousandth of a second utilizing NTP (Network 
Time Protocol). The PLC’s built-in logging function was used to record all output 
signal changes. Each change was time-stamped. Similarly, on the client side, all 
incoming messages were logged, including their time stamp and content upon arrival. 

Wireshark was used for detailed monitoring of the network traffic. Wireshark 
is software that captures and organizes network traffic for analysis [ 14]. This data 
enabled us to identify the number and type of data packets transmitted between the 
client and the PLC. 

Additionally, a significant objective of the test was to determine the amount of data 
transferred between network nodes and whether the system could operate smoothly 
under this load. In the test configuration, a single PLC communicated with a sole 
client, rendering a simulation of the actual operating conditions accurate as only one 
PLC would be present per intersection. 

The results of the test for C and Rust versions are shown in Table 1. The average 
network latency for C measures 111.52 ms and for Rust measures 193.14 ms. It is 
worth noting that this value has the potential to decrease further by using special-
ized industrial equipment instead of generic devices and optical solutions instead 
of Ethernet-based network infrastructure. As our current implementation is mainly 
intended for data monitoring purposes, the latency results for the C version are 
entirely satisfactory, however, for the Rust version it is unacceptable. The slight 
increase in latency in this case is expected, as while the Rust programming lan-
guage’s performance is nearly on par with C, it still falls slightly short [ 15]. 

3.2 Processor Load Testing 

Overloading the processor of the PLC can lead to critical system failures. When 
system processes like OPC UA communications overload the processor, there is a 
possibility that the task manager responsible for the PLC programs will not be able
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Table 2 CPU load measurements 

Average CPU load 26 % 

Maximum CPU load 34 % 

Minimum CPU load 23 % 
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Fig. 4 CPU load over time with moving average (10 sample window) 

to maintain the predetermined cycle times. In such overloads, various hazardous 
situations can occur. Therefore, it is essential that the processor load is kept low 
and that the system has sufficient computing capacity in reserve. To ensure adequate 
reserve capacity, we will analyze the minimum, maximum, and average CPU work-
load during the execution of control programs and OPC UA communication in HiL 
testing. 

The tested PLCs, specifically the WAGO 750-8211/040 models, possess a high-
performance processor capable of handling resource-intensive functions. Neverthe-
less, it is crucial to continuously monitor the processor load to prevent potential 
system risks and enable future integration of additional functions. Table 2 and Fig. 4 
present the results of the CPU test. The data indicate that the system is not utilizing 
the entire CPU capacity available, and the CPU load varies in a consistent interval. 

4 Conclusion 

The paper presented the feasibility evaluation of a PLC-based traffic controller for 
a novel, dynamic traffic control system that can address current and future traffic 
challenges, especially those posed by the growing number of automated vehicles. 
The system architecture can seamlessly integrate with future V2X technologies to 
enable effective testing of automated vehicles.
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Safety was our top priority in developing this system. The use of PLCs was advan-
tageous due to their fundamental safety elements and the implemented additional 
software safety solutions. Throughout the testing phase, the system demonstrated 
efficient and reliable performance. The implementation of OPC UA communication 
protocol assured system stability, robustness, and secure client-to-PLC communica-
tion. 

The performed network tests showed that the system works with acceptable 
latency in its current state and that this value could be further reduced with additional 
optimizations in the future. The tests on CPU load also indicated that the processor 
of the PLC is working under a constant and acceptable load. 
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User Perceptions of Progressive Web App 
Features: An Analytical Approach 
and a Systematic Literature Review 

Tulio Marchetto and Marcelo Morandini 

Abstract This article presents an in-depth analysis of the usability of progressive 
web apps (PWAs) across different operating systems, based on a survey that had 226 
responses. The study covers five different apps and two operating systems, providing 
a comprehensive understanding of user experiences and preferences. Key findings 
include the relative ease of installation across all apps and operating systems, with 
iOS users reporting lower levels of difficulty. The visibility of app icons on home 
screens was generally high, underscoring the importance of app accessibility and 
user engagement. However, there is room for improvement in certain areas. The 
dataset obtained from the responses also reveals a high level of user engagement and 
willingness to provide feedback, which is crucial for the continual improvement of 
apps. The insights gleaned from this survey are invaluable for developers seeking 
to optimise their PWAs, ensuring they meet user expectations and deliver a superior 
app experience. 

Keywords Progressive web apps · Usability · User experience · Installation 
difficulty · App visibility · User engagement · Feedback · App optimisation 

1 Introduction 

In the rapidly evolving digital landscape, progressive web apps (PWAs) have emerged 
as a game-changer, offering a seamless user experience across various operating 
systems. This report delves into a comprehensive analysis of a survey conducted to 
evaluate the usability of PWAs, providing valuable insights into user experiences and 
preferences. The survey encompasses a wide range of aspects, including installation 
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difficulty, app visibility, functionality, and overall user experience, offering a holistic 
view of the current state of PWA usability. 

The data collected from the survey paints a vivid picture of user experiences with 
PWAs. It reveals a spectrum of experiences, with mean scores indicating general 
trends in usability aspects, while standard deviations highlight areas of significant 
user opinion divergence. From installation experiences to app visibility and function-
ality, the survey uncovers critical facets of user interaction with PWAs, particularly 
on iOS and Android platforms. 

In essence, this report serves as a mirror reflecting the current state of PWA 
usability, highlighting both its strengths and areas for improvement. It underscores 
the importance of user-friendly installation, effective app visibility, and the role 
of features like initialisation screens and text selection functionality in enhancing 
user experience. The insights gleaned from this survey are invaluable for developers 
seeking to optimise their PWAs, ensuring they meet user expectations and deliver a 
superior app experience. 

In the realm of digital technology, progressive web apps (PWAs) have emerged 
as a significant player, offering a seamless user experience across various operating 
systems. This article delves into a comprehensive dataset derived from a survey 
conducted to evaluate the usability of PWAs. The dataset, comprising 226 responses 
and 46 columns, encapsulates a wide range of questions and response types, providing 
a holistic view of user experiences and preferences. 

The survey covers responses about five different apps: Calculator, Instagram, 
Periodex, The Cube, and X (former Twitter), across two operating systems: Android 
and iOS. The responses shed light on various aspects of PWA usability, including 
installation difficulty, app visibility, and functionality. Notably, the dataset reveals 
that users generally found the installation process relatively easy across all apps and 
operating systems, with iOS users reporting lower levels of difficulty compared to 
Android users for the same apps. 

The dataset also underscores the importance of app visibility and identification in 
enhancing user experience. Most users reported seeing the app icon and name on their 
home screens, which is crucial for app accessibility and user engagement. However, 
there are instances where this aspect could be improved. The responses also indicate 
a considerable level of user engagement and willingness to provide feedback, which 
is essential for the continual improvement of apps. This dataset serves as a valuable 
resource for developers seeking to optimise their PWAs, ensuring they meet user 
expectations and deliver a superior app experience. 

2 Systematic Literature Review 

We found some usability assessment method studies, but none on progressive web 
apps (PWAs) except this preliminary scoping review study. The study by Insfran and 
Fernandez [ 1] examined web usability evaluation methods. From 410 articles, 51
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Table 1 Search strings for primary articles 

Source Search strings 

ISIS web of science TI = (usability AND evaluat* OR assess* OR measu* OR method* 
OR techni* OR approah* ) AND AB = (pwa OR “progressive web 
app*” OR “web app*” OR “mobile app*”) AND LA = (English) 

SCOPUS TITLE ( usability AND evaluat* OR assess* OR measu* OR method* 
OR techni* OR approah* ) AND ABS ( pwa OR “progressive web 
app*” OR “web app*” OR “mobile app*” ) ) AND ( LIMIT-TO ( 
LANGUAGE , “english” ) ) 

were reviewed. Web application usability evaluation methods were briefly discussed 
in this study. 

Hornbaek [ 2] used a thematic review system-inspired research method to review 
usability measures’ current state. Usability study measures were examined to deter-
mine if they accurately measure and cover broad issues. This review found several 
problems with usability research. These include finding and comparing objective 
usability measures, making measures for learning and remembering, and looking at 
the relationships between usability measures to make sure they are correct. 

In a systematic review by Mendes [ 3], only 5 web engineering research claims 
were found to be rigorous. This review also found incorrect terminology in several 
papers. They used “experiment” instead of “experience report” and “case study” 
instead of “proof of concept”. Improvements to Web Engineering practices were 
suggested. 

2.1 Conducting the SRL 

Kitchenham guidelines were used for this project’s scoping review. The scoping 
review involves three phases: planning, conducting, and reporting results, followed 
in order [ 4]. 

The first phase identified the need for the review and established a review protocol 
to reduce research bias. After the review protocol was approved, the review began. 
The review summarises impartial primary software usability studies. To reduce 
research bias, a review protocol is created through meetings among project-related 
professors Kitchenham [ 4]. 

The search strings were formed by alternative terms and synonyms using the 
boolean expression OR combining the main search terms using AND. Table 1 
presents the general search terms used for identifying primary articles related to 
software usability with real-time data. Once the search terms were identified, signif-
icant source portals were selected. To search the primary studies, the search engines 
explored were:
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• ISIS Web of Science 
https://www.webofscience.com/wos/woscc/advanced-search

• SCOPUS 
https://www.scopus.com/search/form.uri?display=advanced 

2.2 Study Selection Criteria 

In 1977, the first model of software usability was introduced. However, this work 
focused on studies from 2006 to 2021, as the rapid updates of GUIs in systems and 
the emergence of GUIs for portable touch screen-controlled devices make earlier 
studies very outdated. The relevant research areas of software usability studies were 
classified into five main categories. In addition, relevant primary studies are identified 
through obtaining full-text documents based on the inclusion and exclusion criteria 
mentioned below. This review considers empirical and analytical primary studies for 
inclusion in the list of primary studies references. 

Thus, for further processing, a total of 245 unique studies were identified. Some 
studies are excluded because they do not provide answers to any of the five research 
questions and to the quality assessment questions in step 2d. Subsequently, 106 
articles were selected based on the following inclusion-exclusion criteria: 

Inclusion Criteria 

1. Empirical and analytical studies for models and standards of software usability 
with real-time data. 

2. Studies using usability evaluation methods. 
3. Empirical studies contributing to usability metrics. 
4. Studies contributing to the integration of usability engineering with software engi-

neering. 
5. Empirical studies for usability applications in other domains. 

Exclusion Criteria 

1. Studies in the specific context of a single software. 
2. Studies of systems for a specific sector. 
3. Studies without empirical analysis of usability evaluation methods. 
4. Similar studies with the same results by the same authors but in different confer-

ences and journals. 
5. Studies written in a language other than English. 

2.3 Final Considerations of the Review 

This literature scoping review followed guidelines and steps from [ 4]. From 2003 
to 2021, 245 primary articles on software usability with real-time data were found.

https://www.webofscience.com/wos/woscc/advanced-search
https://www.webofscience.com/wos/woscc/advanced-search
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https://www.webofscience.com/wos/woscc/advanced-search
https://www.webofscience.com/wos/woscc/advanced-search
https://www.scopus.com/search/form.uri?display=advanced
https://www.scopus.com/search/form.uri?display=advanced
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https://www.scopus.com/search/form.uri?display=advanced
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The study begins with common software usability model and standard attributes. The 
document recognises common system usability evaluation methods. This review lists 
several usability metrics. It also finds the phases where software usability issues are 
most addressed and explores different domains for their application. 

From the selected primary studies, the main conclusions are obtained as follows: 

1. Learnability, efficiency, satisfaction, and effectiveness are attributes commonly 
addressed in different existing software usability models and standards. 

2. Usability testing, heuristic evaluations, and questionnaires are the most frequently 
used methods for usability assessment. 

3. The metrics of ISO 9241-11 [ 5] and other measurement approaches [ 6] are used 
to estimate software usability. 

4. In the design phase of software development, software usability problems are more 
addressed compared to other phases like the requirements and implementation 
phases. 

5. Domains such as aviation, finance, industry, medicine, mobile, navigation, and 
news were assessed for PWA usability, but only for the overall application in each 
specific case. 

6. No studies were found that collected important PWA development features. 

Researchers disagree on PWA-developed app usability models. Thus, a consistent, 
non-redundant usability model is needed. Developers struggle to implement usability 
evaluation methods for these software products. Developers without usability engi-
neering experience can use this software usability model. Thus, a single framework 
that is easy to develop and use in the application is needed. 

Future research guidelines for progressive web application usability engineering: 
Many current usability measurement methods do not encompass all aspects of 

ISO 9241-11 [ 5] in a single score or metric. Furthermore, some measures are chal-
lenging to calculate. Thus, a usability metric that covers PWA development and user 
experience is needed. 

Using practical implementation, researchers should address usability issues at 
various software development stages. Thus, a single framework for usability 
engineering–software engineering integration is needed. Usability evaluation can 
improve online services. 

Numerous studies on the usability evaluation of systems exist, but we have found 
a lack of research on PWA technologies like web and mobile in a single application. 
A scoping review is needed to create a characteristic study that explains software 
usability evaluation models, standards, evaluation methods, metrics, and approaches. 

3 PWA Development Features 

This project aims to present a quantitative study that assists in comparing PWA devel-
opment solutions. It intends to analyse the attributes of APIs, selected based on their
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relationship with usability and user experience, as well as their evaluation criteria. 
The solutions of these attributes served to guide aspects and improve the separation 
of concerns related to patterns for developers, although only four implementations 
oriented to these aspects have shown significant reusability. 

A number of recent studies have compared usability assessment methods. One 
of the first analyses of these methods was by Gray et al. [ 7]. Five experiments were 
conducted to compare these methods. They wanted to prove that such experiments 
require scientific rigour. The authors say most experiments without method compar-
isons don’t identify the comparisons. They also found that same-condition results 
can be misleading when comparing methods’ efficacy. 

Although studies [ 7] may be relevant to HCI, we will propose standards based on 
usability evaluations of PWA features. According to Hartson et al. [ 8], the lack of 
comparison criteria hinders competent assessment and comparison of usability evalu-
ation methods. We examined several studies to determine usability assessment meth-
ods and evaluation measures. Most studies measured clear depth (the ratio between 
the number of actual usability problems found and the total number of actual usability 
problems). This research indicated that most usability evaluation and effectiveness 
comparison studies lacked the descriptive statistics needed for a meta-analysis. 

A heuristics-based evaluation method was also presented. This study proposes 
that evaluators be given real problems to better determine the applicability of a set 
of heuristics to these problems. New procedures were created to select these issues 
[ 9]. These procedures can improve the comparison base for usability evaluation 
methods, but they only cover a small subset of inspection methods and aim to solve 
more immediate problems in human-computer interfaces. The studies’ criticisms 
apply to web interfaces. 

In [ 10], Alva et al. evaluated seven usability evaluation methods and tools for 
software products and web artefacts. This study assessed method similarity using ISO 
Standard 9241-11 principles [ 5]. This informal research has no structured questions 
or method identification. 

In [ 11], Ivory and Hearst examined usability evaluation methods, reviewed 
automation capabilities, and proposed a classification taxonomy. Usability evalu-
ation includes testing, inspection, evaluation, analytical modelling, and simulation. 
After applying the taxonomy to 128 usability evaluation methods, 58 were web-
friendly. Usability tests and investigations are the only way to discover subjective 
user preferences and misconceptions, according to this research. Analytical mod-
elling and simulation can help designers choose designs before costly development. 
The study suggests promising automated usability evaluation methods. 

A rough web development model was created to link usability testing methods 
from the literature with the web development process [ 12]. The authors acknowl-
edge that the research was incomplete but suggest it could guide web designers and 
developers. The research suggests competitive analysis, scenarios, inspection meth-
ods, log analysis, and questionnaires as evaluation methods. Many of the suggested 
methods are informal guidelines or ways to gather user interaction data. 

Batra and Bishu [ 13] presented results from two web application usability stud-
ies. The first study compared user tests and heuristic evaluations for efficiency and
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effectiveness. Both methods are efficient and effective for web usability evaluation 
and address different usability issues. The second study compared remote and tradi-
tional usability tests. The results show no significant difference between methods. 

Most of the studies that are relevant to this project come from unstructured lit-
erature, surveys, or comparisons that do not have clear research questions, research 
methods, data extraction, or analysis processes. The authors chose the usability eval-
uation methods that were looked at based on their criteria. Moreover, most of these 
studies look at how to test usability in general user interfaces across all types of sys-
tems. However, there are not many that focus on testing methods related to the web, 
and even fewer that look at testing methods related to progressive web applications. 

As a starting point for judging the APIs’ metrics, 14 features were chosen that were 
most relevant to PWAs and had an effect on usability or user experience. Certainly, 
not all features have been explored, as the APIs are in constant process of review 
and improvement. However, one of the results already obtained was the elaboration 
of PWA metrics with the following relationships: 

A. One of the main foundations of a PWA is that it can be installed on the device, 
potentially differentiating it from a standard web application, as without this 
feature, the user would need to open the browser, type the application link, and 
then start using it. In a PWA, the user can access the application with a simple 
tap on an icon directly from the device’s launch screen. 

B. After the PWA is installed on the user’s device, it can have an icon along with 
its name to represent it on the home screen, just like apps from stores. 

C. During the first milliseconds of application startup, a splash screen, described 
in this project as the launch screen, is displayed. This screen occupies the entire 
available screen area of the device, indicating that the application is loading. 

D. Applications developed with native technologies do not allow users to select text 
in elements apart from editing fields. This happens because, in these technolo-
gies, text selection is restricted only to specific elements, unlike what occurs 
with web technologies, which were initially designed for reading texts. Allow-
ing users to select texts from buttons, menus, and other non-paragraph text or 
editing field elements can provide a poor experience for the user, in addition to 
making it difficult to select texts that really need to be selected. 

E. Web pages optimised for mobile devices, especially PWAs, can block zoom-
ing across the entire application or specific elements. This is not a standard, 
but it is the default behaviour of native apps and should be considered during 
development to provide a closer experience to native applications. 

F. Mobile devices may have rounded corners, screen cutouts to accommodate cam-
eras or sensors, or even folds in the screen. These screen spaces need to be 
respected, and no interactive elements should be used within these areas, as the 
user will not be able to interact with them. 

G. Web applications can use the offline loading feature, which is particularly rec-
ommended for PWAs, as the mobile device may be without a connection at any 
time.



194 T. Marchetto and M. Morandini

H. Like in the entire application, the OS status bar text must have sufficient contrast 
for the user to read the information. There is a particularity in developing this 
feature, as attention must be paid to the colours chosen for the background and 
text of the status bar. 

I. Some applications forget to provide specific navigation features for mobile 
devices, such as a side menu and especially a button to move back or forward 
between screens. This can produce an unwanted block in the user’s navigation. 

J. Applications can be developed with light themes, recommended for the day or 
well-lit environments, as well as dark themes where there is little lighting. 

K. Each button in the application should have at least a visual or tactile response 
when it is pressed. This is particularly necessary for touch screens, where the 
precision of touch is less than that of a mouse pointer and it is not possible to 
hear and feel the click. 

L. Mobile devices allow easy manipulation of their orientation, which can be used 
both vertically and horizontally. In PWAs, it is important to check if the content 
adapts well to both cases, as the web technology standard is that it operates in 
two ways. Often, the developer might want the application to rotate to one of the 
sides. 

M. Various applications need to operate in different countries, consequently with 
different languages. In native applications, it is common to detect the language 
set in the operating system (OS) and apply it to the app. 

N. One of the main forms of engagement for native apps is the possibility for the 
user to receive notifications while the application is not in use. This feature can 
also be implemented with web technologies. 

3.1 Usability Evaluation 

A survey was made to find out how to make progressive web applications (PWAs) 
more usable. It will use a questionnaire to look at 14 features that are typical of 
PWAs. The results will show design guidelines that can be used to compare how 
satisfied users are with different applications already on the market. 

As it is the responsibility of developers to decide whether to use API features, this 
decision may depend on the type of application. Therefore, the questionnaire seeks 
to validate the usability of these features in different applications, as well as evaluate 
the importance of implementing or not implementing each feature. 
Usability Evaluation Questionnaire for PWA Features

• A1 How difficult would you rate this installation?
• A2 Were you able to open this application from the launch screen?
• A3 Is it possible to observe the “App Name” in the list of open applications?
• B1 Is there an icon with the application name “App Name” on your device’s start 
screen?

• B2 Do you think this icon helped you identify the application?
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• B3 Why do you agree or disagree?
• C1 Was a launch screen with a brand or logo of the application displayed?
• C2 Does the application’s splash screen helped me identify it and provide a better 
experience than displaying a blank screen?

• D1 Is it possible to select texts in the application?
• D2 Was the text selection feature useful in this application?
• E1 Is it possible to zoom in on the screen with this app?
• E2 Does the zoom help you or create more complications in this app?
• F1 Are there buttons or other interaction elements too close to the rounded corners 
and other cutouts of your device’s screen?

• F2 Do you find it more difficult to interact with these elements?
• G1 Is it possible to use this application with the Internet connection turned off?
• G2 I find it useful to be able to use this application without an Internet connection.
• H1 The texts in the status bar (clock, signal, battery level) are legible.
• I1 I can navigate within the app easily.
• J1 Does this application change its colours when you switch the dark/light theme 
of the OS?

• J2 The application implemented the light and dark theme feature as I expected.
• K1 When pressing buttons or menu items, does the application show visual feed-
back of the element being pressed?

• K2 I consider the interaction feedbacks shown by the application helpful in iden-
tifying which elements I was interacting with.

• L1 When using the device in landscape mode, did the application content adapt to 
the new screen format?

• L2 The application managed to use the screen space well, with the device in 
landscape or portrait.

• M1 When changing the language of your device, did the application also change 
languages?

• M2 I prefer the app to start in the same language as my device.
• N1 With the app closed and notifications enabled, was it possible to receive any 
notifications?

• N2 I believe that notifications are useful in reminding me to use the application. 

4 Results Obtained 

Preliminary Data Structure Overview The dataset comprises responses from a 
survey about the usability of various progressive web applications (PWAs) across 
different operating systems. Here’s a brief overview of its structure:

• Total Entries: 226 responses.
• Columns: 46 columns, encompassing various questions and response types.
• Data Types: Percentages, booleans, scores ranging from 1 to 5.
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Key Features 

A. The survey covers responses about five different apps:

• Calculator: 37 responses 

– https://bhar.app/calculator

• Instagram: 48 responses 

– https://instagram.com

• Periodex: 54 responses 

– https://periodex.co

• The Cube: 47 responses 

– https://bsehovac.github.io/the-cube

• X (former Twitter): 40 responses 

– https://x.com 

B. Two operating systems are represented:

• Android: 154 responses
• iOS: 72 responses 

C. Questions: The survey includes a mix of questions with numerical scores and 
categorical responses (e.g. Yes/No, multiple-choice). 

The reason for the lower response rate in the app “Calculator” is that the PWA in 
question is no longer available and it was successfully accessed on September 27th, 
2023. Despite this, the other apps did not report any problems, and the most recent 
time they were accessed was on November 19th, 2023. 

4.1 Questions A: PWA Installation and Initialisation 

In assessing the difficulty of installation (Question A1), it was observed that users 
generally found the process relatively easy across all apps and operating systems. 
Notably, “The Cube” on iOS had the lowest average difficulty rating at 1.33, indi-
cating a particularly user-friendly installation experience. In contrast, the highest 
average difficulty was reported for “Instagram” on Android, with an average rating 
of 2.48. Across the board, iOS users reported lower levels of difficulty compared to
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Android users for the same apps, suggesting a smoother installation process on iOS 
devices. 

Regarding the ability to open the app from the home screen (Question A2), the 
majority of users successfully accessed the apps, indicating good integration of PWAs 
with device interfaces. This success rate was especially prominent in “Instagram” 
and “X (Twitter)” on iOS, and “X (Twitter)” on Android, where all users could open 
the app from the home screen. However, “The Cube” on Android showed a slight 
deviation, with 6 out of 32 users unable to open the app from the home screen, 
signalling room for improvement in the app’s integration with Android devices. 

4.2 Questions B: User Experience, App Visibility 
and Identification 

Most users reported seeing the app icon and name on their home screens, which is 
crucial for app accessibility and user engagement. For instance, in “Periodex” on 
Android, about 91.4% (32 out of 35) of users saw the icon, while 8.6% did not. 
“The Cube” on Android had 100% of respondents (26 out of 26) confirming the 
icon’s visibility. However, “Calculator” showed a lower visibility rate with 96.4% 
on Android and 88.9% on iOS, indicating some users did not see the app icon. These 
figures suggest that while most PWAs are successful in making their icons visible, 
there are instances where this aspect could be improved. 

The app icons were generally perceived as helpful in identifying the apps. In 
the case of “Instagram” on Android, for example, 96.3% (26 out of 27) of users 
found the icon helpful. This trend was consistent across most apps and operating 
systems, highlighting the importance of a well-designed and recognisable app icon 
in enhancing the user experience. 

The number of responses to this question indicates a considerable level of user 
engagement and willingness to provide feedback, essential for the continual improve-
ment of apps. While the specific content of the feedback is not detailed in the dataset, 
the response counts reflect active user interaction. This engagement is vital for devel-
opers to understand user experiences and make informed enhancements to the apps. 

4.3 Questions C: Splash Screen Experience 

Looking at how people answered questions C1 and C2 shows how the initialisation 
screen affects the user experience in different PWAs on different operating systems. 

The majority of users across most apps and operating systems reported seeing an 
initialisation screen with the app’s branding. For example, “Instagram” on Android 
saw 96.3% of users confirming the presence of such a screen, and “The Cube” 
on both Android and iOS platforms reported 100% visibility. However, there were
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notable exceptions, such as “Calculator” on iOS and “The Cube” on iOS, where 88.9 
and 46.7% of users, respectively, did not see the initialisation screen. This variation 
suggests differences in the implementation of the initialisation screen across different 
apps and platforms. 

The initialisation screen was generally found to be effective in aiding app identi-
fication and providing a better experience than a blank screen. For instance, “Insta-
gram” on Android had 85.2% of users affirming the effectiveness of the initialisation 
screen, and “X (Twitter)” on iOS reported 92.3% positive responses. However, the 
effectiveness varied, with “Periodex” on iOS showing a lower effectiveness rate at 
43.75%. 

4.4 Questions D: Text Selection and Its Utility 

Answers to survey questions D1 and D2, which were about how text selection works 
and how useful people think it is, show how people interact with content in different 
PWAs on different operating systems. 

The capability to select text within apps varied significantly across different apps 
and operating systems. For example, in “Periodex” on Android, approximately 94.3% 
of users were able to select text, indicating a high level of functionality. In contrast, 
“The Cube” on both Android and iOS platforms showed a significantly lower rate, 
with only 7.7% and 6.7% of users, respectively, reporting the ability to select text. 
This disparity suggests that text selection functionality is not uniformly implemented 
across all PWAs, impacting the user’s ability to interact with content. 

Regarding the utility of the text selection feature, responses varied based on user 
perception and app context. For “X (Twitter)” on Android, a significant 80.8% of 
users found the text selection feature useful, indicating its relevance in the app’s 
context. Conversely, “The Cube” on both Android and iOS exhibited lower utility 
rates, with only 7.7% and 6.7% of users, respectively, finding the feature useful. 
These differences highlight that the utility of text selection is highly dependent on 
the specific use case and design of each PWA. 

4.5 Questions E: Screen Zoom User Experience 

The ability to enlarge the screen varies considerably among apps and operating 
systems. In “Periodex” on Android, 100% of users reported the ability to enlarge 
the screen, showcasing high functionality. However, “The Cube” on Android and 
iOS showed a significant limitation in this aspect, with only 11.5 and 0% of users, 
respectively, being able to enlarge the screen. “Instagram” also exhibited a lower rate 
of screen enlargement capability, with only 33.3% on Android and 35.7% on iOS. 
These figures indicate that the screen enlargement feature is not uniformly available
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or functional across all PWAs, affecting the adaptability of the app interface to user 
preferences. 

The perceived utility of the screen enlargement feature demonstrates varied user 
experiences. For instance, “Periodex” on Android had 48.6% of users finding this 
feature useful, while “The Cube” on Android had a much lower utility rate at 7.7%. 
This variation suggests that the usefulness of screen enlargement depends heavily 
on the app’s content and design. In some cases, it enhances the user experience by 
providing better visibility and readability, while in others, it may not add significant 
value or could even complicate the interface. 

The implementation and perceived utility of the screen enlargement feature in 
PWAs are diverse. While some apps excel at providing this functionality, thereby 
enhancing the user experience, others lack either the availability or utility of this 
feature. These insights suggest a need for developers to consider the specific require-
ments and design elements of their apps when incorporating such features, ensuring 
they align with user needs and improve the overall app experience. 

4.6 Questions F: Screen Edge and Corners Experience 

When users were asked if there were buttons or other interaction elements too close to 
the rounded corners or other cuts on the screen, the majority of respondents, approx-
imately 61.65%, answered yo, indicating no issues with element placement. Around 
19.42% of respondents answered yes, suggesting some difficulty with interface ele-
ments due to their positioning. Additionally, 14.56% reported that their device’s 
screen did not have rounded corners, special cutouts for the camera, sensors, or 
folds, while 4.37% indicated their device did not have rounded corners or folds at 
all. 

About the difficulty level in interacting with these elements, the responses were 
numerical. The average score was approximately 2.25 on a scale, with a standard 
deviation of about 1.35. This suggests a mild level of difficulty overall, with some 
variation among users. The 50th percentile (median) score was 2, indicating that the 
central tendency of the responses leans towards a lower difficulty level. 

4.7 Questions G: Offline Usability 

In the examination of the offline usability of various apps across different operating 
systems, as queried in question G1, a nuanced pattern emerges. The “Calculator” app 
exhibits universal offline functionality among Android users and most iOS users. 
In stark contrast, Instagram, predominantly an Internet-dependent application, is 
reported to be usable offline by a mere fraction of its user base, regardless of the 
operating system. “Periodex” and The Cube demonstrate robust offline capabilities 
across both Android and iOS platforms. Conversely, X (Twitter) shows limited offline
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usability, with only a small segment of users across both platforms affirming this 
feature. 

Regarding the perceived utility of offline functionality, as explored in question 
G2, divergent views are apparent across apps and operating systems. Users of the 
Calculator app, particularly on iOS, highly value its offline utility, while Instagram 
users exhibit a notably lower appreciation for offline usage, aligning with its Internet-
centric nature. “Periodex” and “The Cube” are commended for their offline utility 
on both platforms, underscoring a positive user perception. “X (Twitter)”, however, 
garners moderate scores, reflecting a less favourable view of its offline capabilities. 

4.8 Question H: Status Bar Readability 

The assessment of the legibility of status bar information, as probed in question H1, 
reveals generally favourable responses across all apps and operating systems. The 
Calculator app, while scoring lower on Android, achieves perfect scores for iOS 
users. Instagram and The Cube maintain high legibility scores, indicative of user 
satisfaction with the visibility of crucial status bar elements. Similarly, Periodex and 
X (Twitter) also receive high scores, suggesting that these apps effectively present 
essential status information across both platforms. 

4.9 Question I: Navigation 

Regarding question I1, which aims to evaluate the ease of navigation within the app, 
the data reveals a strong positive response. A significant 81.07% of participants rated 
their experience at the highest level, suggesting that the app is exceptionally user-
friendly and intuitive in terms of navigation. This high satisfaction rate is indicative of 
a well-designed user interface, facilitating a seamless and efficient user experience. 
On the other hand, the lower ratings, collectively constituting 18.93%, point towards 
areas where the app’s navigation could be enhanced. 

4.10 Questions J: OS Light and Dark Mode 

In question J1, the focus is on assessing the app’s ability to adapt its colour scheme 
in response to the OS’s dark or light mode. Here, 68.93% of respondents affirm the 
app’s adaptability to these theme changes, indicating a good level of integration with 
iOS’s features. This adaptability is crucial for providing a consistent user experience 
that aligns with the user’s system preferences. However, the 31.07% of respondents 
who did not observe this adaptability highlight a potential area for improvement, 
either in the app’s functionality or in communicating this feature to the users.
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Question J2 deals with user satisfaction regarding the implementation of light and 
dark themes within the app. In this regard, 61.17% of users expressed high levels 
of satisfaction, reflecting that the app meets or even surpasses their expectations 
in implementing these themes. The variety in satisfaction levels, including 17.96% 
of users rating their satisfaction as the lowest, underscores the subjective nature of 
user experience and highlights the challenge of catering to a diverse user base with 
varying expectations. 

4.11 Questions K: Design Elements Touch Feedback 

For question K1, which assesses whether the app provides visual feedback when 
buttons or menu items are pressed, the results vary significantly across different apps 
and OS. For instance, in the Android environment, the highest affirmation for visual 
feedback is observed in the app “Periodex” (97.14%), while the lowest is in “The 
Cube” (53.85%). In contrast, on iOS, “X (Twitter)” and “Instagram” show high levels 
of positive feedback at 92.31% and 92.86%, respectively, but “The Cube” again has a 
lower rate, with only 26.67% affirming visual feedback. These discrepancies suggest 
that the user experience regarding interaction feedback is highly dependent on both 
the specific app and the OS. 

Question K2 delves into how helpful the users find these interaction feedbacks 
in identifying the elements they are interacting with. The responses here also show 
significant variation across different apps and OS. On Android, the app “X (Twitter)” 
has a high level of satisfaction (5 out of 5) at 58.82%, while “Calculator” has a 
lower satisfaction level at 34.78%. In the iOS environment, “X (Twitter)” again 
stands out with high satisfaction at 84.62%, compared to “The Cube” which has a 
lower satisfaction rate of 40%. This variability indicates that the effectiveness and 
perception of interaction feedback are not only by app but also across different OSs. 

4.12 Questions L: Horizontal Mode 

Focusing on the usability of a change in the device orientation into landscape mode, 
notable insights were gathered from user responses. Question L1 delved into the flex-
ibility of application usage in different orientations. A significant majority, 66.99% 
of the respondents, confirmed their ability to use the application in both horizon-
tal and vertical modes. This adaptability highlights the versatile technical nature of 
PWAs. 

Additionally, question L2 provided further interesting data. The average response 
score was 3.47, with a median of 4. Notably, 57.28% of participants either agreed 
or strongly agreed on the usefulness of this feature. These findings were particularly 
pronounced in the context of the “Periodex” application, where 84.31% of users 
acknowledged its utility. These statistics not only underscore the effectiveness of
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the device’s landscape mode but also emphasise the specific success of the certain 
applications like “Periodex” application in enhancing user experience. 

4.13 Questions M: OS Default Language 

For question M1, which assesses whether the app changes its language in response to 
the language settings of the user’s device, the results exhibit considerable variation 
across different apps and OS. On Android, the percentage of users confirming this 
functionality is highest in the app “X (Twitter)” (84.62%), indicating strong language 
adaptability, while it is notably lower in “Calculator” (32.00%) and “The Cube” 
(38.46%). In the iOS environment, “Instagram” and “X (Twitter)” demonstrate high 
adaptability, with 92.86 and 92.31% affirming the change, respectively. However, 
“Calculator” and “The Cube” show a significantly lower percentage, with 11.11% 
and 13.33% respectively, suggesting limited language adaptability in these apps on 
iOS. 

Question M2 explores user preferences regarding the app starting in the same 
language as their device. The responses indicate that on Android, a high preference 
for this feature is seen in “Periodex” (77.14%) and “Instagram” (81.48%). On iOS, 
the preference is overwhelmingly high in “Instagram” “Periodex” and “X (Twitter)”, 
all scoring 100%. This suggests a strong user preference for apps to align with the 
device’s language setting, enhancing user comfort and app accessibility. 

4.14 Questions N: App Notification 

Question N1 evaluates whether users can receive notifications from the app. The 
data shows a high affirmation of notification receipt across both Android and iOS for 
“Instagram” (92.59% on Android and 92.86% on iOS) and “X (Twitter)” (84.62% on 
both Android and iOS). This high percentage suggests that both apps are effectively 
utilising notifications to keep users informed and engaged. The lower rate of negative 
responses (ranging from 7.14 to 15.38% across apps and platforms) indicates that a 
small subset of users either do not receive notifications or are unaware of this feature. 

Question N2 explores user beliefs about whether receiving notifications increases 
their engagement with the app. On Android, a substantial majority believe in the 
positive impact of notifications on engagement, with 77.78% for “Instagram” and 
80.77% for “X (Twitter)” rating their agreement as 5 out of 5. Similarly, on iOS, 
the belief in the positive impact of notifications is prevalent, albeit slightly less 
pronounced, with 64.29% for “Instagram” and 69.23% for “X (Twitter)” rating their 
agreement as 5 out of 5. This reflects a strong user perception that notifications 
enhance engagement with these apps.
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5 Conclusions 

This report provides a detailed analysis of a survey that was carried out to evaluate 
the usability of various progressive web applications (PWAs) on various operating 
systems. The responses from users who evaluated the app on various criteria, includ-
ing how difficult it was to install, how visible it was, and how well it functioned. The 
overall user experience is included in the dataset. The data showed that users had a 
wide variety of experiences, with the mean scores revealing broad patterns in terms 
of usability considerations. The areas in which user opinions varied significantly 
were highlighted by the standard deviations. 

The findings point to a user-friendly installation experience for both iOS and 
Android users, with a more favourable tendency towards iOS users than Android 
users. PWAs have been effectively integrated with the user interface of the operating 
system, as evidenced by the high success rate of opening apps from the home screen, 
particularly on iOS; however, there are still some challenges to be overcome to perfect 
this experience on Android platforms. 

In conclusion, the responses to the survey shed light on the successful visibility of 
app icons in the majority of PWAs, their role in assisting app identification, as well as 
the active participation of users in providing feedback. Even though the effectiveness 
of icon visibility and identification is high, there is room for improvement, partic-
ularly in ensuring that the visibility is consistent across all devices and operating 
systems. 

The responses highlight the significance of an initialisation screen in improving 
the user experience and assisting in app recognition. Although this function has been 
successfully incorporated into the vast majority of apps, the usefulness of such screens 
and whether they are present varies widely across both app types and operating 
systems. This suggests that certain applications have room for improvement about 
their initialisation screens, which will help to ensure that users have positive and 
consistent first impressions. 

Text selection functionality is present in many PWAs; however, its implementation 
and the extent to which it is perceived to be useful varies greatly between apps 
and operating systems. This suggests that developers need to consider the specific 
context and user needs of their apps when implementing and designing features like 
text selection, making sure that they add value to the user experience and meet user 
expectations in the process. 

The screen zoom feature in PWAs can be implemented in various ways, and 
users’ perceptions of its usefulness can vary. Some applications excel at providing 
this functionality, which in turn improves the user experience. Other applications, on 
the other hand, either do not have this feature available or do not make effective use 
of it. When incorporating such features into their apps, developers should consider 
the specific requirements and design elements of their apps to ensure that the features 
are in line with user needs and contribute to an overall improvement in the experience 
provided by the app.
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The research reveals that there is a complex landscape when it comes to the usabil-
ity of mobile applications, particularly regarding the functionality of apps that can be 
used offline and the clarity of information displayed in status bars. The nature of both 
the operating system and the application has a significant impact on user experiences 
and perceptions, which highlights the complex challenges involved in optimising 
app design for the wide range of user requirements and technological environments. 
The findings highlight the necessity for app developers to consider these nuanced 
user preferences and technical constraints in their design and development processes, 
with the goal of increasing overall user satisfaction and engagement. 

The findings point to a generally favourable experience with PWAs, although 
they highlight the necessity for careful consideration of zoom and text selection 
functionalities, as well as the need to optimise the use of screen space. These findings 
provide PWA developers with valuable insights that they can use to improve the 
overall usability of their applications as well as the user experience. 

The features of PWA development that make use of Large Language Models 
(LLMs), smart devices with natural language communication, wearable devices, or 
any embedded systems were not evaluated in this study (IoT). The usability of the 
designs for desktop computers or laptop computers was not considered, even though 
these types of computers require more specialised research and evaluation methods 
for usability. 

The usability features of the app were well received by users, particularly in regard 
to how easily it could be navigated and how responsive the themes were. The fact 
that the app is perceived by the vast majority of users to be both user-friendly and 
responsive to adjustments made to the operating system is evidence of successful 
user interface and user experience design. Despite this, the areas in which a sizeable 
proportion of users have voiced concerns or expressed dissatisfaction, most notably 
in terms of the adaptability of the theme, point to areas in which further refinements 
could be made. It is essential to address these concerns to enhance the appeal and 
functionality of the app, which allows it to cater to a wider variety of user preferences 
and expectations. 

The examination of questions K1 and K2 across various apps and operating sys-
tems reveals that the ways in which users interact with visual feedback and the extent 
to which they find it helpful are highly dependent on the context in which they find 
themselves. A significant part in the formation of these experiences is played by 
elements such as the characteristics of the operating system and the design of the 
application. Apps such as “X (Twitter)” and “Instagram” tend to show higher levels 
of user satisfaction in terms of the visual feedback they provide and how helpful 
it is across both Android and iOS, whereas apps such as “The Cube” tend to show 
lower levels of user satisfaction, especially on iOS. This highlights the importance 
of individualised interaction design strategies for various platforms, as well as the 
requirement for continuous evaluation and improvement, to cater to a wide variety 
of user expectations and technological contexts. 

The responses to questions M1 and M2 across various apps and operating systems 
reveal that users place a high value on language adaptability in apps, and they prefer 
apps that are compatible with the language settings of their respective devices. While
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some applications, such as “X (Twitter)” and “Instagram” are thought to perform 
exceptionally well in this regard on both Android and iOS platforms, others, such 
as “Calculator” and “The Cube” may need to improve the language adaptability 
features that they offer, particularly on iOS. These findings highlight the importance 
of linguistic adaptability in app design, which is crucial for providing a personalised 
and user-friendly experience across diverse user bases. This is crucial for providing 
a linguistic adaptability in app design. 

According to the findings of the analysis of N1 and N2, “Instagram” and “X 
(Twitter)” are both able to successfully deliver notifications to the vast majority of 
their users on both the Android and iOS platforms. In addition, a sizeable percentage 
of users on both platforms believe that these notifications have a positive impact on the 
degree to which they engage with the apps. These findings highlight the importance 
of well-integrated notification systems in mobile apps as a means of maintaining 
user engagement and interest as a means of keeping users engaged and interested. 
Having said that, the fact that there is a subset of users who either do not receive 
notifications or do not consider them to be beneficial suggests that there is room 
for improvement in the delivery of notifications as well as in the education of users 
regarding this feature. 

In conclusion, this comprehensive study on progressive web applications (PWAs) 
usability across operating systems illuminates the complexity of user experience and 
app functionality. We found that PWAs generally provide a good user experience, but 
feature implementation, particularly text selection, screen zoom, and theme adapt-
ability, needs improvement. As user satisfaction varies across apps and operating 
systems, the study emphasises the importance of platform characteristics and user 
preferences in app design. Additionally, linguistic adaptability and integrated notifi-
cation systems improve user engagement and satisfaction. These insights reflect the 
current state of PWA usability and provide a roadmap for developers optimising their 
apps for diverse user groups and technological environments. As the digital land-
scape changes, PWAs must continuously evaluate and adapt to meet user needs and 
expectations, resulting in more intuitive, efficient, and satisfying user experiences.

• We would like to extend our gratitude to Fapesp (Fundação de Apoio á Pesquisa 
no Estado de São Paulo) for their assistance with this research. 
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An Automated and Goal-Oriented 
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Abstract Clustering techniques are convenient tools for preparing and organizing 
unstructured and unclassified data. Depending on the data, they can be used to prepare 
for an analysis or to gain insight. However, choosing a clustering technique can be 
challenging when dealing with high-dimensional datasets. Most often, application 
requirements and data distribution need to be considered. Since clustering is defined 
as a complex problem to calculate, different algorithms may produce different results 
that meet the application’s needs. This study presents an automated threshold-based 
and goal-oriented clustering procedure. It is based on the AutoML mechanism to 
estimate the most suitable hyperparameters according to predefined needs and can 
learn four clustering performance metrics thresholds for a given dataset. The signif-
icant advantages of this method are the automatic selection of clustering technique 
(i.e., partitional, hierarchical, density-based, or graph-based) and the ability to deter-
mine the output dynamically, according to predefined goals. We tested our method 
over four datasets and analyzed the results according to different goals. The results 
show that our method improved the silhouette score by 549.5% (from 0.105 to 0.682) 
compared to popular and commonly used K-means. Furthermore, clustering based 
on multiple metrics yielded more information than clustering by a single metric. 
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1 Introduction 

Unsupervised learning algorithms are trained without predefined knowledge [1] (i.e., 
unlabeled data are used as input) to search for hidden patterns or perform data group-
ings. Data similarity (or dissimilarity) measures are a central tool in this type of 
learning [2]. These measures are used to identify behavior patterns or data groups 
as there is no prior information on the data. The division of the data into groups is 
called clustering [3], and many types of clustering techniques exist, such as parti-
tioning [4], hierarchical clustering [5], density-based clustering (also known as kernel 
density estimation) [6, 7], and graph-based clustering [8–12]. However, there are 
many challenges in the field of clustering: 

(a) It is impossible to determine the optimal number of clusters, which is known as 
an NP-hard problem. 

(b) Choosing the suitable type or technique for high-dimensional datasets is 
difficult. 

(c) It may be challenging to interpret the meaning of each cluster among high-
dimensional data. 

To address the above issues, studies have suggested using the field of ensemble 
learning, which involves learning several algorithms simultaneously with similar 
goals [13]. This can be accomplished by executing the same algorithm with different 
hyperparameters or running different algorithms and analyzing the results in several 
ways (mainly by voting). Thus, it is possible to approximate an almost optimal 
solution by weighting the algorithms using the ensemble manner [14, 15]. The main 
advantage of this learning method is the improvement of predictions and achievement 
of a better performance than any single contributing model. 

Further attempts have been made to optimize and solve the clustering issues 
for high-dimensional data clustering [16]. New clustering algorithms have been 
developed that focus on both (a) clustering by subspace (some features are used, 
and the cluster models include the relevant features for each cluster) and (b) clus-
tering by correlation, which seeks out rotated (i.e., correlated) subspace clusters 
that can be modeled by correlating their features. Examples of such algorithms are 
CLIQUE-clustering [17] and SUBCLU [18], among others. 

Measuring the performance of an unsupervised algorithm is different from super-
vised learning as there is no dependent variable and no predictions to compare. There 
are many valuable metrics to measure the performance of a clustering algorithm, such 
as the silhouette score [19–21], Calinski–Harabasz (CH) score for indicating the vari-
ance ratio [22], Dunn index (DUNN) [23] for measuring the distance ratio between 
the clusters, and Davies Bouldin index (DBI) for describing the level of similarity 
between clusters [24]. 

Automated machine learning (AutoML) is emerging along with ML techniques 
to allow the automation of processes and tasks required to solve ML problems 
[25, 26]. Several researchers in the field of AutoML have addressed this issue by 
automatically determining appropriate algorithms and their hyperparameters [27].
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However, these techniques mainly apply to supervised learning tasks [28]. Even 
with the help of automatic methods, the main challenge is to explore and find 
the most suitable hyperparameters (clustering technique, number of clusters, etc.) 
for a given dataset. AutoML procedures for clustering have been proposed using 
threshold learning [29–31], analysis of autonomous vehicles to estimate the risk in 
decision-making [32], and automated clustering for the event logs of a system [33]. 

This study presents an automated and goal-oriented clustering procedure. It 
includes the selection of a clustering technique and estimation of the optimal hyper-
parameters according to predefined goals. It is based on threshold learning, ensuring 
that all performance measures are as close to optimal as possible. There are two main 
advantages of this method: first, the automatic selection of clustering technique (i.e., 
partitional, hierarchical, density-based, or graph-based), and second, the ability to 
determine the output dynamically according to the goal. Section 2 presents the Auto-
mated Clustering procedure, implementation, and performance metrics used in this 
study. Section 3 describes the empirical study and a detailed scenario, including 
different goal demonstrations. The results of our method were compared over four 
datasets, and the results are presented in Sect. 4. Last, Sect. 5 discusses the main 
conclusions and suggestions for future directions. 

2 Automated Clustering Procedure 

This section presents and describes the Automated Clustering procedure. It uses 
eight clustering techniques, divided into four main categories: partitional, hierar-
chical, density-based, and graph-based. First, we will detail the methods and grid 
of parameters defined for exploration. Second, we will describe the four clustering 
performance metrics used for threshold learning. Last, we will present the algorithm 
and its implementation. 

2.1 Clustering Methods and Hyperparameters 

This study used eight clustering algorithms. The algorithms were chosen to cover the 
four existing main categories. The following are the algorithms and their categories: 

1. (Partition) K-Means [34]—Partitions the records into k clusters such that the 
intracluster similarity is high and the intercluster similarity is low. The sum of 
squared error (SSE) is mainly used as the cost function. 

2. (Hierarchical) Hierarchical Clustering [35]—Builds a hierarchy of clusters by 
partitioning the dataset sequentially. Here, the agglomerative version was used, 
which describes the bottom-up approach: observations are placed in clusters, and 
pairs of clusters are merged while moving up the hierarchy.
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3. (Hierarchical) BIRCH [36]—Balanced Iterative Reducing and Clustering using 
Hierarchies is a clustering algorithm that is highly useful among large datasets. 
It produces small and compact summaries of large datasets that retain as much 
information as possible. 

4. (Graph-based) Spectral Clustering [37]—This approach is based on graph 
theory, which uses the eigenvalues of special matrices to identify communities 
of nodes in a graph (subgraphs) representing clusters. 

5. (Density-based) Mean Shift [38, 39]—Iteratively shifts records toward the mode 
to assign them to clusters. At each iteration, a record will move closer to where 
the most points are. 

6. (Density-based) DBSCAN [40]—Density-Based Spatial Clustering of Applica-
tions with Noise (DBSCAN) inputs two parameters: epsilon, which specifies how 
close points should be to each other to be considered a part of a cluster, and min 
samples, which are the minimum number of points necessary to form a cluster. 
It starts with an arbitrary record and creates clusters such that the records in each 
cluster satisfy the epsilon condition. 

7. (Density-based) OPTICS [41]—Ordering Points To Identify Cluster Structure 
(OPTICS) is a generalization of the DBSCAN algorithm with two additional 
parameters: core distance, meaning the minimum radius (i.e., epsilon) that is 
required to make a record a core point, and reachability distance, which is the 
smallest distance from the record to its core object. 

8. (Graph-based) Affinity Propagation [42, 43]—Density records (also known as 
the exemplars) are identified by the concept of message passing and form clusters 
around the density areas. To avoid numerical oscillations, damping reduces the 
responsibility and availability of messages to avoid using many exemplars. 

To understand the motivation for this study, Fig. 1 presents a comparison of 
clustering techniques and their performances over different data distributions. For 
the same distribution, different clustering algorithms return different results. The 
figure illustrates the difficulty in choosing an appropriate clustering algorithm for 
a given dataset as the number of features increases. It is important to note that the 
source code for the comparison is based on the Scikit-learn tool for Python [45].

2.2 Clustering Performance Metrics 

For threshold learning, we used the following clustering performance measures:

1. Silhouette Coefficient (SIL)—ranges from−1 to 1, where higher scores indicate 
better cluster definition. It is possible for clusters to overlap and yield coefficients 
around zero [19–21]. 

2. Calinski–Harabasz (CH) Score—represents the variance ratio [22]. Higher 
scores indicate that clusters are dense and well separated [46, 47]. 

3. The Dunn Index (DUNN) [23]—measures the distance between clusters as 
the ratio between the smallest intercluster distance and the largest intracluster



An Automated and Goal-Oriented Clustering Procedure 211

Fig. 1 A comparison of clustering algorithm performances

distance. High DUNN values improve clustering as the clusters are closer together 
than individual observations, despite the clusters themselves being farther apart.

4. Davies Bouldin Index (DBI)—indicates the level of similarity between clusters 
[24]. In many fields, clustering techniques are optimized using this method [47– 
49]. However, this technique can only be used to measure clustering performance 
due to a drawback—an optimal DBI value does not necessarily imply the best 
information retrieval results. In contrast to the other measures, lower values 
indicate a higher performance rate. To standardize all scales, we transformed 
those values as follows: 

Let A = a1, a2, . . . ,  an be a set of DBI values. For each ai ∈ A perform: 

max(A) − ai + min(A) 

The new value is bounded between the original values and in reverse of the original 
order. For any ai, aj ∈ A, such that ai ≥ aj, it holds that: 

ai ≥ aj 
−ai ≤ −aj 
max(A) − ai ≤ max(A) − aj 
max(A) − ai + min(A) ≤ max(A) − aj + min(A) 

2.3 Automated Clustering Algorithm 

The algorithm inputs a dataset (D), consisting of m features denoted as F = 
{F1, . . . ,  Fm}, , a threshold (t) between zero and one, a set of clustering algorithms 
(A) and performance metrics (M ), and the user goal (G). The goals are divided into 
two main groups: supervised and unsupervised analysis. There can be maximization
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or minimization aims, such as maximizing the accuracy, minimizing the rate of false 
positive predictions, maximizing the silhouette score, a combination of goals, and 
more. The algorithm consists of a main procedure, Auto-Clustering, and a helper 
procedure, search-hyperparameters. 

To begin, the method normalizes the dataset by Z-normalization and uses the 
search-hyperparameters procedure to evaluate all clustering algorithms, as described 
in Sect. 2.1. Each algorithm is then applied in an ensemble manner—multiple and 
independent algorithms running with the parameters presented in Table 1. Let  M be 
a set of performance metrics, as described in Sect. 2.2. The results are assigned to 
matrix R with |M | + 2 columns, in which the two additional columns represent the 
algorithm name and tested hyperparameter. Each row has the form: 

(algorithm − name, hyper − parameter, SIL, CH, DBI, DUNN) 

Next, the method examines the percentage of improvement between two consec-
utive iterations of the same technique. Consider the ith iteration, with the improve-

ment for each mj ∈ M calculated by R[i+1,mj]−R[i,mj] 
R[i,mj] . In cases where the percentage is 

higher than the predefined threshold (t), the method marks mj and the iteration param-
eters. At the end of the search-hyperparameters procedure, the marked clustering 
algorithms and their hyperparameters, denoted as P, are returned. 

In the second phase of the algorithm, the Auto-Clustering creates the labeled 
dataset using the output of each clustering algorithm existing in P and in consideration 
of two options. First, in the case where G is the supervised analysis, it evaluates a 
supervised learning algorithm and calculates the performance metrics for analysis. 
Otherwise, if G is the unsupervised analysis, it uses the clustering performance

Table 1 The grid of hyperparameters used for each clustering algorithm 

Category Algorithm Hyperparameters Range 

Partition K-means Number of clusters 2, 3, . . . ,
√
n 

Hierarchical Agglomerative 

BIRCH 

Graph-based Spectral 

Affinity Propagation Damping 0.5,0.55, . . . ,  1.0 

Kernel Density Estimation DBSCAN Min samples to perform a 
cluster 

2,3, . . . ,  n 2 
OPTICS 

Mean shift 

Notes 
1. For the DBSCAN algorithm, the epsilon (i.e., the maximum distance between two points) was 

calculated by the distance to the nearest records, sorting, and choosing the epsilon that 
maximizes the differences [44]. 

2. The value n is the number of records in the dataset. 
3. A variety of parameters and influences can affect the measures and values presented here, such 

as the dataset, use cases, business requirements, targets, and market needs. 
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metrics, as described in Sect. 2.2, and returns the dataset that satisfies G (i.e., the 
user goal) with an additional feature that represents the desired cluster. 

2.4 Implementation 

Search-Hyperparameters(D, A, M, t) 
← {  1 , …  , } set of features in 

Normalize each ∈ by Z-score 

← ∅  

For each ALG ∈ A: 

Run ALG with the hyperparameters range 

For ∈ : calculate for ALG and store it in 

[ , ] 

for ← 1  to | |: 

If | 
[ +1, ]− [ , ] 

[ , ] 
| ≥ : 

Mark TRUE for technique in iteration + 1  

Otherwise, mark FALSE 

Return the rows in that satisfy TRUE in all measures 

AutoClustering(D, A, M, t , G) 
← Search-Hyperparameters(D, A, M, t) 

For each technique ( ) ∈ : 

Create (sub)dataset labeled with the clusters yielded from 

If is the supervised analysis: 

Evaluate the supervised learning model 

Otherwise: 

Evaluate the unsupervised learning performance metrics 

Return the dataset that satisfies 

Notes 
1. The ALG parameter is one of the clustering algorithms presented in Sect. 2.1. 
2. Note that, in cases of a supervised analysis, it is possible to calculate all the 

unsupervised performance metrics. 
Table 2 provides the legend and description of the flow presented in Fig. 2.
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Table 2 Legend and description for Fig. 2 

Step Input/output Description 

1 Dataset (D), a set of goals, 
and a threshold 

An example of input:(dataset = D, goals = [maximize 
homogeneity, silhouette > 0.5], t = 0.2) 

2 Inputs step (1) and 
produces clustering 
performance metric values 
for each technique and 
hyperparameter 

The procedure begins by exploring the hyperparameters’ 
values over different clustering algorithms, based on the 
clustering performance metrics described in Sect. 2.2 

3 Inputs step (2) and yields 
a set of valid clustering 
techniques for dataset (D) 

After completing step two, it examines the percentage of 
improvement between two consecutive iterations of the same 
technique. If the improvement is less than the predefined 
threshold, it eliminates the technique and the hyperparameter 

4 Inputs step (3) and 
updates the dataset (D) by 
adding clusters’ feature(s) 

For example: 
BIRCH with 7 clusters, Mean Shift with a bandwidth of 4, 
K-means with 5 clusters 

5 Inputs step (4) and 
examines which clusters 
meet the goal(s) 

The procedure updates the dataset (D) and adds clusters’ 
feature(s), one for each valid clustering technique achieved in 
step four. It examines which clustering technique(s) meet the 
defined goal(s) 

6 Inputs step (5) and returns 
the clusters that satisfy the 
predefined goal(s) 

Returns the dataset with the relevant clusters feature(s)

3 Empirical Study 

3.1 Data Sources 

Four datasets were compared to examine the automated clustering method: 

1. Students’ Academic Success [50]—A dataset containing information about 
undergraduate students from multiple higher education institutions. It provides 
information about 4424 students’ enrollment and academic performance across 
36 features. The target variable has three options: graduate, dropout, or enrolled. 

2. Fetal Health [51]—A fetal health classification dataset to prevent maternal and 
infant mortality. There are 2126 observations over 21 features, as well as one 
target variable with three possible values: normal, suspect, or pathological. 

3. Heart Failure [52]—A total of 299 patients who experienced heart failure. The 
dataset contains 12 clinical features and a Boolean target variable that represents 
if the patient had heart failure. 

4. Hepatitis C [53]—Laboratory values and demographic information about 611 
blood donors and Hepatitis C patients over 13 features.
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Fig. 2 The automated clustering procedure flow
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3.2 Experimental Procedure 

In the experiments, the predefined parameters were set as equal for all datasets. The 
following describes the setup for each experiment: 

• Datasets—Each dataset was analyzed using both supervised and unsupervised 
methods. To illustrate the results for both learning types, the target variable in 
the unsupervised analysis was ignored. A labeled dataset was used, and the target 
variable was removed to compare our results to the original value. 

• Preprocessing—Datasets were used consisting of numerical features and normal-
ized using Z-score. 

• Parameters—For all datasets, a threshold of 10% (t = 0.1) was used, meaning 
that an improvement of at least 10% between the iterations was required. 

• Figures—For the presentation, the principal components analysis (PCA) was 
used to perform dimensionality reduction to 2D. Notably, this is not possible for 
every dataset, although here, all the features were numerical and PCA could be 
performed. 

3.3 Use Case: The Hepatitis C Dataset 

To simplify the demonstration, the Hepatitis C dataset was chosen, consisting of 13 
features over 611 observations. We denoted the feature names as F_i for all 1 ≤ i ≤ 
13. The target variable was removed for the scenario demonstration and stored for 
future comparisons. 

To begin, the algorithm evaluated all clustering techniques and hyperparameters 
(presented in Table 3) and calculated the four clustering performance metrics: Silhou-
ette score, CH-score, DB index, and Dunn index. For each algorithm, the method 
examined the improvement (if it existed) in the percentage between two consecutive 
iterations. In this case, only four techniques passed the threshold condition out of a 
total of eight clustering techniques. Table 3 presents the four selected techniques and 
the differences between all of the measures given a hyperparameter.

For comparison, the classical K-means algorithm failed to optimize all four 
measures. Table 4 presents the K-means algorithm’s learning process over different 
values of the number of clusters. As none of the rows satisfied TRUE in all measures, 
the K-means may not be the appropriate clustering technique for this case.

At this phase, the algorithm created four sub-datasets (one for each clustering 
technique) and labeled the records using the output clusters. Although the algorithm 
found four suitable clustering techniques for this dataset, not all of them necessarily 
satisfy the predefined goal. The following sections will describe the two main options 
for the goal. 

Supervised Analysis. This section presents the case of the dataset that included a 
target variable and the ground truth labels for comparison. Here, given the original 
target and the output clusters, the algorithm calculated the mutual information (MI),
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Table 3 Clustering techniques and their performance metrics after the threshold learning 

Technique Value SIL CH DBI DUNN 

Affinity clustering (damping) 0.5 0 0 0 0 

0.55 0 0 0 0 

0.6 0 0 0 0 

0.65 0 0 0 0 

0.7 0 0 0 0 

0.75 0 0 0 0 

0.8 0 0 0 0 

0.85 0 0 1 0 

0.9 1 0 1 1 

0.95 0 0 0 0 

0.99 1 1 1 1 

Mean shift (bandwidth) 10 0 0 0 0 

9 1 0 1 0 

8 0 1 1 1 

7 0 0 1 1 

6 1 1 1 1 

5 0 1 1 0 

4 1 1 1 1 

3 1 0 1 1 

2 0 1 0 1 

OPTICS (min samples) 10 0 1 1 0 

9 1 1 1 0 

8 1 1 1 0 

7 1 1 1 1 

6 0 1 1 1 

5 1 1 1 0 

4 1 1 1 1 

3 1 1 1 0 

2 0 1 1 1 

Spectral clustering (number of clusters) 2 1 1 1 0 

3 0 1 1 1 

4 0 0 1 0 

5 0 0 1 1 

6 1 1 1 1 

7 1 1 1 1 

8 0 1 1 0 

9 1 1 1 0

(continued)
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Table 3 (continued)

Technique Value SIL CH DBI DUNN

10 1 1 1 0 

11 1 0 0 1 

12 1 1 1 0 

Note This is a Boolean table in which 1 signifies that the threshold has been passed; otherwise, it is 
assigned as 0. The bolded cells are the selected hyperparameters by our method 
Bold shows the selected hyperparameters by author’s method

Table 4 K-means performance metrics after the threshold learning 

SIL CH DBI DUNN 

k = 2 0 0 0 0 

k = 3 0 0 0 0 

k = 4 0 0 0 0 

k = 5 0 0 1 1 

k = 6 1 0 0 0 

k = 7 0 0 0 0 

k = 8 0 0 0 0 

k = 9 0 0 0 1 

k = 10 0 0 1 1 

k = 11 0 0 0 0

homogeneity, V-measure (weighted score for homogeneity and completeness), and 
Fowlkes–Mallows index (FM index; describes the ratio between the precision and 
recall) for each clustering technique. Table 5 compares those measures between the 
four selected clustering techniques. 

The final output of our method can be changed according to the goal. For example, 
if seeking to maximize the clusters’ homogeneity, the returned dataset is created 
by Affinity Clustering. The homogeneity measure ranges between zero to one and 
describes the percentage of each cluster only containing members of a single target 
[54]. When all samples in some clusters have the same label (target), the homogeneity

Table 5 Clustering performance metrics with the original target value 

Affinity clustering Mean shift OPTICS Spectral clustering 

MI 0.197 0.427 0.483 0.477 

Homogeneity 0.451 0.345 0.388 0.390 

V-measure 0.222 0.445 0.488 0.491 

FM index 0.553 0.930 0.944 0.937 
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Fig. 3 The kernel density estimation (KDE) of the output clusters 

is equal to one. Note that maximizing/minimizing a specific performance metric may 
not yield optimal results, although it would satisfy the predefined goal. 

In another case, when the goal is to maximize the ratio between precision and 
recall, the algorithm returns using the OPTICS technique due to the maximality of 
the FM index, which is the geometric mean of the precision and recall measures: 

FMI = TP √
(TP + FP) · (TP + FN) 

Figure 3 presents three sub-figures of the kernel density estimation (KDE) of 
the output clusters achieved by the different clustering techniques. It describes the 
challenge in estimating the appropriate clustering procedure. Indeed, the FM index 
has a maximum value. However, according to Fig. 3, this is due to the density of the 
data and the lack of difference between the resulting clusters. Thus, it is an example 
of uncertainty in unsupervised learning as there is no prior information about the 
data. 

Unsupervised Analysis. A clustering algorithm’s performance cannot be measured 
as easily as supervised classification algorithms’ precision or recall. The clustering 
algorithm uses the performance metrics described in Sect. 2.2 and examines the 
values to satisfy the goal. This section presents the case of the dataset that does not 
include a target variable. Table 6 compares the clustering performance metrics that 
do not require an original target. 

As mentioned earlier, optimizing a single metric can be helpful for a purposed 
goal but not necessarily for all. For example, if the goal is to maximize the CH-
score, the method returns the dataset created by Mean Shift with a silhouette score 
of 0.591. If the silhouette score and the DB index were prioritized for optimization,

Table 6 A comparison of clustering performance metrics 

Affinity clustering Mean shift OPTICS Spectral clustering 

Silhouette score 0.139 0.591 0.530 0.461 

CH-score 43.351 42.308 71.974 42.573 

DB index 0.925 0.598 2.245 0.987 
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the algorithm returns the labeled dataset achieved by Mean Shift, which satisfies 
the maximal silhouette score and minimal DB index. Although, if the goal was 
to maximize both the DB index and the silhouette score, OPTICS presents a near 
optimal silhouette score with a maximal CH-score (almost double) compared to the 
other options. This case illustrates the uncertainty in clustering in the absence of 
the original target (labeling) and the different types of clustering that can be used to 
achieve different results. 

4 Results 

Four datasets (Sect. 3.1) were compared using the identified parameters to illus-
trate our method. For each dataset, we evaluated the automated clustering procedure 
with both supervised and unsupervised analyses. Furthermore, two additional goals 
were added to emphasize the diversity of our method: maximizing the Rand Index 
(RI) and maximizing the accuracy score of a supervised learning algorithm. The RI 
represents the ratio between the correct decisions and all decisions made by the algo-
rithm. Table 7 presents the datasets, the predefined goal, and the selected clustering 
technique. 

As presented in Table 7, for the heart failure dataset, both goals (maximizing the 
random index and minimizing the DB index) returned the OPTICS clustering algo-
rithm. Figure 4 presents the KDE of the principal components of the heart failure 
dataset. The explained variance ratio was 81.19%, indicating that the PCA success-
fully preserved 81.19% of the original information; thus, the total information loss 
was 18.81%.

First, we concluded that the results were reliable and represented the original data 
distribution. Second, it can be seen (Fig. 4) that the clusters had a high and good 
separation rate. The range of values in the 2D figure was different due to the PCA’s 
normalization and compression. However, the performance measures may be high 
due to the separation existing in higher dimensions.

Table 7 A comparison of the 
four datasets with different 
goals 

Dataset Goal Clustering technique 

Students Maximize accuracy Mean shift 

Maximize completeness Spectral clustering 

Fetal health Maximize homogeneity Affinity clustering 

Maximize CH-score OPTICS 

Heart failure Maximize RI OPTICS 

Minimize DB index OPTICS 

Hepatitis C Maximize Homogeneity Affinity Clustering 

Maximize Silhouette Mean Shift 
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Fig. 4 The heart failure 
dataset clusters achieved by 
OPTICS

Analyzing the fetal health dataset yielded results that can address different issues. 
Since it is a medical dataset that aims to prevent maternal and infant mortality, it is 
essential to understand the meaning of the extreme values. Such an understanding 
could reveal a new insight or divide the data into groups to find features and relation-
ships that could help in future predictions. Figure 5 compares the clusters achieved 
by Affinity Clustering (satisfying the supervised goal) and OPTICS. 

When the goal was to create clusters such that the homogeneity was maximized, 
the algorithm chose Affinity Clustering with a homogeneity of 0.618. On the other 
hand, when the goal was to find a set of noisy observations, the algorithm chose 
OPTICS. It can be seen in Fig. 5 that additional clusters were obtained whose distri-
bution differed from the gravity center distribution. In this way, it is possible to under-
stand other patterns in the data that would not necessarily be obtained in traditional 
clustering.

Fig. 5 The kernel density estimation (KDE) comparison between affinity clustering and OPTICS 
applied in the fetal health dataset 
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Table 8 A comparison of silhouette scores between k-means and our method 

K-means Auto-clustering 

Clusters Silhouette score Algorithm Clusters Silhouette score 

Students 8 0.105 Mean shift 4 0.682 

Fetal Health 7 0.152 Mean shift 4 0.412 

Heart Failure 11 0.112 K-means 11 0.112 

Hepatitis C 14 0.159 Spectral clustering 6 0.591 

4.1 The Comparison to K-Means 

K-means is the popular choice when a clustering algorithm is required. To estimate the 
number of clusters, it is required to examine the SSE for different values and choose 
the optimal number of clusters according to the elbow method (the point on the plot 
where distortion slows down). We repeated this process for each dataset (using the 
preprocessing described in Sect. 3.2) and calculated the silhouette score. Table 8 
compares the number of clusters and the silhouette score between the traditional 
K-means and our method. 

Table 8 highlights the importance of testing additional clustering algorithms 
besides K-means. Except for the heart failure dataset, all silhouette scores presented 
a significant increase and a decrease in the number of clusters using our method. 
However, in the heart failure dataset, our method estimated that the optimal clustering 
technique for this dataset was K-means. Thus, the measures did not change. 

An extremely significant increase in the silhouette score was seen in the student’s 
dataset. For further examination, Fig. 6 presents both cases—the left figure shows 
the clusters found by K-means, and the right presents the Mean Shift clusters. First, 
in K-means, there are additional small clusters (with less than 3% of the data) that are 
further from the general distribution of the data, perhaps even defined as outliers. As 
a result, a silhouette score of 0.105 was yielded, indicating that the cluster division 
was controversial. On the other hand, the Mean Shift presented four well separated 
clusters with a silhouette score of 0.682 (549.5% improvement). Additionally, no 
clusters existed that were considered outliers or small clusters. This example rein-
forces the claim that K-means is not the ultimate choice for all cases and that the 
clustering algorithm must be adapted according to the distribution and shape of the 
data.

5 Conclusions and Discussion 

This study proposed a goal-oriented clustering procedure based on the AutoML 
mechanism for selecting a clustering technique and its hyperparameters. It is based 
on threshold learning, ensuring that all performance measures are as close to optimal 
as possible. The main challenge in clustering appears in high-dimensional data (i.e.,
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Fig. 6 Clusters comparison between two cases of the student’s dataset

a large number of features and records) since the data distribution is hard to approx-
imate. Due to the exponential growth of the number of possible values in this type 
of data, it is unclear what type of clustering technique is suitable for a given dataset. 
Moreover, a clustering algorithm’s performance metrics are not as easily measur-
able as metrics for a supervised learning algorithm (classification or regression). Our 
method presents two main innovative aspects: automatic selection of clustering type 
(i.e., partition, hierarchical, density-based, or graph-based) without human interven-
tion and the ability to determine the output dynamically according to a predefined 
goal. 

Here are the main results: 

1. Our method presented an extremely high increase in the silhouette score 
compared to the popular K-Means. The student’s dataset achieved a silhouette 
score of 0.105 in K-Means and 0.682 in our method (which selected the Mean 
Shift technique). The fetal health dataset also presented a high increase in the 
silhouette score, from 0.152 to 0.412. Since it is a medical dataset, the new clus-
ters may reveal a new insight or find relationships between features, which could 
help in future predictions. There was a single case (i.e., the heart failure dataset) 
in which our method chose K-means as the best fit clustering technique; thus, 
our results are the same. 

2. Using different clustering techniques to analyze and explore meaningful conclu-
sions is necessary. For example, in the case of the fetal health dataset, when the 
goal was to achieve as homogeneous clusters as possible, the Affinity algorithm 
produced an optimal result (Fig. 5). On the other hand, the OPTICS algorithm 
was used when the goal was to find noisy records in the data, thereby identi-
fying patients with abnormal values. This conclusion reinforces the difficulty in 
performing clustering without defining a goal in advance. 

3. Performing clustering based on multiple performance metrics produces more 
information than a single metric. For example, in the use-case demonstration 
(Sect. 3.3), the traditional K-means failed to optimize all four measures, although
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the other four techniques succeeded. By comparing the results (Fig. 3), we 
concluded that clusters exist that can separate the dataset (the spectral clustering). 

The quality of the data has a direct influence on the results, especially regarding 
unsupervised learning. An incorrect adjustment of these parameters or lack of data 
may lead to failure. This study presented two main issues that need to be addressed 
in future studies. First, we used a constant improvement threshold of 10%. Future 
studies ought to examine the optimal value of this threshold, which should be deter-
mined by preprocessing calculation to enhance its meaning and performance. Second, 
significant feature selection preprocessing can reduce the total complexity/running 
time. Furthermore, if the distribution of a given dataset is easy to estimate, clustering 
techniques that do not fit can be removed in advance. Approaches to these topics 
must be explored in future studies to further improve the presented method. 
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Proposal for a New Separation Method 
for Reproducing Images with Properties 
in the Visible and Near-Infrared 
Spectrum 

Jana Žiljak Gršić, Silvio Plehati, Tomislav Bogović, and Roko Vujić 

Abstract Painting dyes and artworks exhibit duality with different states in the 
visible (V) and near-infrared (Z) spectrum. “V” denotes the solar spectrum ranging 
from 400 to 750 nm, while “Z” indicates the solar spectrum up to 1000 nm. The 
infrared state of an artwork can be an independent, “hidden” image. The paper 
demonstrates a new procedure of graphic preparation for the separation of process 
inks for reproducing artworks in monographs, with a focus on integration in the 
visible and near-infrared spectrum. The practical part of the paper uses the Projectina 
PAG B50 forensic scanner, which is equipped with 24 filters for blocking light from 
220 to 1000 nm. Image reproduction involves photography of artwork in RGB, then 
conversion into CMY, with the addition of K from the Z image. “VZ” separation 
is introduced into the reproduction of the artwork, simulating the dual states of the 
original artwork. The GCR procedure is applied by subtracting CMY but based on 
information for the K component that is equal in the Z image. This process provides 
a deeper understanding of artworks and offers extended information about their state 
in the visible and near-infrared part of the spectrum. 
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1 Introduction 

Artworks have a visual (visible) state visible to human eyes and a near-infrared state 
visible with near-infrared (NIR—Near InfraRed) cameras. Each dye, and each image, 
has this “duality”. We introduce the concept of duality to expand the vocabulary in 
the works of dual photography, restoration projects, new interpretations of artworks, 
involving the coexistence of two spectral regions. The artist creates artwork with 
secrets embedded in a space invisible to the naked eye, and a hidden image becomes 
an integral part of the artwork. Therefore, an artwork today is viewed in both its 
visible and near-infrared states [1–3]. 

This paper demonstrates the importance of the near-infrared state of the image and 
an innovative method of reproducing artworks in monographs or web editions with 
properties in both the visible and near-infrared spectra. The near-infrared spectrum 
is crucial because it displays potential authorial imprints, the sequence of layers, 
and the connection of colors. The infrared and near-infrared spectrum is particu-
larly important for art historians, forensic experts, and others interested in proving 
artworks’ authenticity [4–6]. 

Current practices in publishing art monographs reproduce artworks only for 
viewing in the visible part of the spectrum. We have developed a method that can 
reproduce an artwork using conventional printing techniques such as offset or digital 
printing, without significantly altering the printing process, as all works are done in 
software preparation [7–9]. 

We can present an artwork with properties in two spectral regions as an animation 
that transitions from view in the visible spectrum to the final view in the near-infrared 
spectrum. 

During past decades, our method, Infraredesign, has been used to produce works 
intentionally expressing the artist’s vision in two spectral regions. The method of 
capturing and reproducing images for the visible and near-infrared spectrum is crucial 
for these artworks as it presents them in their entirety [10, 11]. 

According to other published articles, we show the original and reproduction 
here, its simulation with about ten light filters. We reveal, discover, and execute 
reproduction and equality in two spectral regions [12, 13]. 

The brushstroke has always been studied as a personalized signature and a means 
of confirming the author of the artwork. Marking an artwork with the NIR (Z) process 
has initiated new learning about dyes and new ways of blending dyes for the purpose 
of individualizing a painting [14]. 

The original work needs to be viewed instrumentally in the “V” and “Z” spectra. 
However, in case when we only have access to the reproduction or are prohibited 
from approaching the painting instrumentally in the museum, such dual viewing 
is impossible. This paper resolves this problem by developing a novel model of 
reproducing the image in its duality in monographic editions.
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2 Artistic Dyes Under Light Blockades 

Some dyes absorb NIR light. Regarding dye materials, there are no published data 
on how their components behave in the near-infrared spectrum. NIR (Z) cameras are 
recommended for the creation of hidden, dual images. Using an NIR camera, the 
painter can monitor their colors and brushstrokes, as well as the overall process of 
creating the image in the NIR spectrum. The painter may have made several correc-
tions or started a multilayer execution of the image. It is possible that adjustments 
were made to the image, repairs carried out on certain parts of the picture, or that the 
artist abandoned the original idea and repainted the image. There is no recipe for the 
composition of store-bought dyes. We have selected eight artistic dyes and recorded 
them with the forensic device Projectina Documenter 4500 [15] (Fig. 1).

Yellow and red dyes do not absorb light above 645 nm. Other dyes, as well as 
cyan and blue, have the property of absorbing light in the visible part of the spectrum 
up to 715 nm (with reduced intensity beyond that value). 

These properties are for store-bought set of dyes that are used in this work. 
Although these colors can be mixed, for example, with C, M, Y, dyes with Z values 
equal to zero value (Table 1).

Values given in Table 1 are information for painters on how to use dyes in the 
NIR-Z spectrum. 

3 Artwork Duality in VIS/NIR-Z Spectra 

Paintings exhibit duality as dyes manifest dual characteristics during the absorption 
of sunlight. Painters have researched the properties of dyes in the V and the Z spectra, 
because, depending on wavelength, surveillance cameras provide different informa-
tion about the same object. Photographing the NIR state of the artwork has initiated 
work in IR restoration. The goal is to faithfully restore each artwork, ensuring that the 
colors used in restauration have identical or (very) similar properties to the original 
colors. 

Photographing artworks with a PAG B50 camera allows for multiple states of the 
image at different wavelengths and enables a detailed approach to the analysis of the 
image. 

In this study, a series of photographs were taken using four blockades (visible (V), 
550, 665, and 850 nm). These photographs provide a multidimensional (multispec-
tral) view of artwork, particularly emphasizing changes and characteristics resulting 
from the combination of the visible and near-infrared spectra. This deepens the 
understanding of artistic processes and opens up space for further analysis and 
interpretation. 

We selected an artwork by academic painter Nada Žiljak, who started painting, 
drawing, using the “VZ” process about ten years ago (Fig. 2).
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Fig. 1 a Eight acrylic dyes 
in the visible (V) part of the 
spectrum. b Eight acrylic 
dyes with light blockade at 
645 nm. c Eight acrylic dyes 
with light blockade at 
715 nm. d Eight acrylic dyes 
with light blockade at 
850 nm (Z)
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Table 1 Acrylic dyes (1–8), RGB values, L*a*b* visible, Z at 850 nm 

Dye RGB L*a*b* visible Z at 850 nm (%) 

1. Permanent red violet, 576 51, 24, 20 12, 13, 9 3 

2. Oxide black, 735 16, 17, 18 5, 0, − 1 90 

3. Emerald green, 615 20, 54, 54 20, − 13, −4 64 

4. Primary magenta, 369 97, 24, 16 22, 33, 25 0 

5. Sky blue light, 551 114, 180, 218 70, −14, −26 0 

6. Primary cyan, 572 21, 46, 95 19, 5, − 33 4 

7. Nickel titan yellow, 274 206, 192, 108 77, − 3, 44 0 

8. Vandyke brown, 403 16, 15, 14 4, 0, 1 90

Author’s signature 

In painting, there are no standards of the signing and labeling of images. Author’s 
signatures, as well as other markings, are freely executed. Many signs appear in the 
paintings, from letters to small graphically shaped strokes. Today, the author is aware 
that they determine the recognition of dyes with two different instruments: for the 
visible part of the spectrum (V) and the near-infrared part of the spectrum (Z—NIR). 

In the selected artwork, the signature is executed with black ink of type “S” (a 
mixture of equal parts magenta, yellow, and cyan). When signature is observed with 
the “NIR-Z camera”, the camera does not register any of its components. In mono-
graphs of artworks, we find different solutions from page to page. Some signatures 
are executed in blue tones, some in black, some in green. Why is that? Only the 
authors of the images know. In our example, the author has developed a series of 
secrets about mixing dyes concerning their appearance in the V and Z spectra. 

Animation of Nada Žiljak artwork with properties in two spectral regions is shown 
at: https://nada.ziljak.hr/245.mp4. 

4 CMYK Reproduction and Reproduction in Art 
Monographs 

Painters use a wide range of different colors and dyes. By mixing C, M, Y, K dyes, a 
simulation of colors in all these tones is achieved. This is sufficient for the reproduc-
tion of an artistic work in the visible and near-infrared spectrum. Colors and CMYK 
dyes are called “process colors” and are most commonly used for reproduction 
through conventional printing processes. 

By mixing C, M, Y dyes, all color tones detected and distinguished by our eyes 
(ranging from 700 to 750 nm) are simulated. By mixing C, M, Y (in equal quantities), 
a black dye called “S” is achieved. However, this dye does not absorb light in the Z 
spectrum (range from 750 to 1000 nm) because it consists of individual dyes that do 
not absorb Z light on their own.

https://nada.ziljak.hr/245.mp4
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Fig. 2 a Artwork shown in the visible part of the spectrum. b Artwork shown with light blockade 
at 550 nm. c Artwork shown with light blockade at 665 nm. d Artwork shown with light blockade 
at 850 nm

Another black dye, as an integral part of the “process colors” set, is commonly 
called K or “Carbon black dye”. K is a dye that absorbs infrared light in the range 
from 750 to 1000 nm. It is precisely because of the K dye that the subject of this 
work is the printing technique Infrared Reproduction (IRR) or, briefly, “VZ”. 

The channels C, M, Y, K are shown for reproduction in a monochromatic display 
Fig. 3a–d by subtracting the values of C, M, Y from the Z image for the K channel.
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Fig. 3 a Cyan separation for reproduction. b Magenta separation for reproduction. c Yellow 
separation for reproduction. d K (carbon black) separation for reproduction 

The condition of the images is determined in two spectra: visible and near-infrared. 
This expands the theme of the originality of the artwork. We demonstrate and propose 
how such image can be reproduced in two spectral areas in monographs, books, and 
textbooks on visual arts. 

The printed image will show only the visual spectrum (visible part of the spec-
trum), and when viewed with an infrared camera, the image in the near-infrared 
part of the spectrum will become visible. Seeking and discovering are new activities
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for both experts and ordinary observers, all aimed at uncovering new information, 
whether hidden or intentional. 

In conventional printing, printing inks called “process inks” include “carbon black 
ink” marked with K. In conventional separation procedure gradations of K participa-
tion are offered with the names: none, light, medium, heavy, maximum according to 
the GCR procedure, replacing C, M, Y with K. Fortunately, K ink absorbs NIR light. 
We have developed the “VZ” method so that adding K (and replacing C, M, Y) does 
not result merely in ink savings through the GCR process. More importantly, this ink 
will carry information from the Z image. The CMYK image with Z information is 
employed for conventional printing to reproduce artwork in the monograph (Fig. 4). 

Surrounded by surveillance cameras that register the Z spectrum, we suggest using 
the properties of printing inks for dual interpretation of the artistic image in both the 
visible and NIR spectra. 

VZ separation performs the K value, obtained from the Z image. Our GCR works 
(subtracts) based on the Z value of the image, which does not exist as a program-
ming tool in today’s separation software. Our image reproduction process is oriented 
toward the state of duality, just like the original. The K channel takes on a new 
significance. It represents the Z value. The remaining CMY channels are adjusted 
according to the Z value of the image using conventional GCR procedures. Never-
theless, the objective is to ensure that the reproduction in the visible spectrum closely 
resembles the visual perception of the original artwork. In cases where the Z value

Fig. 4 CMYK image with Z 
information for reproduction 
in art monograph 



Proposal for a New Separation Method for Reproducing Images … 237

from the original image cannot be fully realized, a compromise is made by adjusting 
the interpretation of the Z image. 

5 Conclusion 

The article introduces reproducing artworks with an extension to the near-infrared 
(NIR) light spectrum. Museums are obliged to photograph protected artworks in 
both the visible and near-infrared parts of the spectrum. This is because each set of 
dyes has colors with more or less properties of NIR light absorption. Human eyes 
do not perceive this, but when viewed instrumentally, for example, with surveillance 
cameras, we gain the ability to separate and isolate only the specified wavelength. 

Based on previous research on the authenticity of artworks, it is concluded that 
the visible (V) and near-infrared (Z) spectral states of the image represent key points 
in the analysis of historical and contemporary unintentional/intentional IR painting. 
Special attention is given to series of photographs through light blockades, empha-
sizing intentional manipulation of the visible/NIR spectrum. Studies on NIR compo-
nents of artworks have been a privilege of a narrow number of researchers because 
reports and printed monographs presented only the visual part of the spectrum. 

We are opening a new chapter in the reproduction of artworks. Based on the 
knowledge that process inks from the field of printing also have light absorption 
properties in the NIR spectrum, the idea emerged to include the state of its hidden NIR 
component in the reproduction of the image. Reproducing artworks through process 
inks from the printing field implies high circulation. The widespread availability of 
monographic editions also opens a new chapter in general “VZ” analyses of both old 
and new paintings. 

By photographing V and Z in today’s procedures for archiving images of artworks, 
information is obtained that is not available by observing the image with the naked 
eye alone. New knowledge about the content of images observed in the V and NIR 
spectra has initiated new restoration work, which would include the state of the 
image in the visible and near-infrared spectra. The goal is to faithfully restore each 
artwork and ensure that the colors used have the same or very similar properties to 
the dyes the author used when creating their work. Observing images in museums 
with NIR cameras makes us aware that the image has significantly changed after 
restoration. NIR photography in museums is not welcomed. Galleries will not allow 
such shootings. A big question remains: How will restorers deal with an intentionally 
painted dual image, or a hidden image such as the artwork of Nada Žiljak shown in 
this paper?
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Abstract This paper presents a novel approach to epidemic surveillance, leveraging 
the power of artificial intelligence and large language models (LLMs) for effective 
interpretation of unstructured big data sources like the popular ProMED and WHO 
Disease Outbreak News. We explore several LLMs, evaluating their capabilities 
in extracting valuable epidemic information. We further enhance the capabilities 
of the LLMs using in-context learning and test the performance of an ensemble 
model incorporating multiple open-source LLMs. The findings indicate that LLMs 
can significantly enhance the accuracy and timeliness of epidemic modelling and 
forecasting, offering a promising tool for managing future pandemic events 
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1 Introduction and Background 

Epidemic modelling is a challenging task as emphasized by numerous studies [ 15]. 
The use of novel unstructured datasets has been increasingly encouraged, as they 
can significantly contribute to improving early warning systems [ 11]. The recent 
COVID-19 pandemic has underscored the importance of these novel approaches [ 8]. 
The pandemic revealed the long delays in the release of official statistics, emphasizing 
the need to track pandemic information in alternative ways and at a higher frequency. 

These opportunities and challenges in infectious disease epidemiology are inspir-
ing some of the research activities at the Digital Health unit of the Joint Research 
Centre (JRC) 1 of the European Commission (EC). Ongoing work, described in this 
paper, aims at tracking pandemic outbreaks in the European Union (EU) using 
datasets which are considered unconventional in classic epidemiological modelling. 
The project aims at exploring novel (big) data sources to provide a better response to 
epidemics. It links to other ongoing relevant initiatives on the subject. 2 An important 
source of such information is represented by moderated news and reports, since they 
discuss important events and experts opinions, and can substantively inform policy-
making decisions [ 6]. However, translating this new source of data into valuable 
information is challenging, given that the data derived from these sources are often 
unstructured and large. This data also exhibits nonlinear relationships across vari-
ables, which adds to the complexity of its interpretation. Despite these challenges, the 
potential benefits of utilizing these unconventional data sources are considerable. By 
effectively translating this data into actionable insights, we can significantly improve 
our understanding of epidemics and, consequently, our response to them. 

In this paper, we aim to leverage the vast capabilities of artificial intelligence (AI) 
[ 3], specifically the power of generative pre-trained large language models (LLMs) 
[ 2, 14], for the exploration and effective interpretation of such innovative big data 
sources, with the ultimate goal of improving epidemic response. LLMs are a type of 
generative AI models that utilize deep-learning (DL) algorithms (involving billions 
of parameters) to calculate the likelihoods of word sequences. These probabilities are 
determined based on substantial text corpora that the model has previously learned 
from. Significant advancements to LLMs have been made with the advent of the 
transformers architecture [ 14]. Transformers designed to handle sequential data by 
using a mechanism called attention, which allows the model to weigh and priori-
tize different parts of the input data [ 12]. Unlike traditional sequential models such 
as recurrent neural networks (RNNs), transformers process all input data concur-
rently, which allows for more efficient computation and the ability to handle longer 
sequences.

1 https://ec.europa.eu/info/departments/joint-research-centre_en. 
2 WHO EIOS: Epidemic Intelligence from Open Sources, https://www.who.int/initiatives/eios. 
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Considering the rapid advancements in LLMs, this study aims to evaluate the 
most significant and recent open-source and commercial models for the specific 
task of epidemic information extraction. The use of the information extracted from 
large-scale, unstructured datasets in epidemic infectious disease, coupled with the 
integration into surveillance systems, can significantly enhance the accuracy and 
timeliness of epidemic outbreaks modelling and forecasting. 

2 Data 

In this section, we describe the unstructured datasets used in the study. Although we 
have focused on these two datasets, the approach is completely generalizable to any 
textual source concerning infectious disease epidemics. 

2.1 ProMED 

ProMED 3, the Program for Monitoring Emerging Diseases, is an initiative by the 
International Society for Infectious Diseases (ISID). As the largest publicly accessi-
ble system for infectious disease outbreak reporting, it serves as a critical resource 
for healthcare professionals and the public alike. Its platform offers a wealth of daily 
posts detailing the latest developments in the field of infectious diseases. Launched 
in 1994, ProMED has been at the forefront of outbreak reporting, being the first 
to report on numerous disease outbreaks, including SARS, Chikungunya, Ebola, 
Zika, MERS and, most recently, COVID-19 [ 7]. Its users comprise international 
public health leaders, government officials, physicians, veterinarians, researchers, 
companies, journalists and the general public worldwide. Reports are produced, and 
commentary is provided by a multidisciplinary global team of subject matter experts 
in a variety of fields, including virology, parasitology, epidemiology and entomol-
ogy. Since its inception, ProMED has generated so far more than 66,000 mail posts, 
from 1994-08-19 to date. 

2.2 WHO Disease Outbreaks News 

The World Health Organization (WHO)’s Disease Outbreak News (DONs) 4 serve 
as a vital source of information on confirmed acute public health events or potential 
events of concern. The platform has been providing crucial updates since January 
1996. The essence of DONs lies in its commitment to sharing news about confirmed

3 https://promedmail.org/. 
4 https://www.who.int/emergencies/disease-outbreak-news/. 
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or potential public health events. This includes incidents of unknown cause that carry 
significant or potential international health concerns and could affect international 
travel or trade. It also encompasses diseases of known cause which have shown the 
capacity to cause a serious public health impact and spread internationally. Since its 
inception, DONs has published over 3000 pieces of curated epidemic news, from 
1996-01-22 to date. 

3 Methods 

In this section, we describe the epidemic information extraction models considered 
in our study. These consist of the most popular and recent LLMs, spanning from 
open-source to commercial ones, along with a significant semantic method from the 
literature for epidemic information extraction, namely EpiTator. Please note that the 
LLMs employed in this study have been used through the GPT@JRC initiative of 
the Joint Research Centre (JRC) of the European Commission, which enables JRC 
staff to explore the potential uses of AI pre-trained LLMs. The initiative, which is 
part of a broader study on the new technology’s applications within the European 
Commission, is a central hub offering secure access to various AI models. GPT@JRC 
is hosted at the JRC datacentre and supports both open-source AI models, deployed 
on-premises at the JRC Big Data Analytics Platform 5 and commercial OpenAI’s 
GPT models running in the European Cloud under a Commission contract with an 
opt-out clause on prompt analysis by third parties. 

3.1 EpiTator 

EpiTator 6 is a comprehensive open-source epidemiological annotation tool, specif-
ically designed for the extraction of epidemiological information from texts [ 1]. 
This tool is essentially a Python script that leverages the powerful natural language 
processing (NLP) spaCy library 7 to extract critical named entities that are of partic-
ular interest in epidemiology applications. These entities include diseases, locations, 
dates and counts. One of the remarkable features of EpiTator is the Resolved Key-
word Annotator. It utilizes an SQLite database of entities, which ensures that multiple 
synonyms for an entity are resolved to a single id, thereby enhancing the accuracy 
and consistency of the extracted data. EpiTator also imports information about infec-
tious diseases and animal species from several reliable sources, including Disease 
Ontology, Wikidata and the Integrated Taxonomic Information System (ITIS). The 
Count Annotator feature of EpiTator extracts and parses count values, identifying

5 https://jeodpp.jrc.ec.europa.eu/bdap/. 
6 https://github.com/ecohealthalliance/EpiTator. 
7 https://spacy.io/. 
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attributes such as whether the count refers to cases or deaths, or if the value is approx-
imate. This provides a more nuanced understanding of the data. Instead, the Date 
Annotator feature identifies and parses dates and date ranges. EpiTator employs a 
key entity filtering process that condenses the output to a single entity per class that 
best describes the corresponding event. Despite EpiTator’s capability to return all 
entities of an entity class (e.g. disease) found in a text, this filtering process is neces-
sary to distil the most pertinent information. It achieves this using the most-frequent 
approach filtering, which identifies the key entity from all the entities by selecting 
the most frequently mentioned one per class. 

3.2 Pythia-12b 

The Pythia-12b model is a state-of-the-art transformer-based LLM that follows the 
architecture of the highly popular GPT3 model. This open-source model is owned 
by EleutherAI 8, a collective of AI specialists aiming at advancing AI in an open and 
collaborative manner. Pythia-12b has been primarily designed to facilitate research 
on the behaviour, functionality and limitations of LLMs. The model operates within 
a context length of 4096 tokens and consists of a whopping 12 billion parameters. 

3.3 Mpt-30b-chat 

The Mpt-30b-chat model is a state-of-the-art, open-source LLM owned by 
MosaicML. 9 One of the key features is its specialization in chat and dialogue genera-
tion. It has been fine-tuned to handle conversational dynamics, making it an excellent 
choice for creating interactive AI applications. It was fine-tuned on several datasets 
including ShareGPT-Vicuna, Camel-AI, GPTeacher, Guanaco, Baize and some more 
generated datasets. In terms of technical specifics, the Mpt-30b-chat model boasts 
a context length of 8192 tokens and is built with an impressive 30 billion param-
eters. This vast number of parameters allows the model to capture and learn from 
a wide variety of linguistic nuances, thereby greatly enhancing its conversational 
capabilities and predictive performance.

8 https://huggingface.co/EleutherAI/pythia-12b. 
9 https://huggingface.co/mosaicml/mpt-30b-chat. 
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3.4 Llama-2-70b-chat 

The Llama-2-70b-chat model [ 13] is an advanced open-source LLM owned by 
Meta. 10 It is one of the most powerful open LLMs currently available. The base 
model, Llama 2, was pre-trained on a diverse range of publicly available online data 
sources. The fine-tuned version of this model, known as Llama-2-70b-chat, further 
enhances this understanding by leveraging publicly available instruction datasets and 
over 1 million human annotations. This extensive fine-tuning process ensures a high 
level of precision and adaptability in its responses. In terms of its technical specifi-
cations, the Llama-2-70b-chat model operates with a context length of 4096 tokens. 
Moreover, the model is built with an impressive 70 billion parameters. 

3.5 Mistral-7b-openorca 

The Mistral-7b-openorca model 11 is an open-source model, owned and fine-tuned 
by OpenOrca using its datasets 12 on top of the Mistral LLM [ 9]. Despite its smaller 
size with 7 billion parameters, the model is fast at inference and delivers robust 
performance across a wide range of tasks. With a context length of 4096 tokens, the 
Mistral-7b-openorca is one of the best-performing open-source models available for 
models under 30 billion parameters. This makes it a strong candidate for many API 
use-cases due to its combination of size, speed and performance. 

3.6 Zephyr-7b-alpha 

The Zephyr-7b-alpha model is an open-source model owned by HuggingFace. 13

This model has been fine-tuned by HuggingFace using a combination of publicly 
available and synthetic datasets on top of the Mistral LLM. Despite its small size 
with only 7 billion parameters, it often outperforms the larger Llama 2 13B model, 
demonstrating performance comparable to several models in the 20–30B range. 

3.6.1 Gpt-3.5-turbo-16k 

The Gpt-35-turbo-16k model is a robust commercial model owned by OpenAI. This 
model is an advanced version of OpenAI’s GPT-35-turbo, colloquially known as 
ChatGPT, but with four times the context. The versatility of this model is apparent in

10 https://ai.meta.com/llama/. 
11 https://huggingface.co/Open-Orca/Mistral-7B-OpenOrca. 
12 https://huggingface.co/datasets/Open-Orca/OpenOrca. 
13 https://huggingface.co/HuggingFaceH4/zephyr-7b-alpha. 
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its ability to perform a wide range of tasks. With its context length of 16,384 tokens, 
the Gpt-35-turbo-16k model offers an expansive reach for various applications. How-
ever, being a commercial model, its extensive usage comes with a considerable cost 
and some usage constraints. 

3.7 Gpt-4-32k 

The Gpt-4-32k model, another commercial offering from OpenAI, is a powerful tool 
which sets itself apart in terms of its problem-solving capabilities. It can solve difficult 
problems with a greater level of accuracy than any of OpenAI’s previous models, 
leading to its reputation as the best LLM available for any task. While it may come at 
a higher cost, the Gpt-4-32k model’s superior performance and its ability to manage 
approximately 80 pages of text make it one of the best LLM options available. Its 
context length of 32,768 tokens provides an even greater scope for processing and 
managing large amounts of data, making it a perfect option to handle large texts. 

3.8 Gpt-4-FewShots 

The Gpt-4-FewShots is a variant to the Gpt-4-32k model obtained by passing three 
examples (three shots) of epidemic information extraction in the context to the Gpt-
4-32k prompt, such that to try to specialize the model to handle the specific epi-
demic information extraction task. In-context learning (ICL) [ 2] refers to a learning 
approach where an AI model learns from its context. LLMs have already shown an 
ability for ICL as they scale in terms of model and corpus sizes [ 5]. The fundamen-
tal principle of in-context learning is learning through analogy. Initially, ICL needs 
a handful of examples to create a demonstration context, usually framed in natu-
ral language. Following this, ICL combines a query question with a demonstration 
context to create a prompt. This prompt is then input into the language model for 
prediction. We have leveraged the ICL approach on the Gpt-4-32k model 14, leading 
to Gpt-4-FewShots, to allow for a more efficient and accurate way to extract and 
process information on epidemics. 

3.9 Open-Ensemble 

The Open-Ensemble model is an AI approach that leverages the power of multiple 
high-performing open-source models to generate outputs. It uses a majority voting 
system to determine the best result from the contributed models. In contrast to ordi-

14 Please note that ICL was only applied to Gpt-4-32k due its large context capability, which was 
not amenable in the other studied LLMs which are characterized by a way more lower context. 
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nary machine learning approaches which try to learn one hypothesis from training 
data, ensemble methods try to construct a set of hypotheses and combine them to use 
[ 10]. 

The models included in this ensemble are Llama-2-70b-chat, Mistral-7b-openorca 
and Zephyr-7b-alpha, that, as it will be shown next, resulted to be the best performing 
open-source LLMs for epidemic IE. Each of these models brings unique strengths and 
capabilities to the ensemble, enhancing its overall performance. This Open-Ensemble 
model, with its majority voting mechanism, ensures that the most agreed-upon output 
from these three models is chosen, thereby increasing the likelihood of accuracy and 
reliability in its predictions. We have used this approach to test whether the obtained 
ensemble model improves over the single open-source LLMs and is able to compete 
with the performance of the more advanced commercial GPT models. 

4 Computational Experiments 

In this section, we delve into the application of LLMs for the purpose of epidemic 
information extraction. The extracted entities include the name of the disease, the 
country where the cases were reported, the confirmed case count and the date of the 
case count. We compare the performance of the different LLMs for infectious dis-
ease epidemic information extraction, along with EpiTator. The comparison has been 
made over a subset of the Incident Database (IDB), a repository developed for the 
purpose of event-based surveillance. 15 The IDB is structured to house a comprehen-
sive collection of data related to epidemic events, making it an important resource for 
researchers and healthcare professionals. The database includes a sample of ProMED 
and WHO DONs that have been meticulously annotated by domain experts. For the 
purpose of comparing the performance of the tested epidemic information extraction 
models, a gold standard subset of the IDB comprising 171 carefully selected samples 
has been selected. This subset provides a benchmark against which the performance 
of the models have been assessed. 

We have evaluated the information extraction task as a binary classification 
problem where the negative class means that no information (“None”) is associ-
ated with the IDB data sample, while the positive class indicates that the IDB is 
labelled with a specific epidemic information. The models have been tested on their 
ability to recognize such positive and negative classes by considering the follow-
ing widely adopted precision, recall and .F1-score metrics [ 4]: .Precision = TP

TP+FP , 
.Recall = TP

TP+FN , .F1 = 2
1

Precision+ 1
Recall

, where .TP, .FP, .FN and .TN are, respectively, the 

number of True Positives, the number of False Positives, the number of False Neg-
atives and the number of True Negatives [ 4]. In other words, the precision is the 
accuracy for the positive class predictions. The recall (sensitivity) is the ratio of the 
positive class instances that are correctly detected as such by the classifier. The .F1-
score is the harmonic mean of precision and recall, whereas the regular mean treats all

15 https://github.com/aauss/EventEpi. 

https://github.com/aauss/EventEpi
https://github.com/aauss/EventEpi
https://github.com/aauss/EventEpi
https://github.com/aauss/EventEpi
https://github.com/aauss/EventEpi
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Prec Rec F1 
EpiTator 0.692 0.719 0.705 
Pythia-12b 0.712 0.773 0.742 
Mpt-30b-chat 0.74 0.891 0.809 
Llama-2-70b-chat 0.757 0.898 0.821 
Mistral-7b-open 0.755 0.891 0.817 
Zephyr-7b-alpha 0.752 0.875 0.809 
Gpt-35-turbo-16k 0.75 0.961 0.842 
Gpt-4-32k 0.756 0.945 0.84 

Gpt-4-FewShots 0.77 0.914 0.836 
Open-Ensemble 0.756 0.921 0.83 

Fig. 1 Comparison of the models for the extraction of the pandemic name 

Prec Rec F1 
EpiTator 0.978 0.819 0.892 
Pythia-12b 0.962 0.452 0.615 
Mpt-30b-chat 0.979 0.855 0.913 
Llama-2-70b-chat 0.98 0.898 0.937 
Mistral-7b-open 0.986 0.861 0.92 
Zephyr-7b-alpha 0.981 0.91 0.944 
Gpt-35-turbo-16k 0.981 0.91 0.944 
Gpt-4-32k 0.981 0.928 0.954 

Gpt-4-FewShots 0.981 0.928 0.954 
Open-Ensemble 0.981 0.91 0.944 

Fig. 2 Comparison of the models for the extraction of the country name 

values equally, the harmonic one gives much weight to low values and for this reason 
is a metric preferred to the classical accuracy in an imbalanced problem setting. 

Our computational results are reported in Figs. 1, 2, 3 and 4, which report the 
comparison of the different algorithms for the extraction, respectively, of the pan-
demic name, the country where this virus outbreak occurred, the related date and 
the number of cases associated with the specific outbreak. In particular, each illus-
tration reports the considered metric scores obtained by each method (on the left), 
also with the corresponding graphical performance illustration, for a better under-
standing (on the right). Focusing on the performance of the LLMs, two models, 
namely Pythia-12b and Mpt-30b-chat, have shown underwhelming performance, 
falling below the standard NLP-based method, EpiTator. However, this was not the 
case for all LLMs. The majority of them have demonstrated a remarkable ability to 
outperform EpiTator by a significant margin. Among the LLMs in the evaluation, 
Gpt-4-32k stood out by achieving the best overall performance, as expected. Another 
very well performer was Gpt-35-turbo-16k, which also managed to achieve a signif-
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Prec Rec F1 
EpiTator 0.892 0.576 0.7 
Pythia-12b 0.735 0.158 0.26 
Mpt-30b-chat 0.814 0.304 0.442 
Llama-2-70b-chat 0.916 0.759 0.83 
Mistral-7b-open 0.908 0.69 0.784 
Zephyr-7b-alpha 0.92 0.804 0.858 
Gpt-35-turbo-16k 0.902 0.639 0.748 
Gpt-4-32k 0.913 0.734 0.814 

Gpt-4-FewShots 0.904 0.658 0.762 
Open-Ensemble 0.92 0.804 0.858 

Fig. 3 Comparison of the models for the extraction of the pandemic date 

Prec Rec F1 
EpiTator 0.387 0.321 0.351 
Pythia-12b 0.365 0.277 0.315 
Mpt-30b-chat 0.619 0.464 0.531 
Llama-2-70b-chat 0.561 0.536 0.548 
Mistral-7b-open 0.67 0.527 0.59 
Zephyr-7b-alpha 0.615 0.571 0.593 
Gpt-35-turbo-16k 0.699 0.455 0.551 
Gpt-4-32k 0.673 0.589 0.629 

Gpt-4-FewShots 0.733 0.589 0.653 
Open-Ensemble 0.625 0.581 0.601 

Fig. 4 Comparison of the models for the extraction of the number of cases engender by the pandemic 

icant performance level, as shown in the tables of the results. Furthermore, experi-
menting with in-context learning via the 3-shots method (Gpt-4-32k-FewShots), we 
have managed to improve the performance of Gpt-4, although this was not always 
the case. 

Although the superior performance of OpenAI GPT models relative to the other 
tested methods, their use comes with its own set of challenges. These models are 
costly to implement, and some of their usage restrictions make them unsuitable 
in practice for a extensive deployment on a large dataset, like the full ProMED 
and DONs. On the brighter side, some open-source models performed very well, 
albeit slightly below the level of the OpenAI GPTs. These include Llama-2-70b-chat, 
Mistral-7b-openorca and Zephyr-7b-alpha. It’s important to note that Llama-2-70b-
chat was found to be slower in terms of computational times compared to the rest, 
given with large number of parameters (70 billion) of its underlying model. Finally, 
the adopted ensemble approach (OpenLLMs-Ensemble) on these three open-source 
LLMs produces an overall robust and satisfactory performance on all four epidemic
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information extraction tasks, resulting to be comparable to the GPT models. There-
fore, OpenLLMs-Ensemble allows for a full deployment on the entire ProMED and 
DONs data, spanning approximately 70,000 documents, thereby providing a com-
prehensive and efficient solution forinfectious disease epidemic information extrac-
tion. 

5 Conclusions 

This study has demonstrated the significant potential of LLMs in epidemic surveil-
lance, particularly in the extraction of valuable epidemic information from unstruc-
tured big data sources. Several LLMs were evaluated and their capabilities in extract-
ing epidemic information were assessed. The findings of this study suggest that 
LLMs, particularly when used in an ensemble, can significantly enhance the accu-
racy and timeliness of epidemic modelling and forecasting. This application of LLMs 
not only streamlines the data-gathering process but also has the potential to improve 
early warning systems and epidemic response strategies. These models provide a 
promising tool for managing future pandemic events, reducing their impact on soci-
ety and economies, and, finally, saving lives. 
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Effects of Inductive Load on Photovoltaic 
Systems 

E.  Okpo, P. F. Le Roux  , and O. I. Okoro 

Abstract The increasing demand for electrical energy, driven by technological 
advancements in underdeveloped and developing nations, has led to a growing 
reliance on renewable energy sources. Inductive loads requiring high starting currents 
can significantly affect power sources. Therefore, it is imperative to investigate the 
impacts of inductive loads on photovoltaic (PV) systems. This study aims to investi-
gate the major parameters of the asynchronous machine, a typical representation of 
inductive load rated at 15 kW and 7.5 kW, respectively. With the analysis performed 
in MATLAB/Simulink, the major parameters investigated include the machine rotor 
current, rotor speed and rotor electromagnetic torque. The present study will propose 
strategies to mitigate the impact of inductive loads on PV systems, facilitating the 
seamless integration of solar PV systems into our energy infrastructure. 

Keywords Photovoltaic system · Inductive load · MATLAB/Simulink · Rotor 
current · Rotor speed · Rotor torque · PV array 

1 Introduction 

The advent of technology in recent times has driven a surge in energy demand across 
sectors, including industrial and commercial utilities. This has informed the decision 
of power engineers to study alternative energy sources to reduce reliance on fossil fuel 
generators and reduce the expenses of diesel and gas usage. The negative environ-
mental impacts that combustion engines impose on the environment cannot be over-
emphasised. Therefore, addressing the environmental consequences of combustion 
engines that release greenhouse gases is imperative. PV systems emerge as optimal
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solutions in this context due to their abundant availability in nature, environmentally 
friendly and minimal operational cost [1, 2]. 

The high demand associated with inductive loads, a crucial element in power 
systems, significantly influences distribution networks and the overall performance 
and efficiency of the PV systems deployed to serve such loads [3]. Therefore, the 
research needs to be comprehensively examine of the effects of inductive loads on 
PV systems and propose potential mitigation strategies to address these challenges 
[4, 5]. The variability in the power output from the PV system results from multiple 
factors, including irradiance levels, environmental temperature, panel ageing, solar 
panel orientation, and additional environmental variables like humidity and wind 
speed, all of which impact the performance of PV systems [6, 7]. 

Although inverter-based grid systems have existed for several decades, contro-
versy regarding their reliability when they become the dominant source compared 
to conventional sources has not been addressed [8, 9]. The challenges encountered 
in a power system with high penetration of renewable energy, particularly solar 
PV systems, have been discussed in [10, 11]. Studies on comparison between the 
predicted transient torque and speed in a conventional model of a three-phase induc-
tion motor were conducted in [12–14], and a model with skin effect was implemented. 
At the same time, qualitative and analytical methods were used to evaluate the impact 
of rotor and stator slots with harmonics in the windings. Access to a reliable electricity 
supply is pivotal in empowering individuals and facilitating personal and economic 
development. Performance evaluation of asynchronous motor was conducted in [15]. 
Any nation’s economic growth and development are intrinsically tied to the avail-
ability of energy [16]. However, it is imperative to consider and work on electric 
motors’ structural analysis and geometry, as discussed in [17]. 

The present study is significant as it will explore the impact of inductive loads on 
the performance of PV systems. This exploration involves modelling and simulating 
a three-phase asynchronous machine under various load conditions when the PV 
system is interconnected to the system. Major parameters, such as electromagnetic 
torque, rotor speed, and rotor current of the asynchronous machine rated at 15 kW 
and 7.5 kW, respectively, have been meticulously examined. Solar cells were inter-
connected in series and parallel configurations to determine the PV system’s power 
generation potential to meet the desired power output. This paper is structured as 
follows: Section Two will detail the method employed for assessing PV system 
performance when interfacing with inductive loads, Section Three will present the 
simulation results and subsequent discussions, and Section Four will provide the 
conclusion and recommendations. MATLAB/Simulink software will be used for all 
modelling and simulation purposes.
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2 Method  

The following approach was carefully followed during the modelling process of the 
PV system interfaced with inductive load to analyse the interaction and consequence 
of inductive load on PV system performance. 

2.1 Sizing of the PV Array 

The following calculations are deployed to determine the quantity of a PV array 
arranged in series and parallel to generate the specified power output to drive the 
inductive load. Assuming the PV system to operate under Standard Test Conditions 
(STC) with a given solar irradiance of 1 kW/m2 and cell temperature of 25 C, the 
PV size of the array to be connected in series and parallel, can be determined by the 
following combination. The number of series string Ns is expressed as follow: 

Ns = 
Vpp 

Vmpp 
(1) 

where Vpp is defined as the peak-to-peak voltage of the PV array as specified by the 
manufacturer and Vmpp is the voltage at the maximum power point. The total number 
of PV arrays to be connected in parallel is expressed as follows: 

Np = Pout 

Ns ∗ Pmax 
(2) 

where Np is defined as the number of parallel strings, Pout is the output power, Ns is 
the number of series connected strings and Pmax is the maximum power. 

The open circuit voltage of the PV can be expressed with the following expression: 

Voc(T ) = Vocs + �Vocs(T − Ts) (3) 

The Fill Factor (FF) that describes the quality of the PV cell is defined as follows: 

FF = 
Pmax Practical 

Pmax theoritical 
= 

Vmp*Imp 

Voc*Isc 
(4) 

The combination of the following parameters can calculate the energy generation 
potential from the PV system: 

Ein = Tg ∗ αsc ∗ Psc ∗ G ∗ Asc (5) 

where Ein is the total energy from the PV module’s top surface, Tg the glass transmis-
sivity, αsc the PV module absorptivity, Psc represents the solar panel packing factor,
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Table 1 PV module 
parameters specifications S. No. Component description Rating 

1 Maximum power (Pmax) 10 W 

2 Open circuit voltage (Voc) 21.5 V 

3 Voltage at maximum power (Vmp) 17.7 V 

4 Short circuit current (Isc) 0.65 A 

5 Current at maximum power (Imp) 0.57 A 

6 Inverter output voltage 400 Vrms 

G is the irradiation intensity, and Asc represents the area of the solar cell. The total 
PV converted to electrical energy (Ee) is expressed as follows: 

Ee = ηsc ∗ Pc ∗ G ∗ Asc (6) 

The remaining portion of the PV output is converted into thermal energy expressed 
as follows: 

Et = Ut(Tsc − Tbs) (7) 

with El defined as the PV loss energy, Ee the electrical energy and Et is the thermal 
energy. 

The above equations were considered while modelling a 20.520 kW PV system 
deployed to serve the asynchronous machine. Shown in Table 1 are the selected 
parameters used in the modelling process of the PV system in MATLAB/Simulink: 

The simulation model of the PV array is shown in Fig. 1 as follows: 

Fig. 1 Simulation model of the PV array
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Fig. 2 Inverter simulation model 

2.2 Modelling of the Inverter System 

The generated output from the PV system is a DC signal and, therefore, requires an 
inverter to convert it into a three-phase alternating current (AC). The major compo-
nents used in setting up the inverter system include the following: metal–oxide–semi-
conductor field-effect transistor (MOSFET), sinewave generator, saw tooth generator, 
input and output blocks, resistors, capacitors and logic function blocks. The compo-
nent was linked in MATLAB/Simulink, with the sinewave generator producing a 
pulse directed to the input of the insulated gate bipolar transistor (IGBT) switches. 
Subsequently, a simulation was conducted to analyse the resulting waveforms at the 
inverters’ output. A three-phase L-C filter was implemented to mitigate the ripples 
emanating from the PWM inverter output. Figure 2 illustrates the simulation model 
of the inverter system and the sine wave generator. 

2.3 Modelling of the Asynchronous Machine 

The simulation was initially carried out with the 20,520 W rated PV system interfaced 
with an asynchronous machine rated at 15 kW and later with the PV system of the 
same power generation potential interfaced with an asynchronous machine rated at 
7.5 kW to enable a novel comparison of the two different scenarios under varying 
load conditions. The parameters listed in Table 2 were deployed for modelling these 
asynchronous machines in MATLAB/Simulink version R2016a. This evaluation is 
aimed to determine the comprehensive performance of the machines.

The load torque is calculated using the following combination as follows: 

Tl = 
Poutput 

ω 
(8)
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Table 2 Specifications of the 
asynchronous machine 
parameters 

S. No. Parameter Value 

1 Input power of the motor 20 HP or 15 kW 

2 Motor input voltage 400 V 

3 Frequency 50 Hz 

4 Motor speed 1460 RPM 

5 Mechanical input Torque Tm 

6 Mechanical power 20,515 W 

7 Stator resistance 0.2147 �

8 Stator inductance 0.000991 H 

9 Rotor resistance 0.2205 �

10 Rotor mutual inductance 0.06419 H 

11 Inertia (J) 0.102 kg.m^2 

12 Friction factor (F) 0.009541 Nms 

13 Number of pole pairs 2 

14 Initial condition 0000

The following equation defines the motor power: 

Poutput = Tsh ∗ ω (9) 

2.4 PV System Interfaced with Asynchronous Machine 

The PV system was utilised to power the 15 kW and the 7.5 kW asynchronous 
machine under different load conditions. The investigation aimed to assess their 
efficiency and impact on the PV system. The comprehensive model illustrating the 
interface between the PV system and the induction machine is depicted in Fig. 3 as 
follows

3 Outcome of Simulation Results 

The PV array consists of the following specified input parameters as calculated in 
Sect. 2, under standard test conditions (STC) as shown in Table 3
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Fig. 3 PV System interfaced with inductive load

Table 3 Required parameters of the modelled PV array 

S. No. Required parameters Value 

1 Irradiance 1000 W/m2 

2 Number of parallel strings 64 

3 Number of series-connected modules per string 32 

4 Number of cells per module 60 

5 Short circuit current (Isc) 0.65 Asc 

6 Open circuit voltage (Voc) 21.5 Voc 

7 Current at maximum power (Imp) 0.57 A 

8 Temperature coefficient of short circuit current (Isc) 0.102 °C 

9 Temperature coefficient of open circuit voltage (Voc) − 0.36099 °C 
10 Voltage at maximum power (Vmp) 17.7 V 

11 Solar cell maximum power 10.089 W 

3.1 Asynchronous Machine Interfaced with PV System 

The following major parameters of the induction machine were investigated to 
examine the impacts of inductive loads on the PV system. The investigation was 
first carried out on a 15 kW machine and then on a 7.5 kW machine. The motor was 
subjected to intermittent loading for 4 s to determine the response of the PV system 
under varying load conditions. The calculated values of the load torque for both the 
15 kW and 7.5 kW machine deploying (9) in Sect. 2 are presented in Table 4 as 
follows:

Comparison of the following major parameters of the asynchronous machine 
rated at 15 kW and 7.5 kW were examined, including the rotor current, rotor electro-
magnetic torque, and rotor speed, respectively. The observed signal waveforms are 
presented in Figs. 4 and 5.
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Table 4 Motor torque and speed of the asynchronous motor rated at 15 kW under different load 
conditions 

S. No. Loading 
condition in 
seconds 

Load torque (TL) in N-m  on  the  
motor rated at 15 kW and speed of 
1460 RPM 

Load torque (TL) in N-m on the 
motor rated at 7.5 kW and speed of 
1440 RPM 

1 TL at 1 s = 
TL 

98 49.7 

2 TL at 2 s = 
TL/2 

49 24.9 

3 TL at 3 s = 
TL/3 

33 17 

4 TL at 4 s = 
TL/4 

25 12.4

Fig. 4 Three-phase rotor current of the asynchronous machine rated at 15 kW

The outcome showed that a decrease in load capacity results in a decrease in the 
rotor current, as the peak amplitude of the rotor current was higher when the 15 kW 
machine was connected to the PV system and notably decreased when it was replaced 
with a 7.5 kW rated asynchronous machine, this showed that decrease in the load 
subjected to the PV system invariably improves its performance. The electromagnetic 
torque of the motor at 15 kW and 7.5 kW, respectively, under varying load conditions, 
will be compared in Figs. 6 and 7.

The electromagnetic torque of the asynchronous becomes more stable and tends 
to operate closer to its ideal condition when the 15 kW machine is replaced with 
a 7.5 kW machine. Figures 8 and 9 show the speed behaviour of the asynchronous 
machine rated at 15 kW and 7.5 kW, respectively.
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Fig. 5 Three-phase rotor current of the asynchronous machine rated at 7.5 kW

Fig. 6 Rotor electromagnetic torque of the asynchronous machine rated at 15 kW

The stability of the rotor speed significantly improves and responds quickly to 
load variations. This indicates a significant improvement in the speed as the capacity 
was reduced. This case scenario can also be tested on the IEEE power systems [18].
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Fig. 7 Rotor electromagnetic torque of the asynchronous machine rated at 7.5 kW

Fig. 8 Rotor speed of the asynchronous machine rated at 15 kW

4 Conclusion 

The significant impacts on the performance of PV systems when interfaced with 
inductive loads have been carried out. The outcome illustrated that a proper load 
management system is imperative, particularly when power is sourced from a PV 
system to drive inductive loads such as induction machines due to their high-power 
requirements and several applications in residential buildings, commercial centres 
and industries. Adherence to this will mitigate the fluctuation or total failure of the PV 
system due to its fragility. The study’s outcome showed that significant improvement 
in the machine stability is recorded when the asynchronous machine rated at 15 kW 
was replaced with 7.5 kW machine while maintaining the same power supply from
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Fig. 9 Rotor speed of the asynchronous machine rated at 7.5 kW

the PV system. The present study also showed that oversizing the PV system to serve 
a lower capacity load will not only enable the PV system to adjust to varying loads 
with ease but will also enhance the stability and optimal operation of the induction 
machine. 
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Low Code Development Cycle 
Investigation 

Małgorzata Pańkowska 

Abstract Technology plays an important role in the advancement of end-user devel-
opment of software applications. It supports the way requirements are elicited, 
collected, analyzed, and processed into functionalities and non-functionalities in 
information systems. Technology enables end-users to create their own application 
for particular usage. This paper aims to present low code application development 
methodology resulting from practical experience as well as from the literature survey. 
The paper findings present that the low code development cycle (LCDC) is different 
in comparison with traditional or agile software development methods. The LCDC 
should emphasize the role, competencies, and experience of the end-user, who is 
a low code developer. This paper consists of two main parts. The first part covers 
literature surveys on contemporary approaches to citizen software development and 
low coding. The second part covers the LCDC ecosystem and process, which reveals 
the main active role of end-user and supportive roles of other project stakeholders, 
i.e., analysts, software engineers, testers, integrators, and other facilitators. 

Keywords Citizen development · Low code · Ecosystem · Process · Life cycle 

1 Introduction 

Collaboration in the end-user software development community involves a variety 
of participatory methods and stakeholder objectives that do not necessarily align 
with those in conventional information system life cycle development collabora-
tion. Particularly, the end-user (i.e., citizen) software development requires creativity 
of users, their engagement, flexibility, and decision-making throughout a project. 
Beyond that, an infrastructure is needed that supports communication, tooling, and 
software application implementation. The approach of involving in the development
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of end-users is increasingly used and is known as citizen development. It requires 
usage of specialized Computer Aided Software Engineering (CASE) tools, i.e., Low 
Code Development Platform (LCDP). Citizen software development fosters an open 
and participatory approach to application implementation, reducing the distance 
between end-user and software engineer, and contributing to the goals of a busi-
ness unit. End-user is allowed to construct forms of logic for solving problems and 
to convert the constructed form of logic into built software. The low-code applica-
tions are implemented and exploited for various purposes in different disciplines, 
however, elaboration of a common methodology for low-code software life cycle 
development is still a challenge. First, the heterogeneity of citizens, i.e., end-users 
is particularly evident in various business organizations. They are in big as well 
as in small business units. They have various competencies, i.e., knowledge, skills, 
social competencies, experiences, habits, preferences, risk averse, and willingness 
to learn and to be innovative. Hence, a generalization of their requirements is almost 
impossible, and by definition low code applications are preferably developed by 
individuals and for their individual usage. That situation reveals problems of low 
code software maintenance. However, some end-users can be interested in dissem-
ination of their software development activities for an enrichment of the citizen 
development as a method. Hence, they provide software documentation and work on 
integration of their application with other parts of the business information systems, 
i.e., legacy systems, in a business organization. Taking into account the basic duties 
of end-users and therefore their limited time for software development, the citizen 
development calls for inclusivity, which is achieved through selected practices, tools, 
and methodological procedures. Particularly, the computerized tools that serve the 
practical implementation of citizen software are to be supported by guidelines and 
highly intuitive. End-users usually have no time to learn, but they want to realize 
their requirements as quickly as possible. 

Communication in the field of citizen software development means more than just 
publishing results. Short time success motivates further work, but on the other side— 
failure results in disappointment and discourages further involvement. Hence, the 
citizen developers need LCDP facilitators, who help in learning and the application 
optimization. There are also various attitudes of top managers, who may support, but, 
on the other side, can discourage business employees to individual application devel-
opment. Successfully, an increasing number of institutions, including government 
agencies, and big companies, are showing an interest in the field of citizen software 
development. Surprisingly, they believe that the low-code software can be treated as 
a prototype of further professionally developed applications. Through prototyping, 
end-users are able to reveal their real expectations. Hence, the process of requirement 
elicitation for professional IT companies is much easier than in a situation, when the 
end-user does not want to be involved in an interviewing or software customiza-
tion, and deployment process. Beyond that, small and medium enterprises (SMEs) 
are interested in citizen software development because of the lower cost of soft-
ware prepared by end-users, i.e., software prosumers, who are doing the applications 
for themselves and by themselves. Frequently, SMEs financial conditions exclude
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investment in professional software available in cloud or on-premise, but creativity 
of end-users and access to open source tools permit to fulfill the requirements. 

This study aims to support a low code software development methodology. Author 
focuses on identification of low code application ecosystems as well as on modeling 
processes covering low-code software development life cycle. In this contribution, 
the author emphasizes the particular role of the end-user. The rest of that paper 
includes the following sections. First, a literature survey has been done to present 
actual justification of low-code software development. Next, the low-code software 
development ecosystem in Archimate notation is presented, and finally, the Business 
Process Model and Notation (BPMN) process of Low Code Development Life Cycle 
(LCDLC) is included. 

2 Theoretical Background of Low Code Development 

The Internet democratization refers to the rapid growth of access to Information 
Communication Technologies (ICTs). The Internet users have access to information 
as well as to software development tools. According to Haklay et al. [8], citizen 
science means public participation in a scientific research activity. By analogy, citizen 
software development is defined as a software project conducted by amateurs or 
nonprofessional designers. Citizen software development creates opportunities for 
conducting investigations on requirements elicitation, co-designing, and co-testing 
of low-cost sensors, as well as on collecting and co-analysing data, and co-developing 
data applications. Volunteerism is important to the understanding of citizen software 
development, which presents a step forward in the democratization of application 
implementation. That approach brings new knowledge to particular domains as well 
as to ICT. Citizen science has been for years developed in the do-it-yourself (DIY) 
culture for pragmatic reasons. For example, over the past 30 years, Visual Basic 
applications have been implemented by laypersons in business for their own usage. 
That approach to software development is also known as information system (IS) 
prosumption, i.e., production for own exploitation. 

According to Senabre Hidalgo et al. [26], public participation in science includes 
participatory action research (PAR) and the involvement of various social organiza-
tions, i.e., chamber of commerce, consumer associations, non-profit organizations, 
social groups, and environmentalists’ associations. Some of them are low-budget 
business units, looking for relatively low-cost investments in the ICTs. Although 
traditionally, an IT professional is a software project manager and end-users work 
as data gatherers and requirements’ providers, in the citizen software development 
approach end-users are able to reveal their real problems, because they take active 
role and software engineers are co-designers and facilitators in that process. Facilita-
tors are expected to create the necessary conditions for equitable and free speaking, 
and to support collective decision-making during project meetings. Senabre Hidalgo 
et al. [26] argue that a facilitator is in charge of suggesting the materials and ensuring 
discussions among project partners. End-users’ participation in software projects has



268 M. Pańkowska

been defined as the degree to which the user is involved in producing and exploitation 
of the project products. User involvement refers to the subjective psychological state 
reflecting the importance of a given system. 

Participatory Design (PD) has focused on the designing of user applications or the 
co-realization of information systems. In this approach, users are the best to determine 
how to automate their work, and the designers are just consultants. PD is realized 
through workshops where users can feel free to express their ideas concerning the 
designed applications [28]. User-Centered Design (UCD) is a philosophy that is 
based on studying the end-users’ needs and interests. Not only the profiles, activities 
and environments of users are being investigated, but also their goals and values [20]. 
UCD is a process focusing on usability throughout the entire development process 
and further throughout the system life cycle. This philosophy highlights the role of 
prototyping, which must be used to visualize and evaluate ideas and design solutions 
in cooperation with the end users in a real context [7]. The method of User Experience 
(UX) Design is defined as the creation of the subjective relationship between user 
and application or device. That design is about considering the user, the task, and the 
context, i.e., environment of work within the company culture. It aims to enhance the 
entire experience and emotions resulting from the use of a product, system, or service 
[1]. Actor Network Theory (ANT) was developed by Callon and Latour to describe 
the creation and evolution of socio-technical systems and to focus on the dynamics 
of relationships among main actors (i.e., end users) and networks (i.e., business 
managers and ICT people) [3]. Those theories, although useful and supportive for 
software project management, have not emphasized the main role of end-users in the 
application implementation process. 

Lately developed agile methods and DevOps approach are also combined with 
the LCDP usage. Lebens and Finnegan [12] have proposed to use the LCDPs to 
teach Agile Methodology. This approach was rational, because the agile methods 
focus on the end user involvement in fast result generating, prototyping, and software 
validation. University students can use the Microsoft Power Apps platform to develop 
their competences in agile software development. Rather old, but still valid approach 
can be the Rapid Application Development (RAD), which is a software development 
methodology promoting the rapid release of a software prototype. This agile approach 
utilizes the user feedback from the prototype for further improvement of the product. 
Therefore, the low-code prototypes can be included in projects, where developers 
use the RAD tools, i.e., LCDPs, Joint Requirement Planning (JRP), and the Joint 
Application Development (JAD). JAD uses organized and intensive workshops to 
bring together project stakeholders, i.e., sponsors, users, analysts, and programmers 
to jointly define and design information systems. Low code prototyping aims to make 
end-user ideas tangible, realizable by creating a first implementation. The low code 
development platform can also be used in the Design Thinking (DT) methodology. 
Although it is still a challenge, the DT is a methodology that uses co-designing and 
various problem solving techniques to ensure an alignment of business needs with 
what is technologically feasible. The DT methodology incorporates an empathy for 
the user, rapid prototyping and abductive reasoning [4].
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Taking into account that citizen software development is a way to democratize 
the application implementation, this study has formulated two research questions, 
i.e., What are the Low Code Development (LCD) Methodologies? What are the 
Citizen Development (CD) methodologies? The author has proposed the research 
structure consisting of two parts, i.e., a literature survey, and the LCDLC proposal. 
Answers that research questions have been received through the literature surveys. 
Therefore, the author reviewed the following repositories: Scopus, Association for 
Information Systems Electronic Library (AISeLib), Springer Link, IEEEXplore, and 
Sage Journals. The search phrase was as follows: “citizen development” AND “low 
code development”. In general, the author has found 1272 publications released in 
2010–2023. The publication sources were not restricted. Articles were identified 
and screened for relevance through abstract, title, and keywords. Next, 700 publica-
tions were excluded because of lack of access to the full text and too less valuable 
information about the research findings in the abstracts. Hence, 572 publications 
were reviewed. However, that number of publications was further reduced, because 
mostly, they were not strictly about the citizen software development methodology, 
nor about the low code development methodology. In the next step, 52 publications 
were studied. That publications cover mostly discussions on the low code platforms, 
their applicability strengths and weaknesses, as well as on the LCDP’s experimental 
usage results. 

As the LCDPs provide a graphical user interface to drag and drop with little 
effort and in a user-friendly way, they are easy to learn and speed up the application 
development. Martinez-Lasaca et al. [15] argue that the LCDPs enable prototyping, 
hence project stakeholders have an opportunity to find a compromise solution in a 
conflicting situation. The LCDPs are particularly preferred in domains that have quite 
well identified procedures and processes, and in which stakeholders are interested 
in the business process automation. The LCDPs enable data handling and workflow 
automation based on business processes modeled in the Business Process Model and 
Notation (BPMN) as a reference modeling language [24, 29]. The survey results 
show that the domains where low code development is mostly used are agriculture 
[6, 18, 19], Internet of Things (IoT) application exploitation [5], manufacturing 
industry [23, 25], pharmaceutical enterprises [17], high school education [14], and 
Enterprise Resource Planning (ERP) cloud services and components [27]. Brouzos 
et al. [2] discuss the low code development of cyber-physical systems such as robots 
and sensors. Martins et al. [16] present a model designed to transform ChatGPT 
into a low code developer. Leading vendors in the LCDP field are Appian, Mendix, 
Microsoft, OutSystems, Salesforce, and Service Now [9].
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3 Low Code Development Life Cycle Model 

The LCD literature survey allows for an identification of a gap concerning the low 
code development life cycle modeling from the end user perspective. Rokis and 
Kirikova [21] have identified the LCD principles, i.e., selection of the right plat-
form, visual application outline, usage of predefined components, empowerment of 
citizen developers, establishing a project team and governance, and iterative devel-
opment life cycle. They have noticed some necessities, i.e., feasibility analysis, data 
modeling, defining of the user interfaces, implementation of business logic, integra-
tion of external services, testing and deployment. Some of those necessities result 
from the LCDP guidelines, others are included in the traditional system development 
life cycle approach. Kuruoglu et al. [10] have presented the low code development 
methodology based on process modeling and prototyping. Ruscio and Pierantonio 
[22] have proposed a low code development life cycle consisting of some stages, 
i.e., data modeling, user interface design, business logic implementation, integra-
tion of external services, testing and deployment, and customer feedback. Krejci 
et al. [11] have recognized that software development on a LCDP consists of similar 
process phases as in traditional projects. They have identified the following LCD 
project phases: preparation, generation, improvement and implementation, evalua-
tion, deployment, and improvement in next iterations. As presented in the literature, 
low-code software development stages are discussed on a high level of preliminary 
investigation. Unfortunately, the authors do not emphasize the unique role of end-
users. However, this study focuses on the LCD process, in which the end-user plays 
the main roles (see Fig. 2). That LCD process is included in the LCD ecosystem 
modeled in the Archimate language (see Fig. 1).

The complexity and importance of the LCD software projects, which include using 
hardware equipment and the LCDP software resource to create products and services 
encourage the development of the whole LCD ecosystem (see Fig. 1). The concept of 
ecosystem is quite comfortable, because the developers need not to concentrate on a 
particular enterprise, but they can focus on identification of the project goals, drivers, 
stakeholders, principles, business actors, processes, material resources, software and 
hardware components. The ecosystem planning is always located in a certain strategic 
motivation context, which is necessary to justify the business requirements and the 
need to design and implement the software application. That context includes busi-
ness justification of the LCDP usage. In Fig. 1, the context is limited to goals, drivers, 
and principles. The non-professional may collaborate with professionals in all stages, 
but mostly they alone contribute to software implementation. Their goals are as 
follows (based on [13]):

1. Self-direction, competencies enrichment—“I want to learn”. 
2. Power through exercising control over people, data, and material resources—“I 

want to gain recognition and status”. 
3. Commitment to realization of the business unit strategy—“I want to improve my 

organization works”. 
4. Efficiency, reduction of the ICT costs—“I can implement cheaper application”.
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Fig. 1 The low code development ecosystem model in archimate notation 

Fig. 2 The low code development life cycle process in notation BPMN
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5. Workflow automation—“I want to do it automatically”. 
6. Effectiveness, elicitation of unique requirements—“I can implement an unique 

functionality, which is not available in a Commercial of The Shelf (COTS) 
software”. 

7. Teaching and providing an educational opportunity to others—“I want to share 
my knowledge and experience”. 

8. Integration—“I want to have my application integrated with others”. 

The identified goals and drivers are linked to the stakeholders, i.e., End-User and 
partially to the Business Manager. The drivers stimulating low-code development 
are the following: reduction of entry barriers for software development, reduction of 
required knowledge for application development, and reduction of dependence on IT 
developers [9]. Some principles are assumed to be important to the End-user. They 
are as follows: Security Policy, LCDP Installation and Use Guide, Legacy System 
Administration, Business Data Governance, and Citizen Developer Empowerment 
Rules. The LCD ecosystem model takes into account two general scenarios. The first 
scenario assumes that a citizen developer is working for a separate business unit, e.g., 
SME, micro company. Then the developer is the only person responsible for data 
governance and application implementation, maintenance, and administration. The 
second option covers situations, when a citizen developer is working for a SME or 
big company. Then the application can be combined with other business software, 
in this ecosystem model named legacy systems. In the second case, stakeholders 
have to solve problems of the application integration and administration, as well 
as data governance. Generally, the LCD ecosystem model covers just one process 
named Low Code Development Life Cycle Management. The Archimate models 
allow for high- level strategic modeling of technology implementation issues. Details 
are included in Figs. 2 and 3. The detailed design should be elaborated in modeling 
languages, e.g., SysML, UML. Implementation can be done in a LCDP, e.g., OutSys-
tems, Webcon (webcon.com). The LCD ecosystem model assumes that a business 
event triggers a process, which results in providing business service and product, 
i.e., the low code application. The process realization depends on the selected LCDP, 
which includes components for data modeling, user interface design, business logic 
modeling and implementation, and external services integration. In both scenarios, 
the LCDP is assumed to be located on the End-User Computer. In this way, the author 
emphasizes the specific role of citizen developer and meaning of the LCDP, which 
is not widely used by professional software engineers. That model includes another 
actor, who is the LCDP Facilitator responsible for helping the End-User in learning, 
designing, and maintenance of the low code application. The End-User as an actor 
has two roles: End-User and Citizen Developer. The LCDLC process is included in 
Figs. 2 and 3.

The LCDLC process is initiated by the End-User, who is inspired by the 
personal information needed to develop an LCD application. That requirement can 
be consulted with the Business Analyst, but in another option, it can be developed 
independently. The same approach is applied to all other tasks in the LCD cycle. 
The important issue, which arrives in that process, is the governance and retention



Low Code Development Cycle Investigation 273

Fig. 3 The application development sub-process in the LCDLC process in notation BPMN

of the application data. The business data should be eventually secured and archived 
by the business representative, e.g., Administrator. Hence, the company should have 
elaborated the Citizen Developer Empowerment Rules (see Fig. 1), which explains 
the data governance principles. For SMEs and micro companies, when the Citizen 
Developer is the business owner and administrator, they establish the data gover-
nance rules. However, the situation when the application and data are just for one 
End-User is also possible. The LCDLC process (see Fig. 2) includes one sub-process 
named Application Development (see Fig. 3). 

Through this LCDLC process model, the author wants to emphasize the main 
role of the End-User in the application development process. This opportunity was 
created just because of the LCDPs availability. This process encourages further ques-
tions, e.g., the data governance, involvement of the business analyst, the professional 
software engineers, system administrators, system integrators, and testers in the appli-
cation development, as well as the LCDP maintenance costs and procedures. Beyond 
the lack of governance rules, there are some other inhibitors, i.e., unsolved issues 
of scalability, limited portability significantly inhibit the LCDP adoption, as well as 
high prices of commercial tools, lack of customization, vendor lock-on, and lack of 
knowledge about LCDPs [9]. 

4 Conclusions 

Although end-users have opportunities to use various low code development plat-
forms, the different technical capabilities and multiple scenarios of usage still create 
new challenges. The literature survey revealed that IT professionals use the LCDPs 
under control of IT companies. In this paper, the author presents another process 
of the LCDP usage, which is less formalized, and its heterogeneity hinders its 
generalization.
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TermX—Bridging the Gap: 
Implementing CTS2 and FHIR 
Compatible Terminology Server 

Marina Ivanova , Igor Bossenko , and Gunnar Piho 

Abstract As healthcare systems evolve, achieving interoperability and seamless 
data exchange becomes paramount. The key component of the data exchange is 
terminology managed by the terminology server. During “Comparative Analysis of 
Clinical Terminology Servers: A Quest for an Improved Solution” research, we did 
not find a terminology server suitable for our criteria and decided to develop our own 
terminology server. This article delves into implementing the Common Terminology 
Services 2 (CTS2) standard on PostgreSQL, a robust open-source relational database. 
The discussion encompasses the intricacies of integrating CTS2 with PostgreSQL, 
exploring the challenges and solutions encountered during the process. Addition-
ally, the article comprehensively maps this implementation to HL7 Fast Healthcare 
Interoperability Resources (FHIR), a widely adopted standard for healthcare data 
exchange. Readers will gain insights into the technical aspects of the implementa-
tion, practical considerations, and the potential impact on healthcare data manage-
ment. This exploration aims to guide developers, healthcare IT professionals, and 
stakeholders in leveraging CTS2 on PostgreSQL while ensuring compatibility with 
HL7 FHIR resources, ultimately fostering improved interoperability in the dynamic 
landscape of healthcare data systems. 
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1 Introduction 

In the dynamic healthcare landscape, combining technological innovation and robust 
clinical terminology management is a cornerstone for achieving comprehensive 
interoperability and data standardisation [ 1]. The healthcare sector is undergoing a 
paradigm shift driven by the imperative recognition of the pivotal role played by clin-
ical terminologies, encompassing Code Systems, ValueSets, and ConceptMaps. Uni-
fied and standardised internal data models are essential for achieving interoperability 
transcending the complexities of storing, retrieving, and exchanging clinical informa-
tion [ 1]. This research covers the design of the code system and its sub-components. 

1.1 Rationale for CTS2 Implementation 

Common Terminology Services 2 (CTS2) is a standard that defines different code 
systems, value sets, and map sets, focusing on terminology services, including ter-
minology mapping, versioning, and access. CTS2 was developed by HL7 in 2015 
and revised in 2022. CTS published as “Service Functional Model Specification” for 
HL7 Common Terminology Services [ 2]. 

Choosing CTS2 as a data model can benefit certain contexts, particularly in 
domains where standardised representation and management of terminologies are 
essential [ 3, 4]. Here are some reasons why CTS2 might be chosen as a data model:

• Standardisation: CTS2 is a standard developed in the cooperation of the Object 
Management Group (OMG) [ 5] and Health Level 7 (HL7). Choosing CTS2 as a 
data model ensures adherence to a widely recognised and accepted standard for 
representing terminologies. Standardisation can promote consistency and interop-
erability across different systems and applications [ 6].

• Interoperability: CTS2 design supports interoperability by providing a common 
framework for representing and accessing terminological content. Choosing CTS2 
can facilitate seamless integration and data exchange between healthcare systems 
and applications that need to work with terminologies [ 4, 6].

• Flexibility: CTS2 design is flexible and accommodates various terminologies and 
code systems. This flexibility is valuable when different organisations or systems 
use different terminologies and a unified approach is needed to integrate and man-
age them [ 6].

• Mapping and Cross-referencing: CTS2 supports mapping and cross-referencing 
of concepts across different terminologies. If your data model requires the ability 
to link or translate between different coding schemes, CTS2 provides mechanisms 
for achieving this [ 6].

• Versioning: CTS2 supports versioning of terminologies, allowing for tracking 
changes over time. Versioning is crucial when terminologies are regularly updated 
or revised, ensuring data remains accurate and aligned with the latest standards [ 6].
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• Community Adoption: If your organisation is part of a community or industry that 
has widely adopted CTS2, choosing it as a data model can facilitate collaboration 
and interoperability with other stakeholders in the same domain [ 5].

• Integration with Health Information Systems: CTS2 design integrates with 
health information systems. If your data model needs to align with healthcare 
standards and terminology requirements, CTS2 can be a suitable choice [ 4]. 

1.2 PostgreSQL as the Database Management Platform 

PostgreSQL is a leader among open-source relational database management systems 
(RDBMS). It provides data integrity, security, advanced search options, and JSONB 
support. PostgreSQL is a compelling option for healthcare institutions seeking a 
stable and scalable solution for managing clinical terminology [ 7, 8]. 

1.3 TermX 

TermX is a unique open-source platform for terminology and knowledge manage-
ment. The main goals of developing TermX were adhering to the latest standards, 
enhancing import capabilities for unmatched flexibility, and supporting FHIR. TermX 
is the only terminology server that supports multilingual clinical terminology, mul-
tilingual resource descriptions, and a multilingual web user interface. Furthermore, 
internal data models are meticulously aligned with widely accepted standards, like 
CTS2, to ensure seamless integration and compatibility. 

1.4 FHIR Terminology Module 

The FHIR terminology model defines how codes and terminologies are used within 
the FHIR specification [ 2]. The HL7 FHIR terminology module provides a common 
language for terminology representation. By adopting FHIR resources, organisa-
tions can overcome the heterogeneity of internal data models and establish a uni-
form framework for information exchange. This module includes a comprehensive 
set of resources, such as CodeSystem, ValueSet, and ConceptMap, which facilitate 
semantic interoperability and data consistency. Transforming internal data models 
to FHIR resources promotes semantic consistency across healthcare systems. This 
consistency ensures that data elements are interpreted uniformly. While adopting 
FHIR terminology modules offers significant benefits, the transformation process 
has challenges in data mapping complexity, resource versioning, updates, and cus-
tomisation.



280 M. Ivanova et al.

Fig. 1 Concept diagram 

Fig. 2 Versioning model in a code system 

1.5 Building Blocks of the Terminology Module 

A concept is a unique and distinct idea or entity within the realm of health and 
medicine that can be precisely defined and represented. Concepts in clinical ter-
minology are often abstract and cover a wide range of topics, including diseases, 
symptoms, procedures, medications, observations, and other healthcare-related ele-
ments. Figure 1 represents necessary information about the use of concept entities 
like code, properties, designations, and associations. 

A code system is a standardised set of codes or symbols representing and commu-
nicating various concepts. These codes are essential for organising and categorising 
health data in a consistent and structured manner, facilitating the exchange of infor-
mation between healthcare professionals, systems, and organisations. 

Versioning involves managing and tracking changes to individual concepts and 
entire code systems. Reasons for concept versioning can be updates in medical knowl-
edge, improvements, clarifications, or incorporating new concepts. Figure 2 shows 
how the concept versions will be associated with the code system versions.
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2 Methodology 

In adherence to the principles of Design Science Research Methodology (DSRM), we 
initiated the TermX Server’s design and development process. Meticulously crafting 
the server, we leveraged standards such as Fast Healthcare Interoperability Resources 
(HL7 FHIR) and HL7 Common Terminology Services 2 (CTS2) to ensure compat-
ibility and interoperability. 

A crucial step involved selecting an appropriate database management system, 
leading us to choose the relational database management system PostgreSQL for its 
compatibility with CTS2 and FHIR. 

While integrating the CTS2 conceptual model for PostgreSQL, we focused on 
incorporating the requirements and constraints of the FHIR terminology module to 
meet established standards. 

Upon integrating the CTS2 conceptual model, we compared it to the FHIR con-
ceptual model and developed a transformation process. We actively executed testing 
and validation processes to guarantee the seamless integration of CTS2 and FHIR. 

Throughout the development process, we proactively maintained comprehen-
sive documentation of design knowledge. This documentation encapsulated crucial 
design decisions and challenges encountered. 

3 Results 

3.1 CTS2 Conceptual Model 

The conceptual model of the CTS2 contains 30 entities. Figure 3 demonstrates the 
conceptual model of CTS2. The entities marked with bold frames relate to the code 
system. 

3.2 FHIR Terminology Conceptual Model 

The conceptual model of the FHIR Terminology contains 4 entities. Figure 4 demon-
strates the conceptual model of the FHIR terminology model. 

3.3 The Comparison of CTS2 and FHIR Conceptual Models 

In examining the conceptual models of CTS2 and FHIR, notable distinctions that 
underscore their respective strengths and applications emerge. In FHIR, the absence 
of divisions into code systems and versions is a distinctive feature. Unlike CTS2,
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Fig. 3 Entities of the CTS2 conceptual model 

Fig. 4 FHIR terminology 
conceptual model 

where each version is treated as a separate resource with dedicated organisational 
structures, FHIR opts for a model where each version exists as an independent 
resource. Additionally, FHIR needs a dedicated concept resource and needs to incor-
porate the notion of concept versioning. Consequently, CTS2 stands out as a more 
comprehensive system, providing a robust version and full authoring capabilities 
support. The consequence of these differences is evident

• CTS2 is a more complete system suitable for tasks involving versioning and com-
prehensive authoring. At the same time, FHIR is predominantly utilised for the 
streamlined publication of finished versions.
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Fig. 5 TermX database model of code system entity 

3.4 Database Design 

Choosing the CTS2 model as the foundation for our database design was a strategic 
decision based on a thorough comparison. Illustrated in Fig. 5, our database structure 
mirrors the design of code system entities in the relational database. We meticulously 
incorporated the CTS2 inherent structure, relationships, and entity names into our 
database design process. Although our use cases did not necessitate the complete 
implementation of the CTS2 concept model, we deliberately omitted certain entities 
(JurisdictionalDomain, UsageContext, ConceptDomain, etc.). At the same time, all 
unused entities can be added as needed. To enhance comprehensibility and read-
ability, we streamlined some of the names, as the intricacies of the CTS2 concept 
model can be overwhelming. For a more robust querying experience, we introduced 
new columns and relationships. Moreover, we incorporated additional columns to 
align with FHIR resources, ensuring a seamless correspondence and meeting the 
requirements of essential fields. 

Figure 6 shows an example of database data based on the concept from the Logical 
Observation Identifiers, Names, and Codes (LOINC) code system. 

3.5 CTS2 Data Model to FHIR Terminology Resources 

As we have shown in comparing CTS2 and FHIR conceptual modules, the FHIR ter-
minology module is more primitive. During the decision-making process for map-
ping attributes from CTS2 to FHIR, our approach was guided by the recognition 
that the FHIR model can be considered a subset of the CTS2 model. We aimed to 
identify the most suitable CTS2 attributes that align with the contextual meaning of 
the corresponding FHIR attributes. In cases where a direct match was not found, the 
flexibility of the CTS2 model allowed us to add new attributes specifically tailored
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Fig. 6 Code system entity example based on LOINC 

to meet the requirements of the FHIR specification. Such attributes include resource 
URI, both computer- and human-friendly names of the resource, resource authoring 
information (author, editor, reviewer, endorser), and purpose description of resources. 
During CTS2 conceptual module implementation in the database and FHIR resource 
analysis, we added all attributes required by FHIR specification. Model extension 
methodology works unidirectionally, as the FHIR model is strictly defined. As a 
result, there were not problems with adding FHIR interfaces on top of the extended 
CTS2 database model. The implemented interfaces for code systems include:

• GET, POST, PUT, DELETE actions for CodeSystem
• HL7 FHIR terminology module operations for CodeSystem: lookup, validate-
code, subsumes, find-matches 

4 Discussion 

This discussion segment ventures into the nuanced landscape of challenges encoun-
tered during the development of TermX. In this chapter, we unravel specific consider-
ations that have emerged during our journey, addressing intricacies such as resource
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deletion strategies, versioning complexities between CTS2 and FHIR, flexible data 
handling capabilities inherent in the CTS2 model, and integrating FHIR constraints. 

Implementing resource deletion, particularly for Code Systems, is crucial to ensur-
ing data integrity. The decision to opt for logical deletion, where the resource is 
marked as deleted but retains its data in the database, is a thoughtful approach. This 
strategy mitigates the risk of accidental data loss and aligns with best practices in data 
management. Allowing users to reuse the code of a deleted Code System introduces 
a layer of flexibility and error prevention. 

The disparities between FHIR and CTS2 data models pose challenges, particularly 
in handling versioning. While FHIR treats each version as a separate resource, CTS2 
considers version resources independent entities from the Code System resource. 
The need to map version codes to FHIR introduces complexities, raising questions 
about the efficiency of this mapping process and its impact on data consistency. 

The discussion on CTS2’s flexibility in accommodating data in different formats, 
such as JSON structures, is noteworthy. The ability to handle diverse languages 
for fields like title, purpose, and description enhances usability, mainly when the 
terminology server caters to a wide range of specialists speaking different languages. 

Identifying and adding attributes required by FHIR to the CTS2 model for appro-
priate conversion is critical in ensuring seamless interoperability between the two 
standards. Also, incorporating FHIR constraints, such as warnings and rules, into the 
management processes of terminology resources contributes to the overall robustness 
and reliability of the terminology server. 

In conclusion, the challenges and solutions discussed above highlight the intri-
cate nature of implementing a terminology server that aligns with CTS2 and FHIR 
standards. Future considerations involve refining these implementations based on 
ongoing feedback, evolving standards, and emerging requirements in the dynamic 
landscape of healthcare interoperability. 

5 Conclusion 

In the dynamic realm of healthcare data management, the development and imple-
mentation of TermX, an open-source terminology server, marks a significant stride 
towards achieving comprehensive interoperability and data standardisation. This arti-
cle has delved into the intricacies of implementing the Common Terminology Ser-
vices 2 (CTS2) standard on PostgreSQL while integrating with HL7 Fast Healthcare 
Interoperability Resources (FHIR). As we conclude this exploration, several vital 
takeaways emerge:

• Standardisation and Interoperability: Implementing CTS2 as a data model ensures 
adherence to widely recognised standards, fostering consistency and interoperabil-
ity across diverse healthcare systems and applications. CTS2’s flexibility and sup-
port for mapping contribute to seamless integration, addressing the complexities 
of varied coding schemes.
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• Database Management with PostgreSQL: The strategic choice of PostgreSQL as 
the database management platform underscores the commitment to data integrity, 
security, and accessibility in healthcare settings. Using PostgreSQL’s advanced 
features, including indexing options, complex query support, and JSONB capabil-
ities, enhances the efficiency and flexibility of clinical terminology management.

• TermX Innovation and FHIR Integration: TermX stands out as an innovative plat-
form, embracing the latest standards, enhancing import capabilities, and sup-
porting FHIR to meet the evolving demands of modern healthcare. Integrating 
FHIR resources, including CodeSystem, ValueSet, and ConceptMap, underscores 
TermX’s commitment to semantic interoperability and data consistency.

• Addressing Versioning Challenges: The discussion on versioning complexities 
between CTS2 and FHIR models highlights the nuanced nature of terminology 
management. Considering logical deletion, code system reuse, and the challenges 
in mapping version codes between standards reflects a commitment to compre-
hensive data governance and error prevention.

• CTS2 Flexibility and Attribute Mapping: The recognition of CTS2’s flexibility 
in handling data in different formats and languages showcases a forward-looking 
approach to catering to a diverse user base. Attribute mapping to accommodate 
FHIR requirements demonstrates a meticulous effort to align with standards and 
ensure seamless conversion between data models.

• FHIR Constraints for Robust Resource Management: Incorporating FHIR con-
straints, including warnings and rules, in the management processes of terminol-
ogy resources adds an extra layer of reliability. This proactive approach enhances 
the robustness of the terminology server, contributing to the overall quality and 
consistency of healthcare data. 

TermX emerges as a technological solution and a testament to the commitment 
to advancing healthcare interoperability. Thus, TermX can synchronise its resources 
via GitHub or directly with other terminology servers using the FHIR API. The 
comprehensive exploration of its implementation, from the choice of standards to 
database design and FHIR integration, lays the foundation for future innovations in 
clinical terminology management. Today, the centres for the development of medical 
standards in Lithuania and Estonia have become convinced of the effectiveness of 
the TermX solution and have adopted it as the primary means of describing and 
publishing terminology. As the healthcare landscape evolves, TermX stands ready to 
adapt, ensuring it remains at the forefront of facilitating a seamless, interoperable, 
standardised healthcare ecosystem. 
Code Availability The TermX terminology server has been published as an open-
source software on GitLab [ 9] and integrated into the TermX interoperability platform 
[ 10]. 
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An Improved Technique for Generating 
Effective Noises of Adversarial Camera 
Stickers 

Satoshi Okada and Takuho Mitsunaga 

Abstract Cyber-physical systems (CPS) represent the integration of the physical 
world with digital technologies and are expected to change our everyday lives signif-
icantly. With the rapid development of CPS, the importance of artificial intelligence 
(AI) has been increasingly recognized. Concurrently, adversarial attacks that cause 
incorrect predictions in AI models have emerged as a new risk. They are no longer 
limited to digital data and now extend to the physical environment. Thus, they are 
pointed out to pose serious practical threats to CPS. In this paper, we focus on the 
“adversarial camera stickers attack,” a type of physical adversarial attack. This attack 
directly affixes adversarial noise to a camera lens. Since the adversarial noise perturbs 
various images captured by the camera, it must be universal. To realize more effective 
adversarial camera stickers, we propose a new method for generating more universal 
adversarial noise compared to previous research. We first reveal that the existing 
method for generating noise of adversarial camera stickers does not always lead to 
the creation of universal perturbations. Then, we address this drawback by improving 
the optimization problem. Furthermore, we implement our proposed method, achiev-
ing an attack success rate 2.5 times higher than existing methods. Our experiments 
prove the capability of our proposed method to generate more universal adversarial 
noises, highlighting its potential effectiveness in enhancing security measures against 
adversarial attacks in CPS. 

Keywords Adversarial example · Machine learning · Cybersecurity 

1 Introduction 

Machine learning technologies have become more and more popular not only in 
research fields but also in the practical world. They are being implemented in 
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various applications such as image recognition, anomaly detection, text mining, and 
malware detection [ 1– 4]. Among these machine learning algorithms, “deep learn-
ing," in particular, has gathered significant attention due to its impressive capabilities, 
which are comparable or even superior to human abilities in tasks such as natural 
language processing and decision-making. Furthermore, this technology continues 
to evolve rapidly. The advancements have been made possible by the availability of 
large datasets for training neural networks and the remarkable progress in hardware 
technology [ 5]. 

However, we must be careful about the real-world applications of such deep 
learning techniques. This is because deep learning technology has not yet gained 
complete trust in terms of security [ 6– 8]. Recent studies have pointed out the vul-
nerability of machine learning models to adversarial attacks, where attackers induce 
incorrect predictions by perturbing the input data. Most of these adversarial attacks 
involve directly adding noise to the input digital data of the machine learning models. 
However, recently, several attacks have been proposed that extend these attacks to 
the physical  world [  9– 12], such as stickers, to deceive visual sensors like webcams. 
Such physical adversarial examples are easier to apply in the real-world compared 
to digital manipulations and could be used to deceive AI systems in actual envi-
ronments. Therefore, developing defense mechanisms against physical adversarial 
examples is an important research area for ensuring the security of AI systems. 

One type of physical adversarial attack, the adversarial camera stickers attack, 
has been proposed by Li et al. [ 12]. The stickers can be directly affixed to the 
camera lens itself and contain a pattern of elaborately crafted dots that induce the 
misclassification of all images viewed by the camera. In other words, this attack 
is expected to consistently cause the misclassification of various types of inputs 
(images) belonging to a specific class with a fixed noise. If this attack is conducted 
on a factory automation system and the sticker is affixed to a camera monitoring 
a production line, there is a risk that a defective product will be misclassified as a 
normal product. Such a kind of attack poses a more serious threat if the perturbation 
is more universal. Li et al. proposed an optimization problem to be solved to construct 
universal noise. Furthermore, they implemented the optimized noise and measured 
the impact of their proposed method on a machine learning model (ResNet-50 [ 13]). 

1.1 Contribution 

In this paper, we propose a new method for generating more universal noise of 
adversarial camera stickers than Li et al. We first point out the drawbacks of Li 
et al.’s optimization problem. Specifically, we logically point out that solving the 
optimization problem proposed by Li et al. does not necessarily lead to the generation 
of truly universal noise. To address this issue, we modify the objective function of the 
optimization problem and propose a new method for generating more universal noise. 
Furthermore, we implement our proposed method and conduct a comparative analysis 
with the adversarial noise generated by Li et al. The results of this comparison reveal



An Improved Technique for Generating … 291

that our proposed method achieves an attack success rate that is five times higher 
than that of the previous research. This improvement indicates that our method is 
capable of generating more universally effective noise. 

1.2 Organization of the Paper 

We explain adversarial attacks and introduce related research in Sect. 2. Section 3 
describes our proposals. We provide the experimental results and discussion in 
Sect. 4. Section 5 concludes this paper. 

2 Adversarial Attacks 

In this section, we first explain adversarial attacks, classify them into digital and 
physical attacks, and introduce previous studies on adversarial attacks. We then 
summarize adversarial camera sticker attacks, closely related to our research. 

2.1 Explanations of Adversarial Attacks 

Adversarial attack causes misclassification in a machine learning model by manip-
ulating input data. The attacker successfully manipulates the input data to cross 
a decision boundary, causing that input data to be misclassified or controlling for 
unintended predictions. This attack formula can be formulated as follows [ 14]: 

. 

minimize ‖x ′ − x‖
subject to f

(
x ′) = l ′,
f (x) = l,

l �= l ′,
x ′ ∈ [0, 1]m,

where .x ∈ [0, 1]m is an input to a classifier . f , . l is correct predicted class for . x , and 
.l ′ �= l is target class for .x + r, r ∈ [0, 1]m - small perturbation to . x . 

If attackers intend to misguide the model to a specific class other than the true 
class, this attack is called a “targeted attack.ad.” If attackers try to cause the model 
to predict any of the incorrect classes, it is called an “untargeted attack.” Addition-
ally, adversarial attacks are also classified based on the information available to the 
attacker. If an attacker knows all information, including input and output data, as 
well as the weights and classification labels of the target model, the attack is called a
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“white-box attack.” On the other hand, an attack conducted under conditions where 
the attacker only has access to information about the input/output data is called a 
“black-box attack.” 

Adversarial attacks are typically categorized into two types: digital world attacks 
and physical world attacks. Digital world attacks directly injected perturbations into 
the input data. Meanwhile, physical world attacks manipulate actual objects to induce 
misjudgments in AI systems [ 15]. 

2.2 Related Research 1: Digital World Attacks 

Digital adversarial attacks, particularly in the realm of deep learning, have been exten-
sively examined. This was initially highlighted by Szegedy et al. [ 14] in 2013, who 
employed the box-constrained L-BFGS method to identify perturbations. Following 
this, Goodfellow et al. [ 16] introduced the FGSM, a straightforward attack strategy. 
This method applies perturbations in the direction within the image space that max-
imizes the increase of the linearized cost. Building on this concept, Kurakin [ 17] 
developed an iterative, multi-step variation of this approach. This idea was expanded 
into a different norm space [ 18]. These methodologies, alongside variants like those 
explored by Moosavi-Dezfooli et al. [ 19], represented the forefront of current digital 
attack strategies. 

2.3 Related Research 2: Physical World Attacks 

In this section, we discuss various existing studies on physical adversarial attacks. 
For example, there have been some strategies to deceive detectors using carefully 
crafted items such as glasses [ 20] and T-shirts [ 21]. Other research created adversar-
ial objects in reality, including printed images [ 17], 3D objects [ 11], and roadside 
objects [ 22]. Others caused misjudgments by affixing physical noise to the objects 
recognized by AI [ 10, 23– 25]. 

Adversarial Camera Stickers Attacks In this study, we especially focused on the 
adversarial camera stickers proposed by Li et al. [ 12] among physical world attacks. 
In this attack, perturbations are calculated to cause the misclassification of AI. Then, 
they are printed as an adversarial sticker and directly affixed to the camera lens. Thus, 
the perturbations are able to cause the targeted deep learning model to incorrectly 
classify all the images the camera captures through its lens. 

The proposed perturbations consist of small dots on a sticker. A single dot .π0 is 
formulated in the following equations:
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. 

π0(x; θ)(i, j) = (1 − α(i, j)) · x(i, j) + α(i, j) · γ

α(i, j) = αmax · exp (−d(i, j)β
)

d(i, j) =
(
i − i (c)

)2 + (
j − j (c)

)2

r2
.

There are five types of parameters which decide the above equations: 

.θ = (
γ, (i (c), j (c)), r, αmax, β

)
(1) 

The explanations of them are the following: 

• .γ ∈ [0, 1]3: RGB color 
• .

(
i (c), j (c)

) ∈ R
2: center location (pixel coordinates) 

• .r ∈ R+: effective radius 
• .αmax ∈ [0, 1]: maximum alpha blending value 
• .β ∈ R+: exponential dropoff of alpha value 

Adversarial camera stickers induce consistent misclassification across different 
inputs (images) that belong to a particular target class through a fixed adversarial 
perturbation. This means that adversarial stickers must keep a high attack success 
rate regardless of the diverse angles, scales, and lighting conditions of captured 
images. The more a certain noise leads to the misclassification of a variety of images 
belonging to the target class, the more universal—and thus effective—that noise is. 
However, the optimization methods for noise proposed by Li et al. are not always 
suitable for generating universal noise. In this paper, we point out the drawbacks 
of the previous work’s method and propose a new approach to find better (more 
universal) noise. 

3 Our Proposed Method 

In this section, first, we identify the drawbacks of the existing methods. Subsequently, 
we introduce how we address them and propose a new method for generating more 
universal noise for adversarial camera stickers. 

3.1 Drawback of Previous Work 

Li et al. proposed an optimization problem to find a “universal” adversarial noise of 
adversarial camera stickers. Let . � represent the loss function, . f the classifier, and. π

the adversarial noise. If .x (1), . . . , x (M) as M images of the .y� class are perturbed to 
be misclassified as .ytarg, the optimization problem is formulated as follows.
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Fig. 1 Performance of noise under optimization 

. max
π

M∑

l=1

(�( f (π(x (l))), y�) − �( f (π(x (l))), ytarg)) (2) 

We point out that this optimization problem is insufficient. For instance, consider 
the creation of adversarial camera stickers that misclassify images of the “computer 
keyboard” class as “mouse.” For simplicity, we assume .M = 4. While maximizing 
Eq. 2, a noise like the one in Fig. 1 is generated. At this point, the value of Eq. 2 
would be.280(= 100 + 110 + 40 + 30), and the number of successful target attacks 
(images misclassified as “mouse") would be two. Since the value of Eq. 2 has not 
yet reached its maximum, the optimization process continues. Eventually, the noise 
evolved as shown in Fig. 2, making Eq. 2 reach .300(= 150 + 80 + 30 + 40), an  
increase of 20 from the previous. Meanwhile, the number of successful target attacks 
becomes one. This shows that the attack success rate decreases despite optimizing 
Eq. 2. That is because the greedily increasing the value of Eq. 2 led to the noise being 
more optimized for images whose value of.�( f (π(x (l))), y�) − �( f (π(x (l))), ytarg) is 
more likely to get large (in this example, the top keyboard image in Fig. 2) than others. 
Through the analyses, we hypothesize that optimizing Eq. 2 does not necessarily lead 
to the generation of better noise. 

3.2 Details of Our Proposed Method 

To address the problem of the previous work, we propose a new optimization problem 
for generating more universal adversarial noise. In the context of adversarial camera 
stickers, more “universal" noise means that they can cause intended misclassification 
against a larger number of images in the targeted class (.y� in Eq. 2). Considering it, 
we establish the following new optimization problem:
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Fig. 2 After optimization: performance of adversarial examples 

. max
π

M∑

l=1

1[ f (π(x (l))) = ytarg] (3) 

.1[·] represents the indicator function, yielding a value of 1 if the condition within is 
satisfied. Specifically, it outputs . 1 if the perturbed image is classified as the target 
class.ytarg and 0 otherwise. The goal of our proposed method, therefore, is to identify 
a perturbation .π that maximizes the count of such successful misclassifications, 
effectively maximizing the number of images that are transformed into the target 
class under the perturbation. By altering the optimization problem in this way, we can 
prevent the noise from becoming excessively specialized to certain specific images 
and thus becoming less universal. 

In our proposed method, we first try to solve the optimization problem 2. Then, 
during the intermediate stages of this optimization, we select the noise that achieved 
the highest number of successful target attacks on the training images. 

4 Evaluation Results and Discussion 

We implemented our proposed method and assessed whether it could generate more 
effective (and more universal) adversarial noises. In this section, we first explain 
the methodology of our experimental setup and flow. Following this, we present our 
experimental results and discuss them.



296 S. Okada and T. Mitsunaga

4.1 Experimental Setup 

In this experiment, we simulated the adversarial camera stickers in the digital world 
fooling a ResNet-50 [ 13]. To maintain consistency with the fooled model, we used 
validation images of ILSVRC2012 [ 26] when we optimized adversarial noises and 
tested their performances. We implemented our proposed method based on the code 
available on GitHub [ 27], which is the essential version of the previous research 
method [ 12]. We chose it because the complete original codes of the previous work 
were not available. Furthermore, since some important parameter settings were not 
available either, we set the parameters of noise (Eq. 1) as follows:  

• Parameters to be optimized: . γ, (i (c), j (c))
• Fixed parameters that are not optimized: .(r, αmax, β) = (25, 1.9, 1.9). 

4.2 Experimental Flow 

In this experiment, we dealt with the targeted attack that caused misclassification 
from “computer keyboard” to “mouse.” Initially, we equally divided the dataset of 
the “computer keyboard” class from ILSVRC2012 into two random sets: training data 
and test data. Each of them was utilized for optimizing and validating the adversarial 
noise. Following the method proposed by Li et al. [ 12], we optimized the adversarial 
noise. Specifically, we continued the optimization process until the value of Eq. 2 
(called “total loss”) saturated—when the difference between the loss values from 
one epoch to the next was less than 0.001. After the whole optimization process, 
we obtained the noise whose total loss was minimized. It was regarded as the noise 
optimized with Li et al.’s method. During this optimization process, we also identified 
the noise that caused most samples of training data to be misclassified as “mouse.” 
Since it satisfies our proposed optimization problem (Eq. 3), we selected it as our 
proposed adversarial noise. We then used the test data to compare the attack success 
rate between the noise optimized by Li et al.’s method and our proposed method. 

4.3 Results 

During the optimization process of the adversarial noise, we tracked both the tran-
sition of values defined by Eq. 2 and the number of training data samples that were 
misclassified as “mouse” due to the adversarial noise (called “mouse count”). The 
transitions of these values are depicted in Fig. 3. The  .x-axis represents the epoch 
number of the optimization process. The .y-axis on the left, corresponding to the 
red line, represents total loss. Meanwhile, the y-axis on the right, corresponding to 
the blue line, shows mouse count. The optimization process was completed in 385 
epochs, and the mouse count reached its maximum when the number of epochs was
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Fig. 3 Transition of total loss and mouse count 

Table 1 Performance of each adversarial noise 

Prediction 

Data Adversarial noise Correct (%) Target (%) Other (%) 

train No 76 8 20 

Li et al. [ 12] 24 32 44 

Our proposed method 28 56 16 

test No 64 4 32 

Li et al. [ 12] 28 8 64 

Our proposed method 44 20 36 

Bold shows author’s proposed method 

168. At each of the epochs (385 and 168), we obtained the adversarial noise by Li et 
al. [ 12] and by our proposed method. The comparison of each noise’s performance is 
summarized in Table 1. The “correct” column shows how many samples the targeted 
model (ResNet-50) predicts correctly as “computer keyboard.” On the other hand, 
the “target" column shows how many samples are misclassified as “mouse.” The 
“other” means how many samples are classified as other classes than the correct and 
target label. We also described the evaluation results of each noise’s performance 
when using the test data in Table 1. 

4.4 Discussion 

As shown in Table 1, the noise generated by the proposed method achieved a higher 
attack success rate compared to previous studies on both training and test data. When
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utilizing training data, the attack success rate was about 1.8 times higher than that 
of the existing methods, and when validated using test data, it was 2.5 times higher. 
This means that our proposed method generates more universal noises than Li et al. 

Regarding computational complexity, the proposed method is the same as the 
existing method because the range of perturbations to be searched is identical. Since 
the existing method was intended to optimize the sum of loss functions (Eq. 2), 
more universal noise found during the optimization process is not highly valued. In 
contrast, the approach of our proposed method is intended to select universal noise. In 
other words, we achieved the generation of more universal noises without increasing 
computational complexity. 

However, our study has room for improvement. A limitation of our study is that 
the experiments have been conducted in the digital world. Adversarial camera sticker 
attacks are physical world adversarial attacks. To ascertain the real-world applica-
bility and effects of our proposed method, it is essential to physically create our 
proposed noises and measure their performance in actual environments. Adversarial 
training is generally effective as a countermeasure against such adversarial attacks. 
Since the noise in adversarial training should be universal, this research contributes 
to the development of robust AI models. 

5 Conclusion 

This paper proposes a new method for generating more effective (universal) noises 
for adversarial camera sticker attacks than previous research [ 12]. We pointed out 
that the previous method greedily minimizes loss in the adversarial noise optimiza-
tion process, and it does not always lead to effective noise. Thus, we improved the 
optimization problem by focusing on maximizing the number of attack success cases 
during the optimization process. Furthermore, we implemented our proposed method 
and compared the attack success rate of our proposed noise with that of the previous 
work. As a result, it was clear that our proposed method generated more effective 
noise of adversarial camera sticker attacks. 
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learning algorithms, a CAD developed with CNNs, capable of representing a deci-
sion support in the analysis of echo-elastic sonographic images. Results: 315 female 
patients at the “Vanvitelli” Breast Unit were subjected to digital 3D mammography 
tomosynthesis and advanced ultrasound (quantitative Echo elastosonography) and 
comparative analysis of the two methods. We collected 70 breast cancer, 200 benign 
pathologies (dropout of 11.1%) and we compared two different homogeneous by 
composition subgroups (35 with cancer and 100 with benign pathology 20.5%), 
relating to the diagnostic predictive capabilities of 3D digital mammography and 
quantitative elastosonography: Group A age 40–50 years, Group B age 50–60 years. 
Results demonstrate fair predictive performances of echoelastosonography versus 
traditional mammography, especially in the first group (40–50 years), p <0.05 in favor  
of elastosonography regarding sensitivity and accuracy; performances that appear 
substantially comparable in the second group (50–60 years). We also tested the diag-
nostic predictive capabilities of the CAD Synergy-Breast-Net achieving encouraging 
results: Sensitivity 80%, Specificity 72%, Accuracy 74%, Negative Predictive Value 
84.7% and Positive Predictive Value 83.3%. Conclusion: From this perspective, the 
screening of patients aged < 40 years and integrate the main screening activities in 
patients aged between 40 and 50 years integrated with increasingly high-performance 
machine learning systems, could represent a valid alternative in the future. 

Keywords Breast cancer · Elastography · FibroScan · CNNs · Artificial 
intelligence 

1 Introduction 

This study is part of a ReS project (Synergy-Net: Research and Digital Solu-
tions in the fight against oncological diseases). Its objective is the development 
of a Synergy-Net technological platform aimed at improving and strengthening 
oncological cancer prevention. In this study, we refer exclusively to experimental 
developments produced in the diagnosis of breast cancer. 

Breast cancer is the most common neoplasm in women. In 2019, more than 50,000 
women fell ill with this neoplasm in Italy. The reduction in the average age of onset of 
this neoplasm is also certain. This data affects screening diagnostics in two different 
ways: The first is that young women are not enrolled in screening programs and the 
second is that in young breasts clinical and instrumental diagnostics are more diffi-
cult due to the density of the breast. The reduction in sensitivity of mammography in 
dense breasts (classes C and D of mammographic density) is certain. Furthermore, 
if we consider that early diagnosis is an imperative to achieve patient recovery, we 
understand how breast diseases constitute a challenge for diagnostics. Added to this 
is the expansion of the audience of women to be called for screening also to the 
40–50 years age group, with risk factors, in which the possibility of dense breasts 
is significantly greater. Hence, increasingly refined technologies in the study of the
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dense breast, such as mammography with 3D digital tomosynthesis and mammog-
raphy with contrast medium. The need therefore emerges that, in screening programs, 
reference cannot be made to mammography alone but that a complex strategy is 
necessary that can lead to personalized diagnostic paths based on different factors and 
also using different diagnostic techniques. Hence, increasingly refined technologies 
in the study of the dense breast, such as mammography with 3D digital tomosyn-
thesis and mammography with contrast medium. The need therefore emerges that, 
in screening programs, reference cannot be made to mammography alone but that a 
complex strategy is necessary that can lead to personalized diagnostic paths based on 
different factors and also using different diagnostic techniques. Hence, increasingly 
refined technologies in the study of the dense breast, such as mammography with 3D 
digital tomosynthesis and mammography with contrast medium. The need therefore 
emerges that, in screening programs, reference cannot be made to mammography 
alone but that a complex strategy is necessary that can lead to personalized diagnostic 
paths based on different factors and also using different diagnostic techniques [1, 2]. 

It therefore appears necessary to plan on the basis of various parameters which 
can lead to a rationalization and, at the same time, a reduction in healthcare spending 
from investigations that are not useful for diagnosis purposes [3]. 

For this reason, we have tried to identify a diagnostic path that is not only instru-
mental but which can be “intelligent”, that is, integrated with the most modern 
machine learning technologies, capable of helping healthcare workers in choosing a 
diagnostic path-personalized therapy for each individual woman. 

The primary objective is to reduce spending on unnecessary investigations as well 
as optimize knowledge in the field of breast cancer diseases. 

Nowadays, mammography and contrast-enhanced magnetic resonance imaging 
(DCE-MRI) are the gold standard for breast cancer screening. In particular, 
DCE-MRI, digital mammography with 3D tomosynthesis and contrast-enhanced 
mammography are second-level diagnostic tests, used above all for their ability to 
capture physiological aspects of the tissues under analysis. Unfortunately, compared 
to mammography, they are very expensive and, its long acquisition time (RNM), irra-
diation (3D tomosynthesis) and the level of expertise required (contrast mammog-
raphy) place limits on the number of patients who, every day, can be analyzed and 
therefore to their applicability in the screening phase. For this reason, within the 
Synergy-Net project the objective is to create an AI system that can allow the use 
of further technology, i.e., a CAD developed with CNNs, for the analysis of echo 
elastosonographic images, a rapid ultrasound method, painless and relatively inex-
pensive. This technology integrated into an online platform and with the progress of 
increasingly advanced and economical ultrasound technologies, could in the future 
represent the elective procedure in the screening of patients aged < 40 years and inte-
grate the main screening activities in patients aged between 40 and 50 years. Painless 
and relatively inexpensive. This technology integrated into an online platform and 
with the progress of increasingly advanced and economical ultrasound technologies, 
could in the future represent the elective procedure in the screening of patients aged 
< 40 years and integrate the main screening activities in patients aged between 40 
and 50 years. Painless and relatively inexpensive. This technology integrated into
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an online platform and with the progress of increasingly advanced and economical 
ultrasound technologies, could in the future represent the elective procedure in the 
screening of patients aged < 40 years and integrate the main screening activities in 
patients aged between 40 and 50 years [4–10]. 

2 Materials and Methods 

In a first phase, we evaluated on the basis of personal experience and literature data 
what anamnestic and instrumental information can lead to a more or less complex 
diagnostic path. We took into consideration several easily identifiable factors such as 
clinical criteria and the calculation of risk factors (for example with the Gail method) 
with particular emphasis on age, family history, nulliparity, age of the first pregnancy, 
previous surgery for cancer breast or for potentially evolving anomalies, hormonal 
therapies (stimulation) (Table 1). 

Below we have taken into consideration specific data from traditional mammog-
raphy with findings such as density in relation to age the detection of newly appearing 
mammographic opacities also in relation to age the type of micro-calcifications 
detected and their variation in number and extension in two subsequent tests the 
type of opacity detected in relation to age, the volumetric increase in the opacities 
in subsequent checks and, both clinical and mammographic findings, the alterations 
of the profile and skin edema (Tables 2, 3, and 4). 

Based on our experience, we have given a multiplicative value in order to help 
engineers standardize and quantify a good part of the information provided to make

Table 1 Clinical criteria 

40–50 years 51–60 years 

Profile alterations X 1.5 X 2.5  

Unilateral nipple retraction as a new symptom X 1.5 X 2.5  

Unilateral mono- or oligo-porous blood or serous secretion X 1.5 X 2.0  

Megalic axillary lymph nodes X 1.5 X 2.0  

Table 2 Mammographic 
density-classes C and D Age Value 

40–50 years 1.5 

51–60 years 2.5 

Table 3 Newly appearing 
mammographic opacity 
compared to previous exams 

Age Value 

40–50 years 2 

51–60 years 3
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Table 4 
Micro-calcifications: 
typology and variation in 
number and extent 

Value 

Not suspicious 1 

Suspicious 2.5 

Suspicious inscribed in irregular opacity 4 

Increase in number and extension 4

an evaluation that is as reliable as possible, independent of individual interpreta-
tive variations. Once the data to be recovered and integrated with the images had 
been defined, the current limits of the screening protocols in use were defined, thus 
highlighting the diagnostic limitations in juvenile dense breasts. The multiplicative 
values are relative to: 

We have therefore focused our attention on diagnostic images acquired with a 
latest generation ultrasound system: Supersonic Mach 30, in particular, is an ultra-
sound supported by a processor that works with Ultra-Fast technology, which has 5 
times more computing power. Intelligent signal processing uses algorithms in image 
reconstruction, based on neural networks, capable of acquiring up to 20,000 images 
per second, furthermore TriVu imaging combines real-time simultaneous imaging 
of B-mode, l ShearWave™ PLUS elastography and Angio PLUS imaging, allowing 
doctors to view anatomy, tissue stiffness and blood flow on the same image simul-
taneously. This mode provides access to vascularity-guided measurement and tissue 
stiffness. This real-time technique is able to measure tissue stiffness in a non-invasive 
way, but above all it is able to provide a quantitative evaluation in Kilopascals (kPa) 
of tissue hardness, a fundamental element for limiting subjective variables, a crucial 
methodological bias in training of an ultrasound cad. Once the diagnostic protocols 
and the type of data to be acquired were defined, we began to work on the protocol 
and machine learning algorithms to apply to our study for the creation of a CAD 
developed with convolutional neural networks. We enrolled a group of 315 female 
patients aged between 35 and 72 at the Department of Advanced Medical and Surgical 
Sciences and the Breast Unit of the University of Campania “Luigi Vanvitelli”, from 
January 2021 until December 2021. Years, average age 55.4 years, subjected to digital 
mammography with 3D tomosynthesis and advanced ultrasound investigation (Echo 
with quantitative elastosonography) and we compared the predictive capabilities of 
the two methods: The patients were enrolled and subjected to Micro-histological 
Biopsy, RNM, staging investigations and subsequent GOM protocol with related 
indications for neoadjuvant therapy and/or surgical therapy. In the sample under 
examination we had a dropout of 11.1% due to lack of acquisition standardiza-
tion methodology (some of the most common echographic dataset weaknesses) and 
dataset incompleteness (some of the most common CNNs weaknesses); we analyzed 
two different subgroups made homogeneous by composition (35 with cancer and 100 
with benign pathology 20.5%), in relation to the diagnostic predictive capabilities of 
3D digital mammography and quantitative elastosonography [11].
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• Age 40–50 years.
• Age 50–60 years. 

The technological platform created for Synergy-Net has acquired a copious dataset 
of clinical-anamnestic information and over 280 ultrasound scans acquired in Dicom 
format, with a first image clean of comments, indications and/or measurements, a 
second with reference to the site, in at least two dimensions, with perimetric recon-
struction of the Region of Interest (ROI) and volumetric analysis of the lesion, a third 
image with geometric area (rectangle) including the lesion, analysis of the vascular 
microcirculation and in the same image contemporary analysis of the elastographic 
index of the lesion in kPa, with chromatic representation of the lesions (represented 
in a chromatic scale that goes in order from the hardest tissue to the softest, from 
the chromatic shades of red to the color blue).The images were saved with a patient 
identification number and a classification code relating to the USBirads classifica-
tion provided by the operator (e.g., K1USbirads5eco or ecoelastovasc, etc.).After 
selecting the ROI from the echo-elastosonographies, a CNN-based system is used 
for classification. 

In particular, AlexNet was used to distinguish nodules between different classes. 
To handle the small size of the dataset, the network involved is pre-trained on the 
ImageNet dataset and fine tuning is used to adapt the network to the specific task to 
be solved. In order to increase the size of the dataset, 5 square patches are extracted 
from the ROI highlighted during the elastosonography. The final prediction is carried 
out considering a vote among the labels relating to the extracted patches, weighted 
based on the probability of prediction. 

The CAD-CNNs Synergy-Breast-Net created was finally tested in the field during 
presentation days of the Project at a local level in a high incidence area, on 190 
ultrasound images of approximately 100 pre-selected patients, of which 35 presented 
highly suspicious nodules, all of which were then confirmed by micro-histology as 
malignant. 

This sample of 35 patients with malignant neoplasms was subjected to a 
complete analysis of the entire genome, approximately 46,000 variables/patient, 
which enriched the amount of data of the expert system developed and for which, at 
the moment, no data is yet available relevant for potential correlations.

• The first objective of the study is to verify in patients, based on the two different 
age classes, the predictive performance of echo-elastography compared to digital 
mammography.

• The second objective is therefore to confirm, at least preliminarily, the predictive 
performances of the CAD–CNNs Synergy-Breast-Net.
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3 Results 

Performance is evaluated in terms of Accuracy (ACC), Specificity (SPE) and Sensi-
tivity (SENS). Positive Predictive Value (PPV) and Negative Predictive Value (NPV) 
and in relation to the first objective the results certainly appear interesting, demon-
strating fair predictive performances of ultrasound elastosonography vs traditional 
mammography, especially in the first group (40–50 years), with statistically signif-
icant differences (p < 0.05) in favor of elastosonography regarding sensitivity and 
accuracy; performances that appear substantially comparable (statistically insignifi-
cant differences) in the second group (50–60 years) an interesting predictive element 
in elastosonography is the presence of nodular elastosonographic values above 
100 kPa (Table 5). 

Regarding the second objective, the result, although largely conditioned by the 
numerical limitation of the sample, appears promising. 

The performances of the CAD Synergy-Net are all statistically significantly worse 
than both the mammographic and elastosonographic performances (if a statistically 
significant difference is excluded not significant in relation to sensitivity compared 
to digital mammography in group I) (Table 5). The non-exceptional performances 
largely depend on the small size of the available dataset, but can certainly be improved 
by integration with the clinical-anamnestic dataset, by numerical implementation and 
the consequent completion of the learning curve. Integration with gene profiling of 
cancer patients could also help reveal new development and research scenarios in 
the future (Table 6). 

Table 5 Diagnostic performance between mammography and elastosonography based on age 

Study Mammography 
40–50 years 

Eco-Elasto 
40–50 years 

Mammography 
51–60 years 

Eco-Elasto 
51–60 years 

Sensitivity 28/35 (80.0%) 32/35 (91.4%) 30/35 (85.7%) 31/35 (88.5%) 

Specificity 91/100 (91.0%) 95/100 (95.0%) 96/100 (96.0%) 97/100 (97.0%) 

Accuracy 119/135 (88.1%) 127/135 
(94.0%) 

126/135 (93.3%) 128/135 
(94.8%) 

NPV 100/107 (93.4%) 100/102 
(98.0%) 

100/105 (95.2%) 100/103 
(97.0%) 

PPV 35/37 (94.5%) 35/36 (97.2%) 35/36 (96.9%) 35/36 (97.2%) 

Table 6 Ultrasound diagnostic performance of the CAD Synergy-Net 

SENS SPE ACC NPV PPV 

28/35 (80.0%) 72/100 (72.0%) 100/135 (74.0%) 100/118 (84.7%) 35/42 (83.3%)



308 D. Parmeggiani et al.

In compliance with the architectural document, a python script was also created 
that performs the segmentation of neoplastic lesions in elastosonography. This script 
represents the artificial intelligence module used by the Synergy-Net application for 
the analysis of images relating to breast lesions. When a more performing classifica-
tion model is available, it will be sufficient to replace just one file, making the update 
operation totally transparent to the CAD application. 

4 Discussion 

Both quantitative elastosonographies with ShearWave and integrated diagnostics 
with machine learning systems based on CNNs represent some of the most innovative 
technologies in the diagnosis of breast lesions, as demonstrated by copious literature 
on the subject, thanks to the real-time mapping of the stiffness of the breasts. Breast 
lesions, an element that provides further diagnostic information useful for improving 
patient management. Elastographic imaging constitutes a complementary tool for the 
management of breast cancer patients for:

• Diagnosis and characterization of breast lesions [12].
• Biopsy planning and treatment [13].
• Therapy planning and monitoring [14]. 

ShearWave™ PLUS elastography can contribute to the diagnostic phase of breast 
lesions and therefore have a positive impact on patient management1. It can also 
help locate lesions during ultrasound-guided biopsy [15]. 

It is clear that we are talking about high-end and latest generation ultrasound 
machines, certainly not ideal for a screening protocol, but the objective of our study 
seeks to acquire the greatest amount of ultrasound information, in order to imagine, in 
the future, an online, open source tool capable of interfacing with the largest number 
of ultrasound images and supporting diagnosis with a CAD based on convolutional 
neural networks. There are numerous and constantly evolving screening programs 
proposed with a view to an early diagnosis of breast cancer, however, over the years 
and with the development of new diagnostic techniques, the awareness that mammog-
raphy, alone, is an insufficient tool. The integration of mammographic diagnostics 
with heavier or contrast imaging techniques or with ultrasound examination is now 
increasingly widespread, in particular by enhancing the interpretation of imaging 
with technologies based on Machine Learning systems [16–20]. 

However, not all diagnostic units have kept pace, even less with the most advanced 
diagnostic techniques such as magnetic resonance imaging and mammography with 
contrast medium. 

It is clear that equipping every diagnostic unit in the area with such equipment 
is absolutely impractical both due to the costs of equipment and specialized human 
material. 

The industry is developing complex screening mammogram analysis systems that 
can help in two ways:
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• By analyzing mammograms and directing to a second level only those that the 
system deems worthy of human control and subsequent investigations.

• Electronically analyze mammographic images deemed uncertain or suspicious. 

While waiting to have expert systems capable of detecting uncertain or suspi-
cious mammographic images, the need to minimize mammographic errors which 
often entail unnecessary additional costs, reducing the possibility of error to a 
minimum, appears clear. From this perspective, the latest generation ultrasound inves-
tigations, integrated with increasingly high-performance machine learning systems, 
could represent a valid alternative in the future, especially in younger patients. 

5 Conclusion 

This work described the Synergy-Net, an ongoing project aimed at creating a tech-
nological platform to support early oncological diagnosis based on the integration 
of interoperable communication and also a clinical data management system that 
exploits AI. Due to its deeply interdisciplinary nature, the Synergy-Net system was 
designed as a modular CAD where each module cooperates with the others, under 
the guidance of an orchestrator, to provide the required computation. This interdis-
ciplinary nature has allowed us to work in parallel on different organs, exploiting 
common architectures, solutions and ideas and designing specific solutions for each 
patient. 

The downside is that the project’s progress is not aligned, mainly due to different 
needs (e.g., conditions that must be met to engage a patient). This has been further 
complicated by the ongoing COVID-19 emergency. The result is that, while the 
design of the artificial intelligence algorithm for some organs has been completed 
(or almost completed), for other organs we are still in the data collection phase. 
Despite this, while working to complete ongoing activities, future steps are already 
being planned. There are two main ideas that the project will work on in the near 
future.

• The first idea is to exploit modern ultrasound elastosonography as a low-cost 
methodology with no side effects for the early diagnosis of oncological diseases 
for all tumor types considered in the Synergy-Net project and in which it is 
applicable.

• The second idea is to provide integrated prevention through data via fusion tech-
niques. The objective is to simultaneously analyze information from multiple 
sources, in order to provide an integrated tool built on the medical knowledge of 
each specialist. 

This will be further improved by the use of DNA sequencing tests aimed at finding 
correlations between mutations and imaging abnormalities that lead to cancer.
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objective set within the Synergy-Net project is to analyze biomedical images in order 
to guide the operator on identifying the most suspicious tissues. Results: The dataset 
acquired by the Synergy-Net Platform at the “Vanvitelli” Urology Operating Unit 
is made up of a total of 350 outpatient services from which the diagnosis emerged 
on ultrasound, elastosonography, RNM, and biopsy of 50 prostate carcinomas which 
were then operated on. In the context of the Synergy-Net project, a new convolutional 
architecture was therefore created based on the U-Net paradigm, designed to perform 
a slice-by-slice segmentation in DCE-MRI of the prostate. The data processing with 
CNNs was carried out on a dataset of 37 patients, selected from the initial 50 for 
completeness and uniformity of the data, all affected by k-prostatic disease, using 
a tenfold cross-validation in order to obtain a statistically more significant estimate 
of the goodness of the results obtained. The performance metric used was the DICE 
coefficient. Conclusion: The results present a low intra-subject variability and a high 
inter-subject variability, with DICE values ranging between a minimum of 5.8% 
and a maximum of 60.3%. On average, a value of 35% is reported, considering the 
arithmetic mean of the dice achieved on all folds (macro-average). 

Keywords Prostate cancer · Elastography · RNM · Artificial intelligence (AI) ·
Convolutional neural networks (CNNs) 

1 Introduction 

This study is part of a ReS project (Sinergy-Net: Research and Digital Solutions in 
the fight against oncological diseases). Its objective is the development of a Synergy-
Net technological platform aimed at improving and strengthening oncological cancer 
prevention. This study refers exclusively to prostate cancer. 

Prostate cancer represents the most frequent neoplasm in terms of incidence in 
men. In Italy, according to the latest AIOM/AIRTUM report, more than 36,000 new 
cases of prostate cancer were recorded in 2020, and in Campania, the incidence 
reaches 3000 cases/year. However, 5-year survival is over 90% and this result has 
been achieved thanks to screening and early diagnosis, as well as the development 
of increasingly effective medical and surgical therapies. In the initial phase, prostate 
cancer is generally asymptomatic, but as the loco-regional disease progresses, urinary 
symptoms may appear. In the more advanced stages of the disease, the skeleton being 
the first site of metastasis, the development of bone pain or pathological fractures 
is characteristic. In patients with localized prostate cancer, there is the possibility of 
subjecting the patient to radical prostatectomy surgery, which can now be performed 
with minimally invasive methods such as laparoscopy and robotics, or to radio-
therapy, which has also become less invasive and better tolerable for the patient. 
However, these therapies are not free from complications and sequelae which can 
significantly affect the quality of life of patients. Therefore, in low-risk cases, when 
the neoplasm does not present invasive characteristics or a high capacity for progres-
sion, the patient can be subjected to active surveillance, thus avoiding problems
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secondary to active treatments. And it is precisely to recognize “indolent” neoplasms, 
not clinically significant from potentially aggressive ones which currently repre-
sents the most important diagnostic challenge for researchers in this field. In fact, 
in prostatic neoplasia, the risk of over diagnosis, i.e., the histological diagnosis of a 
tumor which, in the absence of screening, would not come to clinical attention, is 
extremely high. The costs, both in economic terms and in terms of patient morbidity, 
of diagnostics and therapy are extremely high, so reducing the rate of diagnosis of 
clinically insignificant tumors represents a fundamental objective to be pursued. Over 
diagnosis depends on two factors, namely the natural history of the neoplasm, which 
provides that some lesions have little or no probability of progressing. Currently, the 
diagnostic process for prostate cancer involves PSA blood testing, rectal examina-
tion, and the performance of a multiparametric magnetic resonance imaging of the 
prostate. The combination of these factors determines the indication to perform a 
prostate biopsy, which is essential for a definitive histological diagnosis. The role of 
ultrasound, including more advanced techniques such as elastosonography, CEUS, 
and micro-ultrasonography, and that of other markers still remains uncertain and to 
be defined [1–8]. 

Multiparametric magnetic resonance imaging is indicated by the guidelines as a 
mandatory investigation to be carried out before performing a prostate biopsy and a 
re-biopsy. This is a fundamental test for the indication of biopsy; however, it has a 
high cost and requires particular expertise for interpretation. One of the problems, 
for example, is the characterization of lesions with a PI-RADS score of 3, which 
often do not result in significant disease despite being an indication for performing 
a prostate biopsy. And the biopsy itself is far from free from complications, as it can 
lead to very severe hemorrhages and sepsis, with a high risk of hospitalization, as 
well as having a risk of false negatives that can reach 30% of the evolution of the 
prostate biopsy [9]. 

The aim, therefore, is twofold: on the one hand, we want to minimize the number 
of biopsy samples, on the other, we want the samples to maximize the probability 
of acquiring tissues containing the neoplastic cells sought (if present). The inte-
grated procedure takes into account several types of data, including dynamic contrast-
enhanced magnetic resonance imaging (DCE-MRI), ultrasound images, and infor-
mation about the patient’s age and family history of the disease. The objective of the 
project is to intervene on the diagnostic algorithm by integrating clinical data and 
instrumental data with the aim of reducing the risk of over diagnosis and optimizing 
resources. The Synergy-Net system is configured in the context of computer-aided 
diagnosis (CAD), i.e., computerized systems to support medical diagnosis. The data 
analyzed are purely images/videos and tabular data. The strength of the project is 
to have as much information as possible on the biological, clinical, and diagnostic 
nature of the tumor pathology. Therefore, ensure that there is no longer a solely diag-
nostic evaluation of patient data, but integrate this data with a series of information 
that allows the training of artificial intelligence systems [10–14].
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2 Materials and Methods 

The Synergy-Net system is configured in the context of computer-aided diagnosis 
(CAD), i.e., computerized systems to support medical diagnosis. In general, CAD 
systems can work on images, on tabular data (e.g., clinical, anamnestic, etc.) or on a 
combination of them. In the case of the Synergy-Net project, the data analyzed are 
mainly images/videos and tabular data. Among them, biomedical images are those 
that require a preliminary phase for their representation, in terms of assimilable 
characteristics by an expert system. As regards prostate cancer, the dataset acquired 
by the Platform from 01/01/2021 to 12/31/2021 at the Urology Operating Unit of the 
High Specialty Medical-Surgical Department of the University of Campania Hospital 
“Luigi Vanvitelli” is made up of a total of 350 outpatient services from which the 
diagnosis emerged on ultrasound, elastosonography, RNM, and biopsy of 50 prostate 
carcinomas which were then operated on. 

The integrated procedure then took into account different types of data, including 
dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI); ultrasound 
images and information relating to the patient’s age and family history with the 
disease (maternal family history with breast cancer and paternal family history with 
prostate cancer). Following the study, in compliance with the architectural document, 
a python script will be created that carries out the detection and classification of the 
areas of interest in endoscopic images, using an artificial intelligence model trained 
for the purpose, to be inserted in a specific section of the Synergy-Net application. 

• Identify factors predictive of clinically significant disease (single or in combina-
tion). 

• Identify factors predictive of “indolent” disease, effectively reducing the number 
of prostate biopsies (reducing costs and morbidity). 

• Selection of patients with PI-RADS 3 who may not undergo biopsy. 
• Selection of patients who, based on risk factors, can be subjected to a random 

biopsy without the fusion technique (reducing costs and making it possible to 
perform the biopsy even in centers that do not have the fusion technique). 

The data collected for each patient concerns: 
Age, BMI, place of residence, profession, exposure to toxic substances/radiation, 

familiarity with prostate/breast cancer, alcohol consumption, smoking, consumption 
of dairy products, consumption of red meat, sedentary lifestyle, frequency of ejacu-
lations (monthly), IIEF-5, IPSS, PSA (ng/ml), PSA velocity and PSA density, other 
markers (IXIP, PHI, etc.), rectal examination, prostate volume, presence of nodules 
on transrectal ultrasound, possible presence of positive lesions on elastosonography 
(value in kPascal), PI-RADS score on MRI-MP. 

The analysis of the multiparametric MRI to be integrated with the data previ-
ously provided is performed by reporting, through a specific program for viewing 
and editing images in DICOM format, the tumor areas highlighted in the definitive 
histological examination.
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Given the extremely innovative nature of the study, the design of the necessary 
artificial intelligence systems and the analysis of the results are constantly evolving. 
Furthermore, the limited availability of data and a fully evolving literature on the 
subject, if on the one hand confirm the innovativeness of the research, on the other 
make development in intermediate steps necessary [15–18]. 

Given the small size of the organ under examination, the most complex operation 
remains that of semantic segmentation, i.e., the identification of the precise contours 
of the suspicious lesions within the diagnostic images. In fact, having this informa-
tion allows you to support the doctor in the analysis of suspicious areas, without 
distractions related to nearby organs and tissues (a situation that is particularly true 
for the prostate). 

In the context of the Synergy-Net project, a new convolutional architecture based 
on the U-Net paradigm was therefore created, designed to perform slice-by-slice 
segmentation in DCE-MRI of the prostate. Furthermore, in order to allow more 
effective training of the model, even in the presence of limited amounts of data, the 
concept of transfer-learning was used in order to pre-train portions of the network, 
thus allowing faster and more effective training (see Fig. 1). 

Data processing with CNNs was conducted on a dataset of 37 patients, selected 
from the initial 50 for completeness and uniformity of the data, all affected by 
k-prostatic disease, using a tenfold cross-validation in order to obtain a statisti-
cally more accurate estimate. Significant of the goodness of the results obtained. 
The performance metric used is the DICE coefficient, widely used by the scientific 
community in the context of semantic segmentation due to its high sensitivity even 
to small variations in the predicted segmentation masks.

Fig. 1 U-Net convolutional architecture designed for K-prostate 
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3 Results 

Despite the obvious limitations associated with the complexity of the task, the created 
system can be effectively used to support the identification of damaged areas in the 
prostatic tissue, in DCE-MRI all affected by k-prostatic disease, using a tenfold cross-
validation in order to obtain a statistically more significant estimate of the goodness 
of the results obtained. The performance metric used was the DICE coefficient. The 
results present a low intra-subject variability and a high inter-subject variability, with 
DICE values ranging between a minimum of 5.8% and a maximum of 60.3%. On 
average, a value of 35% is reported, considering the arithmetic mean of the dice 
achieved on all folds (macro-average). This result is not unexpected, given the very 
small size of the organ (and therefore its possible lesions) and the sensitivity of 
the diagnostic instrument (approximately 1.5 mm3). An analysis of the predictive 
capabilities based on the percentage of damaged tissue compared to healthy tissue 
(indicated as p%) tends to confirm the suspicion. It follows that, despite the obvious 
limitations associated with the complexity of the task, the created system can be 
effectively used to support the identification of damaged areas in the prostatic tissue 
(see Fig. 2). 

In compliance with the architectural document, a python script was also created 
that performs the segmentation of neoplastic lesions, slice-by-slice, in DCE-MRI. 
This script represents the artificial intelligence module used by the Synergy-Net 
application for the analysis of images relating to prostatic lesions. When a more 
performing classification model is available, it will be sufficient to replace just one 
file, making the update operation totally transparent to the CAD application.

Fig. 2 Average DICE based on the portion of damaged tissue 
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4 Discussion and Conclusions 

The work carried out consisted of collecting, first of all, a significant number of patient 
data and trying to use this data to "train" the system. Before starting the screening, the 
system was prepared, trained, to recognize certain oncological images. This might, 
of course, be intuitive for an expert clinician, but not for a still “inexperienced” 
machine. In the future, this system could make it possible to identify lesions that 
would not have been diagnosed with other investigations, improve the diagnostic 
accuracy of certain methods, select which patients to perform a certain test in, and 
provide support to less experienced doctors. 

All this could allow for an increasingly precise, earlier diagnosis. In summary, 
the Synergy-Net Information System (IS) aims to be an AI-based CAD designed to 
support the doctor in a set of different pathologies of an oncological nature, in order 
to exploit the benefits that only an analysis integrated can fully enable. 

As regards prostate cancer, the aim of the project was to evaluate the possibility, 
thanks to the most innovative machine learning methods applied both to prostatic 
elastosonography and to RNM with prostate contrast medium, to reduce the number 
of biopsy samples for diagnostic purposes and to be able to maximize the proba-
bility of acquiring anatomically–pathologically interesting tissues from the afore-
mentioned samples. The results obtained with the creation of CAD-CNNs to be 
applied to RNM diagnostics are promising and certainly integrated with information 
on prostatic hardness, measured in kPa, obtained with quantitative elastosonography, 
which can make the CAD itself perform better. 
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Designing Reactive Route Change 
Rules with Human Factors in Mind: 
A UATM System Perspective 

Jeongseok Kim and Kangjin Kim 

Abstract This paper investigates the dynamic rerouting of electric vertical takeoff 
and landing (eVTOL) aircraft in the context of urban air traffic management (UATM). 
Focusing on the interaction between human managers and the UATM network, we 
present a novel approach to reactive rerouting based on step-oriented simulation and 
condition-action rules. Our framework enables human intervention in response to 
congestion observed at vertiport corridors, allowing managers to request detours for 
approaching eVTOLs. We formulate the problem within the knowledge representa-
tion and reasoning (KR&R) paradigm and employ a multi-shot approach within an 
Answer Set Programming (ASP) solver to drive the step-oriented simulation. The 
structure of the paper follows a logical progression, including related work, prelim-
inaries, a problem statement, proposed solutions, and a discussion, followed by a 
concluding section. 

Keywords UAM · UATM · KRR · Answer Set programming · Articulating agent 

1 Introduction 

Urban air mobility (UAM) is a fast-growing aviation industry paradigm that requires 
low-altitude aircraft to be integrated into dense urban environments, high-density 
air traffic management, and autonomous operations [ 20]. Hence, an air traffic man-
agement system that can adapt to a varied environment and extend to meet rising 
data volume and complexity is needed. This study uses UAM air traffic management 
(UATM) methods to solve these challenges. 
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The paper offers a graph model of the UAM corridors, with each node representing 
a vertical airport (vertiport) and a human traffic manager for landing and takeoff. The 
autonomous operating span of every UATM system is determined by its proximity 
to a vertiport, requiring UATM network instructions for particular agents [ 16]. 

A more robust, adaptive, and scalable future urban air traffic management system 
that can accommodate a wide range of stakeholders and satisfy their data transmission 
requirements would improve UAM development and dependability. 

1.1 Contributions 

The contributions of this paper are as follows: 

1. Theoretical development for reactive rules, 
2. Step-oriented simulation, and 
3. Validity evaluation mechanisms for explainability. 

1.2 Outlines 

The rest of the paper is organized as follows: We review related work. We study 
background knowledge. We then examine the problem. We propose a solution to the 
problem. We study how to utilize reactive rules for human factors. Next, we address 
possible discussions. Finally, we conclude our work. 

2 Related Works 

The papers [ 9, 20, 23, 27] cover UAM technology, regulatory framework, benefits, 
and drawbacks. The article Administration [ 1] offers a tiered system to arrange 
UAM airspace by vehicle type, autonomy, and altitude. German Aerospace Center 
(DLR) programs discuss ATM initiatives in Schuchardt et al. [ 29]. The authors in 
[ 15] suggest a vehicle-obstacle crash assessment model. In article [ 26], the authors 
present cutting-edge ATM deep learning algorithms. 

Solution in [ 17] for collision avoidances has been limited due to the complexity of 
UATM systems, stakeholder diversity, and unexpected aerial accidents. The papers 
[ 19, 28, 30] uses non-monotonic reasoning to characterize route detours involving 
multiple UATMs, rejecting previous conclusions based on new information. The 
paper [ 31] presents an example scenario for changing the destination while the paper 
[ 18] shows how a round route can be added for clearing the corridor. 

The research paper [ 4] is great at explaining complex systems, often known as 
explainable AI. To validate the complicated system, their epistemological approach



Designing Reactive Route Change Rules with Human Factors … 325

uses knowledge representation and reasoning. The article [ 5] develops automatic 
classifiers that may provide ontology-based explanations. This study, [ 25], covers 
five methods for building descriptive logic (DL) ontologies: association rule mining, 
formal concept analysis, inductive logic programming, computational learning the-
ory, and neural networks. Since their works are to provide a theoretical foundation, 
practically adapting their concepts has been limited. 

In contrast, the paper [12] proposes an ASP-based intra-logistics paradigm. Papers 
[ 13, 24] advocate using ASP for AGV work assignments and routing. They demon-
strate how to compute their route and supply subtasks, while we focus on the logic 
utilized in human manager-system and system-system interaction. The uncertainty 
representation and reasoning evaluation framework analyzes space object tracking 
uncertainty in [ 3]. This provides a common uncertainty vocabulary and reasoning 
ontology. This shows how URREF can model tracking uncertainty and assess track-
ing findings’ validity, precision, and recall. 

3 Preliminaries 

3.1 An Example Scenario 

Figure 1 depicts a UATM network connecting four cities as a graph of nodes and 
edges. There are four nodes, which represent the VTOL airports (called vertical 
airports, or vertiports in short) in each city. The edges connecting two nodes represent 
bidirectional corridors that connect the vertiports in each city. The UATM network 
is organized so that three UATM systems can be nested on top of each other for 
communication and control. 

Fig. 1 UATM Network 
comprises four 
vertiports—.vp1,.vp2, .vp3, 
and.vp7—connected by 
bidirectional corridors. There 
are three UATMs (.UATM1, 
.UATM2, and.UATM3), each 
represented by an outer 
circle indicating their 
coverage area
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There are three main parties in the UATM network described above. The first 
is the airplane traveling to and from the city, which is referred to as the agent in 
this paper. The second is the three UATM systems, which are responsible for route 
determination for the agents. The third party is the air traffic manager (called the 
human manager), who monitors and controls the takeoffs and landings of airplanes 
at each vertiport. 

3.2 Assumptions 

Agents migrate between vertiports through these corridors, and UATMs can com-
municate directly with agents in their region. The “UATM Network” serves as a 
communication relaying mechanism for agents. 

3.3 Roles for Each Party 

The UATM system can operate autonomously. It decides and computes all plans for 
the agents without confirmation from the human manager. The human manager mon-
itors each vertiport and reports its status to the UAM system. He or she also interacts 
with legacy traffic systems. The agents execute their plan, which is determined by 
the UATM system. They ask permission from the human manager of the vertiports 
where they take off or land. 

3.4 Environment Specification 

Each corridor restricts agents to entering one at a time. It also prevents agents from 
passing each other in a corridor. Hence, delays can occur when agents in front of them 
slow down. Given the speed at which agents travel and the length of each corridor, 
each corridor has the capacity to hold agents for some period of time. 

Since this is a simplified route change problem, an agent enters one vertiport at 
a time and leaves another vertiport later. Thus, we assume that once it reaches its 
target vertiport, it is removed from the vertiport. 

3.5 Pathfinding and Route Changing 

Before considering the route change, we have to consider that there is a given path for 
each agent from the beginning. Hence, the concept of pathfinding should be addressed 
first. For any agent, its path is a sequence of vertiports from its start vertiport to its



Designing Reactive Route Change Rules with Human Factors … 327

target vertiport. For example, in Fig. 1, consider that agent 1 starts its path at.vp1 and 
finishes at .vp3. In this case, its path can be .vp1, .vp2, and .vp3. Note that in a path, 
a vertiport and its following vertiport are directly connected to each other. Thus, 
pathfinding is a procedure to compute the sequence of vertiports when its start and 
target vertiports are given. 

A route change is another pathfinding procedure, considering an agent’s initial 
path instead of its start and destination vertiports. Given an initial path, the route-
changing procedure returns its alternative path. 

3.6 Possible Conflicts and Ways to Anticipate Them 

Before addressing possible conflicts, the concept of waypoints should be introduced. 
To be more specific, we discretize each corridor with sampled points (or waypoints, 
in short). We then consider each agent as moving from one waypoint to the next on 
a corridor. 

For example, there is a path consisting of .vp1, .vp2, and .vp3. Let us denote the 
corridor from .vp1 to .vp2 .C1,2 and the corridor from .vp2 to .vp3 .C2,3. Then, assume 
.C1,2 has 20 waypoints in it and .C2,3 has 30 waypoints in it. Then, the path can be 
represented as the following detailed path: .vp1 .= .(C1,2).wp1, .wp2, .. . ., .wp20 .= . vp2
.= .(C2,3).wp1, .wp2, .. . ., .wp30 .= .vp3. 
Possible Conflicts Consider there are two agents—. ri ,. r j—heading to the same target 
vertiport, say.vp3. Assume that they are on a same corridor, say.C2,3, and.r j is ahead 
of. ri . Given that the time is synchronized and each agent moves one step at a time, the 
location of .r j at time. t , .Lr j

t , can be one step ahead of the . ri ’s one. Then, . Lr j
t−1 = Lri

t

and .Lr j
t = Lri

t+1. 
If .r j unexpectedly stops moving at .t + 1 and . ri couldn’t sense that, the location 

for these agents at .t + 1 would be .Lri
t+1 = Lt j

t+1. This will cause a collision. 
Consider . ri is heading to .vp3 through .C7,3 and .r j is heading to .vp3 through .C2,3. 

If these two agents visit .vp3 at the time . t simultaneously, then .Lri
t = Lr j

t . This will 
also cause a collision. 

We note that each corridor has a dedicated lane for each direction so that a collision 
wouldn’t happen by switching over their locations. 
How to anticipate the conflicts The capacity of each corridor is calculated taking 
into account delay and possible collisions. Thus, the evenly distributed agents will 
mitigate collisions due to densely coupled traffic in a corridor. In addition, keeping 
the number of agents in a corridor below its capacity will prevent collisions due to 
uncontrolled entry of agents, which provides an anticipation of further conflicts. 

3.7 Possible Resolutions 

Rerouting before entering the congested corridor If agents can detect the traffic 
sufficiently earlier than approaching the center of the congested space, they can
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Table 1 Predicates for the environment 

Predicates Description Examples 

uatm/1 It represents the Urban Air Traffic 
Management 

uatm(1), uatm(2), 
uatm(3) 

vp/1 It represents vertiports vp(1), vp(2) 

edge/2 It represents corridors edge(vp(1), vp(2)) 

cover/2 It represents the covered uatm of a vertiport cover(uatm(1), 
vp(3)) 

edge_range/3 It represents waypoints within a corridor edge_range(vp(1), 
vp(2), 1..20) 

covered_wp/4 It represents covered waypoints in a corridor 
by a UATM 

covered_wp(vp(1), 
vp(2), uatm(1), P) 
:-
edge_range(vp(1), 
vp(2), P), P . <16. 

capacity/3 It represents the safe limit each corridor can 
accommodate agents 

capacity(5, vp(1), 
vp(2)) 

avoid the traffic by altering their route. However, in order to achieve this, frequent 
traffic monitoring and communication with the UATM are necessary. 

For example, suppose some agents in .C1,2 need to pass through .C2,3, but it is 
reported that .C2,3 is congested. In this case, they can reroute to .C2,7 and.C7,3 instead. 
Changing the target due to the significant delays If there are significant delays to 
a destination, agents heading to that destination may need more time to reach the 
destination due to the expected delays. In such a case, their destination can be changed 
to another one, taking into account the fuel issue and the total travel time required. 
Rerouting after entering the congested corridor: Clearing the corridor to prevent 
possible collisions Consider that some agents enter a corridor where the unexpected 
delay is dynamically increased. In simple terms, we can think of an agent entering 
a corridor where the capacity is already full. In such cases, to resolve potential 
collisions, agents ahead can clear the corridor by changing their destination or adding 
more routes. 

In this paper, we note that we do not consider the case when the collision has 
already happened. We try to prevent future conflicts so that collisions can be avoided. 

3.8 All Used Predicates, Queries, and Expected Results 

Before formulating the problem we want to solve, we need to specify the predicates 
used. For the environment, the following predicates are used as shown in Table 1. 
For the agents and the plans, the following predicates are used as shown in Table 2. 
Then, Table 3 shows the queries and the expected results.
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Table 2 Predicates for the agent 

Predicates Description Examples 

agent/1 represents eVTOL agent(1) 

loc/4 It represents the location (or the waypoint WP) 
where an agent is in a corridor at the time T 

loc(agent(1), T, 
vp(1), vp(2), WP) 

plan/4 It represents the plan where an agent has at the 
time T 

plan(agent(1), T, 
vp(1), vp(2)) 

source/3 It represents the start vertiport of an agent at the 
time T 

source(agent(1), 
T, vp(1)) 

target/3 It represents the destination vertiport of an 
agent at the time T 

target(agent(1), 
T, vp(3)) 

Table 3 Queries and expected results 

Queries Expected Results 

[Q1] How many agents are in the related 
corridor? 

[A1] The agent count where in the corridor 

[Q2] Is the corridor capable for more agents? [A2] The number of capable agents in that 
corridor 

[Q3] Is the corridor congested? [A3] True or false, depending on the fact 

[Q4] Change the route of.vp3 heading agents [A4] Update the current plan with their backup 
plan 

3.9 Time-Wise Computations 

Most queries, including the ones we covered above, consider the current status of 
agents’ movements and plans, as well as where they are assigned. Such information 
changes depending on traffic and/or some other decision, such as a detour. Therefore, 
in some way, we need to track agents’ movements over time. In particular, it should 
be possible to track any piece of information that changes over time. 

3.10 Considering Human Factors 

When interacting with human managers in this setting, it is important to keep in 
mind that humans are not a single entity. This is because humans are prone to making 
mistakes, they require time to react, they take time to recognize situations, even when 
they are being monitored, and they frequently become confused when they are not 
provided with any additional explanation.
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•
•

•
•

step ≤ 

•
•

•

step ← step + 1 

Fig. 2 Flowchart illustrating the step-by-step process for calculating the solution 

4 Problem Formulation 

Problem Statement: Given a group of agents that operate based on their scheduled 
tasks, a UATM network, and a human manager, provide an answer to him or her when 
a query is requested. In order for the human manager to comprehend the answer, pro-
vide a way that each procedure can be traceable. 

Solution Overview: We have constructed a time-based simulator as shown in Fig. 2. 
According to the plans provided to the agents, we simulate their movements as the 
time step is increased. After a request is made, the necessary rules are computed for 
each time step. The result is then generated. All procedures are tracked throughout 
this process. 

5 Proposed Solution 

5.1 Suggested Results of the Queries 

To analyze agent movement, we translated each predicate in Tables 1, 2 3 at different 
time steps into dedicated queries within Answer Set Programming (ASP) [ 2, 21, 22]. 
ASP defines relationships between objects and their properties, leading to “answer 
sets” representing solutions [ 14]. We used an ASP solver for each query, effectively 
retrieving the agents’ actions and the results of queries while incrementing the time 
step [ 11].
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This “multi-shot” approach (detailed in [ 11]) recalculates earlier decisions at 
higher time steps but offers valuable insights. We can clearly observe individual 
decision-making processes and trace the overall movement flow (see Table 4). 

To deepen understanding, we’ll first analyze individual query results. Then, we’ll 
examine the step-wise procedure, revealing the reasoning behind each decision. 

[A1] Predicate occupied/4 is produced. Given time step. t and the associated corridor 
connecting vertiport . u to vertiport . v, the result of Q1 is the predicate occupied 
(C, t, u, v), where . C is the number of agents in that corridor at time . t . 

[A2] Predicate capable/4 is produced. Once the predicate occupied(. C, t, u,  
v) is given, the result of Q2 is the predicate capable(. Cmax − C, t, u, v), 
which can be computed by referring to the capacity(. Cmax, u, v)  of the cor-
ridor, where.Cmax is the maximum capacity of the corridor that the agents can occupy. 

[A3] Predicate congestion/3 is produced. Once the predicate capable(. C2, t,  
u, v) is given, the result of Q3 is the predicate congestion(t, u, v), which 
can be easily computed by checking if .C2 ≤ 0. This means that the corresponding 
corridor cannot accommodate any more agents. 

[A4] Predicate change_route/2 is produced. Once the detour request has been made, 
the result of Q4 is the predicate change_route(. A, t), where . A are the agents 
to be detoured at time . t . 

The result of each query is shown in Table 4. While the time step goes on, 
each agent’s location is updated. Through the congestion(3, 2, 3). i i i , we  
can see that at step 4, the detour request can be triggered. Then, through the 
change_route/2, the human manager can be informed of the route change. It is 
worth noting that at step 5, agent 2 took the corridor from .vp2 to .vp7 (as indicated 
in .wp3 in Fig. 1), which demonstrates its route has been changed. 

5.2 Step-Oriented Simulation 

After initializing a reasoning controller, it reads base rules for environment, agents, 
and plans in Table 1. ∼2. Then it reads queries in Table 3. Next, it grounds the rules and 
facts, and it prepares the while loop, setting .step to 1. The while loop will continue 
grounding the rules and facts as long as the .step remains less than or equal to .tmax . 
The .step will be incremented by 1 throughout each iteration. The solution will be 
computed and returned after the grounding process.
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Table 4 Result of the queries at each step. The superscripts. i to.iv indicate that they are obtained 
from the results of query [1] to [4]. 

Step Results of Query [1] to [4] 

1 loc(1,1,1,2,15) loc(2,1,1,2,17) loc(3,1,1,2,19) loc(4,1,2,3,4) 

loc(5,1,2,3,7) occupied(0,0,2,3). i capable(3,0,2,3). i i

2 loc(5,2,2,3,8) loc(4,2,2,3,5) loc(3,2,1,2,20) loc(2,2,1,2,18) 

loc(1,2,1,2,16) occupied(2,1,2,3). i capable(1,1,2,3). i i

3 loc(1,3,1,2,17) loc(2,3,1,2,19) loc(4,3,2,3,6) loc(5,3,2,3,9) 

loc(3,3,2,3,1) occupied(2,2,2,3). i capable(1,2,2,3). i i

4 loc(3,4,2,3,2) loc(5,4,2,3,10) loc(4,4,2,3,7) loc(2,4,1,2,20) 

loc(1,4,1,2,18) occupied(3,3,2,3). i capable(0,3,2,3). i i

congestion(3,2,3) . i i i detour_request(3,4) . iv detour_request(2,4) . iv

detour_request(1,4) . iv change_route(3,4) . iv change_route(2,4) . iv

change_route(1,4) . iv

5 loc(1,5,1,2,19) loc(4,5,2,3,8) loc(5,5,2,3,11) loc(3,5,2,3,3) 

loc(2,5,2,7,1) occupied(3,4,2,3). i capable(0,4,2,3) . i i

congestion(4,2,3). i i i detour_request(1,5) . iv detour_request(2,5) . iv

change_route(1,5) . iv change_route(2,5) . iv

Algorithm 1 Step-oriented Simulator 
Input: vp for a vertiport of interest, u and v for a corridor of interest 
Parameter: t for time step, tmax for max time step 
Output: 
1: Initialize a reasoning controller 
2: Read base rules in Table 1∼2 
3: Read queries in Table 3 
4: Assign external variables of vp, u, and  v 
5: Ground the rules and facts 
6: Initialize step to 1 
7: while step ≤ tmax do 
8: Clean up the solution produced in the previous step 
9: Ground the rules and facts based on the step 
10: Compute the solution 
11: Output the solution 
12: step ← step + 1 
13: end while 

6 Human Factored Reactive Rules 

In this section, we formulate a reactive rule and characterize the behaviors, consid-
ering human factors.
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6.1 Reactivity 

Suppose there are three objects: the human manager, the UATM, and the agents. 
Intuitively (or if we simply project the relationship between the manager and the 
agents for the purpose of demonstrating their conversational activity), we can describe 
query 4 as follows: 

• Human Manager: Agents, change your route. 
• Agents: Okay. 

In this setting, the role of the UATM is absent. However, this simple query and 
response can be extended to include these three objects. That is, instead of the human 
manager ordering the route change, he or she requests the detour to the UATM, and 
with the newly updated route, the UATM orders the agents to follow the changed 
route. Once this process is approved on both sides, the UATM can respond to the 
human manager. 

Let’s discuss this in more detail. The human manager monitors the vertiport and 
related corridors to see if they are congested or not. Then we assume that the human 
manager requests the detour as soon as he or she detects traffic. This can be repre-
sented logically as follows: 

.

related_corridor → interest_corridor.

interest_corridor → interest_agent.

interest_agent,congestion → detour_request.

(1) 

That is, if the associate corridor is congested and there are some agents to be 
passed on the corridor, the manager will request the UATM to reroute those agents. 

6.2 Reactive Rule Structure 

Reactive rules follow a logical structure that outlines how specific conditions or 
events (antecedents) trigger corresponding actions, states, or further antecedents 
(consequents). This structure is formally expressed as: 

..∀(x, t) ∈ X × T, ∃(y, tα) ∈ Y × T :
⎡
⎣∧

i

At
x (i) →

∨
j

Ctα
y (Ã

t
x , j)

⎤
⎦ (2) 

where: 

• .Ãt
x represents a subset of the antecedent elements necessary for rule execution. 

• .t ≤ tα ∧ tα ∈ T indicates that consequents occur at or after their associated 
antecedents.
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The left-hand side of the implication .{∧i A
t
x (i)} employs logical conjunction, 

ensuring that all elements of the antecedent must be true for the rule to activate. The 
right-hand side .{∨ j C

tα
y (Ãt

x , j)} uses logical disjunction, meaning that only one of 
the specified consequents needs to hold true for the rule to be satisfied. 1

For example, in Eq. (1), the predicate detour_request is a consequent. y, and 
its antecedent . x consists of congestion, interest_agent, step, etc. Here  
the interest_agent is the necessary part of the antecedent so that we can say 
. Ã contains interest_agent. 

6.3 Applying Reactive Rules for Human Factors 

Proactive Behavior In order to address potential human manager unresponsiveness 
to corridor congestion warnings, a proactive behavior can be implemented to auto-
matically initiate detour requests. Equation (3) models corridor congestion, while 
Eq. (4) captures the ideal, immediate human response upon congestion detection. To 
account for potential delays in human input, Eq. (5) can be incorporated, representing 
the automatic detour request activation after a predefined waiting period. 

.congestion(t-1, U, V), intereset_agent(A, t-1), step(t-1). (3) 

.detour_request(A, t) ←Eq. (3). (4) 

.detour_request(A, t+α) ←Eq. (3),
∧

0≤β<α 
¬detour_request(A, t+β). (5) 

Pre-emptive Behavior Suppose congestion is detected in a particular corridor and 
the system is waiting for human input. Although the proactive behavior we have 
covered can handle the case where the human misses the deadline for input, agents 
in the air cannot. That is, while waiting for the input, some agent, say a_7, may join 
the already congested corridor. Suppose this agent has passed.vp2 and is now at.wp2, 
as shown in Fig. 1. This will increase the risk of an intrinsic crash with agents ahead 
of a_7 in that corridor. 

In this context, resolving the risk before it occurs is pre-emptive behavior. We 
first find agents ahead, as shown in Eq. (6). We then ask these agents not to land at 
their destination immediately. This way, instead of waiting to land in the corridor 
for their first visit to their target vertiport (say .vp3), they can revisit it after moving 
to the other vertiport (say .vp7), making a total round trip. Equation (7) represents 
this query. Once the request has been made, we can modify the current plan of these 
agents by appending the new plan to the end of it.

1 We remark that we adapted the mathematical description and categorization of the reactivity from 
Broda et al. [ 6] and tailored them to suit our requirements in order to provide the solution. For 
readers who want more technical details about the structure and properties of the behaviors, we 
refer to their paper. 
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. ahead_agent(A,t) ←loc(A,t,U,V,WP), loc(a_7,t,U,V,WP2),

WP > WP2. (6) 
. round_request(A,V,t+1) ←relayed(A,t), ahead_agent(A,t),

target(A,V,t), step(t+1). (7) 

Prospective Behavior Building upon proactive and pre-emptive behaviors, prospec-
tive behavior empowers the system to anticipate and prevent unwanted events before 
they materialize. Consider agent a_7’s unexpected entry into a congested corridor 
while waiting for human feedback, which has been covered previously. 

By revising line 9 of Alg. 1 to Eq. (8), we can shift the grounding of rules and 
facts from the current time step to future steps (represented by . β). This “. β future” 
perspective allows the system to predict a_7’s potential entry into the congested 
corridor and adjust its behavior accordingly. This could involve rerouting agents, 
delaying actions, or implementing other preventive measures. 

.step(t..t+ β). (8) 

where .β ∈ N>1. 
Prospective behavior, therefore, transcends reactive and proactive approaches by 

actively shaping the future; it predicts undesirable outcomes and intervenes before 
they unfold. This enhanced foresight promises a more resilient and reliable system 
in the realm of UATM. 

7 Discussions 

Limitation: With the consideration of behaviors we have covered, as the iteration 
count within the while loop grows in Alg. 1, redundancy in computation is observed. 
This phenomenon is due to the current implementation of the multi-shot approach 
within Answer Set Programming (even in the latest version of Cingo) [ 8, 11]. This 
approach requires the grounding of rules and facts ab initio at each iteration, even 
though the current step is incremented [ 7, 10]. This makes it impractical to simulate 
the entire time domain for each agent. A more efficient approach would be to focus 
on instantaneous queries spanning concise temporal intervals. 
Remarks: Unlike a simple logical implication, finding only the consequence part 
(without considering any antecedent) makes no sense within our reactive rule frame-
work covered in Eq. (2). This is because finding the supporting rules when a human-
unknownable decision has been made by the system would mean tracing the rea-
soning behind it and examining the past trajectories and the past sequence of logical 
connections. 

In addition, over-expansion of prospective behavior will lead to redundant com-
putations and further conflicts between agents and rules. Moreover, it will prevent 
the human manager from recognizing every event that occurs. Therefore, it would be
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recommended to shorten the fidelity of the prospective behavior only for the purpose 
of suggesting advice to the human. 
Validity Analysis: In the context of the single-shot perspective presented in the 
previous work, the validation of answer explanations for each query depends 
on the synergistic interaction of two elements: the predicate itself (illustrated by 
change_route/2 in query 4), which assumes factual status when the rule body 
evaluates to true, and the "safe rule" that guarantees the logical consistency of the 
predicate. Assuming that all derived rules and relations ultimately resolve the rule 
body to truth, the logical consequence of that truth extends to the associated predicate, 
thereby justifying the answer provided to the query. 

Identifying undesirable outcomes in reactive and multi-shot frameworks is more 
challenging than in their single-shot counterparts. This complexity is readily apparent 
when visualizing the individual movements of each agent. To effectively locate such 
outcomes, two key strategies emerge. First, accurate timeline recording becomes 
critical, facilitating retrospective analysis of potential agent behaviors based on their 
predicted actions. Second, sequential numbering of each logical connection within 
the system allows for precise tracking of antecedent-consequent pairs. However, 
tracing undesirable events often requires a greater investment of time and a deeper 
exploration of the intricacies of interactive relationships and behaviors. 

8 Conclusions 

We have developed a thorough framework for creating reactive route change rules for 
UATM systems, taking into consideration human aspects and UATM-related scenar-
ios. The focus of our research is to tackle the difficulties associated with integrating 
human aspects into the development of reactive rules. These issues include taking 
into account human mistake, reaction time, and the necessity of providing explana-
tions that are comprehensible to human managers. We also stress the significance 
of timely calculations and the monitoring of agents’ trajectories over time, taking 
into account the dynamic character of the UATM environment. In addition, the paper 
explores the process of validating answer explanations and the challenges of rec-
ognizing unwanted outcomes in reactive and multi-shot frameworks. In summary, 
the study offers useful insights into the development and application of reactive 
route change rules in UATM systems, taking into account human factors and the 
ever-changing nature of the environment. 
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Abstract Conducting an in-depth study on algorithms addressing the interaction 
problem in the fields of machine learning and IoT security involves a meticulous 
evaluation of performance measures to ensure global reliability. The study examines 
key metrics such as accuracy, precision, recall, and F1 scores across ten scenarios. The 
highly competitive algorithms showcase accuracy rates ranging from 95.5 to 98.2%, 
demonstrating their ability to perform accurately in various situations. Precision and 
recall measurements yield similar information about the model’s capabilities. The 
achieved balance between accuracy and recovery, as determined by the F1 tests 
ranging from 95.2 to 98.0%, emphasizes the practical importance of data transfer 
in the proposed method. Numerical evaluation, in addition to an analysis of overall 
performance metrics, provides a comprehensive understanding of the algorithm’s 
performance and identifies potential areas for improvement. This research leads to 
advancements in the theoretical vision of machine learning for IoT protection. It 
offers real-world insights into the practical use of robust models in dynamically 
changing situations. As the Internet of Things environment continues to evolve, the 
study’s results serve as crucial guides, laying the foundation for developing strong 
and effective security systems in the realm of interaction between virtual and material 
reality. 
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1 Introduction 

The Internet The emergence of the Internet of Things (IoT) has ushered in a revo-
lutionary era of connectivity, fostering seamless communication between humans 
and machines. In today’s technological environment, IoT serves as a beacon of 
innovation, enabling the exchange of digital information. Through the integration 
of powerful sensors, this revolution not only enhances our ability to detect objects 
but also facilitates unconventional interactions with them [1, 2]. While IoT offers 
numerous benefits, it also brings forth a number of challenges, particularly high-
lighting issues related to privacy and security. To fully explore the enormous poten-
tial of the Internet of Things, robust measures are essential to protect against the 
continually emerging cyber-physical threats [3, 4]. 

Fundamentally, IoT is characterized by its ability to create connections between 
devices, forming an environment where information flows seamlessly, bridging the 
gap between the physical and digital realms. This interaction goes beyond human-
to-human communication, extending to machines communicating with each other. 
This transformative shift forms the basis for positive results, facilitating a dialogue 
between the physical and digital worlds, bringing about material changes [5–8]. 
The benefits of the Internet of Things (IoT) are substantial, but they come with a 
crucial consideration for the delicate balance between privacy and security. As the 
lines between the virtual and physical aspects of nation-states become less distinct, 
concerns arise regarding data privacy and the potential for cyber-physical threats. This 
paper emphasizes the urgent need for comprehensive time preservation mechanisms 
in response to the challenges posed by the IoT [9, 10]. 

In the context of IoT, real-time security plays a crucial role in preventing the 
evolution of cyber threats. The interconnected nature of IoT networks exposes poten-
tial vulnerabilities, necessitating preventive measures to mitigate risks. Instances of 
cyber-physical threats, as highlighted in media releases, have led to system incon-
sistencies, stripping away protective layers from networks [11, 12]. The possibility 
of such threats emerging in IoT networks requires a closer examination of potential 
scenarios. To navigate the complexity of the IoT ecosystem, the paper advocates 
for a shift from theoretical discussions to practical simulations, exploring potential 
conflicts in different community settings. The formation of an attitude and its subse-
quent measurement as the best predictor of success in a variety of health interventions, 
with the hope of an intervention that will not cause harm [13]. 

2 Literature Review 

In the discipline of Cyber-Physical Risk Management, research and innovation on 
the relationship between the physical space and cyberspace are prioritizing CPRM. 
A literature review can provide an assessment of fundamental work and state-of-
the-art developments, which will outline directions where further advances are most
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required [14]. An interesting contribution from literature supports that real-time 
monitoring and analysis should be integrated into the threat management process. A 
reason why continuous monitoring of cyber-physical systems is needed to identify 
and act on evolving threats in a timely manner can be seen in [15], where the imple-
mentation of high-level technology and monitoring instruments gives the ability 
to conduct real-time analysis that supports risk assessment subject to modification 
trends. 

Additionally, the incorporation of artificial intelligence (AI) into CPRM represents 
an issue that must not be overlooked. Present research has proved the feasibility of AI 
algorithms in processing enormous data repositories to identify potential suspects and 
predict cyber-physical hazards. This technology speeds up the analysis of situations 
and helps build predictive models for preventive actions against future threats [16]. 

The paper also delves into critical aspects related to the characteristics of cyber-
physical systems, with a focus on their interconnections. Authors argued for increased 
attention to risk management in network systems. The integration of various factors 
necessitates a unified strategy that extends beyond traditional network security 
measures, encompassing the entire network environment. Several studies [17] have  
emphasized the importance of developing a standardized model for CPRM. The 
establishment of common procedures and recommendations facilitates coordinated 
information sharing among specific systems, ensuring a consistently robust response 
to high risks. This design is essential for enabling cyber-physical systems across 
various sectors, including critical infrastructure, healthcare, and transportation. 

Real-time data in cybersecurity systems reflects a dynamic and evolving concept 
that acknowledges the incompatibilities in today’s interconnected systems. The 
combination of real-time monitoring and the integration of digital technology is 
crucial for addressing numerous issues stemming from online dangers. Moving 
forward, ongoing research and practical applications are expected to lead to improve-
ments in robust system strategies, safeguarding critical systems against threats and 
maintaining the resilience of cyber-physical systems [18]. 

Recent literature also outlines the ethical considerations in the CPRM era. Based 
on the principles of security management, programs are suggested to be guided by 
existing norms while taking into consideration changing risks. Additionally, in using 
CPRM systems, ethics matters are evaluated to be of great importance and promote 
the use of effective and transparent measures in actual connections as well as when 
making strategic decisions [19]. Sharing and collaboration of information among 
participants is another critical aspect. Recent works [18] highlight the significance 
of establishing a network based on cooperation that allows sharing of risk intelli-
gence and best practices. And, this partnership is a critical element for strengthening 
a comprehensive defense system, which would successfully synergize effective inter-
operability to counter cyber-physical threats. In addition, the policy paper highlights 
the continuing importance of ongoing research and development efforts in keeping 
pace with evolving needs and exploiting technology. Perpetual readiness to adjust 
measures can help avoid future vulnerabilities. Research [20] advocates for ongoing 
efforts that not only identify current vulnerabilities but also predict future threats, 
contributing to the development of CPRM strategies over time.
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3 Methodology 

The all-pervasive infusion of the Internet of Things (IoT) in all our lives gives rise to 
a series of unexpected problems that require our attention; among such problems are 
security and privacy threats. This section highlights the challenges in IoT security, 
emphasizing gaps and potential solutions to preserve privacy, control data integrity, 
as illustrated in Fig. 1. In this era of rapidly integrating the Internet of Things (IoT), 
the interconnectedness of devices in our daily lives has raised concerns about safety, 
security, and privacy threats. The complex field of IoT security necessitates a focused 
discussion, taking into account talent shortages and the potential need for careful 
consideration and gentle discussions. 

The reform of privacy, security, communication, and integrity has become a 
crucial issue, demanding prompt and serious solutions from stakeholders. In our ever-
changing world, it is essential to leverage the benefits of IoT without compromising 
people’s privacy rights, using methods that reduce risks and ensure the protection of 
operations on connected devices. 

The integration of advanced electronic equipment in home automation has become 
central to controlling daily life. However, the negative aspect arises when unautho-
rized individuals gain access to these devices. From smart thermostats to connected 
security cameras, every device becomes a potential target for criminals seeking 
unauthorized access. 

Ensuring the security of these devices is crucial, as any interference with home 
automation systems not only violates privacy but also jeopardizes personal safety. 
Examining various networks reveals distinct domains where IoT operates, as illus-
trated in Figs. 2 and 3. Home automation, business, disease management, and smart

Fig. 1 Security framework 
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cities each present unique challenges and drawbacks. The approach taken in this work 
is holistic, acknowledging that protection measures must be tailored to the specific 
complexities of each network type. This nuanced intelligence aids in developing 
solutions to address vulnerabilities present in different IoT projects. 

Indeed, simulated IoT anomalies establish a connection between the model and 
its application. This defines the context in which potential threats are detected, 
providing researchers and IoT security experts with a better understanding. This 
paper contributes to the understanding of the role of early detection in MQTT simula-
tions, strengthens cybersecurity literacy, and by offering practical recommendations 
aims to preserve the IoT environment from cyber-attacks.

Fig. 2 IoT components 

Fig. 3 Anomaly detection 
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4 Proposed Model 

4.1 Utilizing Machine-Learning Algorithms for Risk 
Management 

In order to improve the security system on an ongoing basis, they made use of 
a variety of learning algorithms. These include SVM (1), RF (2), KNN (3), LR 
(4), MLP (5), NB (6), and DT (7), which function as powerful instruments against 
cyber-attacks in the physical library segment of IoT networks. The key approach to 
defining recognition models in the ever-changing cybersecurity area can be described 
by Fig. 4. Machine control algorithms, their evaluation being an important aspect of 
research, are a good indicator to determine how well the algorithms will perform in a 
dynamic IoT environment. Essential parameters include the percentage of accurately 
recognized normal heartbeats (accuracy), the percentage of all erroneously detected 
abnormal events (precision), and the percentage of missed abnormal beats (miss 
rate), as well as the mean deviation value between classified beats and their supposed 
normal position on the learning curve ( f 1 score).

Overall, model precision is determined by accuracy, a measure of how well the 
model takes into account important factors to make accurate predictions. Meanwhile, 
F1 computes the accuracy of an attention model in its ability to remain fixed and 
stable. 

The dataset used for evaluation consists of 9575 statistics with 52 features, cate-
gorized into 10 recommendations for website visitors, as presented in Table 1. This  
extensive dataset mirrors the complexity of real-world IoT configurations, allowing 
for a comprehensive assessment of algorithms. Following meticulous analysis, the 
test results demonstrated that ok-Near Neighbor is an effective solution, achieving 
an accuracy rate of up to 99.97%. These findings underscore the importance of 
employing management tools tailored to the unique characteristics of IoT data.

5 Results 

In Table 2 and Figs. 5, 6, 7, and 8, accuracy stands out as a crucial metric, representing 
the proportion of completed cases among the total samples. It serves as a high-
performance indicator for the stock version. The remarkable results reveal accuracy 
rates ranging from 95.5 to 98.2%, showcasing the algorithm’s exceptional ability 
to generate accurate predictions across various samples. However, it’s important to 
note that in many cases, depending solely on truth may lead to misunderstandings, 
especially when dealing with misinformation. Precision, a closely related concept, 
is a measure of the model’s error and describes the accuracy of brilliant predictions 
provided by the model. In general, precision is the ratio of true positive predictions 
to the sum of true positive and negative values.
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Fig. 4 Machine-learning 
details

Table 1 Dataset details 
Dataset information No 

Number of records 9575 

Number of features 52 

Number of classes 10 

Classification task Network traffic classification

The accuracy results fall within the range of 96.1–98.7%, indicating the algo-
rithm’s capability to minimize negative outcomes—an integral aspect in reducing 
the misclassification rate. On the other hand, the return, also recognized as sensi-
tivity or intrinsic value, assesses the model’s ability to detect valid occurrences over 
time.
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Table 2 Result values 

Sample Accuracy (%) Precision (%) Recall (%) F1 Score (%) 

1 97.5 98.4 96.7 97.5 

2 96.8 97.6 95.2 96.4 

3 98.3 98.4 97.2 97.7 

4 95.5 96.2 94.7 95.5 

5 97.2 97.8 96.5 97.2 

6 96.5 97.3 95.6 96.4 

7 98.0 98.6 97.5 98.0 

8 96.2 96.7 94.4 95.6 

9 97.7 98.2 96.3 97.0 

10 95.8 96.8 94.1 95.4 

Fig. 5 Accuracy

It is the ratio of true-positive predictions to the sum of true positive and false 
negative results. In the provided results, the values range between 94 and 97.5%, 
indicating how well the system performs in capturing high-quality photos overall. 
Particularly in situations where capturing truly remarkable patterns is crucial, higher 
memory becomes especially important, as it could prevent serious consequences.
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Fig. 6 Precision 

Fig. 7 Recall
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Fig. 8 F1 score

6 Conclusion 

Different learning algorithms tested on a performance test of their own to show their 
versatility and the importance of an extensive evaluation. The output will repre-
sent characteristics such as accuracy, precision, recall, and F1 measurements, indi-
cating the algorithm’s robustness in handling various statistical properties. The best 
results emphasize that the method can make correct decisions in different situations. 
Knowing facts and personal experiences is helpful for better-interpreting results by 
recognizing strengths and weaknesses within the model. Both accuracy and memory 
must be considered for proper system behavior, proving that application-specific 
requirements dictate simplicity or completeness. The knowledge derived from perfor-
mance assessments provides reliable data validation for the algorithm and also leads 
to opportunities for further improvements and optimizations. In the developing field 
of systems analysis, deep performance measures, like those of a machine-learning 
model, enhance specialist skill quality, even in non-standard conditions, with high 
accuracy numbers. 
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